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Preface

It is a great pleasure to present the Proceedings of the 6th International Conference on
Cloud Computing (CloudComp 2015). This year’s conference continued its tradition of
bringing together researchers, developers, and industry professionals to discuss recent
advances and experiences in clouds, cloud computing, and related ecosystems and
business support. The conference also provides a forum for presenting the recent
advances and results obtained in the wider area of cloud computing, giving users and
researchers alike a chance to gain better insight into the capabilities and limitations of
current cloud systems.

CloudComp 2015 received 89 paper submissions, from which the Technical
Program Committee (TPC) selected 36 regular papers for presentation and publication
in these proceedings after rigorous reviews by expert TPC members. The acceptance
rate is 40.44 %. The conference consisted of six symposia that covered a broad range of
research aspects. In addition to these paper presentations, CloudComp 2015 also fea-
tured two inspiring keynotes on software-defined cloud systems and cloud-assisted big
data application. We hope that the conference proceedings will serve as a valuable
reference to researchers and developers in the area.

Located in the charming and cultural city of Daejeon at an enchanting time of the
year, CloudComp 2015 was an exciting and stimulating event. It advanced our
understanding of cloud computing and opened up new directions for research and
development.

October 2015 Yin Zhang
Limei Peng

Chan-Hyun Youn
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Automated Overlay Virtual Networking Manager
for OpenFlow-Based International SDN-Cloud Testbed

Junsik Shin and JongWon Kim(✉)

School of Information and Communications,
Gwangju Institute of Science and Technology (GIST), Gwangju, Korea

{jsshin,jongwon}@nm.gist.ac.kr

Abstract. With the development of virtualization and cloud technology, cloud
data centers have been emerging for ICT infrastructure market. In order to link
resource pools (i.e., servers, storages, and switches) over distributed data centers,
tunneling-based overlay networking can maintain L2 connectivity with reason‐
able scalability. However, in properly managing all the switches and tunnels, the
complexity of underlying network topology causes uncontrollable difficulties.
Thus, in this paper, we discuss how to automatically manage overlay virtual
networking by employing an OpenFlow-based OvN-Manager (Overlay vNet‐
working Manager) tool. The verification results for implemented OvN-Manager
tool are also presented over OF@TEIN international SDN-Cloud testbed.

Keywords: OpenFlow-enabled software-defined networking · Future internet
testbed · DevOps-based automation · Tunneling-based inter-connection · Overlay
virtual networking

1 Introduction

The hyper-scale cloud data centers from Amazon, Google, and Microsoft are already
established across the world and have been providing public cloud services [1]. These
cloud data centers are equipped with a large number of servers, storages, and switches,
distributed over multiple data centers. Due to their scales (>10,000 servers per center)
and underlying network technology [2, 3], they are exposed to complexity problems in
networking aspects. In linking resource pools among cloud data centers, it is important
to maintain connectivity with reasonable scalability. However, the complexity of under‐
lying network topology can cause uncontrollable difficulties in properly inter-connecting
resource pools together.

Meanwhile, the emerging SDN (software-defined networking) paradigm is increas‐
ingly embracing OpenFlow and Open vSwitch (OVS) as a de-facto protocol interface
and virtual switch, respectively. Aligned with this trend, by leveraging hyper-convergent
SmartX Boxes and OpenFlow-enabled OVS, GIST and OF@TEIN collaborators have
been building and operating an international OF@TEIN SDN-Cloud testbed [4]. Diverse
operational experience is built to address the real-world challenges including the
complex overlay tunneling management.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
Y. Zhang et al. (Eds.): CloudComp 2015, LNICST 167, pp. 3–11, 2016.
DOI: 10.1007/978-3-319-38904-2_1



Thus, in this paper, we discuss how to improve overlay virtual networking manage‐
ment by utilizing an automated OpenFlow-based OvN-Manager (Overlay vNetworking
Manager). The proposed OvN-Manager is implemented and verified over OF@TEIN
international SDN-Cloud testbed. Then, in Sect. 2, we introduce the OF@TEIN inter‐
national SDN-Cloud testbed. In Sect. 3, we detail the design and implementation of
automated OvN-Manager. We also provide the functionality verification results for the
proposed OvN-Manager tool. Finally, we conclude this paper in Sect. 4.

2 OF@TEIN: International Distributed SDN-Cloud Testbed

2.1 SDN-Cloud Playground Interconnecting Multiple OpenFlow Islands

The OF@TEIN project (from July 2012) aims to provide OpenFlow-enabled SDN
testbed (i.e., playground) for international researchers [4–6]. As shown in Fig. 1, an
initial 6-site testbed has grown to more than 8 sites with hyper-convergent SmartX
Boxes. Note that SmartX Box refers to a hyper-convergent resource box, which inte‐
grates compute, storage, and networking resources in a single box.

Fig. 1. OF@TEIN testbed infrastructure (June 2015).

To link SmartX Boxes distributed in multiple international sites, virtual overlay
networking with NVGRE(Network Virtualization using Generic Routing Encapsula‐
tion)/VXLAN(Virtual eXtensible Local Area Network) tunnels establishes OpenFlow-
based inter-connection over underlying TEIN (Trans Eurasian Information Network)
network. Figure 2 illustrates the operation concept behind OF@TEIN testbed setup and
configuration. Each site has three types of nodes. First, nodes under VMs at the end of
each site contain hypervisors to provide VMs (virtual machines). OpenFlow Switch
nodes are managed by user controllers that are policed by FlowVisor [7]. Also, Capsu‐
lator nodes are in charge of NVGRE/VXLAN tunnelling. Note that, in early days of

4 J. Shin and J. Kim



OF@TEIN, some switches/capsulators are supported by hardware switches and FPGA-
accelerated servers, but all hardware switches are now replaced by OVS virtual switches.

Fig. 2. OF@TEIN sites and operation setup (concept version).

By replacing networking devices from hardware to software, as depicted in Fig. 3,
all SmartX Boxes have the same virtual networking topology as long as there are no
site-specific modifications. Xen-hypervisor VMs connect to “xenbr0” bridge (for
Internet connectivity) and “xenbr1” bridge (for VM to VM connectivity). For data traffic
between VMs, bridges “br1”, “br2”, and “brcap” are placed and subsequently connected
beyond “xenbr1”. Furthermore, “br1” and “br2” are connected to user’s choice of
controllers, e.g., ODL (Open Daylight) SDN Controller [8]. With its own SDN control‐
lers and open-shared bridges (e.g., “br1” and “br2”), users can do their own SDN
experiments over their overlay networks. However, as shown as a line from Admin’s
ODL SDN Controller to “brcap” bridge in Fig. 3, “brcap” connects only to Admin’s
ODL SDN Controller, which manages all the NVGRE/VXLAN tunnels.

Fig. 3. Common bridge configuration of SmartX Box (Type B+).

Automated Overlay Virtual Networking Manager 5



2.2 Automated Inter-Connection Provisioning Tools

To provision overlay virtual networking for OF@TEIN playground, we should take care
of combined configurations for bridges, tunnels, and flows. It is apparent that managing
them is very difficult without an automated tool. Thus, to assist the configuration of
tunnel-based inter-connections, in 2014, we deployed a script-based automated inter-
connection tool [9]. This inter-connection tool is focused on linking multi-point Open‐
Flow islands by utilizing OVSDB (Open vSwitch Data Base) configuration protocol
[10] to automate the configuration procedures for all OVS-based bridges and tunnels.
Note that, in Fig. 2, bridges and tunnels are matched with OpenFlow Switch nodes and
Capsulator nodes.

However, although the existing tool in [9] can help the automated provisioning, it is
limited in terms of software flexibility since it narrowly focuses on how to automate
with scripting. First, with the existing tool, it is hard to dynamically manipulate diverse
networking configurations. It simply combines together pre-arranged automated site-
specific scripts for all SmartX sites. Only those who know the details of all configura‐
tions, commands, and APIs are possible to modify the automated scripts. Next, the
existing tool lacks fine-grained configuration capability and aims only to automate the
provisioning procedures. Specialized configurations in building bridges, making flows,
and creating tunnels are not supported. Thus, the operators should manually configure
fine-grained parameters, whenever needed. Finally, there is no automated tool to find
and recover inter-connection problems, which are occurred in the OF@TEIN play‐
ground. The operators can notice inter-connection problems based on user’s claims
during their experiments. Even though the existence of inter-connection problems is
noticed, the operators have to spend a lot of time to figure out the root cause. Besides,
even after the operators find out the root cause, the existing tool could not cover the
recovery configurations. Thus, finding and recovering inter-connection problems are
sometimes slower than the brute-force automated provisioning procedures that flush all
existing configuration and reconfigure them. These inflexibilities of existing tool verify
the observations such as “hard to manipulate the tool”, “lack of fine-grained configura‐
tion capability”, and “no support for finding and recovering inter-connection problems”,
which puts additional burden to the operators of OF@TEIN playground.

3 Overlay VNetworking Manager

3.1 Design

To overcome the limitations of existing tool discussed earlier, we have refactored it for
flexible inter-connection management under the name of OvN-Manager. The OvN-
Manager tool is designed to satisfy the following requirements.

• All configuration procedures are automated from creating the virtual switches (i.e.,
bridges) to downloading flow rules.

• Anybody can easily design his/her own overlay virtual networking and change its
configuration.

6 J. Shin and J. Kim



• The inter-connection status and resource are repeatedly monitored at each site and
the spotted problem is reported for automatic recovery attempts. Also, the operators
are notified about the spotted problems and their recovery progress.

• Easy-to-use configuration is supported for bridges, ports, tunnels, and flows at all
sites in a fine-grained manner. Also, according to inter-connections among sites,
flows can be dynamically created and modified.

The important design concept of OvN-Manager is networking template for flexible
provisioning and management. To realize flexible configuration for the operators, the
OvN-Manager tool configures each site according to the specified networking template,
which contains the customized details. The OvN-Manager tool has only one common
code to automate different provisioning cases based on template files. Figure 4 represents
an example networking template that is being used for managing the SmartX Box in
Pakistan site. The networking template contains detailed configurations for bridges,
DPID (data path identifier), ports, and so on. With this networking template, the SmartX
Box in Pakistan site can be automatically configured for overlay virtual networking as
represented in Fig. 3. Furthermore, we manage an additional tunneling list file for auto‐
mated tunnel management. All tunnels required for overlay virtual networking are listed
in this file.

Fig. 4. OvN-Manager networking template for Pakistan site.

3.2 Implementation and Working Procedure

The OvN-Manager tool, implemented in a bash shell script, is working at a centralized
management box in GIST. From this management box, the OvN-Manager tool provi‐
sions, monitors, and recovers the overlay virtual networking of all remote SmartX Boxes
in OF@TEIN playground. The implemented OvN-Manager tool works by following the
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procedure depicted in Fig. 5. This tool operates in 3 different main phases: Bridge,
Tunnel, and Flow Management Phases. Figure 5 represents Bridge-Tunnel-Flow
Management Phases with detailed working procedure. After completing all 3 phases,
the checked errors are saved into a report file. This report file is automatically sent to
the operators by e-mail. Also, the OvN-Manager tool recycles again after 30 s.

Fig. 5. OvN-Manager: Flow diagram for working procedure.

First, in Bridge Management Phase, the manager collects current OVS configurations
from all sites through the OVSDB protocol. All bridges in each site are automatically
checked by comparing against listed bridges in the networking template one by one. If
any listed bridge is missing, it is automatically created or recovered.

Next, Tunnel Management Phase takes care of managing all tunnels listed in the
tunneling list file. In this phase, unlike Bridge Management Phase, each tunnel should
be checked at both tunneling endpoints to ensure bi-directional connectivity. The
manager first checks the connectivity (e.g., ping) and OVS configuration in one direc‐
tion. After that, it also checks in the reverse direction. The spotted problems are fixed
by configuring the tunnel patch ports through the OVSDB protocol. Note that, since all
bridges and tunnels are instantiated with OVS virtual switches and all sites are interna‐
tionally distributed, the OvN-Manager tool mainly utilizes the OVSDB protocol to
configure overlay virtual networking for remote sites.

Lastly, in Flow Management Phase, all flows are dynamically enabled according to
the OVS configuration and the OpenFlow flowtable at each site. To manage the flows
effectively, we divide Flow Managements Phase into two distinct steps. One step
manages flows between internal bridges and another step covers only tunneling-related
flows. Initially, the manager checks the connectivity between bridges at each site and
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the ODL SDN controller, because all flows are managed by the SDN controller. Next,
all flows between internal bridges are checked by comparing with the OVS configuration
and flow tables originated from the SDN controller. Then, the missing or misconfigured
flows are automatically configured through ODL APIs. After finishing the internal flow
management for all sites, tunneling-related flow management begins. Again, flows
should be checked in both directions by following similar checking and recovering
mechanism for internal flow management. Also, all flows are automatically arranged
according to the existing rules on port names. For example, if all packets coming from
“xbr1_br1” should be forwarded to “br1_xbr1”, the flow from “xbr1_br1” to “br1_xbr1”
is defined and configured. Note that, in this regard, the applicability of OvN-Manager
tool is restricted to OF@TEIN playground yet.

3.3 Evaluation: Features and Limitations

The OvN-Manager tool provides several features for the OF@TEIN operators, coming
from its functionalities, to effectively manage testbed infrastructure. The operators can
provision overlay virtual networking. The template-based configuration alleviates the
burden of operators in modifying networking configurations. The problem recovery and
reporting can also improve the management efficiency by reducing trouble-shooting
time. Also, due to template-based automation support, the OvN-Manager tool can be
generalized. By decomposing into Bridge-Tunnel-Flow Phases, the OvN-Manager tool
can leverage specific functionalities of each isolated phase. It can be easily generalized
by plugging with other tools. Thus, Bridge, Tunnel and Flow Phases give improved
scalability by increasing the number of manageable nodes at a time. The time-consuming
procedure of the OvN-Manager tool is collecting information through OVSDB, SSH,
and ODL APIs. In each phase, all boxes provide the same type of information to the
manager. Thus the manager can simultaneously collect information from distributed
SmartX Boxes. Moreover, we can easily add additional functionality due to phase-based
procedures.

On the other hand, the OvN-Manager tool is limited, mostly from the implementa‐
tion. The OvN-Manager tool can address tunnel-based connectivity for overlay virtual
networking. However it is suitable only for overlay virtual networking in the OF@TEIN
testbed. Similarly, the operator may have to spend time to apply the OvN-Manager tool
on one’s own environment.

3.4 OvN-Manager: Functionality Verification

To verify the monitoring and recovering problems, we apply a simple experiment to the
SmartX Box at Pakistan site. We detach the SDN controller from all bridges. Then,
according to the Pakistan networking template, we define additional bridge “testbr” and
a patch port connecting “TEST_A” to “TEST_B”. Also, another experiment removes a
tunnel connecting between SmartX Boxes at Malaysia site (MY2) and Pakistan site
(PK1).

Finally, the reports from OvN-Manager are represented as shown in Fig. 6. The OvN-
Manager tool can detect and distinguish problem types in a fine-grained level
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(i.e., Bridge/Port/Tunnel/Flow/Controller problems, repectively), and send a report to
the operators. If the default recovery fails, the OvN-Manager tool includes recovery
failure notification. Additionally, the OvN-Manager tool repeats its operation every 30 s,
which is sufficiently freqent for dynamic operator intervention.

Fig. 6. Problem Reports from OvN-Manager.

4 Conclusion

In this paper, we introduce OvN-Manager, an automated tool for overlay networking
management, which can check and recover problems for multi-point international
OF@TEIN sites. In future, we plan to improve its recovery features by adding VMs and
package recovery and integrate the OvN-Manager tool with GUI-based efficient
visibility [11].
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Abstract. Virtualization is a key cost-cutting technology developed from the
concept of cloud computing which provides efficient IT Solutions in corporate
and educational sectors. We present an original structural framework for which
the effects & implications of virtualization technology are measured based on a
real campus wide deployment. The Virtual Desktop Infrastructure (VDI) provides
academic members access to virtual applications and personalized virtual desk‐
tops on and off-campus for easy convenient access to academic resources. This
paper provides intricate analysis on the perceived and categorical perspectives on
the usefulness, effectiveness and values of this technology in an academic envi‐
ronment. Among other significant results, our results indicated that students and
academic staff had positive experiences using virtualization technologies and
have generally improved accessibility to their course documents and academic
materials which enabled them to perform course work more effectively.

Keywords: VDI · I.T · Virtualization technology · Academia · Virtual lab
application · Cloud computing

1 Introduction

Information Technology is with no doubt a key part of any educational infrastructure.
Since educational institutions often lack the IT resources, virtualization and cloud
computing technologies are often utilized in the teaching-learning process [1] where
academic professionals can access the needed academic resources using virtual class‐
rooms. Universities have utilized the benefits of virtual technologies in a number of
university level subjects [2]. Cloud computing affects the way technological services
are invented, and utilized The potential of cloud computing affects the functionality of
existing information technology services and enables new functionalities that are thus
far infeasible as it has massive effects on the cost of deployment and development of
new IT services and tools which were preventing a number of key decision makers.
Cloud computing exemplifies two major IT developments: IT efficiency and Business
Agility. IT efficiency is exponentially increased by using advanced hardware and soft‐
ware tools and resources. On the other hand, Business agility also advances by using
real time rapid deployment and parallel processing offering a competitive advantage to
any company. In a related context, virtualization which can be considered as a subsidiary
of cloud computing is defined as a set of software tools which divides a server into virtual
resources called Virtual Machines (VM’s) reducing power and expanding computing
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resource allocation and data storage [3]. Virtualization is one of the key areas being
widely explored by many academic institutions given its high potential in offering
computing resources to a large number of students with minimum cost of deployment
and maintenance.

In this research work, we provide intricate analysis on the perceived and categorical
perspectives on the usefulness, effectiveness and value of virtualization technology in
an academic environment. Our analysis is based on extensive qualitative and quantitative
data resulting from the deployment and implementation of virtualization technologies
at a university. The platform of virtualization desktop infrastructure was provided by
Citrix technology, one of the pioneers of virtualization technology amongst others such
as Microsoft and VMWare. This research paper is outlined as follows. Section 2 states
the research problem and its corresponding research questions highlighting the signifi‐
cance of this research work. Section 3 summarizes the related research work. Section 4
summarizes our research design and methodology and results. Section 5 concludes this
work.

2 Problem Statement

Cloud computing is an emerging topic in the IT industry. Presently, universities have
been considering the adoption of virtualization technology which is an application under
cloud computing for various reasons. Adopting virtualization in a campus wide location
is a very costly venture and when compared to the traditional method of installation and
management of applications, it raises some concerns as to whether it delivers rewards
that can substantiate its initial high cost of implementation. Our research will attempt
to justify this investment in terms of resulting benefits for students, staff and academic
members as a whole. To put things in technical perspective, we focus only on the impli‐
cations of the virtualization platform on academia. The environmental configuration
consists of hardware with a host OS, virtualization software and series of virtual
machines. A citrix configuration [4] was utilized. Some important technical implications
of such a deployment include:

• In the main office, the console is set up on a computer that is close to the server for
fast data collection. This is referred to as the Presentation server. The IT department
at the university must create user accounts for each remote user. These users can then
access the console quickly over HTTPS to improve security.

• The university can benefit from load-balancing to spread the remote accesses.
• The main bottleneck for a console running on Citrix is memory size. If the console

(in a computer lab or in an academic faculty office) runs out of memory, its perform‐
ance decreases sharply which results in some application crashes (as will be noted in
some negative student experiences).

• The second constraint is CPU power. During refreshes, the console works best with
a full CPU core. This implication would be evident in extensive interviews with
academic staff running CPU intensive applications.
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• The final concern is disk space for the console cache. There should be enough disk
space to provide one cache file for each console operator. This requirement results
in some negative side effects on individual student consoles in computer labs.

2.1 Research Questions

Leading from the above problem statement, our research focus was centered on the
following research question: “What is an optimal framework for measuring the Effects
and implications of Virtualization on an academic institution?” We start by considering
the effects of virtualization as an application of cloud computing on academic institu‐
tions. The aim of this research is to discover the fundamental approaches used in the
deployment, lease and workload, as well as the utility, benefits and justification of this
technology in an academic institution. The research extended the literature on studies
conducted at a few prominent U.S universities that already employ virtualization tech‐
nology. However, from the literature and previous works done on virtualization in
academia, there have been no known framework for measuring the effects of Virtuali‐
zation on academia. In this paper, we provide an appropriate framework which can be
utilized to assess the effects of Virtualization in an academic institution. This research
focuses on capturing and analyzing the student learning curves, work load, usability of
virtualized applications and privacy amongst others to eventually validate its positive
and/or negative outcomes.

2.2 Significance of This Study

Virtualization technology has been noted to be one of the contemporary and pioneering
trends in information technology today. As such, it is relevant to carry out a research
study to analyze the optimal deployment of the virtualization infrastructure as well as
to view the benefits and effects which this state-of-the-art technology can bring to other
institutions in the UAE as well as other parts of the world. This study can help other
business ventures, especially educational institutions such as universities looking to
adopt virtualization technology in their enterprise, by providing relevant information
entailing the outcomes and consequences in adopting this technology to assist decision-
making by stakeholders. We provide intricate analysis on the perceived and categorical
perspectives on the usefulness, effectiveness and value of this technology in an academic
environment using statistical analysis.

3 Related Work in Virtualization

Virtualization technology supplements cloud computing and can is considered as a set
of software tools which divides a server into virtual resources called Virtual Machines
(VM’s) reducing power and expanding computing resource allocation and data storage
[3]. Applications running within an Operating System (OS) independently can also be
configured using virtualization. Cost effective solutions for academic institutions has
been a major driver in current decision making. Chawdry and Lance [5] discussed
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computer virtualization techniques used at a university in California University high‐
lighting the potential paybacks virtualization can offer to academic institutions. They
also explained the IT infrastructure needed to successfully implement such innovative
tools. Condensed costs and minimized energy consumptions were the two key benefits
highlighted. Microsoft, Citrix, and VMware were discussed as possible solutions and
how the size and structure of the different universities would require different settings
for the virtualization deployment to maximize benefits. The virtualization concept
started in 60 s where it was explained that different operating systems can potentially
be installed in the same computer [6]. The concept of the virtualization was widely
expanded since then [7] distinguishing between different virtualization types. Academic
institutions usually allocate an IT budget to develop new software/hardware solutions
as we as maintain existing IT solutions to maximize technological benefits in the
teaching and learning process. The high costs of existing desktop computers as well as
the complex network configurations and software licenses result in a careful re-thinking
of existing IT deployments. A number of researchers have investigate the use of virtu‐
alization in universities worldwide. For example, [9] discussed how teachers used virtual
network labs to teach an IT course. The authors in [8] discuss the concept of a virtual
computer laboratory where students can access tools virtually. The authors in [10]
investigated the use of virtualization in a management information security course. [11,
12] discussed the effective uses of virtualization in different contexts to deliver course
learning outcomes. In [13], the authors discussed the deployment and implementation
of a unique innovative virtualization infrastructure used for educational training
allowing remote access to software tools using a web portal. They discussed the use of
a hypervisor which isolates each server’s virtual machine protecting the different virtual
machines from each other. Desktop virtualization provides a solution to this problem by
enabling older operating systems the ability to install and run applications that are only
compatible in newer operating systems. The remarkable improvements virtualization
brings to educational applications are nowadays widely documented and consolidated.
Castiglione, et al. [14] explained how visualization can be used to increase the course
learning outcomes by providing exercises to the students which they can access using
PCs. Garcia et al. [15] described different hosting technologies that can be used to build
up a suitable virtualization infrastructure in an academic environment. A university
learning lab was thoroughly discussed as an example to showcase the virtualization
potentials. The separate components of the lab were summarized.

To summarize, existing research on virtualization have discussed the fundamental
benefits derived from the adoption of this technology in the academic environments
including the choice of various vendors specializing in virtualization technology and
what features (e.g. cost, compatibility with existing IT infrastructure, etc.) influenced
their selection of a particular vendor. However, no existing work has provided a frame‐
work to test the implications of the use of such technologies on the performance of the
students and existing teaching methodologies.
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4 Research Methodology and Analysis

Our research will include quantitative analysis and the target population is set to be
university students and faculty staff members. We would like to investigate the perceived
benefits of virtualization at the university and its implications on the aforementioned
stakeholders. We conducted a series of interviews, surveys and correlated research
searches to discover firsthand the virtualization technology effects on past and current
students as well as on academic staff. The sample frame for the survey was selected from
current student and faculty staff directory. This provided adequate means to reach all
registered students and staff to deliver effective results.

4.1 Sample Size and Description

The population selected for this research consists of all enrolled and currently registered
students as well as faculty members of the university. The plan for selecting sample
units includes:

(a) a manual cluster sample survey for students where 300 enrolled students in random
cluster classes (final year classes and newer classes) were asked to fill a survey
accurately.

(b) a manual survey/interview for faulty members where five randomly selected non-
IT faculty staff members and five randomly selected IT faculty staff members were
interviewed and surveyed.

4.2 Proposed Survey Measures

Based on prior research, we summarize our theoretical framework in Fig. 1. Our frame‐
work includes significant measures and attributes of virtualization on the students as
well as on academic staff. These attributes were divided into five main categories
including: (i) Accessibility; (ii) Usability; (iii) Privacy; (iv) Performance and (v) Appli‐
cations. More specifically, the interviews conducted for the faculty members were
standardized open-ended interviews for the IT and Non-IT faculty member while the
questionnaire for students focused on answering the following questions (and sub-ques‐
tions): “Does virtualization have effect and to what degree on:”

(1) Student general academic performance.
(2) Ease of access of online material for both student and staff.
(3) Usability and satisfaction when accessing applications and academic materials

online.
(4) Convenience in Accessing virtual computer labs and MyDesktop online.
(5) Student and staff credential security and Privacy when accessing virtualized plat‐

forms.
(6) Effect on staff for enabled Access to document management system within and

outside the campus, caused by campus virtualization (RMS).
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Fig. 1. Framework for measuring the effects of virtualization on academic members

We also divided our questions into the different categories as follows:

1. Experience/Behavior Questions: Aimed at eliciting description of experiences,
behaviors, actions and activities that would have been observable had we have been
present. Examples of questions asked included: If I had been in the program with
you, how would we have utilized virtualization in a project? What experiences would
I observe you having in an assignment requiring an application not available in your
local pc?

2. Opinion/Values Questions: These questions are aimed at understanding the cognitive
and interpretive processes of the students as well as the academic staff.

3. Feeling Questions: These questions are aimed at understanding the emotional
responses of the students/staff to their experiences and thoughts.

4. Knowledge Questions: These questions try to find out what factual information the
students/staff has. Examples included: What are some of the rules and regulations
of the virtualization program? What kinds of services are provided?

5. Sensory Questions: The purpose of these types of questions is to allow us to enter
into the sensory apparatus of the students/staff. An example of questions asked
included: Describe to me what I would see if I was using the virtualization tools at
your university?

6. Background/Demographic Questions: These questions concern the identifying char‐
acteristics of the student/staff being interviewed.
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4.3 Data Collection and Analysis

The surveys were broken down into two parts, interviews with selected faculty members
and hard-copy questionnaire surveys delivered to enrolled students to complete in their
classes. For the manual hard copy questionnaires, we used cluster sampling (probabil‐
istic) where we selected random classes for students. Convenience (non-probabilistic
sampling) was used for interviews with selected Faculty academic staff. The survey was
carried out over a period span of two weeks. Questionnaires were distributed to students
in their classes for courses based on two major categories:

A. New students (IT and non-IT majors) who got enrolled after implementation of
campus virtualization, and

B. Old students (IT and Non-IT majors), who have been enrolled prior to the imple‐
mentation of virtualization.

The groups were verified based on their subject code enrolled in the current semester
and through this we were able to identify the old from the new students as well as IT
from non-IT students. For the faculty members, interview sessions were conducted with
three Associate Professors from the Faculty of Computer Science and Engineering and
two Associate Professors from the Faculty of Business and Management. After
conducting the surveys, 223 accurately completed student questionnaires and 8 uncom‐
pleted student questionnaires were received.

4.3.1 Statistics Relating to Students
• Virtualization platforms are effective and new non-IT students access it weekly more

than other categories of students as shown in Fig. 2(a).
• Half of the students are satisfied with the user experience of virtualized platforms.

41 % are unsure about it with most stating reasons such as interface issues and slow
performance as shown in Fig. 2(b).

(a)    (b)

Fig. 2. (a) Weekly student usage of virtual platforms; (b) Overall student satisfaction.

• Except for newer students that are unsure about privacy, on average, 79 % of the
students feel their credentials are secured when accessing VDI platforms (Fig. 3(a)).

• More than 50 % of students make use of VDI platforms in their course work and
assignments as shown in Fig. 3(b).
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(a)               (b)

Fig. 3. (a) Student perceived credential security using virtual platforms; (b) Effectiveness of VDI
on student course work (Usage).

• Generally newer students are more satisfied with the Virtual storage space of 100 MB
provided than senior students as shown in Fig. 4(a).

• Students averagely have good accessibility but some face login errors, Virtual labs
PC freezing and lag in some applications as shown in Fig. 4(b).

(a)           (b)

Fig. 4. (a) Student Satisfaction with VDI provided storage space (100 MB per student); (b)
Student ease of accessibility to virtual computer labs.

• Overall 80 % of students feel virtualization has helped them in better communicating
with their lecturers. However, the other 20 % unanimously expressed their dissatis‐
faction in that the virtualized platforms provided for communication was only suited
for a one-way medium – from lecturer to student and not the other way around.

4.3.2 Statistics Relating to Academic Staff
• Seamless Transition: All interviewed faculty members alleged that there was no

perceived difference in the new virtualized systems implemented as opposed to the
older traditional system as there was an absolute and seamless transition.

• Performance Issues: Especially for IT faculty staff and students, high Memory
Utilization Apps such as RobotC, Arena, Matlab, Lightwave and Unity tend to have
declined performance having been virtualized. These virtualized lab applications are
generally slow, and seen as highly time-consuming by its users. This leaves the
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academic members who utilize these virtual apps frustrated as well as giving the new
I.T students a bad impression about the course offered.

• Access: Virtualization provides improved/convenient access to academic materials
off-campus. However, there is lack of control for some virtual apps especially ones
used by the IT faculty. Some apps such as Cyber-cage, which is a 3D scenario based
IT security application used, may require some admin modifications to its configu‐
rations. Virtualization prevents such modification to be accomplished, leaving IT
faculty members frustrated.

• Interface: 60 % of faculty members interviewed expressed that even though they
utilized some virtualized platforms, the Interface is unsatisfactory and in some cases
cumbersome. They stated that virtualized platforms such as RMS, and WebMail can
and need to be improved in terms of the interface and usability.

• User Rights: 50 % of interviewed IT faculty member stated that RMS, which is a
document management system used by faculty members to share documents, has
some difficulty in enabling user-rights to documents intended for sharing and further‐
more suggested that granting of rights should be made more transparent in the RMS
interface.

• Storage: Due to Virtualization, there is improved effectiveness especially with the
greater email storage space provided by the technology.

• Security: The interviewed faculty members pointed out that security and privacy
remains uncompromised with virtualized platforms, however a general sense of
insecurity remains with the fact that their data is stored remotely away from their
close and immediate reach with virtualization.

• Licensing: For Academic members, virtualization technology provides access for
utilizing applications online. However, there is a limitation in that some applications
cannot be accessed off-campus due to license restriction. Therefore, the faculty
members express their hopes for future availability of licenses for those applications
which they and their students would immensely benefit from if virtualized and made
available remotely off-campus. Such applications include Matlab, Arena and Light‐
wave.

In an extended version of this research, inferential hypothesis test results would be
presented regarding the effectiveness of virtualization in academia.

5 Conclusions

We can conclude that virtualization is effective in academia as proven by the developed
framework and survey analysis conducted within the campus. Student and faculty
member feedback yielded positive results, even though the majority expressed that there
is room for future improvement concerning availability of licensed applications,
usability of interfaces, and performance of some specialized virtual lab applications with
the implemented virtualization technology. Conclusively, we hope to see more and more
universities move on to adopt virtualization technology in their campuses as an appli‐
cation of cloud computing to improve convenience and efficiency of academia as well
as save costs in the IT infrastructure development and maintenance in the long run.
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Abstract. In cloud computing datacenters, the reliability and energy con-
sumption have been studied as main challenges to achieve the reputation of
cloud service users and the cost efficiency. To overcome the system fault of the
datacenter, VM request load has to be distributed on multiple hosts to minimize
the effect to the running cloud applications. Moreover, Dynamic Right Sizing
(DRS) which adjusts the number of active hosts and sleep hosts in order to
reduce the energy consumption in view of the resource usage cost. To do this,
we propose the resource management scheme based on the portfolio diversifi-
cation which has been studied in economics. The proposed scheme is able to
reduce the fault of application significantly by finding the near Pareto optimal
solution through Simulated Annealing approach We show the efficiency of our
proposed scheme through the simple analytical results.

Keywords: Fault-tolerant � Cloud computing � Energy efficient � Resource
management � Load balancing

1 Introduction

Nowadays, cloud computing datacenters are facing the system fault and the power
consumption problems. In google datacenter [1], the thousand servers experience the
fault at least in the first year per one cluster which consists of 1800 servers in general
and the hard disk failure is the main factor of the system fault. Moreover, if the error is
occurred in the power distribution unit of the datacenter, then 500 * 1000 server
machines are disabled during 6 h at least. In general, 50 percents of the cluster are
experience overheat.

To solve this problem, many traditional fault-tolerant schemes have employed the
data replication mechanism. That is, they replicate the data of the cloud service
application to the backup host, and recover the replicated data from the backup host
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when the failure is occured in the original host. However, this procedures require the
additional host to do replication, this causes the performance overhead by replication
process and increases the resource usage cost. In addition, the inconsistency problem
may be occurred between the origianl data and replicated data, therefore the syn-
chronization is required consistently. This is inefficient.

In this paper, we propose the dynamic resource balancing algorithm for
fault-tolerant resource management without any inefficient replication scheme. Our
proposed algorithm is based on the portfolio diversification in economics. In the
portfoilo diversification the asset is not invested into the single items but rather is
distributed to multiple items, therefore the economic risk is able to be minimized. In
this mechanism, the reliablity is increased according the average value and the risk is
decreased by reducing the variation value. We find the resource allocation solution with
maximized average and minimized variation by searching the near Pareto optimal
solution since the allocation solution is kind of the multi objective problems. We apply
the Simulated Annealing Procedure as a heuristic algorithm to derive the desirable VM
balancing solution. The additional objective for the datacenter resource management is
the energy consumption which is a main part of the resource usage cost. The VM
instance balancing solution increases the number of active host, the resource usage cost
is increased by increasing power consumption. Therefore, it is important to derive the
resource management strategy to achieve the reasonable fault-tolerancy with energy
efficient resource allocation. To do this, we propose the algorithm satisfying these two
objectives. We show that our proposed algorithm outperforms with the random and
existing packing schemes through the simulation testbed based on nodeJS servers.

Fig. 1. PD-EE resource manager structure
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2 System Structure

Figure 1 shows the structure of our proposed Portfolio Diversification based Energy
Efficient Resource Manager (PD-EE RM) module. When the VM request is submitted
to the interface of the system, PD-EE RM determines the desirable host of the cloud
cluster by predefined VM packing scheme and allocate the VM instance through the
VM request allocator. In this case, the weight values for the energy efficiency and
fault-tolerancy are set in the Policy repository module. In Cluster History DB, the
reports of the not-working Power Distribution Unit (PDU) or not-working host in each
distributed cluster are written. The reliability of the whole datacenter is derived based
on the stored DB in the PE-EE RM module and the parameters for the resource
allocation are adjusted according to the derived reliability.

3 Portfolio Diversification Based Resource Management
Scheme

In this chapter, we describe the resource management strategy based on the Portfolio
diversification. Our proposed scheme is based on following two equations.
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where x is the resource allocation solution, and wi is the allocated weight for the host i.
li represents the average reliability of the host i, and n is the number of physical hosts.
E Rx½ � is the expected success ratio of the resource allocation solution x. ri is the
standard deviation of the physical hosts and Cov Ri;Rj

� �
is the covariation between the

physical host i and the physical host j. qij is the correlation of the physical host i and

physical host j, this value is same to
Cov Ri;Rj½ �

rirj
. That is, the average value in Eq. (1)

represents the reliability of the cloud resource allocation and as the bigger, the better.
The variation value in Eq. (2) represents the risk of cloud resource allocation. For
instance, there are two resource allocation solution A and B, and the reliability of A and
B is average 80 % in the same. In this case, if the variation of A is 20 and the one of B
is 10, then it means that the reliability of B is better than the one of B because the risk
of A is bigger than B even the average values are same. When the failure is occurred
under A, whether all the VM instances are free from the failure or many VM instances
are affected, the moderate effect is not exist. Contrastively, some VM instance are
affected when the failure is occured under B, however the effect level is smaller than
the case of A. That is, the smaller variation, the better reliability.
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Figure 2 shows the performance curve in views of reliability with average and risk
as evaluation metrics of the resource allocation solution. The upper part of the curve in
graph represents the Pareto frontier of the reliability and the risk. That is, the points
within the Pareto frontier represents the optimized resource allocation solutions in view
of the fault-tolerant and the points outside the Pareto frontier are not optimized resource
allocation solutions.

Figure 3 shows the performance curve of the homogeneous host set with the same
reliability values. In this case, every resource allocation solutions have same fixed
avaerage value and only variation values are different. The variation value is minimized
when the VM instance workload is distributed perfectly and this solution is the only
one optimized solution. Based on Eqs. (1) and (2), we apply the heuristic scheme to
find the near optimal resource allocation solution. Our deployed heuristic scheme is
based on Simulated Annealing search [3] and this is kind of the local searching
techniques. This scheme searches optimal solution by adjusting the searching direction
based on the solution searching running time. Our proposed algorithm based on
Simulated Annealing is shown in Table 1.

Fig. 2. The curve of average and variation for reliability

Fig. 3. Reliability and risk curve in the homogeneous host set
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Algorithm 1 considers the VM allocation policy with Simulated Annealing scheme.
The objective function based on reliability and variation values is defined by using
weighted sum approach as follows,

f xð Þ ¼ a � E Rxð Þþ b � Var Rxð Þ ð3Þ

where a is the weight for average value of the solution x and b is the weight for the
variation value representing the risk. The switching probability of the neighbor solu-
tions is calculating according to the objective function value as follows,

p xneigh
� � ¼ e

DE¼f xneighð Þ�f xoriginð Þ
kT ð4Þ

Tt ¼ z� Tt�1; 0\z\1 ð5Þ

where k is Bolzman constant. During the solution searching procedure, the temperature
value T is decreased and the switching probability to the worse solution is near zero.
When the delta E is under the threshold Eth, the solution searching is finished and the
last chosen solution is the final solution.

4 Analytical Results

In this chapter, we show the efficiency of our proposed algorithm through simple
analytical results. Figure 4 shows the the example of the VM instance allocation of the
5 homogeneous host machines with the same success rate and failure rate. The number
of allocated VM instances is 5 and the their required flavor types are same. The failure
return is represented as the number 0 and the success return is 1, the average reliability
of each host is 0.8 and all the values are same. Figure 5 shows the variance and

Table 1. Algorithm 1 simulated annealing based VM allocation

Algorithm 1. Simulated Annealing based VM allocation scheme

1. select the random resource allocation solution.
2. Evaluate the reliability and risk by calculating the reliability average and 
variation of each neighbor solution of the staring solution.
3. Get the weighted sum of reliability and the risk.
4. Get the objective funtion values of each solution and derive the switching 
probability according to the function values.
5. Select next solution according to the switching probability
6. Update the temperature parameter
7. When the delta E values of all the neighbor slutions are under the pred efined 
threshold value, the searching of the solution is stop and final resource allocation 
solution is chosen.
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covariance of all the possible host pairs. The variances and the covariances are same
since the average reliability of all the homogeneous host is same.

Figure 6 shows the case of the all-in VM consolidation. In this case, the weight of
host 1 is one and the weights of other hosts are zero since all the VM instances are
allocated to the host 1. The average reliability of the allocated solution is 0.8 and the
variation is 0.1156. Figure 7 shows the case of equally weighted resource allocation
which distributes all the VM instances to the hosts. The number of VM instance is five
and the number of hosts is also five, each host has one allocated Vm instance. In this

Fig. 4. Five host machines with same success rate

Fig. 5. Variance and covairance with each host pair

Fig. 6. Average and variance values of all-in allocation
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case, the weight of host is 0.2 and the average relilability is 0.8, these values are same
to the case of Fig. 6. However, the variance of the solution is 0.087 and this value is
smaller than one in Fig. 6. This means that there is no error in every running VM instances
if the failure is occurred from host 2 to host 5 but all the VM instances experience error if
the failure is occurred in the host 1 in the case of Fig. 6. In this case, the risk is high. In the
case of Fig. 7, there is absolutely the error VM instance if the failure is occurred from host
1 to host 5, but the number of error occurred VM instance is just one. That is, other 4 VM
instances do not have any error. In this case, the risk is small.

In conclusion, we derive that the case of Fig. 6 has the better performance than the
case of Fig. 7.

5 Conclusion

We propose the fault-tolerant VM instance allocation scheme for the cloud computing
environment. Our proposed scheme uses the average and variation of the reliability of
the allocation solution based on the portfolio diversification. In order to find the near
Pareto optimal solution satisfying both of the reasonable average and varaition, the
Simulated Annealing heuristic is imployed in the proposed algorithm. In the analytical
results, the performance of each solution with simple homogeneous hosts and VM
instance submission. In ongoing works, we demonstrate that our proposed algorithm
outperforms traditional algorithms through various simulation results.
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Abstract. Providing multi-user isolation is one of the most important issues in
computing environments with multi-touch displays because multi-touch devices
such as tabletops allow multiple users to interact simultaneously. However,
existing window manager, which is commonly used to control the placement and
appearance of windows, never provides isolation among the users. In this paper,
we present a method that provides isolation in multi-touch multi-user computing
systems using OS-level virtualization and show the effectiveness of the method
with serveral experimental results. Our experimental results show that OS-level
virtualization sucessfully provides both multi-user interaction and isolation in
multi-touch devices.

Keywords: Multi-user environment · Multi-touch device · User interaction ·
User isolation · OS-level virtualization · Docker

1 Introduction

As multi-user computing systems with multi-touch devices become increasingly avail‐
able, users can interact more easily in those environments [1]. In those multi-user envi‐
ronments, user isolation is important to prevent negative interferences among the users.
However, it is difficult to provide multi-user isolation in such computing systems,
because they were designed only for a single user. To support multi-user functionalities,
there are two major considerations: (1) user interaction and (2) user isolation.

First, user interaction is necessary to share data of each user. Generally, user spaces
are logically partitioned in multi-user systems, and to support user interaction in such
systems, window manager should be used [2], which is a software layer between kernel
and application, and manages window placement on the screen and provides control of
common actions (e.g., click, drag and drop). For user interaction, the window manager
exploits Inter-Process Communication (IPC) which has lower overhead than Remote
Procedure Call (RPC). However, this makes it more difficult to achieve multi-user isola‐
tion. Second, isolation of user space should be guaranteed to exclude negative interfer‐
ences among the tasks of users. To do this, previous works used full virtualization or
para-virtualization on mobile devices, desktops, and servers [3]. However, these tech‐
nologies are inappropriate for multi-user multi-touch devices, because they use multiple
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guest kernels for multiple execution environments. In these technologies, window
manager is difficult to provide efficient interactions via UNIX domain sockets. In
contrast, OS-level virtualization can efficiently support user interactions because all the
separate user spaces share only a single kernel. Moreover, it facilitates isolation by
partitioning user space with containers.

In this paper, we verify that OS-level virtualization is suitable for user isolation in
multi-user multi-touch systems. For evaluation, we performed experiments using
Docker, which is a framework based on OS-level virtualization [4]. In case of Docker,
it has some advantages: (1) there is no modification of kernel and applications, and (2)
it reduces waste of space by managing file system images via AuFS, which provides a
layered stack of file systems. Experimental results show that Docker has just 0.5 %
performance degradation, compared to native system. Furthermore, the overhead of
Docker is less than 1 % in the experiments that measure frame rates of User Interface
(UI) applications and costs of client-server communication and UNIX domain socket
communication.

The remainder of this paper is organized as follows. Section 2 discusses related work,
including window manager and virtualization technologies. Section 3 describes the
reason why it is necessary to use OS-level virtualization in multi-user multi-touch
systems. Section 4 presents experimental results. Finally, Sect. 5 concludes this paper
and describes a future direction.

2 Related Work

In this section, we describe window manager and discuss typical virtualization technol‐
ogies.

2.1 Window Manager

Window manager is a software package that manages windows on a screen and processes
user’s inputs on appropriate windows [5]. In addition, it performs not only framing
windows but also controlling user’s actions [6].

X window system is one of the standard window systems. It is based on client-server
model and handles shaping and staking of windows, which are separate spaces on a
screen. In this system, applications are connected to the server called a compositor,
which handles rendering of changed windows. Even though X is commonly used for
UNIX-like systems, it has a problem; X has become increasingly heavy, while it used
for decades [7]. In other words, it includes unnecessary functions and is difficult to apply
new technologies. In order to replace this system, many researchers have developed a
novel lightweight window system, Wayland, by removing unnecessary remote-assisted
functions and using open source API [8]. It uses the reference compositor called Weston
[9], which has the same role of the server in the X window system.
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2.2 Virtualization Technologies

To run multiple OSs on a single hardware device, virtualization technology is commonly
used. In virtualized system, since the guest OS in each virtual machine does not have
permission to directly access hardware resources, it cannot execute privileged instruc‐
tions. For this reason, hypervisor handles requests of the guest OS to mediate between
guest OS and hardware resources. In accordance with its control mechanism, virtuali‐
zation technologies can be classified into two cases: (1) platform-level virtualization
(full virtualization and para-virtualization) and (2) OS-level virtualization.

Full virtualization. Exploits either Binary Translation (BT) or hardware assistance.
BT is a software-based approach. When guest OS tries to access hardware resources
with privileged instructions, hypervisor translates the instructions and allow guest OS
to access the hardware resources, as shown in Fig. 1(a). In case of hardware assistance,
hardware such as Intel VT-x and AMD-v supports the process of translation [10].

(a) Platform-level virtualization
(full virtualization)

(b) Platform-level virtualization 
(para-virtualization)

(c) OS-level virtualization

Fig. 1. Architectures of virtualization technologies

Para-virtualization. Allows modified guest OS to directly access hardware resources
[11]. Modified guest OS translates privileged instruction into hypercall, a software trap
from guest to hypervisor, by inserting control codes in the guest OS, as shown in
Fig. 1(b). By doing so, para-virtualization reduces interference of hypervisor. So, it
outperforms full virtualization in terms of I/O performance.

OS-level virtualization. Packages several guests into containers. Guest does not have
its own kernel unlike full virtualization or para-virtualization. In other words, all the
guests share a single kernel of the host, as shown in Fig. 1(c). Since OS-level virtuali‐
zation does not have interference of hypervisor, its performance is similar to non-
virtualized system. Moreover, it consumes fewer resources compared to full virtualiza‐
tion or para-virtualization, because it has a single kernel [12].
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2.3 Case Study

Hwang et al. proposed a prototype of platform-level virtualization for Xen on ARM
CPU architecture [13]. It provides mobile phone security for high trusted computing
capability by using Xen hypervisor. In addition, it supports secure execution by classi‐
fying secure guests and non-secure guests in user mode. However, it is unsuitable for
user isolation in multi-user multi-touch devices, because para-virtualization has commu‐
nication overhead, where each guest should communicate with other guests via RPC.
Linux VServer was proposed for isolation of servers by using OS-level virtualization
technology [14]. In this system, user space is separated into Virtual Private Server (VPS)
by the container. VPS is almost identical to a real server and is able to be regarded as a
guest on the systems of full virtualization or para-virtualization. Soltesz et al. verified
the effectiveness of VServer, compared to Xen [15]. They showed that VServer provides
more efficient user isolation, in that VPS has no additional software layer such as guest
kernel.

3 Why OS-Level Virtualization is Necessary

As aforementioned in Sect. 2, virtualization technology is commonly used for user
isolation. However, both full virtualization and para-virtualization are inappropriate to
provide user interactions. In virtualized system, each guest has its own kernel, and thus
it is difficult to share data among the guests, although it is not impossible. Even if RPC
can be used for interactions such as sharing data, it has higher overhead than IPC, due
to a long communication path [16]. On the other hand, OS-level virtualization can
provide interactions among the guests by using IPC. This is because it just separates
user space into containers and makes guests share a single kernel. Thus, it can share file
descriptors and exploit shared memory. In other words, it can support both user inter‐
actions and user isolation. For this reason, OS-level virtualization is suitable for multi-
user multi-touch systems such as tabletops.

Fig. 2. Process of drag and drop

Now, let us explain the advantage of OS-level virtualization by describing the
process of drag and drop. As shown in Fig. 2, when application a gets drag event, the
application registers data source of the item at window manager. Then application b
receives the item by using the data source from window manager and processes drop
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event. These two applications can communicate with each other on a single kernel. In
this way, window manager exploits UNIX domain socket and file descriptors. Figure 3
depicts that it is possible for applications to communicate on OS-level virtualization
framework, because all the applications share a single kernel, even though they belong
to different containers that allow them to be isolated logically. In contrast to OS-level
virtualization, full virtualization does not allow applications in different guests to
communicate in the way of OS-level virtualization, as shown in Fig. 4. The reason is
that it has multiple kernels, and data source of the item in application c cannot be trans‐
mitted from guest c to guest d via UNIX domain socket. In case of para-virtualization,
it also has a number of kernels. For this reason, it is difficult to apply both full virtuali‐
zation and para-virtualization in multi-user multi-touch devices.

Fig. 3. Process of drag and drop in OS-level virtualization

Fig. 4. Process of drag and drop in full virtualization

4 Evaluation

4.1 Experimental Setup

We performed our experiments on a system equipped with Intel Core i5-3570, 4 GB of
RAM, and 1 TB Samsung HDD. We set two types of system configuration. The first
system configuration is Ubuntu 14.04 LTS with Linux kernel 3.16.0. In this environ‐
ment, we used two virtualization technologies: (1) Docker and (2) KVM with QEMU
and hardware assistance of Intel-VTx. To verify the effectiveness of Docker, we
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measured the performance with a series of common benchmarks including Sysbench,
ApacheBench, and IOzone. The second system configuration is Ubuntu 15.04 with
Linux kernel 3.19.0. We installed Wayland 1.7.0 with Weston 1.7.0 on the system and
compared Docker with native system, in terms of frame rate and costs that is incurred
by client-server communication and UNIX domain socket communication.

4.2 Experimental Results

CPU performance. We first evaluated CPU performance of each virtualization tech‐
nology by using Sysbench, which is a multi-threaded benchmark tool [17]. We
performed calculation of n prime numbers. As shown in Fig. 5, the performance of
Docker is similar to that of native system. It indicates that Docker does not have CPU
overhead for the calculation. In contrast to Docker, KVM has the performance degra‐
dation by up to 11.68 %, compared to the native system. This is because it has interfer‐
ence of hypervisor and should pass additional layers, such as guest kernels, to access
hardware resources.

Fig. 5. Comparison of CPU performance Fig. 6. Comparison of network performance

Network performance. To evaluate network performance of each virtualization tech‐
nology, we created a server on host and then sent 100 requests to the server with 10
concurrency levels by using the ApacheBench [18], which is a tool for benchmarking
Apache Hypertext Transfer Protocol (HTTP) server. We measured round-trip time,
which takes for a request to travel from an application to the server and back to the
application. As shown in Fig. 6, the performance of Docker is approximately equal to
that of native system with only 0.89 % performance degradation. On the other hand,
KVM has higher round-trip time by up to 47.32 %. The major reason is that it performs
additional processes such as a request transmission between guest and host.

Performance of file operations. We performed experiments related to the operation
of directory by using fileop, a file operation benchmark in IOzone [19]. The fileop
performs file operations such as access, chdir, stat, open, and close. In this experiment,
Docker has the worst performance as shown in Fig. 7. On average, its elapsed time is
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1.46x higher than that of native system. This is because Docker has the overhead of
namespace isolation and cgroups. However, since UI application used in multi-user
multi-touch system consists mainly of CPU-bound and network-bound tasks, it is a
negligible overhead.

Fig. 7. Comparison of performance of file
operations

Fig. 8. Comparison of frame rate of UI
application

Frame rate of UI applications. We first measured frame rate of an animation using
Presentation feedback, which delivers information of display synchronization to the
application [20]. As shown in Fig. 8, both native system and Docker have about 60 Hz
frame rate. In case of frame rate of the animation using OpenGL, Docker and native
system have 59.90 Hz and 59.98 Hz frame rate, respectively. It indicates that Docker
does not incur performance degradation for running UI applications, although user space
is partitioned with the containers.

Client-server communication. We measured round-trip time, taken for a dummy
message to travel back and forth between window manager and application in a
container. For comparison, we used Weston-simple-shm, which is one of the UI appli‐
cations in Weston. As shown in Fig. 9, Docker has higher round-trip time by up to 2.55 %,
compared to the native system. It implies that there is little overhead of communication
between window manager and an isolated application.

UNIX domain socket communication. To evaluate communication costs between
two applications, where one is in a container and the other is not, we set up request size
as 10 bytes and then sent 1,000,000 requests by using UNIX domain socket in Wayland
(/tmp/wayland-0). As shown in Fig. 10, total execution time of Docker has delays of
only 0.01 s. In other words, applications inside and outside containers can communicate
with each other by using UNIX domain socket without overhead.
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Fig. 9. Comparison of communication costs
between window manager and application

Fig. 10. Comparison of communication costs
between applications

5 Conclusion

In multi-user multi-touch systems, user interaction and user isolation should be carefully
considered for collaboration of users and tasks and prevention of interferences between
tasks. However, since full virtualization and para-virtualization have communication
overhead between kernel and applications, OS-level virtualization can be more appro‐
priate candidate for multi-user environment. Moreover, it guarantees user isolation by
partitioning the user space into containers.

In this paper, we verified the effectiveness of Docker, which is based on OS-level
virtualization, in terms of system performance and window manager operations. To
compare Docker with native system and KVM, we performed experiments by using
some common benchmarks, such as Sysbench, ApacheBench, and IOzone. Experi‐
mental results show that Docker has little performance degradation, despite over‐
heads of namespace isolation and cgroup. Moreover, the performance of Docker is
nearly equal to that of native system in the experiments that measure frame rates of
UI applications and costs of client-server communication and UNIX domain socket
communication. Therefore, we demonstrated that Docker is greatly appropriate for
multi-user multi-touch systems, when we consider system performance, user inter‐
action, and user isolation.

In future work, we will perform additional evaluation including Xen, which make
use of para-virtualization, and then compare it with native system, Docker, and KVM.
In addition, we will evaluate the performance of Docker by applying it to a practical
device for multiple users and multiple applications.

Acknowledgments. This work was supported by ICT R&D program of MSIP/IITP.
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Abstract. To reduce operational costs in computing service, there have been
many researches on resource utilization improvement. In cloud environment,
virtualization technology, coupled with virtual machine migration, can improve
utilization of physical machines by server consolidation. Cloud service providers
will consolidate virtual machines in order to reduce the number of physical
machines running, therefore reducing their operational cost. Capacity of
resources used by virtual machines can be set by users who schedule their tasks,
minimizing resource waste by underutilization. However, it is difficult for a user
to find the optimal virtual machine with respect to the resource capacity in
minimal cost. To solve this problem, cloud service broker is required between
users and cloud service providers. Task scheduling in cloud service broker solves
finding virtual machine with lowest cost while satisfying SLA. Previous methods
using mixed integer programming have showed difficulties in complexity and as
system got larger and more complex, they could not solve the problems effec-
tively. In this paper, with preliminary experiment, we propose vector modeling on
virtual machine types and tasks can be applied and used in VMmanagement. The
allocated computing resources for each task components showed low complexity
in operation of VM managements and effectiveness in task consolidation.

Keywords: Cloud computing � Scheduling workloads � SLA

1 Introduction

Cloud computing service provides computing resources such as CPU, RAM, storage
and network through internet as much as users want to use, as long as they are willing
to pay. This model is called “pay-per-use model” and it is one of the major charac-
teristics of cloud computing service. Cloud computing provides scalable, theoretical
infinite computing resources to users with low risk of resource waste because they can
always stop using the service with no penalty or investment made whenever demand
for resources has disappeared [1, 2].

Users who are willing to use cloud service to process their requests must decide
which resource to use. There are many cloud service providers providing many different
types of virtual machines (VM) with different computing power and price. Not only that,
there is no standard to compare performance of different VM types across different cloud
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service providers. As a result, users find it difficult to compare performance across
different cloud service providers. Moreover, SLAs guaranteed by cloud service provi-
ders [3, 4] are limited to resource capacity and availability with given prices. Since
performance level for each specific application is not guaranteed, users find it difficult to
make optimal decision in choosing which resource to buy. One solution to this problem
is to have a brokering service layer to solve resource allocation decision problem instead.
The broker needs to translate user requesting SLA consisting of time and cost constraints
to SLA which cloud service providers provide to users: resource capacity, price and
availability. Then, users can simply request jobs with time and cost constraints and cloud
broker service can decide whether or not the job can be processed within constraints.

In cloud computing, with virtualization technology [5], one physical machine
(PM) runs more than one virtual machines (VM). Therefore, through virtualization,
multi tenants can be served by a single physical machine. This approach is called server
consolidation and it allows efficient usage of computing resources by running as many
as VMs possible in a single PM as long as performance is not affected [6]. Addition to
server consolidation, scheduling multi-requests to a single VM is also introduced [7].
Resource capacity of VM types provided by cloud service providers are relatively
coarse-grained and there are not many tasks which can fully utilize given computing
power with a single task alone. However with task consolidation, brokering service can
improve resource utilization [7, 8]. There are two issues in task consolidation: how
many tasks can we consolidate execute with a given VM type’s resource capacity? And
which tasks should be consolidated together to maximize resource utilization?

We want to solve a decision problem: choose a VM type provided by multi cloud
service providers to schedule a QoS constraint application to minimize operational cost
for cloud service broker. To maximize brokering service’s profit, maximizing resource
utilization is necessary. Some previous works [6, 9] used linear programming
(LP) optimize the scheduling problem. However, using LP solver as optimizer has
complexity issue: if system is complex, such as hybrid cloud environment, optimizing
process takes too long to schedule tasks on-line. Also, they do not consider how the
services are placed taking into account load balancing constraints in terms of individual
resource components. Others [7] scheduled multi requests to a single VM in order to
fully utilize a VM resource as long as SLA violations do not occur. However, they do
not consider balance between resource components. If any resource component is fully
utilized by scheduling specific resource-intensity tasks into same VM, other resources
can be waste because no more task can be scheduled due to fully utilized single
re-source component. Memory is fully almost fully utilized while CPU is underutilized.
In this case, no more tasks can be scheduled because there is no sufficient memory
resource left although CPU is underutilized. CPU resource becomes resource waste.

In this paper, we propose a VM vector management scheme which consolidates
tasks to improve resource utilization of cloud resources. We define vectors representing
VM types and tasks. We used vector sum and vector dot products to define scheduled
total tasks, latency factor and balance factor. Using this information, we propose a
scheduling scheme with low complexity. We deployed the proposed VM vector
management scheme into scheduler in the brokering system

We will discuss the performance of the proposed system with experimental result in
Sect. 3.
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2 VM Vector Management Scheme in Task Scheduling

2.1 Modeling Task Consolidation in Cloud Computing Environment

To schedule incoming requested tasks online while consolidating them to minimize
number of VMs running, we need an efficient way to calculate expected overall uti-
lization of a VM after scheduling. If the VM is expected to have overutilization after
scheduling the task, then the task must be scheduled to different VM. Otherwise, every
task on the VM has a risk of violating SLA due to context switch delays.

To test how resource utilization changes when tasks are consolidated, we per-
formed preliminary experiments in a cluster of cloud computing environment with
OpenStack cloud plat-form installed. Detailed explanation on experimental environ-
ment is in Sect. 3.1. For simplicity, we focused on a single VM type with 1 VCPU,
1 GB RAM, and 10.0 GB disk resource capacity. We monitored resource utilization of
RAM using System Information Gatherer And Reporter (SIGAR) [10]. MapChem task,
which is a CPU-intensive sequencing task used in bioinformatics, is consolidated in a
VM during the experiment. Table 1 shows how resource utilization changed as tasks
are consolidated in the same VM.

Memory usage when no task is scheduled comes out to be about 0.18. This is
because the VM is running Ubuntu 12.04 Server OS and other daemon processes such
as Tomcat server to receive MapChem application requests from the broker. As one
additional task requested and executed in parallel in the same VM, memory utilization
increased by 0.048218 in average (Table. 2).

CPU utilization was difficult to measure with just SIGAR because it approaches 1.0
when VM is executing any CPU-intensive task. Therefore, we redefined CPU uti-
lization for QoS constraint applications which have required deadline to execute and
if deadline is not met, the broker loses profit. In other words, CPU Utilization for QoS
Constraint Applications are defined as

UCPU ¼ ðUsed CPU Cycles byGiven TaskÞ
ðTotal CPU Cycles Available Until DeadlineÞ ð1Þ

Table 1. Memory utilization changes when tasks consolidate

Number of tasks consolidated
0 1 2 3

Memory utilization 0.183593 0.023664 0.278868 0.328247
Change – +0.0530 +0.0422 +0.0494

Table 2. CPU utilization changes when tasks consolidate

Number of tasks consolidated
1 2 3

Execution time (s) 40.992 92.706 128.243
CPU utilization 0.20496 0.46353 0.641215
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Both memory and CPU utilization changes come out to be linearly proportional to
number of tasks consolidated in the VM currently. Linearity is shown in Fig. 2.

From this preliminary experiment, we found that resource utilization changes have
linearity when tasks are consolidated. Each resource component follows different
amount of change as shown in the Fig. 1: different resource component has different
slope. We model multiple resource components’ utilization changing with linearity
with vector model. It is described in detail in Sect. 2.2.

2.2 Vector Models

There are many VM types provided by multi cloud service providers. They are cate-
gorized with different capacity of resources each VM type uses. Different VM types
which different cloud service providers provide as service make it difficult for users to
decide optimal choice of VMs online. To ease solving such complex decision problem
online, we use vector modeling to represent each VM type and tasks.

We define a VM type vector as a unit vector: (1.0, 1.0…). Each value represents
utilization value when the entire resource component is used. Therefore, task vectors
differ as the task. A task vector is relative to which VM type it is going to be executed

Fig. 1. Resource utilization when tasks consolidate

Fig. 2. (a) A VM vector, task vector, and balance factor in a vector model (b) latency factor
considered in scheduling
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with. Magnitudes of each component represent average utilization of the resource
component. The values can be calculated based on historical data of each task. Figure 2
describes relationship between a VM vector and a task vector.

We defined the The task vector~t of task T as following.

~t ¼ ðc;mÞ ð2Þ

Where c is the average cpu utilization and m is the average memory utilization
while executing T. Axises may be added or deleted elastically such as network I/O axis
and storage axis. The values can be acquired by monitoring the VM while executing
tasks. Let cpuT tð Þ and memT tð Þ are obtained by monitoring the VM which runs the task
T for time s. Then, the c and m value can be calculated by

c ¼ 1
s

Zs

0

cpuT tð Þ ð3Þ

m ¼ 1
s

Zs

0

memTðtÞ ð4Þ

When there are some tasks running on the same VM, the total task vector can be
calculated by simply adding the all task vectors.

~ttotal ¼
X

~ti ð5Þ

~ttotal is the total task vector where each component of the vector is representing resource
utilization of each resource components.~ti is a single task vector consolidated in the
VM. When a task has finished execution, the task vector is removed from total task
vector for corresponding VM. The total task vector represents overall resource uti-
lization of all tasks executing on the VM.

We define a balance vector which is the vector perpendicular to a VM vector to a
tack vector. We used vector dot product to get the balance vector. And the magnitude
of this vector is defined to be balance factor. Balance factor represents level of
unbalance of resource utilization between different resource components. Even an
application which uses one resource component intensively requires at least some
minimum amount of other resource types. If a VM’s resource usage is unbalanced and
any of resource component utilization goes near 1.0, no task can be scheduled on the
VM and other underutilized resource components cannot avoid being wasted until fully
utilized resource components get freed. Therefore, we use balance factor as task
scheduling criteria to avoid such case of resource waste.

Definition 1 Balance Vector (~b) and Balance Factor ( ~b
���
���)

~b ¼~ttotal � ~ttotal � VM��!
� �

VM
��! ð6Þ
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We obtain balance vector and balance factor, which are presented in Fig. 2(a). The
magnitude of balance vector is described in Eq. 7. (c, m) is set of CPU and memory
resource utilization respectively.

~b
���
��� ¼ c�mj jffiffiffi

2
p ð7Þ

Also, we should consider a performance degradation when multi tasks run in par-
allel in a single VM. Such variation has several causes. One of them is interference
effect caused by other VMs running on same PM [6]. Also, context switching between
multi tasks running on same VM can cause performance degradation. Since our paper
does not focus on causes of such degradation, we focus on dealing with performance
degradation during scheduling more than one task to a single VM. We defined latency
factor and when sum of task vectors and sum of latency factors have any resource
component greater than 1.0, we scale the same VM type to avoid SLA violation.

Latency vector of task t is defined to be the standard deviation of utilization mul-
tiplied by j

Dt
!¼ j rcput ; rmemt

� � ð8Þ

Where rcput presents the standard deviation of cpuT tð Þ, rmem
t denotes the standard

deviation of memT tð Þ and j represents the latency factor. The meaning of the latency
vector is the maximum value that the task vector can cover. When we monitor the VM
resource while running tasks, we can see that resource utilization varies in time. In
order to avoid degradation, we should take the maximum value of resource utilization
into account.

κ is determined based on 68-95-99.7 rule since we assumed that the resource uti-
lization follows the normal distribution of Nð~t;~rÞ. If we take κ = 1, resource utilization
underlies ~tþ~r with probability of 84 %. This value may not be correct since the
resource utilization do not follow the normal distribution. However, we can notice that
almost all values are covered if we set κ near 2. The more κ value we set, the more
probability of~tþ j~r coverage. In our paper, we set basic κ value 2.

We defined total latency vector by adding all latency vectors of each task as in
Eq. (9). Figure 4 shows the graphical representation of latency vectors. We can see
there are additional black vectors presented in Fig. 4. Blue lines stand for the task
vector which is the average value of resource utilization. Also, by adding black latency
vector to task vector, it shows the estimated maximum coverage of the task.

Dt
!¼

X
Dt
!

i ð9Þ
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2.3 Task Scheduling Algorithm with VM Vector Management Scheme

The proposed scheduling scheme is presented as heuristics. There are four steps:

Step 1. Determine VM type candidates which can satisfy SLA requirement user
request task based on historical data.
Step 2. Generate task vectors for each VM type generated in Step 1.
Step 3. Remove VM type if adding new task vector will have latency factor with
any component greater than 1.0 and can violate SLA requirement due to perfor-
mance degradation.
Step 4a. Find VM type which has minimum balance factor
Step 4b. If no VM type is available, VM type with minimal cost in Step 1 is
allocated.

In Step 1, Based on task profiles and VM type profiles from historical data stored in
repositories, available VM types which expect to satisfy SLA requirement are retrieved.
Already allocated resources in resource pool are considered first. If there are no
available allocated resources and auto-scaling process must proceed, cheapest VM type
which can satisfy SLA requirement is chosen. In Step 2, task vectors are generated.
Resource utilization differs by which VM type the task will execute on; therefore, each
task generates many task vectors. Task vectors include both average utilization and
standard deviation of the utilization for each resource components. Average utilization
is used to calculate balance factor and the standard deviation of the utilization is used to
calculate latency factor. In Step 3, VM types which already allocated in the resource
pool and have high resource utilization are removed from the candidate list using
latency factor. If any resource component utilization becomes greater than 1.0 after the
scheduling it is expected to violate SLA requirement. Therefore, we decide not to
schedule any more tasks until any of already executing task terminates. In Step 4, since
any of remaining VM types in the available VM list can be used to execute the
requested task we choose the VM type which has minimum balance factor. In this way,
we manage all VMs utilized with balance between all resource components. We avoid
resource waste because resource usage is unbalanced. If there is no VM type which
satisfies by now, scaling number of VMs is necessary. We allocate new VM for the VM
type which has lowest cost and satisfies SLA requirement of the given task. Algorithm
1 shows the entire procedure of vector-based balance scheduling algorithm (Fig. 3).

3 Experiments and Evaluation

The user request consists of workflow topology W and the service level agreement
SLA. We used colored Petri-net model in order to represent the workflow topology W.
In our experiments, all Physical Machines (PMs), controller node and compute nodes
have two quad-core processor with hyper-threading (Intel Xeon Processor E5620),
14 GB of RAM and 1000 GB of disk. Ubuntu 12.04 server is installed in all PMs and
OpenStack computing environment is installed on top of the operating system.
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3.1 Performance Metric

We defined two performance metrics: total cost and SLA violation rate. Each VM type
has its own VM cost. Therefore, we define total cost as the sum of each VM’s cost.

TC ¼
X

i2K
Ci � mi

BTU ð10Þ

We also defined SLA violation rate. User requests with time constraints and we
choose which VM type to execute the task with based on the constraint. However, if
SLA is not satisfied, we count it as SLA violation case. SLA violation rate is the ratio
of such case to all user requests. Therefore, SLA violation rate is defined as follows:

VR ¼ number of requests not satisfying deadline
number of requests

ð11Þ

3.2 Application Service Scenario

To evaluate our proposed scheme, we experimented with other schemes as well to
compare as following:

Fig. 3. Vector based balance scheduling algorithm
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Single-Request Single VM (SRSV) scheme [8] – Only a single request is scheduled
to a single VM. This scheme rarely violates SLA requirement, however it has lowest
utilization compared to other schemes.

Multi-Request Single VM (MRSV) scheme [8] – Multi requests are scheduled to a
single VM and executed in parallel. This scheme does not consider balance between
usages of different resource components (CPU, memory, and disk I/O etc.).

Vector-based Balanced Scheduling (VBS) – Multi requests are scheduled to a single
VM and executed in parallel. This scheme uses balance factor as scheduling criteria in
order to balance between usages of different resource components. It also considers
performance degradation with latency factor as auto-scaling criteria, to reduce SLA
violation rate.

All of above schemes are tested with same set of request inputs. We generated
random requests which are combination of CPU-intensive task and memory-intensive
task. The amount of workload for each task also differs and randomly selected. As we
assumed with more resource capacity, performance increases. For example, VM type
with 2 CPU cores finishes task execution with only half of time, which VM type with 1
CPU core would use. We experimented multiple times with average inter-arrival time
being different starting from 10 s to 20 s. (λ = 10, 12, 14, 16, 18, 20) Input request
follows Poisson arrivals. To be fair, we used same input sets for all schemes.

We evaluated the proposed scheme for three times with different pricing models.
First scenario charges $0.03 per CPU core and $0.03 per Gigabyte RAM. Therefore,
the price ratio between CPU and memory units is 1:1. Second scenario charges $0.03
per CPU core and $0.02 per Gigabyte RAM. The price ratio between CPU and memory
units is 3:2. Third scenario charges $0.03 per CPU core and $0.04 per Gigabyte RAM.
Therefore, the price ratio between CPU and memory units is 3:4. Total cost and
violation rate measurement experiment result is shown in Fig. 4.

Fig. 4. Total cost and SLA violation rate as inter-arrival time varies when price ration is 1:1,
3:2, and 3:4
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Both MRSV and VBS, which use task consolidation, have lower total cost spent for
all inter-arrival time scenarios compare to SRSV. SRSV does not fully utilized resource
of VM types which is set in coarse-grained manner. Our proposed scheme, VBS has
even lower total cost compared to MRSV, because we have better resource utilization
as we balance usage between different resource components. Compare to other schemes
[8], total cost decreased as shown in the following figure. This is because, scheduling
while considering balance between resource components increased utilization rate
throughout the experiment. On the other hand, violation rate is decreased. This is
because we scale number of VMs considering performance degradation due to exe-
cuting too many request on a single VM causing latency by context switching. Also,
interference effect also decreased because balance between resource usages reduces
interference effect between tasks.

4 Conclusion

In this paper, we proposed vector models for VM types and tasks and QoS constraint
task scheduling heuristics with low complexity. Task vector is a simple model to
represent resource utilization made of each resource components in VM types. Based
on resource utilization historical data, task vectors are generated to calculate expected
resource usage before scheduling. Also, expected performance degradation is consid-
ered to minimize SLA violations due to scheduling too many tasks into a single VM.

With the experiment, we proved our scheme improved in terms of total cost and
SLA violation rates compared to other schemes such as MRSV and SRSV. With
balance factor as scheduling criteria, our scheme improved resource utilization of VMs
because we avoid cases of being unable to schedule new task because one resource
component being fully utilized and other resource components being under-utilized.
This resulted low operational cost as shown in the experiment. Also, with latency factor
as auto-scaling criteria, our proposed scheme minimized SLA violation which occurs
during task consolidation. This can lead to increase in profit of cloud service broker
because penalty fee related to SLA violation is minimized.
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Abstract. In a cloud environment, it is important for cloud broker to provide a
cost-effective VM utilization. In this paper, we suggest a predicting scheme that
can be applied for RVM provision by calculating demands. And there are some
resource difference with respect to user’s needs on the process measuring cli-
ents’ needs. We also propose a method called M-C-VMA to handle the cost
caused by the difference between real user demand and RVM provision. Per-
formance evaluation showed that the proposed heuristic with VM Replacement
is more efficient than C-VMA in cost performance. When M-C-VMA works on
the VM allocation procedure, the result shows the higher RVM utilization than
the not-modified method and consequently, it can lead the cost-efficient oper-
ation in broker system.

Keywords: Cloud service brokers � Prediction � VM reservation � VM
replacement allocation

1 Introduction

Many devices extract a lot of raw big data and they have the potential to make
information to change the world. In the process to generate useful data, prediction is
getting important. There are several methods to predict the future. And one of the most
famous prediction model developed from time series analysis is ARIMA (Auto
Regressive Integrated Moving Average) [1, 2].

Cloud computing is one of the hottest technique to handle the generated big data
using virtualization technology [3]. But some users were hard to use the cloud services
so Cloud Service Brokers (CSB) have been created and for the users and CSB,
Reserved VM (RVM) service was made by Cloud Service Provider (CSP) that Amazon
EC2 [4] is a representative of. In CSB system, it will be beneficial to merging a
prediction scheme into RVM reservation policy. Because CSBs contract Service Level
Agreements (SLA) with both CSPs and Cloud Service Clients (CSC). All predictions
always have an error and there should be a way to cover this error but it is hard.

For prediction mechanism, Kim et al. [5] suggested the scheme to set the proper
number of RVMs to be leased on the CSB’s side. They propose an idea called C-VMR
(VM reservation scheme) is adaptively choosing RVM number to be leased based on
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predicted method called ARIMA and its algorithm gives a basic idea to our step 1
algorithm in the Sect. 2. Also Shumway et al. [6] provides ARIMA modeling method
with giving R application examples. In the process to reduce the prediction error, we
choose to use the VM replacement concept as our Replacement policy that abstractly
suggested by Kang et al. [7] who proposed the A3R (Recycle, Replacement, Reposi-
tion) algorithm. It focuses on how to cost-efficiently broker VMs in cloud computing
services. The VM replacement scheme just gives a concept that when the CSPs have no
RVM to supply to the user corresponding to the user-requested RVM, they can lease
the RVMs with larger capacities than the demanded RVMs’.

In this paper, we integrate ARIMA prediction model to RVM reservation policy.
We also use the replacement scheme based on Kang et al. [7] to cover the occurring
error related to the demands on RVMs. Simply, in broker system, if there is no RVM to
lease to users and there are some RVMs that have larger capacities than RVM that user
requested, then CSB will let the larger ones be leased to users to get more benefits.
Briefly, the rest of the paper will be illustrated as follows. Section 2 introduce the
prediction-based RVM reservation policy and applied RVM Replacement method.
Section 3 is the experiment with its evaluation. Lastly, Sect. 4 concludes the paper.

2 VM Reservation with Prediction and Job Allocation

2.1 Problem Statement

As an aspect of commerce, if the providers can predict the future demand from the
historical data collection, they will become more beneficial. In the cloud computing,
the same concept can be applied for CSB and the prediction of VM requests is getting
important. Figure 1(a) shows relationship of SLAs in cloud computing environment.
SLA contract between clients and brokers needs some information such as deadline and
budget of the users. From this data, brokers are easy to provision their resources. If
resource demand varies as depicted in Fig. 1(b), there exists over-provisioning by
wasting cost and under-provisioning by violating SLA. So the uncertainty of the
resource demands is an inevitable problem and by predicting the demand, reserving the
proper number of resources is hard to solve.

(a) (b)

Fig. 1. CSB constraints: (a) SLA relationship of cloud broker between consumers and
providers, (b) Demand variation causing QoS problem
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To resolve the problem, many prediction models [8] can be considered and Kim
et al. [5] suggested the C-VMR method in order to reserve VMs from ARIMA model.
Kim’s approach was based on Eq. (1), where we try to improve operation scheme. We
consider a different prediction model, prediction, and others. Thus, we expect good
performance in VM reservation. In this case, applying Eq. (1) for VM reservation
could cause over-provisioning or under-provisioning problems because distinctive
values like maxDpðtÞ and minDpðtÞ over each Tp will mislead non-average number to
lease RVMs.

nlRVM tð Þ ¼ 1
Tp

XtþTp�1

k¼t

Dp kð Þ � neRVM tð Þ
$ %

ð1Þ

Kang et al. [7] proposed a method cost efficient VM brokering. One of the scheme
that they suggested was the replacement algorithm and the concept was that larger
capacity RVMs can be borrowed by smaller capacity RVM on the VM allocation
request of smaller VM. We can improve this method in two ways. First A3R scheme is
for the situation that the prediction is not applicable however, if we use this scheme
when VM allocation proceeds with a prediction method, the replacement algorithm will
act as an error controller to cover the difference between real VM demand and reserved
VMs. Second, they proposed the scheme with abstracted explanation and did not prove
its availability on cost policy and it needs to be concreted as an algorithm with a
specific form.

2.2 A Proposed Model Description

Figure 2 is the proposing model to overcome the problems discussed in Sect. 2.1.
Below the dotted line, historical demand acts as an input of the prediction model and
the module will generate the future demands that are predicted values. From the
information of predicted number of VMs to lease, a heuristic algorithm that we propose
supports CSB reserving VMs. The result of VM reservation affects the broker’s VM
pool. From the number of RVM and OVM that broker has, the cost can be calculated.
In Fig. 2, when user request comes to the brokers, it needs to be allocated. The scheme
C-VMA (VM Allocation Scheme) [5] is applied for task allocation. First, and the
replacement algorithm works. In this process, VM allocation algorithm module let the
brokers know how many OVM to lease and when they need to get more OVM, they
check the VM pool first to find RVM that is replaceable. If there is a replaceable RVM,
by using VM replacement method, OVM leasing cost will not happen. The entire
process represents VM allocation and it can be used to check the performance uti-
lization. So this model is whole conceptual diagram how the proposing scheme works
and the specific algorithm and formula will be explained.

The prediction scheme in this paper is based on C-VMR [5], the demand from the
time t during Tp that is prediction period. Then, nlRVMa

ðtÞ denotes the number of RVMs
to be leased at the time t, DaðtÞ is the predicted demand at time t and a is the type of
RVMs so it is represented as {S, M, L}. neDRVMa

ðtÞ is the number of existing predicted
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demanded RVMs in the VM pool at time t. neADRVMa
ðtÞ is the number of existing actual

demanded VMs in the VM pool at time t. neRVMa
ðtÞ is the number of RVMs in the VM

pool at time t. optðneRRVMa
tð ÞÞ is the optimized number of Replaceable RVMs in VM

pool at time t but we are focusing on applying the demand prediction on the original
VM Replacement scheme so that we assume this term might be negligible in this
experiment.

Equation (2) is the average demand during Tp and it means that deleting the
maximum and minimum values of the predicted demands on measuring the average
will result the better fitted mean on the Tp. Equation (3) is about how many RVMs to
lease from the result in Eq. (2). a is a VM type that can be all VM types, and b is the
VM type that is made for designating Replaceable RVMs (RRVMs) which is applied
for the Replacement policy. The number of RRVM on b type can be calculated by
using Eq. (4). With the RRVM concept, Eq. (5) represents the maximum number of
RVMs to be leased to user. The VM reservation equations are as follows.

neDRVMa
tð Þ ¼ 1

Tp � 2
fð

Xtþ Tp�1

k¼t

Da kð ÞÞ � max
k2½t;tþTp�

Da tð Þ � min
k2½t;tþTp�

Da tð Þg ð2Þ

nlRVMa
tð Þ ¼ neDRVMa

ðtÞ � neRVMa
tð Þ � optðneRRVMb

ðtÞÞ
j k

ð3Þ

neRRVMb
tð Þ ¼ neRVMb

tð Þ � neADRVMb
tð Þ ð4Þ

maxðneRVMa
tð ÞÞ ¼ neRVMa

tð Þþ
X

b[ a

neRRVMb
tð Þ ð5Þ

In step 1 of algorithm 1, we need to set prediction method to get the RVM demand
in each type. From the historical data, we can measure the future demand on all RVM
types. The output let the broker know what will be the approximated demand and how
many RVMs to lease. Step 2 will be the stage to generate RVM actually by the result of
the step 1. neRVMa

ðtÞ will be the number of RVMs to maintain from the prediction and
NG(t) is the number of RVMs to be newly generated (Fig. 3).

Algorithm 2 will be the stage to make up the difference between the actual demand
and predicted demand occurred on the previous Algorithm 1 because of the RVM
reservation error by the prediction method. This method will be done in the process of

Fig. 2. The proposed model for VM reservation using M-C-VMR (Modified C-VMR) and task
allocation based on M-C-VMA (Modified C-VMA)
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VM allocation. We used C-VMA and modified it with the RVM Replacement method
that is abstractly suggested. When CSB allocates the user-requested tasks to VMs that
the CSB has, CSB will first look into the OVM pool to find the OVM which satisfies
that the value, residual time - the predicted application execution time is larger than d.
If true, the OVM will be used for the task. And there is no OVM to satisfy the condition
then search RVM to use. Lastly, when RVM is not available, the replacement section
will be executed and RVM which has larger capacity than the past RVM has will be
used. Through even these entire searching procedures, if there is no VM to allocate the
task on, CSB will lease OVM from one of the CSPs (Fig. 4).

Algorithm 1. Prediction-based VM Reservation

M-C-VMR
Step 1. Generation Policy
Input: Historical data HD(t) for time interval [ ] to make 
demand prediction before decision-making time t
Output: Prediction demand for time interval [ ]
1: while true do
2:  Feed to the prediction model
3:  Generate ACF and PACF for HD(t) to decide the degree of ARIMA model
4:  Produce prediction model by regression
5:  if the model passes verifying step
6:    Apply the model to generate (t) 
7:  else
8:    Go back to 4
9:  end if
10: end while
Step 2. RVM Generation

Input: Number of maintained RVM 
Output: Number of newly generated RVM NG(t)

1:while true do
2: Prediction model produces forecasted demand (t) for time interval 
[ ] 
3: Obtain NG(t)
4: if NG(t)>0 then
5:  Lease NG(t) additional reserved VMs
6: else
7:  return
8: end if
9:end while

Fig. 3. Prediction-based VM reservation scheme
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3 Performance Evaluation

3.1 Prediction-Based VM Reservation with M-C-VMR

In this part, first we generated the demand of CSCs to lease VMs in each type from the
CSB for 4 years. The generated demand is measured the user VM requests per day.
From the demand, we calculated the average number of VM requests per week and also
from the data, we could get the predicted average number of VM requests per week. To
do this, we use the R application [9] with ASTSA package with ARIMA model for
prediction. Graphs in Fig. 5 describes the procedure to get predicted demand that
explained.

We checked the cost policy of GoGrid [10] which is shown in a chart in Table 1.
Minimum time to lease of OVM (MTO) is an hour, and Minimum Time to lease of
RVM (MTR) is a month. We considered that the broker initially has small, medium, and
large type of RVMs leased from CSPs. As shown in Fig. 6, we changed the initial VM
numbers on each type like 70/70/70 means small/medium/large VM numbers that the
broker has. And it is on the horizontal axis. The vertical axis stands for the actual total
cost that broker needs to pay. The total cost is measured by Eq. (5) and the ratio ðdÞ can

Algorithm 2. Job Allocation

M-C-VMA with Replacement Scheme

Input: , , , , and
Output: Renewed , and the number of OVMs to lease notated as

1:while true do
2: for all from small to large type
3: if there exists which satisfy < 
4: Apply the MBF algorithm on the with the replacement scheme
5: Allocate the task to one of the 
6: else if there exists 
7:    Allocate the task to one of the 
8:   else 
9:     if there presents 

10:      Allocate the task to one of the 
11: else
12:      Lease one of the from one of the CSPs
13:    end if
14:  end if
15: end for
16:end while

Fig. 4. Task allocation using replacement scheme
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be MTO�MTO
MTR

� d� MTO�MTR
MTR

and we set OVM using time as MTO in this evaluation. It
reflects the fact that OVM is leased in shorter term than RVM’s. If the OVM leasing
event happens, then OVM cost will be considered, otherwise not considered.

CTotalSum ¼
X

a

fCMTR
RVMa

� neRVMa
tð ÞþCMTO

OVMa
� neOVMa

tð Þ � d�MTR
MTO

� �
g ð6Þ

The lines of the result graphs in Fig. 6 mean as follows. The diamond point line is
the case that only OVMs are used without any RVM. The circle point line stands for
the concept that with RVM introduced, initial leased RVM number will be maintained
and on under-provisioning state, the CSBs will lease OVM from CSP to prevent
breaking SLA with their CSCs. Especially at the 90/90/90 stage, it shows the minimal
cost of the circle point line and it is because leasing about 90 VMs on each type draws
the cost-efficient conclusion by leasing proper number of RVMs. The plus point line is
for the C-VMR prediction modeling and it shows overall smaller cost than the circle
point line since the prediction was introduced. The cross point line is the proposing
prediction concept and the cost is smaller than the plus point line about $200 to $1200.
The square line is added the replacement concept on the plus point line. It shows
cheaper result than the plus point line. Sometimes the cost flow trend goes up, and this
is because when the large RVMs are replaced to the medium RVMs and large RVMs
are needed, the broker needs to lease OVM from the CSP. However, when a lot of
RVM are reserved comparing to the actual demand, replacement algorithm is effective
to get the cost reduced. Lastly, the triangle point line is applied by the proposing
scheme and replacement. By excluding the points that have a chance to be way far from
the average, and using replacement scheme, it leads the most minimal cost Fig. 6.

3.2 VM Utilization with M-C-VMA

Through experiment, we evaluated the performance of M-C-VMA with comparing the
C-VMA. Our testbed was implemented as shown in Fig. 7. Each machine specification
is Intel(R) Xeon(R) CPU E5620 with two quad-core CPUs providing hyper-threading.
They have 8 GB main memory and 1,000 GB hard disk and are clustered to provide
the cloud services by using OpenStack [11]. We prepared two VMs of three types
(small, medium, large) for the RVM set and a VM of the same type for the OVM.

Fig. 5. Demand prediction process using ARIMA model
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We assume the situation that users want to execute the three different types of the
Montage scientific applications [12] in cloud (m105-1.5, m106-1.7, m108-1.7) and
their requests which require some specific types arrive by following a Poisson process

Table 1. GoGrid cloud cost policy [6]

Fig. 6. Comparison of budget policy using M-C-VMR, M-C-VMA with others
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with its mean value, 30 s. Also the RVM minimum leasing time is set to 2 h and the
time for OVM is 5 min. The factors are scale-downed in terms of the reality.

Figure 8 shows the VM utilization result of M-C-VMA comparing with the
C-VMA. The bar graph indicates that the VM utilization on medium and large types is
better by using M-C-VMA and C-VMA works well only on small type. This is because
the proposing replacement scheme used in the task allocation process affects the VMs
to be replaced. This method is about managing the VMs that have larger capacities than
the requested type of VM. When a VM for some specific applications is out of stock,
the C-VMA need to lease the new VM. However, the M-C-VMA finds the Replace-
able VM first, letting the application run on the larger size VM, whose specification is
proper enough to run on smaller VM. This is the reason why the small type VM
utilization of the proposing scheme is lower than the C-VMA. In other words, it is
explained in the same aspect of the replacement scheme that the VMs of the small type
do not have many chance to be utilized. By using the proposing algorithm, two things

Fig. 7. The experiment environment for M-C-VMA performance evaluation

Fig. 8. The comparison of average utilization in VM
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get better. First, M-C-VMA does not need to lease OVM from the beginning and it
means that RVM utilization will increase, so that the cost that was supposed to be
wasted will be saved. This explanation can be proved by the cost comparison result of
Fig. 6. And second, the execution time can be decreased by making the task that was
supposed to be executed on smaller type run on larger type.

4 Conclusion

In this paper, we proposed an adaptive prediction-based VM replacement scheme in
cloud to solve the difficulties about managing VM pool for CSBs. To maintain RVMs
cost-effectively, we suggested the prediction scheme by introducing the prediction
model and heuristics named M-C-VMR to get the RVM number to newly lease. And
the M-C-VMA applying replacement method in VM allocation phase offsets the extra
cost that occurs because of the prediction error. Evaluation about cost showed that
M-C-VMR and M-C-VMA can decrease the budget. VM Utilization explained that the
proposing scheme gives many benefits related to cost by increasing the VM utilization,
and in terms of the execution time by giving a chance to run a task on the larger VM.
For the future works to do will be to improve the proposing prediction method such as
meta-heuristics and to propose another scheme to cover the difference error due to the
prediction.
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Abstract. Video streaming service is offered by various content provider with
cloud content delivery network like a Netflix, Youtube. In this environment, for
content deliver, cache servers need to be placed properly in cost-effective
manner with guaranteeing streaming performance. In this paper, as contents
providers, to minimize the cost of using public cloud and to maximize perfor-
mance of video streaming service, we suggest cost-effective VM offloading
algorithm in hybrid cloud environment (CVOH). The CVOH considers per-
formance degradation in internal cloud and cost for public cloud using penalty
cost model and learning curve model, respectively. As the result of evaluation
for CVOH, we got about twice better performance than a maximal consolidation
case, and 9.1 % better than a maximal offloading case.

Keywords: Video streaming � Hybrid cloud � VM placement

1 Introduction

For offering video streaming service effectively, the architecture of video streaming
service has developed into a way to place a cache server to a cloud environment for
content delivery. In cases of Netflix and Youtube, content providers, they are using
Amazon Web Service and Google Cloud respectively for serving their content [1, 2].

It has been reported that the great number of content consumers’ request for
streaming service can burst in a short time period, and also refer to needs for network
resource in server to handle the peak demand which can appear frequently by Aggarwal
et al. [3]. If content provider have to deal with such a dynamic demand by using their
own computing resources, it is hard to estimate an amount of demand properly and it is
inefficient to construct and to manage servers in respect to cost. Hence, the way using a
hybrid cloud environment rises, that a private computing resource is used in dealing
with universal demands and in dealing in other specific demands such a peak demand
resource of the public cloud can be used.

To use cost-effectively such a hybrid cloud environment, there are two main
challenges. First one is to maximize resource utilization in the internal cloud and the
other one is to minimize the cost occurring by using other public cloud resource. To
satisfy both objectives to guarantee QoS of streaming service being supported by the
internal cloud and to minimize cost of management datacenter, content provider have
to manage his computing resource properly by placing the cache server properly. The
other reason is the cost occurring by using other public cloud resource increases as the

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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quantity of computing resource that content provider uses increases. As a related issue,
Bossche et al. [4] proposes cost-optimal scheduling in hybrid IaaS clouds for deadline
constrained workloads.

We present a cost-effective virtual machine offloading algorithm in hybrid cloud
environment (CVOH), the optimization problem to find a cost-effective solution of
virtual machine (VM) placement as a cache server in video streaming service in hybrid
cloud computing environment. To guarantee performance of streaming service and to
lower cost with VM placement in hybrid cloud environment, the algorithm CVOH
considers both performance degradation in the internal cloud and the cost model in
public cloud referred by Amit and Xia [5].

2 Problem Description and Scenario

Streaming content provider needs suitable number of cache server placed as a form of
VM in datacenter for offering content to end-user’s request with a stable performance.
Kim et al. [6] analyze resource performance for inter- and intra- datacenter resource
management under cloud CDN environment.

Streaming Performance with Consolidation. Experiment presented by Kim et al.
focus on measurement of resource performance in respect to a number of VMs with
applications using different computing resource.

The cache servers in form of VMs are placed in physical machines (PMs) and
measure performance degradation caused by interference from other VMs within same
PM executing application of different computing resource.

Table 1 [6] shows the completion time of video streaming service offered through a
cache server placed in one PMof internal cloud, and it is in scale ofmsec.With decreasing
network I/O performance, the completion time of video streaming service increases
because of delay, buffering for downloading a content from a cache server. In the Table 1,
using a same type of computing resource more can make performance degradation more.

Table 1. Measured network I/O performance. In the PM where a cache server for streaming
service is placed, VMs using different computing resource is placed with a different number and
Measuring the completion time of streaming service. [6]

Video streaming completion time
(msec)

n 0 1 2 3

Compress-7zip [7]
(CPU intensive)

220595 223811 222687 223674

Cachebench [8]
(memory intensive)

221652 223008 220740

Bonnie ++ [9]
(Disk I/O)

231943 253414 258503

Video streaming
(Network I/O)

230158 234090 268448
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The right side graph in Fig. 1. [6] shows the measurement of bandwidth with
increasing a number of cache servers using same computing resource, network I/O, in a
same PM. In this figure, network bandwidth converges with time, and it achieves more
slowly as n is larger. That is performance degradation in streaming service appearing as
a delay in a settling time. By the result showing, tendency of streaming performance
degradation can be figured out when streaming cache servers are placed in consoli-
dation manner in internal cloud.

2.1 Video Streaming in Hybrid Cloud Environment

In this paper, we consider hybrid cloud Environment to decrease performance degra-
dation of streaming service when computing resource in content provider’s internal
cloud is insufficient due to large scale of end-users’ requests.

Figure 2 show architecture and flow of video streaming in hybrid cloud computing
environment. In this environment, content provider send cache server request to both
internal cloud and public cloud he uses after considering end-users’ requests and a
number of cache server needed. The cache server is placed in each PM in datacenter or
public cloud as a VM. In this procedure, the VM placement module make a request set
of proper VM placements with considering performance degradation profiling data in
internal cloud and cost occurring by using public cloud resource.

Fig. 1. Bandwidth of video streaming cache server measured with placing other VMs in same
PM. Blue, red, green, and purple represent the number of other VMs n = 0, 1, 2, 3 respectively
with Compress-7zip (a) (CPU intensive), streaming cache server (b) (network I/O intensive) [6]
(Color figure online).

62 M. Hyeon et al.



The profiling data used in the VM placement module contains information of videos
which content provider offers and about specification of internal cloud, performance
degradation with cache server consolidation. The profiling data of videos are bit rate,
size, video length and etc. In respect to an internal cloud, it contains specification of nodes
in a datacenter, power consumption, performance degradation tendency of VM and etc.

We focus on an algorithm deciding how many VM has to be placed in public cloud
and PMs in datacenter in VMP module, namely cost-effective VM offload in hybrid
cloud environment. Main objective of the algorithm in this paper is to find an optimal
solution when there exits tradeoff between minimizing cost of using public cloud and
performance degradation in internal cloud.

3 CHOV Model

In this section, we present the CHOV used in VMP module for finding a solution of
optimal VM placement. As an important consideration, we introduce two models, one
is penalty cost model about performance degradation in datacenter and the other one is
cost model occurring from using resource in public cloud. The CHOV is expressed by
sum of those two models, and the solution of VM placement is the point that minimizes
the sum of two models.

VM ¼ VM0;VM1; . . .VMnf g is a set of whole cache servers which needed to deal
with end-users’ requests, each cache server VMi is placed in PM of internal cloud or
public cloud as a VM. Equation (1) is a decision variable and VM depicts a definition
of matrix of VMs.

vmij ¼
1; when VMi is placed in PMj

0;when VMi is placed in PMk and k 6¼ j

(

i 2 0; 1. . .nf g; j 2 f0; 1. . .mg
ð1Þ

Fig. 2. Video streaming flow in hybrid cloud computing environment
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In Eq. (1), PM ¼ PM0ð¼ PCÞ;PM1;PM2; . . .PMmf g is a set of PMs in internal
cloud which content provider can manage and public cloud depicted as PC. PM0 is a
public cloud PC.

Cost model for public cloud. The cost model occurring from using resource in public
cloud is Eq. (2) which Amit and Xia suggest. l denotes a number of VMs placed in
public cloud, K is the cost of the first unit. a 2 ð0; 1Þ is the learning factor of public
cloud the content provider uses.

Cost lð Þ ¼ K � l1þ log2 a

1þ log2 a
ð2Þ

l ¼
Xn

i¼1
vmi0 ð3Þ

The cost model Eq. (2) is based on the learning curve model. It assumes that as the
number of production units are doubled the marginal cost of production decreases by a
learning factor. It has been reported that for a typical Cloud provider like a Amazon
EC2, the learning factors has typically value in range (0.75, 0.9).

Penalty Cost for performance degradation. Equation (4) denotes the penalty cost
for performance degradation in internal cloud which content provider can manage.

PenaltyCost VMð Þ ¼ b � Pd VMð Þ ¼ b � ð
P

VM Completion timeP
VM Video Length

� 1Þ;

b[ 0
ð4Þ

Video Length is the time from start to end of videos which content provider offers
through each cache server, Completion time is the time really took from start to end
when it is offered to end-user by streaming. As lower performance of streaming service
make a buffering, delay happen, more completion time increases.

Thus, optimal problem considering penalty cost and cost for public cloud in hybrid
cloud environment is denoted by Eqs. (5), (6) and (7).

minimize totalCost VMð Þ = PenaltyCost VMð ÞþCost lð Þ

¼ b � Pd VMð Þþ K � l1þ log2 a

1þ log2 a

ð5Þ

Subject to
Xm

j¼0

Xn

i¼1
vmij ¼ n ð6Þ

vmij 2 0; 1f g; 8i 2 1; 2. . .nf g; 8j 2 f0; 1. . .mg and

vmij ¼ 1 if VMi is placed in PMj:
ð7Þ

To find a solution for this problem stated, implementation is under.
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In a set of VMs, VM ¼ VM0;VM1; . . . VMnf g, place each VM to the PM of the
internal cloud in order of decreasing in expected network bandwidth based on profiling
data. There are threshold values, BWthres

PMj
in each PM based on profiling data. This

threshold values refer to range of network bandwidth where the performance degra-
dation is marginal and measured experimentally. In this procedure, place the VMs
maximally consolidated but not exceed the threshold in each PM denoted by Eq. (8).

Xn

i¼0
vmij � Bw VMið Þ\BWthres

PMj
ð8Þ

Bw VMið Þ is expected network bandwidth in VMi based on profiling data about
content offered by content provider.

Algorithm 1. CHOV
INPUT 1. : Set of VMs needed to provide streaming service to end-

users’ request
2. : Set of PMs in internal cloud and Public cloud. is 

a public cloud.
PHASE1. Placement only in s without degradation.

While ( )
= 

Foreach 
If 

Break foreach
End if

End foreach
If can be placed in 

End if
End while
TotalCost = 
Solution = /* current placement */

PHASE2. Find optimal placement to minimize 
While (

= 

If TotalCost > 
TotalCost = and Solution = 

End if
End While

Fig. 3. The proposed CHOV algorithm.
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After that, if VMs needed in streaming service remain, it denotes computing
resource of internal cloud is insufficient to deal whole end-users’ request without
performance degradation. Hence there is need to offload VMs to the public cloud. To
find the solution minimizing totalCost VMð Þ, initially assume that all remaining VMs
placed to public cloud. In order of increasing in delta of PenaltyCost, in other
words, place the VM with minimal bandwidth in public cloud to the PM with using
minimal bandwidth one by one until no VM is placed in public cloud, maximally
consolidated.

Estimated Performance Degradation. To estimate PenaltyCost, approximation
performance degradation estimation is needed. Equations (9) and (10) denotes per-
formance degradation estimation based on profiling data about datacenter specification.
It is found experimentally.

Pd VMð Þ � Pdestimated VMð Þ 1
2

ð9Þ

¼
c � f

Xm

j¼1

Xn

i¼0
vmij � Bw VMið Þ[BWthres

PMj

� �
g2

where
Xn

i¼0
vmij � Bw VMið Þ[BWthres

PMj

0 where
Xn

i¼0
vmij � Bw VMið Þ�BWthres

PMj

8
>>><
>>>:

ð10Þ

PdestimatedðVMÞ reflects the fact that performance degradation becomes more severe as
difference between estimated bandwidth and threshold in each PM. c is a control
parameter for scaling (Fig. 3).

4 Evaluation

4.1 Experiment Setting

To evaluate the CHOV, we form the experiment setting as shown in Fig. 4. To con-
struct internal cloud of content provider, Openstack [10] is used. This cloud environ-
ment consists of a control node, 2 compute nodes and their specification is denoted as
shown in Table 2.

The VMs used as cache servers have a 1 VCPU, 2 GB of memory, 20 GB Disk.
For public cloud environment, we choose Amazon EC2 [11], and as cache servers VM
instances with a 1 VCPU, 1 GB of memory, EBS only storage.

The videos that a content provider offers are shown in Table 3 with their profiling
data.
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4.2 Experiment Result

Figure 5 shows severe performance degradation is measured in case of maximal
consolidation but comparing CVOH and maximal offloading, the whole performance
degradation of VMs have similar aspect. The performance degradation is defined as
Eq. (11).

performance degradation ¼
P

VM Completion timeP
VM Video Length

� 1
� �

ð11Þ

Fig. 4. Experiment setting in CHOV

Table 2. Internal cloud environment setting using Openstack.

Control node Compute
node 1

Compute
node 2

Functions Cloud controller node, network, volume, API,
scheduler, image services, Nova compute

Nova
compute

Nova
compute

Specification 16 cores (Intel® Xeon® CPU E5-2650 v2, 2.60 GHz),
32 GB memory, 242 GB Disk, Ubuntu 14.04.3
LTS

16 GB memory, 258 GB
Disk, Ubuntu 14.04.2
LTS

Table 3. 3 videos used in experiment and their profiling data. Each of them has a different bit
rate, size, video length.

Video 0 Video 1 Video 2

Bit rate 313 Kbyte/s 707 Kbyte/s 3008 Kbyte/s
Video length 231.6 sec 227.0 sec 227.0 sec
Video size 72.5 MB 160.5 MB 683 MB
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In Fig. 6(a), as the worst case, performance degradation of video streaming results
23.5 % in case of MC, and CVOH is worse than maximal offloading case but there is
small difference comparing to MC case as 4.58 %, 4.15 % are shown respectively in
CVOH and MO. By the result shown in (b) and (c), CVOH is more cost-effective
solution than other cases to content provider.

Fig. 6. This graph set shows the results of experiment in each case of MC, CVOH, MO. MC,
CVOH, MO denote respectively maximal consolidation, cost-effective VM offloading in hybrid
cloud environment, maximal offloading cases. (a) Entire performance degradation graph of each
case. (b) Cost of using public cloud instances in each case. (c) Total cost in each case.

Fig. 5. Performance degradation graph of VMs placed as cache servers. MC, CVOH, MO
denote respectively maximal consolidation, cost-effective VM offloading in hybrid cloud
environment, maximal offloading cases.
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5 Conclusion

In this paper, we suggest cost-effective VM offloading algorithm for video streaming
services in hybrid cloud environment. The CVOH considers cost model for using
public cloud based on the learning curve model, and a penalty cost of performance
degradation in internal cloud. From the result of experiments, CVOH shows that it has
better performance than maximal consolidation in dealing end-users’ request and it is
also more cost-effective than maximal offloading. Comparing with a maximal con-
solidation case, CVOH has about twice better performance in total cost and comparing
with a maximal offloading case, it has 0.4 % worse performance, but in total cost it has
9.1 % better.
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Abstract. As a cloud computing model have led clusters to the large-scale data
centers, reducing of the energy consumption which imposes a crucial part of the
whole operating expense for data centers has received a lot of attention of a wide
public. At cluster-level viewpoint, the most popular method for energy efficient
cloud is Dynamic Right Sizing (DRS), which turns off idle servers those do not
have any of running virtual resources. To maximize the energy efficiency
through DRS, one of primary adaptive resource management strategies is a
Virtual Machine (VM) consolidation which integrates VM instances into as few
servers as possible. In this paper, we propose Virtual machine Consolidation
based Size Decision (VC-SD) approach migrates VM instances from
under-utilized servers which are supposed to be turned off to sustaining ones
according to their monitored resource utilizations in real time. In addition, we
design a Self Adjusting Workload Prediction (SAWP) method to improve a
forecasting accuracy of resource utilization even under irregular demand pat-
terns. Through experimental results based on real cloud servers, we show var-
ious metrics such as resource utilization, energy consumption and switching
overhead caused by application processing, VM migration and DRS execution
to verify a necessity of our proposed methodologies.

Keywords: Cloud computing � Virtual Machine migration � Dynamic Right
Sizing � Workload Prediction

1 Introduction

In modern cloud data centers, resource allocation with high energy efficiency has been a
key problem as a fraction of cost caused by energy consumption has increased in recent
years. According to an estimation from [1], a cost of power and cooling has increased
400 % over 10 years, and 59 % of data centers identify them as key factors limiting
server deployments. Consequentially, challenges about energy consumption and cooling
have led to growing push to achieve a design of energy efficient data centers. At the data
center level, a promising candidate called Dynamic Right Sizing (DRS) to save energy is
to dynamically adjust the number of active servers (i.e., servers those power is switched
on) in proportion to the measured user demands [2]. In DRS, the energy saving can be
achieved through allowing idle servers that do not have any running VM instances to go
low-power mode (i.e., sleep, shut down). In order to maximize the energy efficiency via

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
Y. Zhang et al. (Eds.): CloudComp 2015, LNICST 167, pp. 70–80, 2016.
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DRS, one of primary adaptive resource management strategies is a VM consolidation in
which, running VM instances can be dynamically integrated into the minimal number of
cloud servers in accordance with their resource utilization collected by hypervisor
monitoring module [3]. That is, running VM instances on under-utilized servers which
are supposed to be turned off could be migrated to power-sustainable servers. However,
it is difficult to efficiently manage cloud resources since cloud users often have hetero-
geneous resource demands underlying multiple service applications that experience
highly variable workloads. Therefore, the inconsiderate VM consolidation using live
migration might lead to undesirable performance degradation due primarily to switching
overheads caused by migration and turning off servers on [4]. Running service appli-
cations with reckless VM migration and DRS execution might encounter serious exe-
cution time’s delay, increased latency or failures. As a result, a careful resource
management scheme considering switching overheads is necessary to reduce efficiently
the energy consumption of cloud servers while ensuring acceptable Quality of Service
(QoS) based on Service Level Agreements to cloud users.

In this paper, we propose Virtual machine Consolidation based Sizing Decision
(VC-SD) approach to address above challenges for cloud data centers. The energy
consumption model based on VC-SD approach is formulated with a performance cost
(reputation loss) caused by the increased delay from downsizing active servers and an
energy cost of keeping particular active servers, and a cost incurred from switching off
servers on. Subsequently, we develop the design of an automated cloud resource
management system called Dynamic Cloud Resource Broker (DCRB) with VC-SD
approach. Moreover, we introduce our novel prediction method called Self Adjusting
Workload Prediction (SAWP) to increase the prediction accuracy of users’ future
demands even under the unstatic and irregular workload patterns. The proposed SAWP
method adaptively scales the history window size up or down according to extracted
workload’s autocorrelations and sample entropies which measure periodicity and
burstiness of workloads [6]. To investigate performance characteristics of the proposed
approaches, we conduct various experiments to evaluate a resource utilization, com-
pletion time’s delay and energy consumption by live migration and DRS execution on
real testbed based on Openstack which is a well known cloud platform using KVM
hypervisor [5]. Through meaningful experimental results, we find that our proposed
VC-SD approach and SAWP method provide significant energy saving while guar-
anteeing acceptable performance required by users in practice.

2 System Model Formulation

In this chapter, we introduce a system model based on reputation cost and energy cost
by DRS with VM consolidation using live migration. Several notations for the system
model are described as follows,

n: a total number of running VM instances
m: a total number of physical servers

xt ¼ xt1; x
t
2; . . .; x

t
n

� �T
: a resource allocation vector at period t, xti is an index of

physical server assigned VM instance i at period t.
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pmt
j ¼ ijxt�1

i ¼ j; 8i ¼ 1; . . .; n
� �

: a set of running VM instances on physical server
j at period t.

dt;kj;i : a flavor demand of resource k by VM instance i on physical server j at period t.

ckj : a capacity of resource k on physical server j.
Ct
total: a total cost at period t.

Ct
repu: a reputation cost (i.e., affects the future purchase of users) at period t.

Ct
energy: an energy cost for maintaining active servers and processing wake-up of off

servers by DRS at period t.
Cintf : a constant value. An unit cost caused by interference of running VM

instances.
Cmig: a constant value. An unit cost caused by live migration.
Cp: a constant value. An unit power cost for active servers.
Pactive: a constant value. An unit power consumption for active servers.
Pswitch: a constant value. An unit power consumption for turning off server on.
Tmig: an execution time for live migration of VM instances.
Tswitch: an execution time for turning off servers on.
xk: a weight value for resource component k (e.g., cpu, memory, and I/O band-

width, etc.).
rt;kj;i : a resource utilization of VM instance i on resource component k of physical

server j at period t.
rkthr: a threshold value of resource utilization representing over-utilization of

resource component k.

Based on above defined notations, cost models based on live VM migration and
DRS can be formulated as follows,

Ct
total ¼ Ct

repu þCt
energy ð1Þ

Ct
repu ¼ Cintf

Xm
j¼1

Xl
k¼1

xk pmt
j

��� ��� �
Pn

i¼1 r
t;k
j;i

rkthr
� 1

 !þ

þ 2CmigTmig xt�1
i jxt�1

i 6¼ xt�2
i ; 8i ¼ 1; . . .; n

� ��� ��
ð2Þ

Ct
energy ¼ CpPactive

Xm
j¼1

pmt
j

��� ���� ��

þCpPswitchTswitch
Xm
j¼1

pmt
j

��� ���� ��
�
Xm
j¼1

pmt�1
j

��� ���� �� !þ ð3Þ

where xð Þþ¼ max x; 0ð Þ and xð Þ�¼ min x; 1ð Þ. The first term in the right hand of Eq. (2)

represents that as the number of concurrent running VM instances on single physical
server is increased, the number of users experiencing undesirable performance degra-
dation is also increased. We multiply by the cost of live migration by 2 as shown in the
second term in (2) since two physical servers obviously are required for migration.
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The purpose of our algorithm is to derive an optimal consolidation plan x for resource
allocation at next period iteratively. At period t � 1, the proposed VC-SD approach aims
to minimize the cost function (1) by finding a solution xt�1 as follows,

minimizext�1 Ct
total ¼ Ct

repu þCt
energy ð4Þ

subject to:
Pn
i¼1

dt;kj;i � ckj ; 8j ¼ 1; 2; . . .;m ð5Þ

state pmt
xi

� �
6¼ off ; 8i ¼ 1; 2; . . .; n ð6Þ

where state �ð Þ represents the state of physical server; on or off. For simplicity, we
assume that any additional VM requests are not submitted to our system during VC-SD
approach execution. In general cases, this assumption is not trivial, we therefore
consider this issue in future works.

To solve the objective cost function (4), we prefer a well known evolutionary
metaheuristic called Genetic Algorithm (GA) in order to approximate the optimal plan
x� at each period since Eqs. (1)–(3) have non-linear characteristics. In next chapter, our
proposed system with VC-SD approach and DRS method is introduced in detail.

3 Proposed System Structure

In this chapter, we introduce the architecture of an automated Dynamic Cloud Resource
Brokering (DCRB) system with our proposed algorithms. In Fig. 1, two main com-
ponents of DCRB are shown; VC-SD manager and SWAP manager.

Fig. 1. Cloud Resource Broker with VC-SD manager and SAWP manager for greening the
cloud data center
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First, the process of VC-SD approach includes following four steps: (1) to monitor
and collect resource utilization data of VM instances on each physical server through
attached Libvirt based monitoring tools; (2) to go step 3 if the average utilization of
whole active servers are significantly low (i.e., below the predefined threshold), other-
wise go step 4; (3) to choose active servers which are supposed to be turned off, migrate
all the VM instances on them to other servers and trigger DRS execution; (4) to deter-
mine the number of off servers to be turned on and send magic packets to them for
wake-up if the average utilization of whole active servers are significantly high (i.e.,
above the predefined threshold), otherwise maintain the current number of active servers.

Figure 2 shows the procedure of the proposed VC-SD approach in DCRB. rk ¼
1
m

Pm
j¼1

Pn
i¼1 r

t; k
j; i is an average resource utilization of whole active servers and rkthrlowgreen

and rk
thrhighgreen

are threshold values of resource utilization to make a decision whether to

turn active servers off or to turn off servers on. A term a �max
k

rk
rk
thrhighgreen

affects the number

of off servers that supposed to be turned on, where a is a predetermined constant value.
Second, the process of SAWP method also includes following four steps: (1) to analyze
user demand history data based on a Workload Analysis and Classification tool
(WAC) [6] and calculate fluctuation and burstiness of demands; (2) to go step 3 if
derived values of fluctuation and burstiness are high (i.e., above the predefined
threshold), otherwise go step 4; (3) to increase the history window size in proportion to
the values of fluctuation and burstiness; (4) to decrease the history window size in
proportion to values of fluctuation and burstiness if they are significantly low (i.e.,
below the predefined threshold), otherwise maintain the current history window size.

Figure 3 shows the procedure of the proposed SAWP method in DCRB. The
irregularity function g e; dð Þ represents a level of unpredictability of future resource
utilization where e is its fluctuation value (i.e., levels of unstability and aperiodicity)
and d is its burstness value (i.e., levels of sudden surge and decline), both values are
calculated based on [6]. According to predetermined threshold values ghighthr and glowthr
with g e; dð Þ, the history window size r is adaptively updated at each prediction
process.

Fig. 2. Procedure of VC-SD approach
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A relatively long history window size is not suitable to react to recent changes of
workload but is tolerant of varied workload patterns in a short time while a short
history window size is favorable to efficiently respond to latest workload patterns but is
not good for kaleidoscope of workloads. Consequently, the SAWP method generally
outperforms traditional prediction schemes at drastic utilization changes from various
cloud applications since it is able to cope with temporary resource utilization

Fig. 3. Procedure of SAWP method
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(i.e., not replect overall trends) by adjusting the history window size r. Now, we
introduce a metaheuristic called Genetic Algorithm (GA) for solving approximated
optimal solution of Eq. (4) with VC-SD approach. GA is a kind of well known guided
random search techniques for combinatorial optimization problems [7]. In GA for
VC-SD approach, the value of gene represents an index of physical server as an integer
value where the position of gene represents an index of the allocated VM instance.
Consequently, each chromosome formed of multiple genes represents a possible
solution (not feasible solution) x to the objective cost function (4).

Algorithm 1 describes GA for VC-SD approach in detail. poph is a population with
size P (even number) at hth generation. hmax is a maximum of GA iteration count. At
line 03, f �ð Þ is a fitness function of total cost with both of parameters; candidate
solution xt and xt�1 based on Eq. (1). At line 04–06, two candidate solutions are
iteratively chosen randomly from pop to generate offsprings by crossover until there are
no remaining unselected solutions in pop. At line 07–08, the fitness function values of
each offspring are calculated similar to line 03. At line 09, all the parent solutions in
pop and generated offsprings are sorted in ascending order of their corresponding
fitness function values. At line 10, the next population including only P solutions that
achieve good performance from the union of original pop and derived offsprings is
generated to improve a quality of final solution. At line 11*12, to reduce a time
complexity of GA procedures, when we encounter a first solution which has a fitness
function value below the predetermined fitness threshold value fvthr, it counts as a final
solution for next period and the algorithm is finished. At line 14, if we cannot find a
solution satisfies fvthr until the iteration count reaches hmax, then we select a solution
which has minimum fitness function value in the population satisfies conditions
Eqs. (5) and (6) as a final solution for next period. If there are not any solutions satisfy
conditions Eqs. (5) and (6), then we just preserve the current resource allocation vector
as shown at line 15*16. For population of GA, mutations often applied in order to
include characteristics of offsprings that are not inherited trait by parents. We do not
consider mutations in our GA in this paper, but it can be used to improve the quality of
GA for VC-SD approach in future work.

4 Experimental Results

In our experiments, we have measured various metrics which affect the parameter
decision for our proposed algorithms. To do this, we set five cluster servers for cloud
platform, one server for DCRB with Mysql DB system, power measuring device of
Yocto-Watt [8] and a laptop machine called VirtualHub for collecting and reporting the
information of measured power consumption as shown in Fig. 4. The hardware
specification of each server for cloud compute host which has Intel i7-3770 (8-cores,
3.4 GHz), 16 GB RAM memory, and two 1 Gbps NICs (Network Interface Cards). In
order to measure efficiently the power consumption of cloud cluster server, we use
power measuring device model called YWATTMK1 by Yocto-Watt. This model has a
measurement unit 0.2 W for AC power with error ratio 3 % and 0.002 W for DC
power with error ratio 1.5 %. The VirtualHub collects the information of power con-
sumption from YWATTMK1 through Yocto-Watt Java API and reports them to power
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monitoring table of Mysql DB system in DCRB periodically. The dynamic resource
utilizations by each VM instance are measured via our developed VM monitoring
modules based on Libvirt API and are sent to resource monitoring table of Mysql DB
system periodically. In addition, SATA 3 TB hard disk called G-drive is deployed as a
NFS server in our testbed for live migration [9]. We adopt Openstack kilo version
which is a well known open source solution based on KVM Hypervisor as a cloud
platform to our testbed. Finally, we use Powerwake package [10] to turn remotely off
servers on via Wake on Lan (WOL) technology for DRS execution.

In Table 1, we show the average power consumption and resource utilization of
two running applications: Montage m106-1.7 projection and ftp transfer. Montage
project is an open source based scientific application and it has been invoked by
NASA/IPAC Infrared Science Archive as a toolkit for assembling Flexible Image
Transport System (FITS) images into custom mosaics [11]. The m106-1.7 projection in

Fig. 4. Experimental environment

Table 1. Average power consumption and resource utilization by Montage and ftp transfer
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Montage is a cpu-intensive application while the ftp transfer is a network-intensive one.
Therefore, m106-1.7 causes the power consumption about 75 Wh and the cpu uti-
lization about 15 % whereas the power consumption by ftp transfer for 1.5 GB test.avi
file is about 60 Wh and the network bandwidth usage is about 3.7 Mbps. That is, the
cpu usage is a main part to affect the power consumption of server. In view of DRS
execution, the power consumption by an off server is about 2.5 Wh (note that this value
is not zero since the NIC and its some peripheral components are still powered on to
keep standby mode to receive the magic packet from Powerwake controller) while
aSleep and aWake procedures which cause switching overhead for DRS require the
power consumption about 80 Wh to turn active servers off or to turn off servers on,
respectively. The aSleep procedure is trivial since it requires a short time (i.e., 5*7 s)
to complete even though its power consumption is considerable whereas the aWake
procedure requires a relatively long execution time (i.e., above 1 min) supposed to be
considered carefully. The overhead for aWake procedure would be more serious
problem in practice since the execution time by aWake procedure is generally far long
(i.e., above 10 min) for multiple servers of rack in the data center. Therefore, it is
essential to consider the switching overhead for aWake procedure to reduce efficiently
the resource usage cost of the data center.

Figure 5 shows the dynamic resource utilization by several applications on
running VM instances measured via Libvirt based VM monitoring modules. The
instance-00000010 runs m101-1.0 mProj, instance-0000000f runs m108-1.7 mProj and

(a) CPU utilization (%)            (b) network usage (bps) for transmission 

c) block I/O usage (bps) for write operation (d) power consumption (Wh)

Fig. 5. Measured resource utilization and power consumption by Libvirt API based VM
monitoring module and YWATTMK1 device
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instance-0000000c runs a streaming server with a 180 MB movie file. Especially,
Fig. 5(d) demonstrates that the Montage projection which is the cpu-intensive appli-
cation increases the power consumption significantly of server whereas the streaming
server which is a network-intensive application produces consistently very little effect
on the power consumption by comparison with results of Table 1. Figure 6 shows cpu
utilizations of a source server and a destination server for live migration. The
instance-00000033 is supposed to be migrated from kdkCluster2 - source server to
kdkCluster1 - destination server and the instance-00000034 is a fixed running VM
instance on kdkCluster2. The instance-00000033 is migrated to kdkCluster1 during its
application - m101-1.6 - execution. The completion time for live migration of
instance-00000033 is longer than half an hour, therefore this overhead might cause a
significant performance degradation of application and an undesirable waste of energy.
All the results from experiments in this paper obviously verify that our proposed
VC-SD approach and SAWP method considering switching overheads by live
migration and DRS execution are necessary for real cloud environments.

5 Conclusion

In this paper, we introduced a Dynamic Cloud Resource Broker (DCRB) with Virtual
machine Consolidation based Size Decision (VC-SD) approach for energy efficient
resource management by a real time based VM monitoring in cloud data center. Our
proposed approach is able to reduce efficiently the energy consumption of servers
without a significant performance degradation by live migration and Dynamic Right
Sizing (DRS) execution through a considerate model considering switching overheads.
Through various experimental results based on Openstack platform justify that our
proposed algorithms are supposed to be deployed for prevalent cloud data centers.
Moreover, the novel prediction method called Self Adjusting Workload Prediction
(SAWP) is proposed in order to improve an accuracy of forecasting future demands
even under drastic workload changes. In future works, we demonstrate that our pro-
posed algorithms outperform existing approaches for energy efficient resource man-
agement through various experiments based on implemented system in practice.

(a) (b)

Fig. 6. cpu utilizations during VM migration (instance-00000033) from (a) a source server:
kdkCluster2 to (b) a destination server:kdkCluster1
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Abstract. Cloud BPM is a technology that utilizes Cloud computing offerings
for running a Business Process Management System (BPMS). Both technolo-
gies are of high interest to business and technology domains and it is understood
that the combination of both Business Process Management and Cloud com-
puting will result in a higher level of business efficiency. This research paper
uses both quantitative and qualitative analysis in order to have an in depth
details on the Cloud Business Process Management adoption rate and the
benefits it offers for end users. Since Cloud Business Process Management is a
new technology trend, we propose a standard Cloud Business Process Man-
agement model which focuses on business efficiency. We were able to identify
the reasons behind the lack of Cloud BPM adoption in the local market and
gathered sufficient evidence to prove that there is a relation between Cloud BPM
and business efficiency.

Keywords: Cloud computing � Business Process Management (BPM) � Cloud
Business Process Management (CBPM) � Business efficiency � Cloud Business
Process Management adoption

1 Introduction

Business Process Management (BPM) is a holistic management approach focused on
aligning organizational objectives and other aspects to continuously improve business
processes; i.e., is referred to as a “process improvement” process. The aim of Business
Process Management is to improve the business performance of an enterprise by
changing business operations to perform more effectively and efficiently. BPM as a
management discipline, has its origins in previous management disciplines such as
business process reengineering (BPR), as developed in the seminal works of Hammer
in the 1990s [1]. Organizations are continuously subjected to internal and external
challenges and threats; hence the ability to adapt to new opportunity and change in
business processes is mandatory to stand out among rivals. The core advantage of BPM
is to achieve efficiency by continuously improving business processes. BPM also helps
organizations in being customer oriented as this is one of the most demanding goals
and targets in achieving business goals. Furthermore, BPM plays a key role in product
and services improvement, quality and innovation.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
Y. Zhang et al. (Eds.): CloudComp 2015, LNICST 167, pp. 83–92, 2016.
DOI: 10.1007/978-3-319-38904-2_9



BPM is sometimes wrongly considered to be a means of software or application
only, while in fact it consists of multiple steps and functionality within the BPM life-
cycle; however a software or application is considered part of the BPM lifecycle which
also includes process design, system configuration, process enactment, and diagnosis
where analysis and monitoring tools, flow times, process bottlenecks, utilization are
used. The Business Process Management is part of the enactment phase which consists
of software suites used for process modeling, management, execution, and monitoring.
The main components of a BPMS as summarized in Fig. 1 are divided into:

• The Business Process Modeling component aims to create a process models and is
usually achieved by means of graphical notations.

• The Business Process Environment includes the components that trigger the initi-
ation of the process.

• The Business Process Model Repository is a space where models are saved.
• The Process Engine is the core where the process models are executed and acts as a

compiler in SW coordinating communication and interaction with service providers.
• Service Providers act as an Input/Output system and consists of computer systems

and humans who interact with the process engine.

According to Gartner [10], forty percent of Respondents with BPM Initiatives use
Cloud Computing to Support at Least ten percent of BPM Business Processes. BPM is
a proven technology with a paramount goal to improve business processes and a
transformation to be cloud based is a solution already offered by many BPM providers.
Cloud computing offers many advantages to the business and applications that have
moved to the cloud inherit many of its wide range advantages and drawbacks as well.
Cloud BPM is being implemented as PaaS or SaaS by most of the vendors. However,
researches in this field indicate that Cloud BPM can be implemented as IaaS cloud
offerings [2]. Furthermore most of the current vendors are offering Cloud BPM as a

Fig. 1. BPMS components
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public cloud type of offering. On the other hand, according to the research by Han et al.
in [3], Cloud BPM can be offered in any of the cloud deployment models. Furthermore,
a combination that includes separating components of a BPM system between multiple
types and that is offered as a hybrid cloud is also suggested. BPM and Cloud inde-
pendent advantages are widely recognized among organizations however what’s
gaining attention more and more is the collective advantages of BMP in Cloud. The
economic value of a BPM in the cloud eliminates the need for an upfront capital
investment as it functions on a “Pay per use” model which decreases the overall cost of
the solution. With BPM in the cloud, organizations no longer need to worry about
scaling their system up or down and how this scaling might affect their systems since it
will be completely handled by their BPM-C Vendor upon request. Some other BPM-C
advantages include continuous operational efficiency improvement, high availability
and performance, increased revenue, decreased overall cost, competitive advantage and
many more. These benefits combined together will offer the organizations a dynamic
responsive IT infrastructure which can be continuously improved or adjusted in order
to meet the business needs and keep up with the rapid changes in the market.

In this research, we focus on the BPM being shifted to the cloud in order to address
the how successful this move can be for organizations in the local market. On the other
hand, we provide a detailed study of the current thoughts of this technology in terms of
advantages, drawbacks and adoption rates to assist current and future vendors offering
cloud based BPM systems adopt, innovate and change to satisfy markets need in this
context. The rest of the paper is organized as follows: Sect. 2 states the research
problem and its corresponding research questions highlighting the significance of this
research work. Section 3 summarizes the related research work. Section 4 summarizes
our research design and methodology and results. Section 5 concludes this work.

2 Research Questions

Addressing the concept, models, advantages and disadvantages of cloud BPM over non
Cloud based BPM are to be studied, proposed and tested furthermore. Also, the
adoption factor and adoption status according to both SMB and enterprises will be
extracted and analyzed to address to what extent it is acceptable and seen as an added
value to enhance and improve organizations business processes.

2.1 Research Questions

Our research question focuses on the analysis and justifications of the lack of Business
Process Management in the Cloud (BPM-C) adoption among local Enterprises and
SMEs and how cloud based BPM platforms can contribute to improve the efficiency of
an organization through modeling and standardizing core business processes. In this
research, we will be using a non-causal correlation methodology along with a cross
sectional study setting. A non-contrived methodology will also be used in order to
discuss rigorously our research question.
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In a nutshell, our main objectives are listed below:

• Identify the differences between cloud based BPM and BPM.
• Identify cloud BPM models and frameworks.
• Understand if and how cloud BPM can enhance organizations’ efficiency.
• Study the advantages and disadvantages of cloud BPM.
• Analyze future trends relating to cloud BPM.
• Analyze local adoption behavior compared to other regions.

3 Related Work in Cloud BPM

Whibley [4] discusses the business benefits of having a cloud BPM and how the BPM
will integrate with the cloud architecture. Moreover, he discusses the challenges and
how the future of cloud BPM will transform the delivery of business processes. The
author argues that the cloud adoption in packaged apps is on the rise but on the other
hand the adoption of BPM to cloud is slower because BPM applications do not have
the same features of packaged apps. Multiple concerns and weakness come to mind in
which the author did not discuss or mention. First, he mentions the BPM as a PaaS
while in reality BPM can also be offered and supported through multiple other service
models. A second concern includes the challenges besides data security, for example
unknown reliability of the Infrastructure which is provided by the cloud vendor and the
challenges of integrating the BPM system in house and legacy systems within an
organization. Moreover, there is the issue of computation vs. non computational
intensive activities that might lead into increasing the cost on the user side. It also
seems that the author relied on theoretical information and did not provide any sta-
tistical data to support his analysis. This short coming was somehow addressed in the
next research by Railton et al. [5]. Railton et al. performed a literature review and an
online survey on Cloud based BPM to propose the definition and concept of cloud
BPM, identify main benefits and drawbacks of cloud based BPM, its characteristics,
market trends and adoption rates.

Existing research work on cloud BPM [4–7] primarily focused on the definition,
characteristics, benefits, drawbacks and market trends. However, there was a small
focus on the adoption rates of Cloud BPM. Since cloud BPM inherits many of its
characteristics from cloud computing and the lack of literature studies that addresses
the adoption of Cloud BPM, analyzing papers on the adoption of Cloud computing [8,
9] is presumed to facilitate our goal of studying and analyzing Cloud BPM adoption.
Yeboah-Boateng et al. [8] evaluates the main factors and issues that are affecting the
adoption of Cloud Computing technologies within SMEs in developing economies.
Cloud adoption has recently increased however the interest in these kinds of services in
the developing economies is still slow and not up to the speed. Due to this, the
identification of enabling and constrain adoption features arises. Some of the main
enabling features are low cost, business continuity, enhanced communications and
scalability. On the other hand, some of the adoption constrains are security, uncon-
ventional internet connections and lack of trust for current systems.
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Moreover, some of the factors that influence the adoption of cloud computing
technologies are efficiency of cloud vendors, management support and trial periods.
A survey of cloud-computing adoption studies can be found in [8, 9] where a
noticeable part of the published research was conducted in well-developed countries. In
addition, existing studies [8, 9, 11] focus on the acceptance of services and deployment
models for cloud computing while disregarding the factors that drive adoption.

4 Research Methodology and Analysis

In this research, we used a mixed research method that includes both qualitative and
quantitative methods. The qualitative method will aim to gather in-depth information and
understanding on Cloud BPM and its impact on business process efficiency. On the other
hand, the quantitative method will gather statistical information which will help us
analyze the information gathered. Furthermore, the findings, relationships and assump-
tions will be studied and tested using hypotheses testing. We also study the relationship
between Cloud BPM and Business Efficiency. For that we will be using a Non-Causal
investigation type. This type will be used to study, analyze and answer the correlation
between Cloud BPM and Business Efficiency. In order to achieve and accurate result, the
study will be conducted on real life Cloud BPM systems that are currently running in
local SMEs or Enterprises. This Non-Contrived study will consist of multiple interviews,
surveys from different personnel in the BPM area and an analysis of archival data. A cross
sectional methodology will be used where all the data will be collected at a certain point
in time. In order to get an unbiased data sample, the unit of analysis for this research will
be a mixture of individuals, groups, divisions and industries.

The target population for this research is divided in to three sections. The first are
BPM providers and users, second are cloud providers and users and finally the third are
cloud BPM providers and users. The reason behind targeting Cloud and BPM providers
is in hopes of finding difficulties with providing Cloud BPM since they do not offer this
kind of service and they will have an unbiased opinion about it. With respect to the
above target population, the sampling frame will consist of the following: Local
Enterprises such as IBM, Oracle, Microsoft, EMC; Telecommunications and Banking
industries; and Government hospitals and local IT SMEs. The following sample units
will be derived out of the above sampling frame: 30 samples from Enterprises, 30
samples from Telecommunications industry, 30 Samples from the banking industry and
30 samples from local IT SMBs and SMEs. We have chosen the probability sampling
technique with multi-stage sampling consisting of two stages. The sampling method-
ology will start by randomly selecting two to three samples from the sampling frame
and assigning them into clusters. Once this is done, we will again randomly select
multiple clusters in order to acquire twenty to thirty samples from each selected cluster.

In order to have accurate measurements, survey and interview questions will be
worded to focus on the Cloud BPM attributes that relate to the hypotheses and research
questions. Mainly the questions and interviews will focus on the areas of adoption and
business efficiency attributes with regards to Cloud BPM. After a successful literature
reviewwe concluded that the following will be themain Cloud BPM attributes that wewill
focus on: Adoption, Implementation, Flexibility, Reliability, Security, and Functionality.
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The survey will consist of two to three questions on each of the above attributes and
the style of the questions will contain a mixture of “Closed Questions” that will be
answered using the Likert Scale, Multiple Choice, Tick Box, and Open Questions.
Since reliability and accuracy of the collected data are of high importance to this
research, part of the questions will concentrate on collecting the personal information
of the respondents. This will assist us at a later point by measure the respondent’s
involvement in the Cloud BPM area. Also, hypotheses based on the literature review
and the studies conducted on Cloud Business Process Management were analyzed.

4.1 Data Collection and Sampling

An online survey was used to collect data that addresses our research framework
attributes with at least two questions per attribute. Furthermore, we conducted inter-
views with Cloud BPM vendors. The questions are a combination of knowledge,
background, experience, opinion and feeling questions. The selection of our targeted
respondents was carefully done by selecting local organizations that can be but in two
classifications as shown in Tables 1 and 2.

4.2 Research Analysis and Results

Some interesting results from our data analysis included the following;

• Cloud computing characteristics and adoption behavior effect cloud BPM: As
expected Cloud BPM would inherit many characteristics and adoption factors from
Cloud computing as the framework depends on including cloud computing as a key
enabler to our suggested framework. 65 % of our respondents indicate that PaaS is
the most deployed cloud computing delivery model, while 70 % indicated that PaaS
is the most deployed Cloud BPM model. Furthermore, hybrid deployment model is
the highest adopted model among private and public models with 42 % in com-
panies that have Cloud Computing solutions, and 41 % among companies that have
Cloud BPM implementations.

Table 1. Sample classification based on company size.

Row variable Cloud BPM No cloud-BPM Total

Enterprise 84 24 108
SMB 57 15 72
Total 141 39 180

Table 2. Sample classification based on adoption of cloud computing and adoption of
Cloud BPM.

Row variable Cloud BPM No cloud-BPM Total

Have cloud computing 138 15 153
Don’t have cloud computing 3 24 27
Total 141 39 180
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• Company size effect on Cloud BPM adoption: Respondents from both enterprises
and SMBs would have the same interest in deploying Cloud BPM.

• Cloud BPM key advantages: We included six questions to uncover and validate
key advantages and adoption enablers in our framework; five of the questions are
Likert scale based while one allows the respondents to choose the 4 most important
advantages among 10. Some results included:

– 95 % agreed that Cloud BPM would enhance the efficiency of organization
utilizing it, which indicates that organizations would more likely adopt
Cloud BPM to achieve their overall goal of process improvement.

– More than 95 % agreed that applying BPM in a cloud based approach would
provide higher uptime and lower downtime. This could be due to the fact that
one of the main Cloud Computing characteristics is availability of the service
anywhere and anytime through means of network access and is built and con-
structed with this key feature in mind.

– Almost all of the respondents agreed to the potential acceleration of cloud BPM
adoption among local organizations.

– The majority of the respondents with a proportion of more than 95 % agreed that
Cloud BPM can support both simple and complex business processes, hence can
replace the traditional BPM.

– All of the respondents agreed that Cloud BPM is considered flexible and can
scale up and down. This can be a consequence of inheriting this key feature from
cloud computing offerings which support scaling the resources as needed by the
underlying applications.

Fig. 2. A pie chart depicting the different perceived advantages of cloud BPM.
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• Perceived Advantages of cloud BPM: To analyze the advantages, a question
offered the respondents to choose the most four important advantages of adopting a
Cloud based BPM among a total of ten advantages extracted from our literature
review. Figure 2 describes the respondents’ answers. Increase process and business
efficiencies was the highest selected advantages with a percentage of 91.7 %, while
the second highly selected advantage was lower startup costs with almost two third
of the respondents.

• Also, almost half of the organizations indicated that lower startup costs and
increased business agility were evident advantages of cloud BPM.

• Cloud Based BPM vs. On Premise Solution: The last set of charts gathered
information on the Advantages and Disadvantages of Cloud BPM. Most of the
respondents consider the security is the main disadvantage of a Cloud BPM even
though most of them don’t consider it a show stopper if implemented correctly with
the proper Cloud Models. As for the advantages of a Cloud BPM, the two options
that received the most selection and stand out are the “Increase process and business
efficiency” and “Lower startup cost” as depicted in Fig. 3.

Also, hypotheses based on the literature review and the data collected on Cloud
Business Process Management were analyzed and associated conclusions were derived
as shown below:

H1: The majority of local organizations are using Platform as a service (PaaS) as their
main Cloud BPM service model rather than (IaaS, SaaS) service models.

Conclusion 1: At 95 % confidence level, using a single population hypothesis t-test,
there was sufficient evidence to conclude that the majority of local organizations are
using Platform as a service (PaaS) as their main Cloud BPM service model rather than
(IaaS, SaaS) service models.

H2: The majority of local organizations use Hybrid Cloud model for their Cloud BPM
deployments compared to the international adoption rate of the same model.

Fig. 3. Charts comparing cloud based BPM and on premise solutions.

90 M.K. Watfa et al.



Conclusion 2: At 95 % confidence level, using a single population hypothesis t-test,
there was sufficient evidence to say that the majority of local organizations are using
Hybrid Cloud model for their Cloud BPM deployments compared to the international
adoption rate of the same model (58 %).

H3: There is a relation between company size and the adoption behavior of
Cloud BPM. Local Enterprises are more interested in deploying Cloud BPM Services
compared to Local SMBs.

Conclusion 3: Using a Chi-Square Test Statistic for dependency, we failed to reject the
Null Hypothesis and conclude that we do not reject H0 and conclude that there is no
sufficient evidence that the two proportions are different at a = 0.05, hence “Company
size” and the “Adoption rate of Cloud based BPM” are independent.

5 Conclusions

Our Cloud BPM research is considered the first of its kind in the local market that
provides insightful information on the lack of Cloud BPM adoption reasons and the
relationship between Cloud BPM and business efficiency according to the local market.
Furthermore, our survey results provide statistical information on the current state and
market maturity level when it comes to Cloud BPM. Other studies conducted on
Cloud BPM do not apply to the local market due to the difference in the IT maturity
level between the two regions. Moreover, previous researches focus mainly on the
technical aspect of cloud models and BPM components. Concisely, we were able to
identify the reasons behind the lack of Cloud BPM adoption in the local market and
gathered sufficient evidence to prove that there is a relation between Cloud BPM and
business efficiency. We were also able to identify the advantages and disadvantages of
Cloud BPM according to the local market.

Moreover, we identified the most commonly used Cloud BPM components.
Extended hypothesis testing and inferential regression analysis will be provided in an
extended version of this work.
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Abstract. In a render farm, a render host usually requires high I/O bandwidth
for reading scene files and writing rendering results. A multi-core render host may
only activate partial cores in order to restrict its total throughput to the bandwidth
limitations. This paper investigates feasible ways for using resource fragments
formed by inactivated cores. We develop a parallel application consisting of
single-core malleable tasks with small input/output data, and demonstrate that it
can be scheduled to adaptive to the unstable resource fragments of the render
farm. We develop a broker to collect idle processor cores and control the execu‐
tion of the malleable tasks in background mode. The experimental results show
a significantly increasing on resource utilization of the render farm without inter‐
fering with the original rendering tasks.

Keywords: High performance computing · Parallel task scheduling · Render
farm

1 Introduction

High-performance computing (HPC) refers to the techniques featuring a large number
of computing nodes, e.g. supercomputers or computer clusters, to solve complex compu‐
tational problems. It has been used in many areas including biosciences, climate
modeling, computer games, etc. The parallel jobs supported by HPC systems are usually
classified into the following four categories [1]: (1) rigid, (2) moldable, (3) evolving,
and (4) malleable. A rigid job has to designate a fixed number of cores before scheduling.
In contrast, both moldable and evolving job can designate a flexible range of core
number. The difference is that evolving jobs can reconfigure the resources during execu‐
tion, while moldable jobs cannot. Malleable jobs can change their processor require‐
ments during execution by an external job scheduler.

A render farm is a high performance computer cluster that is built to render computer
graphics. The input data of a computer graphic rendering task can be divided into a
sequence of frames that can be rendered independently. Since computer graphic
rendering is both compute and I/O intensive, parallelism has become a crucial tool to
building a high performance computer graphic system.

When handling parallel jobs that require multiple simultaneous cores, unused
computing resources called fragments often occur. For example, many rendering tasks
require high I/O bandwidth for reading scene files and writing result data. For this sort
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of applications, the worker computer only activates partial cores in order to restrict their
total throughput to the I/O bandwidth.

Although a render farm can monitor and collect resource fragments, sharing unused
resource to other HPC systems seems intractable. This paper demonstrates that the
single-core malleable tasks with small input/output data size, such as heuristic search
or game tree search applications, are suitable to be executed on the resource fragments
of a render farm.

We implement a resource broker in the Qube render management system which can
collects idle resources and make use of them to execute the malleable tasks. Our imple‐
mentation work demonstrates a significantly increasing on resource utilization without
interfering with the original rendering tasks.

In Sect. 2, we will introduce the application and the environment we used in the
experiments. Section 3 will introduce the system architecture. Section 4 will discuss the
scheduling methods for the malleable job scheduling system. Section 5 is the experi‐
ments section, which shows the resource utilization of the improved system. Finally,
concluding remarks and future work are given in Sect. 6.

2 Background

Formosa 3 is a high performance render farm built by the National Center of High-
Performance Computing (NCHC) in 2011, which is Taiwan’s primary organization
supporting supercomputing and high speed networking. Formosa 3 features a cluster of
76-node, each equipped with dual six-core hyperthreaded Intel Xeon 2.8 GHz processors
and 48 GB memory. The InfiniBand 40 GB/s fabric serves as the interconnecting back‐
bone of the cluster. Formosa 3 achieves a peak performance of 9 teraflops so far.

Formosa 3 employs Qube [15] as the render farm management system. Figure 1
depicts the architecture of the render farm management system. There are three main
components in a Qube system:

• The Worker which is a program runs on every computer (called a “host” or a “worker
host”) on which users execute jobs. There are render daemons run on every worker
host to receive instructions from the supervisor.

• The Supervisor which runs on a dedicated machine and uses a collection of Render
Queues to keep track tasks. It decides when a job runs, and which job runs on which
worker.

• The Client which is a computer let a user submit jobs via various interfaces,
e.g. command line, standalone GUI, or in-application submission GUIs.

When rendering, the user first need to upload the scene files and all the necessary
data to the NAS (network attached storage) server. After the job starts, the supervisor
controls the execution of the tasks according to the agenda which specifies the sequence
numbers of the frames and the number of cores required for parallel rendering. Upon
receiving the job from the supervisor, the worker renders out individual frames. The
rendering results are sent and stored to the NAS server.
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Desktop grid is a network computing model that can harvest unused computational
power from desktop level computers. In this paper we employ the CGDG which is a
desktop grid platform designed for parallel game tree search applications [5].

3 System Design

3.1 Architecture

In this paper, the resource stealing approach is developed intended to fully utilize idle
cores in the render farm without not interfering the rendering tasks. That is, the render
farm will not sense the existence of the extra foreign tasks.

The proposed system involves a render farm (RF), a desktop grid (DG) and a compo‐
nent named ResourceMonitor, as illustrated in Fig. 1. In the system architecture, the
ResourceMonitor is a process that continually monitors the resource usage of the render
farm and then notifies the desktop grid server.

To avoid confusing, the workers of the desktop grid and the render farm are called
DG-worker and RF-workers, respectively. To achieve resource stealing, the client-side
software of the desktop grid have to be installed in the render host in order to turn it to
be a DG-worker. A DG-worker that run in a render host is called a “RFDG-workers”
hereinafter. We assume that the desktop grid establishes connection-oriented control
links between the desktop grid servers and the workers, enabling direct control to the
workers in a timely manner.

Fig. 1. The architecture of the fragment-aware scheduler (“RF” refers to render farm; “DG” refers
to desktop grid).
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It is possible that a render host can execute tasks sent from render farm and desktop
grid at the same time. In this case, both DG-task and RF-task share the same resources
(such as CPU, storage space, and I/O bandwidth) on a same computer that are managed
by the multitasking operating system.

However, in the system architecture shown in Fig. 1, a render host runs desktop grid
tasks only when the Qube rendering system have not allocate tasks. When receiving a
new rendering task, an RFDG-worker directly aborts and preempts the running desktop
grid task without coordination to the desktop grid server. This abort operation can be
done via the connection-oriented TCP/IP links between the DG-server and the workers.

3.2 Establishing Workers

The architecture shown in Fig. 1 provides a loosely coupled integration between the
render farm and the computer game desktop grid. There are no direct communication
between two systems. All communications are done via ResourceMonitor. This
approach takes the advantages that no costly modification is required for both systems.

An important issue is establishing RFDG-workers. Since a render farm can contain
dozens or even hundreds of render hosts, installing desktop grid software to all render
hosts one by one is apparently intractable. We simply use a batch script to copy and
install the software in the render hosts. Automatically deploying the software packages
to a large number of render hosts is considered beyond the scope of this paper.

3.3 Resource Fragment Monitoring

This subsection discusses a new scheduling algorithm that tries to maximize the effect
of using the high-capability RF-workers. In the new Fragment-aware scheduling algo‐
rithm, the Result tasks of the same workunit are grouped and assigned to either the render
farm or the desktop grid.

In our system, there is a server named ResourceMonitor which continually detects
the resource fragments on the Qube and tries to notify the DG server when useful idle
resources are detected. ResourceMonitor can be implemented in polling mode or event-
driven mode, as shown in Fig. 2.

The most up-to-date version of Qube supports the universal preflight and postflight
events (called universal flight checks in Fig. 1) which are triggered immediately before
and after a collection of render hosts is allocated or deallocated for a rendering task. The
preflight and postflight events are developed intended to monitoring resource changes
for the render system. For old versions of Qube system, a polling mode, also inefficient,
can be adopted.

The event-driven ResourceMonitor works as follows. Qube system triggers the pre-
flight and post-flight events before and after a task execution. Upon receiving a pre-flight
message, ResourceMonitor notifies the DG-server that the render farm worker is going
to be activated for some rendering task. The DG-server then immediately aborts the
current tasks and release the resources.

On the other hand, upon receiving a post-flight message, ResourceMonitor knows
that the render farm releases some computing resources. ResourceMonitor has to wait
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for a period of time (e.g. 60 s) to ensure that there are no upcoming rendering tasks.
After detecting idle resources, ResourceMonitor notifies the DG-server, which in turn
activates the RFDG-worker via the connection-oriented control link. Note that the DG-
server does not push tasks to a worker; instead, it passively waits for the worker to issue
the task request.

4 Fragment-Aware Scheduling Algorithm

In the parallel game tree search applications, a tree node is implemented as a lightweight,
single-code and malleable task. Unlike traditional parallel programs, such malleable task
can be interrupted without server coordination. The server will simply discard or redis‐
patch a task when it expires. Owing to this property, the game tree application can
generate enough number of tree nodes to adaptive to the unstable idle resources in the
render farm.

The DG-server relies on the inherently unstable computer CPU cycles that are stolen
from the render farm. In this way, the resource availability must be taken into consid‐
eration before operating on these resources. In the DG platform, a task, also called a
Workunit (WU), is replicated to several instances, called Results. A scheduled workunit
is complete when its Results are reported and a certain agreement policy, such as
majority voting threshold, is reached. For a same Workunit, its Result tasks are called
in the same group. Based on the statistics principle, the Result tasks in a same group
should be assigned to different unrelated workers in order to mitigate the effects of
unstable and malicious workers.

In the above Result-based mechanism, the Result tasks in a same group may be
assigned to different systems (i.e. the render farm and the desktop grid). For
example, for a same WU, the replica Result 1 is assigned to an RF-worker, while
replica Result 2 is assigned to some DG-worker. However, often a DG-worker
disconnects with unsolved Result tasks, halting them until timeout and getting
rescheduled. Therefore, although the high capability RF-worker can speeding up the

Fig. 2. Workflows of task executions in the MJS system.

On Increasing Resource Utilization of a High-Performance 97



Result 1, the global performance of the WU it may not be improved since the WU’s
completion time is determined by the Result instance that finishes last.

The traditional scheduler of DG-server does not distinguish DG-workers and RFDG-
workers. Restated, Result tasks, even belonging to a same WU, are simply treated as
individual tasks. In this paper, we develop a new fragment-aware scheduling algorithm
that improves the task response times by trying to maximize the effect of high capability
RF-workers.

The fragment-aware scheduling algorithm uses three priority queues to store Work‐
units:

• Qinit: Initially, all the Result tasks, are placed in this queue.
• QDG: stores the Result tasks that are going to assign to DG-workers.
• QRF: stores the Result tasks that are going to assign to RF-workers.

Each Workunit w partitions its redundant instances into three lists:

• w.waitResults: records the Result tasks waiting for scheduling.
• w.pendResults: records the Result tasks that are assigned to some worker but not

reported yet.
• w.completeResults: records the completed Result tasks.

The order of workunits in the priority queues is determined by the property
w.key = (|w.waitResults| + |w.pendResults|)/replication_factor,

Fig. 3. Fragment-aware scheduler.
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where the denominator (i.e. replication_factor) is the number of total number of
Results of a workunit and the numerator is the number of incomplete tasks. In this paper,
we set replication_factor to 4 for all the experiments.

Workunit with less key has higher priority. Thus, performing an extract-min oper‐
ation on the queues will extract the workunit with the higher ratio of completed tasks.
For example, in Fig. 3, the workunit in the front of queue QDG has the key 1/4 and the
workunit in the front of queue QRF has the key 2/4.
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In Algorithm 1, after the first allocation (Step B(2)), a workunit and all of its Result
tasks are stored in either QDG or QRF. Also, in Step B(1), the DG-server always assign
tasks in QDG (or QRF) to a DG-worker (or an RF-worker). This strategy ensures that
the Result tasks in the same workunit are assigned to the workers in the same system.
We design this strategy to make tasks in a same group finish within the near time period,
since the recorded execution time of a workunit group is determined by the member
finishes last.

In Step B(2), the server moves tasks from Qinit to QDG or QRF according to the job
consumption rate of the DG-workers and the RF-workers. Furthermore, in Step B(3), when
selecting workunits from QDG (or QRF), the scheduling algorithm tends to select worku‐
nits with the higher progress ratio in order to complete workunits as earlier as possible.

In Step C, when the DG-server receives a completion report of a Result task, it updates
the workunit progress status. The workunit is recorded as completed and is deleted from the
queue if its Result tasks confirm a majority agreement on the execution results.

5 Experiments

In this work, we ran a series of simulated jobs on a Qube render management system in
Formosa 3 and a Computer Game Desktop Grid (CGDG) as described above. Herein‐
after, we will refer to the desktop grid system as the malleable job system and the render
farm as the rigid job system. The experimental results are average of 100 runs that are
conducted in two different experimental configurations. The first kind of short jobs use
1 core for 10 min, while the second kind long jobs use 1 core for 60 min. Note that in
the render farm the computing resources may be unused because, when the system
swaps, there will often be a delay, during which there will be unused resources.

Figure 4 demonstrates the effect of resource stealing on the render farm. In this figure,
the normal resource utilization of the render farm is about 46 %. That is, in average,
more than half resources are unused. Figure 4 (Left) shows that, when the malleable
tasks are added to the render farm system, the system resources can be fully utilized.
Since the malleable tasks are lightweight single-core tasks that ca be adapted to the
fractured idle resources in the render farm, the system resources can be fully utilized by
involving malleable tasks.

Fig. 4. (Left) System utilization of the high performance cluster: without malleable tasks (only
rigid tasks) and with malleable tasks. (Right) Average number of task completion rate using the
normal scheduler and the fragment-aware scheduler.
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In Fig. 4 (Right), we conduct the experiment for completion rate of using the frag‐
ment-aware scheduler presented in the previous section. As mentioned earlier, the
malleable jobs running on the stolen render farm resources can be aborted when
rendering tasks arrive. That is, an malleable job may be aborted and the computation
will be discarded. In this experiment, the completion rate can be improved by 30 % when
using the fragment-aware scheduler.

6 Conclusion

In this paper, we propose a malleable job scheduling system for sharing resource between
a high-performance render farm and a desktop grid. The proposed system maximizes
the resource utilization by allocating unused resource fragments for the lightweight
single-core malleable jobs. Our work demonstrates a successful integration of the two
systems in which the desktop grid tasks gain significant resources without interfering
with the original rendering tasks.
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Abstract. Federation of Cloud services is notably landing interests from both
Cloud providers and consumers. Cloud providers nowadays are required to form
federations to remain competitive, and sustain their market share. Cloud con-
sumers however seek optimized services from Clouds federation. They strive to
maximize their satisfaction level, which is often measured by Quality of Service
(QoS). Federations are governed by a mutual contract known as Service Level
Agreement (SLA), which both consumers and providers must negotiate, so as to
reach an agreement. The focus of this paper is to address issues related to SLA
negotiation for the purpose of QoS assurance within federation of Clouds. We
define, and specify an automated SLA negotiation model based on Fair Division
Game. We evaluate our model using different use cases, and the obtained results
proved fairness, and efficiency of the proposed SLA negotiation model in
CloudLend.

Keywords: Clouds � Federation � SLA negotiation � Game theory

1 Introduction

The aggregation of several Cloud services provided by different vendors, in order to
achieve a specified goal is known as Clouds federation. The notion of federation of
Clouds is not commonly adopted by Cloud vendors yet, although it is variably present
in confined environments; such us governments and enterprises where distributed data
centers are expected to collaborate and integrate. Nevertheless, at any federated
environment, it is essential for consumers to receive guarantees on service delivery
from Cloud providers. Such guarantees are provided through Service Level Agree-
ments (SLAs). SLAs govern, and control service provisioning between consumers and
Cloud providers. SLA negotiation takes place prior to federation establishment. It is a
mutual decision making process for the purpose of resolving providers and consumers
conflicting objectives [1]. Many recent research efforts in SLA negotiation in Clouds
have invested in the adoption of SLA negotiation approaches of Grid computing, Web
services, and SOA. Some others opted for intelligent software agent, and game theory.
The SLA negotiation model we are proposing employs the principals of game theory in
order to achieve efficient SLA negotiation. Game theory began with the work of
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Neumann and Morgenstren [2]. It supports understanding, and resolving situations;
where two or more individuals make decisions that will affect one another’s welfare,
through general mathematical techniques.

To feature our SLA negotiation model we use a federated Cloud network named
CloudLend. Which we described in a previous work that was formerly known as The
Sky [3]. CloudLend is a social-based Clouds federation network. It provides several
functions including Cloud services provisioning, QoS specification, and monitoring. It
enables Cloud services discovery, interaction, and collaboration. Connections among
services within CloudLend are bounded by SLAs. As services are supposed to extend
their social ties, multi-level SLAs are required to manage, and maintain these rela-
tionships. We have previously introduced an SLA management model for federated
Cloud environments in [4]. We studied the life cycle of SLA in our CloudLend network
as an example of a federated Cloud environment. This encompasses; SLA specifica-
tions, and monitoring schemes. In this work we extend the SLA management model to
cover SLA negotiation phase. This paper is organized as follows: the next section
describes the problem, and introduces the motivation of this work. Section 3 sum-
marizes research efforts on the adoption of game theory for SLA negotiation in service
computing. Section 4 introduces our automated SLA negotiation model based on the
Fair Division Game, while Sect. 5 provides a formal description of the proposed SLA
negotiation model. Section 6 highlights the results of our model’s evaluation. Finally,
Sect. 7 concludes the paper and points out planned future work.

2 Problem and Motivation

Typically in Cloud computing, Cloud providers define their SLAs, and publish them for
consumers in a take-it-or-leave-it manner. Consumers are not privileged with an ade-
quate SLA negotiation opportunity that enables them to impose their QoS requirements
on Cloud providers. Besides, the problem of enabling Cloud federation through portable
APIs, in order to provide value-added services is considered a dynamic and complex
problem. Selecting the most appropriate Cloud service, considering a set of properties to
participate in a federation is multi-criteria, and a multi-decision complex problem.
A federation is required to match consumer’s requirements, through an aggregated
selection of Cloud services from different providers, having different interests. Thus in a
federated environment, such as CloudLend; SLA negotiation requires specific consid-
erations because of specific characteristics exhibited by the network. Namely, Cloud
services interconnect with other services in order to fulfill QoS-aware consumers’
requests. Such interconnections can extend to reach further services in order to carry out
minor subtasks. Additionally, a Cloud service can maintain connections with one or
more other Cloud services at the same time. This results in a chain of interconnected
services that are bounded by multi-level SLAs.

Henceforth, there exist a need for an automated negotiation model that fairly
enables federated Cloud services to review SLAs, respond to SLA offers, and even-
tually sign an SLA contract. A negotiation model is required to facilitate the negotiation
process while considering the complexity of services interconnections within the
CloudLend network. Assuring that negotiation on multiple levels does not burden the
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federated network, and does not impede resources utilization of Cloud providers, nor
overlooks consumers’ QoS requirements. There upon, motivated by the lack of auto-
mated SLA negotiation models in federated Clouds, we aim to achieve the following
research objectives:

(1) Propose a game theory-based automated SLA negotiation model in CloudLend
network, which is capable of:

(a) Balancing the trade-offs among consumers’ various QoS requirements, as
well as providers’ resources utilization.

(b) Prioritizing SLA terms, which are more important to both Cloud consumer,
and provider.

(c) Supporting both consumers, and providers in negotiating SLA terms, and
guiding them towards signing a contract.

(d) Assisting consumers in service selection, by enabling evaluation of different
service alternatives based on a computed utility gain.

(2) Evaluate the efficiency of the proposed SLA negotiation model in a federated
Cloud environment, CloudLend.

3 Related Work

Game theory is intended to optimize negotiation outcome using various initiation
conditions [5]. Researches on this area are not concerned with the characteristics of the
negotiation process itself, nor with the interaction between involved parties. Con-
versely, the emphasis is mainly on the outcome of the negotiation process. Hence,
game theory outcomes are utilized to evaluate the satisfaction level of different notions
of an optimal solution, to any given negotiation game. This section reviews research
efforts on the adoption of game theory for SLA negotiation in service computing.

A bargaining game approach in [6] describes an automated one-to-one web services
SLA negotiation mechanism. While [7] applies another bargaining game for an auto-
mated SLA negotiation in Cloud computing. Both approaches consider a game of only
two players, and assume that players have complete information on the possible
strategies, in addition to corresponding outcomes of their opponents. In reality, such
assumption is not always true. [8] introduces a mathematical negotiation model for
high-performance computing (HPC). Their approach is based on signaling game in two
rounds. Unlike our strictly competitive Fair division approach, signaling is either
competitive or cooperative. [9] addresses the problem of resource allocation in com-
petitive grids. Their negotiation strategy can achieve a fair resource allocation. Nev-
ertheless, SLA negotiation in grid, and HPC is not the same as SLA negotiation in
Clouds. Its is less complicated, as it involves specific users interested in some resource.
Whereas in Cloud environments, complexity of negotiation is driven by market
competition. [10] describes a generic SLA negotiation platform for the SLA@SOI [11],
a framework for service-oriented environments. Yet, they address enabling SLA
negotiation protocols. In this work we focus on SLA negotiation strategies.
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To the best of our knowledge, there is no automated SLA negotiation model that
assures fairness and efficiency of SLA negotiation in a federated Cloud services
environment. Our approach is based on the Fair Division game [12], which is a
sequential game, that allows multiple players, and assumes perfect information of all
previous events that have occurred prior to a player’s decision. The properties of this
game makes it very appropriate to be implemented in a dynamic, and complex envi-
ronment such as CloudLend.

4 Automated SLA Negotiation Model Based on Game Theory

In this section we describe, and illustrate the game of SLA negotiation in CloudLend.

4.1 Model Description

In CloudLend, Cloud services participate in the SLA negotiation game not to ultimately
win the game. Conversely, they aim to reach the best collection of SLA terms, that
would satisfy all players’ requirements. The outcome of the game is basically a
measure of the value; a Cloud service gains by establishing a relationship with other
players. In game theory, this outcome is known as utility. Players negotiate SLAs to
evaluate the expected utility from the anticipated relationships, which is used then to
make the decision of relationship establishment. We introduce an SLA negotiation
model that considers the SLA contract as a whole entity that consists of several SLA
terms. Therefore, during negotiation, players bargain over the value of SLA terms, that
make up the utility gain of the whole SLA contract. Every player values each individual
SLA term differently. Eventually, both players need to decide on the impact every SLA
term has on the total value of the SLA contract.

We look at the SLA negotiation problem in CloudLend as a Fair Division game
[12]. Such games involve players in a sequential game, where they need to decide on
how to divide an item. Every player value the item to be shared among them differ-
ently. An example of a Fair Division game is called Fair Cake-cutting [12]. A cake
with different toppings must be divided among many players, who have different
preferences over different parts of the cake. The division needs to be fair to every
player. In this case, each player receives a slice that he believes to be a fair share. In our
case, the SLA contract is a resource that is compiled of several different SLA terms.
During negotiation, players will evaluate every SLA term differently. Each player
knows the value of a single SLA term to him. Eventually, players need to reach a
consensus on how much of a value is assigned to every single SLA term, out of the
overall value of the SLA contract. In such situation, where a set of items is to be
divided among players, yet these items themselves need to be kept as a whole; a
proportional and envy-free division procedure is used [12]. The Adjusted Winner
procedure (AW) [13] is one of the proportional and envy-free division procedures.
Once played out, the outcome is proven to exhibit three important properties:
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(1) Pareto optimal: any alternative allocation of items that improves one player’s
outcome will worsen the others.

(2) Envy-free: each player is allocated a share of items that is at least as large, or at
least as desirable as that received by any other player.

(3) Equitable: every player believes that his allocation is valued the same as the other
player’s (based on their declared ratings).

The AW procedure describes a fair division of a set of n items that can be shared
between two players. Each player examines the n items, and assigns a rate for each
individual item, out of a total of 100 points among them all. These points are a relative
preference of the players for the various rated items. We adopt the Adjusted Winner
procedure as the most appropriate model of SLA negotiation in CloudLend. A list of
essential elements of such SLA negotiation game is described as follows:

(1) Players: are the decision makers. Each has a goal to maximize its utility by choice
of actions. In CloudLend players are: Cloud consumers, and Cloud providers.

(2) Actions: are choices available for players to make. In CloudLend players’ pos-
sible set of actions includes: place an SLA offer, accept an SLA offer, reject an
SLA offer, place an SLA counter-offer, and end an SLA negotiation.

(3) Strategy: of a player is a rule that tells him which action to choose at each instant
of the game, given his information set about the game and other players. In
CloudLend a player’s strategy is represented by: ratings of SLA terms.

(4) Outcome: the result of a player deciding to settle on a particular strategy, mea-
sured numerically. In CloudLend the outcome of the negotiation game is: allo-
cation of SLA terms.

4.2 Illustrative Example of SLA Negotiation using Fair Division Game

The following example explains how the AW procedure works when implemented in
the SLA negotiation process within CloudLend. Let two Cloud services S1, and S2 be
negotiating an SLA contract. The contract specifies 6 different SLA terms TSLA = {t1,
t2, t3, t4, t5, t6}. The game goes as follows:

(1) Both services S1, and S2 rate every term in TSLA out of 100 score among them all.
As described in Table 1.

Table 1. Services’ ratings of SLA terms

Term S1 rating S2 rating

t1 25 37
t2 12 15
t3 30 8
t4 6 21
t5 7 9
t6 20 10

106 A. Al Falasi et al.



(2) Let T1 be the set of all SLA terms that S1 rated more than S2. T1 = {t3, t6}. Sum
up all of S1 scores for all SLA terms 2 T1. Total S1 score is 50.

(3) Let T2 be the set of all SLA terms that S2 rated more than S1. T2 = {t1, t2, t4, t5}.
Sum up all of S2 scores for all SLA terms 2 T2. Total S2 score is 82.

(4) S2 is assigned all SLA terms 2 T2. And S1 is assigned all SLA terms 2 T1.
Order SLA terms assigned to the S2 as follows:

• Create a ratio for each SLA term i, of S2’s score to S1’s score. Calculated ratios
are listed in Table 2.

• Since S2 has a greater total score. T2 is rearranged so that SLA terms with the
smallest ratio are first, followed by the one with the second smallest ratio, and
so on. T2 = {t2, t5, t1, t4}.

(5) To make the assignment more equitable, transfer SLA terms from S2 to S1; starting
with terms with the smallest ratio.

(6) We reassign t2 to S1. and recalculate totals of S2 and
S2 as follows:
T1 = {t2, t3, t6}. Total S1 score is 62.
T2 = {t5, t1, t4}. Total S2 score is 67.

(7) We might need to transfer a fraction of an SLA term. An appropriate fraction is
the one that brings both player’s total score to the same level. We must transfer
part of t5 to T1. Let x be the portion of t5 that will be transferred to T1. We must
solve the following equation for x: 67� 9x ¼ 62þ 7x x = 0.31
Thus we transfer 31 % of t5 from T2 to T1
T1 calculated rating for t5 is: 7� 31

100 ¼ 2:19
T2 calculated rating for t5 is: 9� 9� 31

1000

� � ¼ 6:19
Total score assigned to each player is: 64.19

(8) The final division:
S1: wins all of SLA terms t2, t3, t6 all the time, and is allocated t5 for 31 % of the
time of the contract.
S2: wins all of SLA terms t1, t4 all the time, and is allocated t5 for 69 % of the time
of the contract.

The final allocation of terms is the outcome of the SLA negotiation game. This
outcome is satisfactory for both players; since it is proven to be Pareto optimal.

Table 2. S2
S1
Ratio for all SLA terms

Term S2
S1
Ratio

t1 37
25 ¼ 1:48

t2 15
12 ¼ 1:25

t3 8
30 ¼ 0:25

t4 21
6 ¼ 3:5

t5 9
7 ¼ 1:28

t6 10
20 ¼ 0:5
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5 SLA Negotiation Model Formulation

This section provides a formal representation of the SLA negotiation game in Clou-
dLend. The CloudLend network is composed of a set of federations Fiði ¼ 1; 2; . . .; IÞ.
Each federation Fi is composed of a set of Cloud providers Pijðj ¼ 1; 2; . . .; JiÞ. Each
Cloud provider Pij can offer a subset of services Sij � S, where S ¼ fs1; s2; . . .; sNg is
the set of all service types that can be offered within CloudLend. A service consumer
Ci i ¼ 1; 2; . . .; Ið Þ, can be a Cloud customer, or another Cloud provider. The Clou-
dLend network can be seen as a global network of networks in which each node Sijm
represents the mth service offered by Pij 1�m�Mij

� �
, where Mij is the number of

service types offered by Pij. Each link between two cloud services sijm; si0 j0m0
� �

describes a relationship r, where sijm ¼ sn; si0 j0m0 ¼ snl with n ≠ nl A relationship r can
be established only if both services involved in the relationship are available. Each

relationship r sijm; si0 j0m0
� �

between two services is bounded by an SLA contract.

Which describes one or more QoS properties, and their attributes. qijm; i
0
j
0
m

0
represent a

single SLA term of the SLA contract, concerned with a single QoS property of service
si0 j0m0 .

SLA negotiation in CloudLend is regarded as an exchange of bids between the
Cloud service provider, and the consumer up to the final agreement on the provided
SLA terms. Both parties involved in the negotiation process exchange their bids during
negotiation rounds. A negotiation round is the period of time, through which one party
offers a bid, while the other reviews that bid to either accept or place a counter offer.
Hence, starting another negotiation round. In CloudLend negotiation usually occurs on
the following cases: (1) Between a consumer C, and a Cloud provider P;(one− to −
one). (2) Between a Cloud provider Px, and another Cloud provider(s) Py; . . .Pz when
forming a federation; (one − to − many). (3) Between service Sx, and other services
Sy; . . .Sz within a Clouds federation; (one − to − many).

For each class of consumer requests with the same root service, the objective of the
service provider is to maximize his profit with the minimum possible number of SLA
negotiation rounds Nr. Where Nmin �Nr �Nmax � Nmin and, Nmax are the minimum, and
the maximum number of SLA negotiation rounds set by the network. While the
objective of a service consumer is to maximize his satisfaction of the service’s QoS. At
any given negotiation round, Pij aims at having minimum changes made to the offered
ratings of SLA terms. While Ci aims at winning SLA terms that are of high importance
to him. The level of Ci’s and Pij’s satisfaction is measured by the utility gained of the
Fair Division game played at every negotiation round. This gained utility represents the
payoff a CloudLend member gains by establishing a link with another member.
CloudLend members negotiate SLAs to evaluate the expected utility from the antici-
pated relationships. Utility is used then to make the decision of relationship
establishment.
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6 SLA Negotiation Model Evaluation

The evaluation of our proposed SLA negotiation model aims to measure its fairness,
and efficiency. Which is indicted by the satisfaction level of both Cloud providers, and
consumers; when the model is applied to various SLA negotiation situations within
CloudLend. To achieve this objective we ran the AW procedure with several number of
SLA terms, and different SLA terms’ ratings. Figure 1 illustrates our evaluation process
for the proposed SLA negotiation model. To begin with, we run k-means algorithm to
find a player’s expected SLA terms allocations using Weka [14]. k-means is a widely
used clustering algorithm that enables prior set of clusters number. Which works well
for our small data set. We set the number of clusters to two; indicating important and
unimportant SLA terms. At the same time we find the actual SLA terms allocation after
running the AW procedure, using an AW tool [15]. Comparing both; the expected, and
actual SLA terms’ allocations yields satisfaction level for both players, Cloud provider,
and consumer (1).

Satisfaction level for Playeri ¼
No: of allocated SLA terms
No: of expected SLA terms

� 100 ð1Þ

6.1 Test Scenarios

Assuming a single negotiation round is initiated between a Cloud provider, and a
consumer. There is a number of SLA terms to be included in the SLA contract. In this
test we apply the AW procedure, considering various number of SLA terms; 5, 10 and
20 terms. The SLA terms ratings provided by the two players; provider, and consumer
shall be experimented as follow: Scenario 1: Each player provides different and

Fig. 1. SLA negotiation model evaluation process
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independent ratings of all SLA terms. Scenario 2: Both players provide identical ratings
for all SLA terms. Scenario 3: Each player favors a single different SLA term and
neglect the others. Scenario 4: Players provide disparate ratings for every SLA term.

6.2 Results and Discussion

Figure 2 illustrates the satisfaction level when players provide different and indepen-
dent ratings. The negotiation model provides %92–%93 satisfaction level for both
consumer, and provider when the number of SLA terms = 5. When the number of SLA
terms = 10; the model’s satisfaction level drops to %87–%85 for both consumer, and
provider. The satisfaction level for both consumer, and provider is also %87–%86,
when the number of SLA terms = 20. Figure 3 illustrates the satisfaction level when
players provide identical ratings. The negotiation model provides %100 satisfaction
level for both consumer, and provider when the number of SLA terms = 5.

However, the model’s satisfaction level drops as the number of SLA terms
increases. Figure 4 illustrates the satisfaction level when players independently favor a
single term, and neglect the rest of the SLA terms.

While Fig. 5 illustrates the satisfaction level when players show conflicting inter-
ests, and provide disparate ratings for all SLA terms. When running the two scenarios;
the negotiation model provides %100 satisfaction level for both consumer, and pro-
vider regardless of the number of SLA terms.

As a result, we can see that the AW procedure provides a fair an efficient SLA
allocations, when submitted ratings are disparate. Since the AW procedure will obvi-
ously identify the most important terms for every player. And the more the rating of
terms differ, the more points each player will gain. Additionally, the model provides an
accepted efficiency when submitted ratings are different and independent. This is
related to the fact that; the more the terms, the less the points available for ratings out of

Fig. 2. Satisfaction level for Scenario 1
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the total of 100 points. Which reduces the proximity between submitted ratings, and
increases the error rate when calculating the expected terms allocation.

However, the model is not well defined when the submitted ratings are identical.
This is owing to the tie-breaking method used by the AW procedure; it starts by
allocating all terms to one player, then starts transferring terms of lower ratings to the
other player, until equality attained. Consequently, as the number of SLA terms
increases, chances are one player is assigned more important terms, and the other is
assigned more unimportant terms. Hence decreasing the satisfaction level.

Fig. 3. Satisfaction level for Scenario 2

Fig. 4. Satisfaction level for Scenario 3
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7 Conclusion

In this paper, we proposed an automated SLA negotiation model for federated Cloud
services, based on Game theory. The model applies a Fair Division game for SLA
terms allocations between Cloud services within a network of federated Cloud services
called CloudLend. We illustrated the Adjusted Winner procedure, and described how it
performs within CloudLend. Finally, we executed several experiments that evaluated
our SLA negotiation model, and demonstrated its ability to allocate SLA terms fairly,
and efficiently in most test cases. We aim to further improve our SLA negotiation
model to show enhanced results in situations where both a consumer, and a provider
equally strive for the same SLA terms. As well as when the number of negotiated SLA
terms increases.
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Abstract. Cloud Computing allows users to access a shared pool of computing
resources which include networks, servers, storage, applications and services.
One of the major advantages of cloud is that the resources can be rapidly provi‐
sioned. However, many enterprises are still unwilling to move their IT infra‐
structure to cloud. Major concerns of enterprises are the initial expenditure on
capital and the cost of maintenance of the cloud infrastructure which requires a
new set of expertise. The huge licensing cost of proprietary cloud solutions is also
a major concern. Hence open source cloud solutions are gaining popularity. In
this paper we discuss major challenges faced while implementing an on-premise
cloud using OpenStack and the solutions developed to overcome the same. The
source code availability and strong support from a wide community made us
choose OpenStack. The cloud usage model, introduced for better ROI (Return on
Investment), which is capable of providing both Infrastructure as a Service (IaaS)
and Platform as a Service (PaaS) is also discussed. Our experience proved that
irrespective of all the challenges enterprise can save both time and money with
the adoption of an on-premise open source cloud with a suitable service model.

Keywords: OpenStack · ROI · IaaS · Cloud usage model · Experience with
OpenStack

1 Introduction

Efficient and fair provisioning of resources for achieving optimal resource utilization is
a challenging task for organizations. Ensuring on-time availability of resources for
development teams is yet another issue faced by management. Traditional resource
allocation and management is time consuming and fails in timely allocation. In contrast
to the traditional approach, cloud based solutions provide many benefits in terms of
virtualization, scalability, flexibility and provisioning. The advantages of using cloud in
resource provisioning and how it differs from the traditional approach is discussed by
Kepes [1]. Cloud computing provides primarily three service models, namely Infra‐
structure as a Service (IaaS), Platform as a Service (PaaS) and Software as a Service
(SaaS) [2]. There are primarily three deployment models which are public cloud, private
cloud and hybrid cloud [3]. Public cloud offers scalability, elasticity and a pay-per-use
model on shared infrastructure. Private Cloud is owned by an organization, hosted and
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operated internally. Hybrid cloud is a mixture of private cloud and public cloud services
with orchestration between the two. Private cloud and public cloud offer similar benefits,
but in public cloud there is a concern of data security and compliance. Amid these
choices, the decision for a suitable service and deployment model, that is best suited for
an organization, is very difficult and depends on the analysis of multitude of factors and
requirements.

Cloud Computing frameworks are available from commercial vendors as well as
open source community. Some of the popular commercial offerings include ‘vCloud’
from VMWare and Azure from Microsoft. Open source cloud platforms include Euca‐
lyptus, Nimbus, OpenStack, OpenNebula and CloudStack. Many tradeoff parameters
such as price, documentation, features, expertise, etc. have to be considered before
finalizing an open source cloud framework compared to commercial offerings. Several
studies compare the cloud- frameworks in terms of these factors [3–7]. Studies on open
source platforms conclude that OpenStack provides powerful features, especially the
support for a wide array of hypervisors. The architecture and features of OpenStack
show that it is ideal for large-scale private cloud deployments [8, 9]. Moreover, the
support community behind OpenStack is very wide and strong. As a result of the analysis
and in consideration of the comparative studies [2–7], we have chosen IaaS deployment
model using OpenStack. It also allows leveraging our existing infrastructure to provide
PaaS services.

Even though the use cases initially considered for the deployment of cloud system
were generic in nature, the cost savings on the infrastructure was one of the prime
objectives. In fact, dedicated hardware resources were chosen for the implementation
on account of performance [10]. During the deployment we faced multiple challenges
to fulfill some of the requirements. However we could overcome those challenges and
came up with a successful deployment which is characterized by improved utilization,
legitimate provisioning and greater availability of resources. A service portal for users
to request specific software and services was introduced and software platform with
custom applications were built as part of the cloud image itself. In cloud-networking,
we extended existing VLANs (Virtual Local Area Network) of departments as multiple
external networks, a feature which was not available by default in OpenStack. As a result
of these, a better usage model for the cloud which is acceptable for all users was intro‐
duced. This was based on efficient sharing of services and software, which could
generate significant ROI for the organization.

The paper is structured as follows: Sect. 2 gives related work and requirements are
explained in Sect. 3. The Challenges faced are described in Sect. 4 and solutions devel‐
oped are explained in Sect. 5. The implementation details are explained in Sect. 6 and
results are presented in Sect. 7. Conclusion is given in Sect. 8.

2 Related Work

The main studies on OpenStack are focused on its architecture, components, character‐
istics and comparison with other cloud solutions, but only a few are focused on the
challenges that enterprises have to face during deployment of an open cloud solution.
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Keshavarzi et al. [11] discussed six challenges about cloud computing, which include
security, Autonomic Resource Management (ARM), adoption, development, bench‐
marking and big data, in detail but no solutions are developed so far. Huang et al. [12]
pointed out several key security problems. The study aims to identify the most vulnerable
security threats in cloud computing with emphasis on security of cloud data storage. It
also discuss security issues regarding data integrity, data confidentiality, access control
and data manipulation to encourage the researchers to come up with some techniques
and solutions so that the whole cloud storage system is reliable and trustworthy.

Cloud computing always tries to maximize the utilization of its resources. Private
cloud setup requires a lot of investment in hardware implementation. Kashyap et al. [13]
proposed a solution of Virtual Machine migration that minimizes the total energy
consumption of cloud infrastructure. In cloud, a number of VMs (Virtual machine) are
spawn and are destroyed every single minute, resulting in underutilization of physical
servers. To solve this problem, cloud-providers use VM migration, in which active VMs
are fused to a single physical machine to save energy. Thenceforth, underutilized servers
are switched off and the consolidated servers ensure a power efficient green cloud.
Raiyani Kashyap has also proposed a VM placement algorithm to migrate VMs based
on system load.

Ristov et al. [14] estimated security vulnerabilities of OpenStack cloud framework.
They used Nessus 5, the vulnerability and configuration assessment scanner, to exploit
OpenStack server node and tenant and Acunetix Web Vulnerability Scanner for Open‐
Stack-dashboard. The study warns about some security issues on deploying an open
source cloud. Since intruders can access the cloud source code they can exploit its
vulnerabilities. However these vulnerabilities can be mitigated, with software patches.
As far as our knowledge, a study that addresses the challenges during and after the
deployment of a private OpenStack cloud is not available.

3 Requirements

Embracing the cloud in an organization is a significant step even for mature IT organi‐
zations. The first step is identifying the requirements for the cloud. There are some
generic advantages of private cloud namely monitoring of resources, flexibility of
customization, ability to recover from failure and the ability to scale up or down based
on demand.

Each department in our Organisation has their own subnets, IP schemes, network
gateway and VLAN. The network configuration has to remain unchanged while
migrating to cloud. To achieve the same, extension of existing VLANs into OpenStack
network is required. In other words, the objective is to seamlessly integrate the cloud
with the existing network without causing any disruption to the existing workflows.

Each department is managing its own hardware and software resources. Many of the
servers and storage in each department are underutilized. Moreover these resources are
not shared among departments because of physical location, security and authorization
constraints. In order to achieve optimal utilization of resources, sharing of resources
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among departments, without compromising on security, is a requirement that is to be
fulfilled.

Security is the biggest concern when it comes to cloud computing. Data security is
one of the major concerns today due to which organizations are not fully adopting this
technology. Even in private cloud which is built and managed in-house, there are some
security issues. Data stored by a department in the cloud should be visible to that depart‐
ment only, denying access even to the cloud administrator.

The demand for resources is always dynamic based on application development
needs and most of the time short-lived. So allocation of resources is a complex task
affecting the productivity of the Organisation. In many cases provisioning of resources
with different operating systems or their variants is a time consuming task which cripples
the productivity. There is a strong need to manage the dynamic allocation of resources
to various projects.

Organization wants to remove unnecessary overhead, minimize operational cost,
maximize resource utilization, and an infrastructure with better ROI. Some of these
requirements can be satisfied by the default features of OpenStack while others demand
customization. Since the OpenStack code is openly distributed, it can be modified and
adapted according to the requirements.

4 Challenges

As discussed, we selected OpenStack, in the light of thorough comparison of multiple
cloud platforms. Moving an organization infrastructure from traditional system to cloud
is not an easy task. It requires changes in the mindset of people, process and technology.
There should be convincing use cases that can rationalize the upfront investment in the
cloud and shall be ready to rebut questions like “Is cloud suitable for us? Does the cloud
coexist with our existing IT infrastructure and able to meet our performance require‐
ments? Is my data secure in the cloud?” In addition to the above, there are technical
challenges to meet specific organization requirements. In this section, we discuss the
challenges faced during the implementation, operation and management of a multi-node
enterprise OpenStack cloud.

4.1 Selection of Hypervisor

OpenStack is compatible with many hypervisor such as KVM, Xen, LXC, QEMU,
UML, Hyper-V etc., which makes difficult to choose from [15]. Selection of hypervisor
is always a critical task as it affects the cloud performance and features. Studies were
conducted to evaluate performance of different Hypervisors i.e. VMWare ESXi Server,
XenServer and KVM in the private cloud using CloudStack and proved that XenServer
and ESXi hypervisors exhibit impressive performance in comparison with KVM [16].
It was also proved that there is no perfect hypervisor among Hyper-V, KVM, vSphere
and Xen since overheads incurred by each hypervisor can vary significantly depending
on the type of application and the resources assigned to it [17]. Different workloads may
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be best suited for different hypervisors. Our challenge is to find a Hypervisor that is best
suited for OpenStack which meets our organization requirements.

4.2 Develop a Cloud Service Usage Model

Although cloud service models and cloud deployment models are well defined, we could
not find any best practices or usage models that can be suited for a private cloud deploy‐
ment. In a highly abstract way, we can say that a usage model based on effective sharing
of resource will work for any organization, but to concretize the concept, it requires
serious thoughts. It has specific dependency on the service environment of the cloud as
well as on the unique requirements of the organization. Hence to build a cloud usage
model that adheres to the requirements of an organization is not an easy task and the
success of the deployment is much dependent on this model. The main focus of ours
was maximizing resource sharing and reducing CAPEX (Capital expenditure), there by
maximizing the ROI while maintaining the resource allocation time in its least minimum.
Major challenge was to device a usage model for the cloud to address these specific
requirements.

4.3 Extension of External VLANs to GRE Based Tenant Network

Departments require individual tenants in cloud and complete isolation in terms of
networks and resource. Additionally, the same VLAN network configuration has to be
retained in cloud as well. To achieve the same, there should be a mechanism to extend
the departmental VLANs to OpenStack Cloud VMs. Although OpenStack provides GRE
(Generic Routing Encapsulation)/VLAN based tenant-network isolation, there is no
default mechanism to extend existing external VLAN networks to these tenant networks.

4.4 Image Creation for OpenStack

To create instances in OpenStack, Operating System (OS) image has to be built and
updated to the image store. There are two ways to obtain a cloud virtual machine image.
The simplest way is to download pre-built images. But pre-built images are available
only for open-source operating systems. Second way is to create the image manually
outside of OpenStack and then upload those images to cloud. There are some drawbacks
associated with the former method. Firstly, the pre-built images are not customized
according to our needs. Second they have their default administrator username and
password. For some OS images, there is no provision to change the administrator user‐
name. The most important is the security concern as these pre-built images are uploaded
by random users and we cannot trust them. The latter method requires so many steps to
be followed to make an image and has to take care of the drivers required for OpenStack
environment. This is one of the major challenges faced during the operation of cloud.
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4.5 Data Security

The security of data has consistently been cited as the primary barrier to cloud adoption
[18]. Storage functionality is provided by three components in OpenStack i.e. Cinder,
Swift and Glance. One of the primary concerns is about the security of the data stored
in Cinder volumes. There is no provision to encrypt the Cinder volumes for a virtual
machine. Encryption of volume can be done in two ways. The users can encrypt it
themselves or rely on the cloud provider to do so. On one hand, there is significant
security, but high-complexity. On the other, we have ease of use, but limited protection.
As per requirement, we require user configurable data encryption.

5 Solution

5.1 Selection of Hypervisor

XenServer and KVM support almost equal features that can be controlled through
compute [19]. XenServer is a bare metal Hypervisor whereas KVM is hosted hypervisor.
KVM has strong guest isolation with an extra layer of protection against guest breakouts.
KVM is rigorously implemented and tested. It is open source software so developers
are continuously inspect KVM for flaws. It has the advantage over other x86 hypervisors
in terms of lower total cost of ownership and greater flexibility than competing hyper‐
visors [20]. It is part of Linux and uses the regular Linux scheduler and memory
management. It makes KVM much smaller and simpler to use; it is also more feature
rich. From user’s perspective, there is almost no difference in running a Linux OS with
KVM disabled and running a Linux OS with KVM enabled, except the speed difference.
A user having fair knowledge of Linux can manage KVM Hypervisor. KVM is most
widely used hypervisor in OpenStack. Most OpenStack development is done with the
KVM hypervisor for which more community support is available Moreover, bugs asso‐
ciated with KVM hypervisor is negligible as compared to other hypervisors [21–23].

5.2 Develop a Cloud Service Usage Model

For generating better ROI, a cloud usage model has been developed. Licensing cost of
software components is a big issue for organizations. For efficient utilization of these
licenses, a service sharing mechanism is introduced without violating terms and condi‐
tions of license providers. A self-service portal that enables users to request infrastruc‐
ture and platforms as a service is introduced. It contains a service catalog that lists the
categories and the services available. The service portal enables reserving as well as
requesting the services on demand. Cloud administrator will service the request if
enough resources are available and users will be provided with credentials and IP address
of the allocated instance. In addition to that, separate storage volumes will be maintained
for each of the users and this storage will be attached to the instance based on the request.
Users have to use the credentials provided by the administrator to access the system.
One VM instance will be shared across multiple users but the volume associated with
the instance varies with the user.
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5.3 Extension of External VLANs to the GRE Based Tenant Network

Tenant-network provides internal connectivity for its instances (VMs) as well as isola‐
tion from other tenant networks. OpenStack supports both GRE and VLAN based tenant
networks. Out of which, VLAN based isolation requires the configuration of physical
switches to trunk the required VLANs. On the other hand, GRE is an overlay network
which uses encapsulation for network traffic. VLAN based tenant network limit the
maximum networks to 4096 but GRE has no hard limit on this number. In view of these
facts we used GRE for tenant networking with soft-routers provided by OpenStack for
external network connectivity. These soft-routers use NAT (Network Address Transla‐
tion) for linking the IPs of both external and tenant-network. OpenStack generally uses
a single flat external network but we require multiple VLANs as external networks.

Available configuration options of OpenStack were insufficient to achieve the above
requirement. As a solution, we adopted custom scripting in addition to OpenStack
configuration scripts. Figure 1 illustrates the architecture for exposing multiple VLANs
as external networks in the cloud. As in the diagram, ‘eth1’, the physical interface,
connected to the trunk-port of the physical switch which is trunked to allow all depart‐
mental VLANs. For each of the external VLAN, which has to be extended to the tenant
network, a bridge interface ‘br-ex*’ is created (* represents the network number). These
bridge ports (br-ex* and br-eth1) are interlinked through a Linux ‘veth-pair’ (virtual
link) and ‘br-eth1’ is configured in promiscuous mode so as to allow all network traffic
through it. Custom scripting is used to achieve these configurations at the Neutron-node
of the OpenStack implementation. OpenStack creates a set of ‘veth-pairs’ (int-br-ex*,
phy-br-ex*) for each of the external networks to the ‘br-int’ port. For each of these ‘veth-
pairs’ the phy-br-ex* is tagged with the ID of the corresponding external VLAN. Soft-
router of the OpenStack uses these virtual links to forward the external network traffic
based on the external network to which it is associated. In effect this configuration
enables to extend any number of VLANs in the external network to the cloud.

5.4 Image Creation

There is no specific tool to create images for OpenStack cloud. We created images
manually since we require customized images that can be directly deployed to Open‐
Stack. Virtual machine images come in different formats. Out of which we selected
qcow2 (QEMU copy-on-write version 2) because it supports snapshots and use sparse
representation which results in smaller size of the image. Smaller images mean faster
uploads. The qcow2 format is commonly used with the KVM hypervisor [24]. We
installed KVM hypervisor to create customized images. We have created images for
various operating systems along with required software. For Windows images creation,
hypervisor specific drivers and tools are required; for example: VirtIO for KVM and
XenServer tools for XenServer/XCP. The image created consists of software and appli‐
cations required by users along with the Operating System. In other words, the image
created is all encompassing and the instances which are created using the images are
ready to be used with all the required software, tools and frameworks for end users.
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5.5 Data Security

Encryption of the VM’s data prior to writing to disk is provided by the latest release of
OpenStack which is Kilo, as of this writing. Still, it is vulnerable for attack since this
implementation uses a single, fixed key. It does not provide protection if that key is
compromised [25]. Moreover, the fixed key is configured by cloud administrator and
users always may not trust cloud administrators. Hence our challenge to allow the cloud
user to encrypt their data before sending to the cloud storage remains as an open problem.

6 Implementation

Based on the requirements, we sized cloud infrastructure and used five PMs (Physical
Machine). Four of them (PM1, PM2, PM3, PM4) are Dell PowerEdge -C6220 Sled
servers, while the fifth one (PM5) is a PowerEdge -R720 server. The corresponding
hardware configuration is shown in Fig. 2. On all PMs, we have installed Ubuntu 12.04.4
LTS server. On PM1 we installed an OpenStack controller with Keystone, Glance, Swift,

Fig. 1. External networks with multiple VLANs
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Nova (but without Nova-Compute), MySQL and Horizon services. PM2, PM3 and PM4
are compute nodes (CN). PM5 is configured as a storage node as well as network node.
The Compute nodes run KVM, the native Linux VM Hypervisor. All PMs are equipped
with 2 Intel Xeon processors with 8 cores each, which are enabled for hyper-threading,
resulting in 32 VCPUs (Virtual CPU). On compute nodes, the Nova-Compute service
was installed in order to be able to instantiate VMs on top of it.

Fig. 2. Cloud infrastructure setup with PMs and hardware/software configuration

We used the management network as 10.176.46.0/24 and data network as
192.168.0.0/16. External networks were multiple VLANs in the range
10.176.1.0/23-10.176.44.0/23. All Compute nodes had two physical NICs (Network
Interface Card). One attached to the management network and the other one to data
network.

Storage functionality is provided by three components. Swift is the sub-project that
delivers object storage. Cinder is the block-storage component that uses standard proto‐
cols such as iSCSI. Glance provides a repository for VM images and can use storage
from basic file systems or Swift. Using a dedicated storage node or storage subsystem
to host, Cinder volumes can be provided. We have used a dedicated storage node of
5 TB.

6.1 Service Request Portal

A user service portal request is also developed which is running outside the cloud
framework, and is used by end users to request for any specific platform for a period of
time. The service portal is integrated with OpenStack controller using API.
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7 Result

Every year we find an increase on demand in the required resources from end users and
the computing nodes are increased based on this demand. With the introduction of cloud,
currently about 70 % of the physical infrastructure requirement is being met with cloud.
Moreover, the time required to fulfill these ever increasing demands either for the initia‐
tion of new projects or commissioning of new departments, has been reduced substan‐
tially by avoiding delays in procurement and provisioning. In effect, the cloud platform
helped the organization to improve utilization, productivity and early adoption of open
source technologies with minimal financial overhead. It is also proven that by proper
strategy and planning for shared use of software, systems and other services can generate
greater cost-saving for organizations. If such a strategy and a cloud usage model are in
place, it will have huge impact on the ROI of organizations.

8 Conclusion and Future Work

Successful implementation of cloud computing in an enterprise requires proper planning
and understanding of emerging risks, threats, and vulnerabilities and possible counter‐
measures. We were able to deploy fully operational OpenStack Cloud environment in
our enterprise infrastructure successfully with best practices for operating a cloud. There
were many challenges to implement a community driven cloud solution but we could
successfully overcome those challenges either through customization of OpenStack or
introduction of agile models for the cloud usage. Our experience proved that even though
a private cloud implementation entails substantial cost from hardware acquisition,
deployment, on-going maintenance, management and monitoring, there are corre‐
sponding benefits as well. It has reasonably reduced the cost of investment in physical
resources and created a noticeable ROI. OpenStack is found to be promising for private
cloud implementation and can be adopted by even small organizations.

Overall we feel that, OpenStack’s security solution on volume-storage is still in its
infancy. Although a few solutions have been developed recently like volume-encryption,
all are configurable by cloud service provider only. Therefore a solution, which allows
the tenants to configure their encryption mechanism, is highly desirable. This will pose
additional challenge on volume-encryption. Hence this research paper will hopefully
motivate future researchers to come up with secure user configurable volume encryption
algorithms and framework to strengthen the cloud computing security.
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Abstract. Cloud computing is capturing attention of the market by
providing infrastructure, platform and software as a services. Using vir-
tualization technology, resources are shared among multiple users to
improve the resource utilization. By leasing the infrastructure from pub-
lic cloud, users can save money and time to maintain the expensive com-
puting facility. Therefore, it gives an option for cluster and grid com-
puting technology which is used for industrial application or scientific
workflow. Virtual machine enables more flexibility for consolidation of
the underutilized servers. However, containers are also competing with
virtual machine to improve the resource utilization. Therefore, to adopt
cloud computing for scientific workflow, scientist needs to understand the
performance of virtual machine and container. We have used cloud com-
puting with different virtualization technologies like KVM and container
to test the performance of scientific workflow. In this work, we analyze
the performance of scientific workflow on OpenStack’s virtual machine
and OpenVZ’s container. Our result shows that container gives better
and stable performance than virtual machine.

Keywords: Performance · Scientific workflow · OpenStack · OpenVZ

1 Introduction

Cloud computing is a new flexible model of loosely coupled distributed system.
Cloud computing technology provides infrastructure, platform and software as
a service to the users [1]. Software and hardware techniques for virtualization
enable cloud computing technology [2] to create virtual infrastructure. Moreover,
hardware companies are also looking forward to support the virtualization [3].
Due to the flexible nature of cloud computing, server consolidation technique is
used to reduce the power consumption of a data center. Peak clustering based
placement technique gives better performance than correction based placement
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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technique for server consolidation [4]. Because of these advantages, research orga-
nizations and industries are trying to adopt cloud computing technology.

Research organization requires considerable amount of computing infrastruc-
ture to calculate scientific experiment’s results. This requirement varies fre-
quently depending on the scientific project. Therefore, flexible infrastructure is
more suitable for scientific world. In order to adopt cloud computing, it is com-
pulsory to understand the performance difference between physical and virtual
infrastructure. Virtual machines and containers are available options to adopt
cloud computing for scientific workflow.

In terms of virtual machines, there are different type of hypervisors like
KVM [5], Xen [6] and VMware [7]. We have used KVM for our implementation.
To manage the virtual machines, we have used OpenStack [8] as a middleware.
In case of containers, we have used OpenVZ [9].

The paper is organized as follows. Section 2 gives the background informa-
tion including virtualization and batch processing software. Furthermore, Sect. 3
describes the related work. Section 4 covers the implementation part of this paper
which include the execution of jobs. Section 5 discusses about suitability for
scientific workflow. Lastly, Sect. 6 concludes the paper.

2 Background

This section gives the background information of technologies used in this exper-
iment which includes virtualization and batch processing software.

2.1 Virtualization

Virtualization technology enables to creation of virtual machine on physical
machine with CPU, memory, network, operating system for providing different
types of services. There are three types of virtualization; full, para and operating
system level (OS-level) virtualization [10].

Full virtualization technology provides environment to run virtual machine
with unmodified operating system. It includes the simulation of all features of
hardware to run the virtual machine. Complete full virtualization is based on
hardware support provided by AMD and Intel by storing guest virtual machine
state into VT-x or AMD-V [11]. KVM is an example of full virtualization. We
have used KVM as a hypervisor for OpenStack. In case of para-virtualization, the
guest operating system needs to modify to run on hypervisor. This technology
gives better performance than full virtualization [12]. Xen is an example of para-
virtualization technology.

In OS-level virtualization, the kernel of host operating system provides the
isolated user space to run different environment like containers, virtualization
engines or virtual private servers. Container is a lightweight virtualization tech-
nology which enables to run many isolated instances of same host operating
system. This technology does not simulate all hardware environment. It also
requires fewer CPU and memory to run the virtual environment (container) [13].
We have used OpenVZ as a container technology for testing scientific workflow.
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Fig. 1. OpenStack and OpenVZ Architecture

Virtual Machine. In case of virtual machine, hypervisor runs along with
host operating system. This hypervisor simulates the virtual hardware including
CPU, memory and network. The virtual machine runs on this hypervisor with its
own operating system called as guest operating system. Therefore, instruction
execution must pass through guest operating system as well as hypervisor which
lead to an overhead. Nested page table technique has huge overhead for mem-
ory access [14]. We have used KVM as a hypervisor for OpenStack middleware.
OpenStack is responsible for management of the virtual infrastructure includ-
ing creation, deletion, migration and many more operations of virtual machine.
It provides simple interface for user to interact with the virtual infrastructure.
OpenStack is scalable, flexible and compatible for most of the hypervisors [15].

Container. Virtual machine comes with an overhead. In order to avoid this
overhead, container-based virtualization technology provides lightweight alter-
native [16]. Hypervisor works at hardware level while container-based virtualiza-
tion isolates the user space running at operating system level. Containers run at
operating system level by sharing the host operating system kernel. Therefore,
container-based virtualization has comparatively less isolation than hypervisor.
Restriction of resource usage feature is available in containers which enables the
fair usage of resources among all containers. Figure 1 refers the OpenVZ con-
tainer architecture. OpenVZ system uses process ID (PID) and inter process
communication (IPC) namespace to isolated the process contexts. OpenVZ also
provides the network namespace for better network performance [17].

2.2 HTCondor

HTCondor is a non-interactive high throughput computing batch processing
software which is developed by University of Wisconsin [18]. It has master-slave
architecture where master is responsible for management of jobs and slave is
responsible for execution of jobs. Figure 2 shows the logical view of HTcondor
environment. HTCondor is used in this experiment for scientific job submis-
sion. The jobs, which are submitted by different user, are executed by slaves
(OpenStack’s virtual machine and OpenVZ’s container).
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3 Related Work

Jianhua Che et al. described the performance evaluation on different virtualiza-
tion technologies by using standard benchmarks with the consideration of high
performance computing [19]. Nathan Regola et al. also showed the performance
comparison for high performance system [20]. Igli Tafa et al. have evaluated the
transfer time, CPU consumption and memory utilization using FTP and HTTP
protocol [21]. Igli Tafa et al. have also showed the virtual machine migration
performance [22] for different virtualization technology. Our contribution is to
evaluate the performance of high throughput computing scientific workflow on
virtual infrastructure.

4 Implementation

This section gives the description of not only experimental setup but also scien-
tific jobs.

Fig. 2. Cloud System Architecture

4.1 Setup

In this testing environment, we used four servers of the same configuration of
6 cores with 2660 MHz of frequency and 24 GB of RAM with Scientific Linux
distribution. Two among four servers are OpenStack controller and compute. We
have used two-node architecture for OpenStack. Third server is used for OpenVZ
and last server is for HTCondor master. To test the performance, we have used
OpenStack virtual machine with HTCondor installed on Scientific Linux image.
In case of OpenVZ, we have used containers with HTCondor installed on Sci-
entific Linux template. Figure 2 shows the logical view of the HTCondor virtual
cluster where OpenStack virtual machines and OpenVZ containers are working
as a slave.
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In order to test the performance of the scientific jobs, we characterized them
into CPU, I/O, memory and network intensive jobs. Figure 3 shows the perfor-
mance of scientific jobs using top command. Process id (PID) 3204 is a CPU
intensive job while PID 3277 is a I/O intensive job. In case of PID 3080, it con-
sumes more memory while PID 3254 is a network intensive job. Virtual machine
and container are of the size 1 vCPU, 2 GB RAM and 20 GB HDD. In this exper-
iment, we have executed 10 jobs on 2, 6 and 10 virtual machines and containers
to analyze the performance of scientific workflow. These virtual machines and
containers are on two different physical machines.

OpenStack(2VM) means OpenStack’s 2 virtual machines are executing these
10 jobs to calculate the result. In case of OpenVZ(2C), OpenVZ’s 2 containers
are executing these 10 jobs simultaneously. Number of jobs completed per unit
time is the main attribute of high throughput computing.

Fig. 3. Scientific job’s performance

4.2 CPU Intensive Job

This job does the matrix multiplication and consumes more CPU cycles. As
per Fig. 3, it(PID 3204) consumes around 100 % of CPU. We executed 10 CPU
intensive jobs on multiple virtual machines and containers. Figure 4 shows exe-
cution time of these jobs. X-axis shows the number of the job and Y-axis shows
the execution time. When we tested on 2 virtual machines of OpenStack and 2
containers of OpenVZ , the performance is almost identical to the physical host.
But OpenStack virtual machine gives non-stable results. In case of 6 virtual
machines and 6 containers, OpenVZ containers perform better than OpenStack
virtual machines. Same results occur when testing on 10 virtual machines and 10
containers. But in this case, the execution time gets double than physical host
which is considerable overhead. From the Fig. 4, we can analyze that OpenVZ
gives better and stable performance than OpenStack.

4.3 I/O Intensive Job

This job creates the file on the HDD and writes data into the file. This job
creates around 1 GB file. Figure 3 shows that it(PID 3277) consumes around
100 % of CPU and 16 % of memory. This job is to test the I/O performance of
virtual machine as well as container. Figure 5 shows the execution time of these
jobs. X-axis shows the number of the job and Y-axis shows the execution time in
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Fig. 4. CPU performance

Fig. 5. I/O performance

minutes of that job. OpenVZ container always takes less time than OpenStack
virtual machine, to execute the I/O intensive job. In case of 10 virtual machines
and containers, container gives stable performance than virtual machine.

4.4 Memory Intensive Job

Memory intensive job consumes more memory to calculate the results. This
job creates the string and append it with number of other strings continuously.
Figure 3 shows that, it(PID 3080) consumes 85 % of the memory to get the
result. Figure 6 shows the execution time of the memory intensive jobs. In this
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Fig. 6. Memory performance

case also, container performs better than virtual machine. But in case of 10
virtual machines and 10 container, execution time gets double than physical
host which is also considerable.

4.5 Network Intensive Job

In this network intensive jobs, it continuously download the file from server and
writes on the hard disk. Figure 3 shows that it(PID 3254) consumes less memory
and CPU. Figure 7 shows the execution time of the network intensive jobs. The
results are scattered around the numbers from 13 to 23 min, it may be because
of network traffic. In case of virtual machines and containers, execution time is
surprisingly less than physical host’s execution time. It may be because of cache.

Fig. 7. Network performance
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Fig. 8. Average execution time

5 Discussion

In order to understand the exact difference between OpenStack’s virtual machine
and OpenVZ’s container, we took an average of 10 job’s execution time. Figure 8
shows the average execution of network, CPU, I/O and memory intensive jobs.
This graph clearly shows that containers gives better performance than virtual
machine. Therefore, containers give better throughput than virtual machine.

In the scientific world, every user is authenticated by set of processes. There-
fore, only authorized person can use this computing infrastructure of scientific
world. Most of the computing infrastructure uses Scientific Linux as an operating
system. Moreover, the scientific data is also accessible to all these authorized sci-
entists. Therefore, containers are more suitable for scientific world than virtual
machine. Moreover, containers are faster and stable in performance than vir-
tual machines. The advantage of virtual machine is, different operating system
virtual machines can reside on single physical machine. But in case of scientific
world, most of them are using Scientific Linux distribution.

6 Conclusion

Cloud computing enables more opportunities for the scientific workflow.
Resources can be leased from the public cloud when needed. This feature empow-
ers more flexibility for the users to save money and time to maintain the com-
puting infrastructure. There are two options for scientific community to adopt
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cloud computing technology for scientific workflow; virtual machine and con-
tainers. Thus, in this paper we tried to understand the performance of scientific
workflow on virtual machine and container. To investigate, we first characterized
the scientific workflow into CPU, I/O, memory and network intensive jobs. Then,
we executed and captured the performance of these jobs on virtual machines and
containers. We found that container gives better and stable performance than
virtual machine. As per our discussion, containers are more suitable for scientific
workflow.
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Abstract. In order to process heavy data and computation applications such as
scientific application in cloud computing environment, it is important to do an
efficient resource schedule that decrease the resource usage cost while guaran-
teeing users’ Service Level Agreement. To resolve this issue, we propose and
implement Science Gateway, which execute the scientific application efficiently
on heterogeneous cloud service providers instead of users. Especially, we pro-
pose a cost-adaptive resource management schemes (i.e. VM pool management
scheme that decreases the resource management cost significantly based on the
long-term payment plans of cloud resource providers and VM placement
management scheme that guarantee the performance of communication between
VMs). Finally, we demonstrate that our proposed system improves the perfor-
mance of existing cloud systems through some experimental and simulation
results.

Keywords: Cloud computing � Scientific workflow application � Cloud broker

1 Introduction

Heavy data and computation applications usually require the huge amount of com-
puting and storage resource. With the emergence of cloud computing, users can utilize
the resource as a cloud service based on pay-per-usage base to execute their own heavy
applications [1]. However, it is still difficult for users to decide how much cloud service
should be leased in order to minimize the amount of cloud resource while guaranteeing
the certain performance of the application. In addition, there are a lot of cloud services
from various cloud providers and they have various policies on cloud service and
service charge. In this case, users can make non-optimal decision with the limited
information on cloud services and waste the execution time and cost because of the
inefficient decision. Thus, third party entity (i.e. cloud broker) presented between user
and Cloud Service Provider (CSP) is defined to make an optimal decision with rich
information on cloud services instead of users.

The key issue of the cloud broker is to decrease the resource usage cost from cloud
environment in order to increase the profit while guaranteeing the certain performance
of cloud service required by user. In this paper, to resolve this problem, we propose and
implement the cloud broker called Science Gateway with the cost adaptive resource
schemes including VM pool management scheme and VM placement management
scheme.
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The VM pool management scheme utilizes the reserved VM payment policy(RVM)
which reserve some virtual machines(VM) on long-term in a discount price. Organizing
a RVM pool by estimating the amount of resource demand on the future with this
scheme, the cloud broker decreases the resource usage cost by providing the available
RVM in the RVM pool instead of On-demand VM(OVM).

The VM placement management scheme decides a certain physical node within the
cloud server structure to lease new VM instance in order to guarantee the network
capacity between leased VMs and decrease the data transmission delay between VMs.

2 A Model Description of the Science Gateway

The object of science gateway is to minimize a resource usage cost while satisfying
user’s SLA for cloud resource providers instead of users. In our model, the science
gateway concentrates on scientific applications and users only request for their appli-
cation execution with their SLA to the science gateway.

The scientific application can be represented as a workflow A T;E;Dð Þ where A is
the set of tasks, E is the set of edges and D is deadline. We assume that the total
execution time of each tasks in A are known. By the science gateway, each task is
allocated to their proper VM instance and processed in order of their starting time
decided by SLA constraints such as deadline D.

Fig. 1. Architecture of the proposed science gateway
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Different types of VM instances have the different computing performance. We
assume that CSP provides only three types of cloud resource service: small, medium,
large. Each type of VM is charged in proportion to their capacity with Billing Time
Unit (BTU). BTU is the base time unit to charge for resource usage time and
partial-BTU resource usage time is rounded up to one BTU. A VM type is represented
as VTi ¼ VTci ;VTmi ;VTsif g; i 2 1; 2; . . .;Kf g: number of VCPU (#) VTci , memory size
(GBs) VTmi , storage space (GBs) VTsi . CSP provides OVM and RVM payment plans
[2]. By RVM plan, VM instance can be leased for long BTU (e.g., monthly or yearly)
with the discount price.

The science gateway is described in Fig. 1. It receives the scientific application
request from users through GUI based workflow designer. Workflow management
schedules the resource plan for each task within the requested application and processes
all tasks on the VM instances provided by VM Placement Management Scheme and
VM Pool Management Scheme.

3 Cost Adaptive Cloud Resource Management Schemes

VM Pool Management Scheme is shown in Algorithm 1. This scheme decides the
appropriate amount of RVMs to be leased in the heuristic way in order to decrease the
resource usage cost. This scheme works in the period of time interval T. The amount of
RVMs is dependent on the resource demand. The historical data on all the executed
tasks and their allocated VM types during the previous time interval T 0 is used for this
scheme. We assume that the request trend in the current time interval T will be similar
with the one in T 0. As a result, we can decide the appropriate amount of i-type RVM, Ni

for current time interval T. First, we organize clusters for each task within A based on
their assigned VM instance type VTi. Eventually, all the tasks within A are classified
into some clusters ClVTi . On each cluster ClVTi , we organize groups gm. It is a batch of
non-overlapped tasks. After the tasks of ClVTi are sorted in order of their starting time,
each task of ClVTi is picked into gm in sequence if its start time st is later than the finish
time ft of last task in gm. This procedure is repeated until there is no available task in
ClVTi anymore. Finally, with gct(gm) total execution time of gm and VT(gm) allocated
VM instance type of gm, we derive a RVM lease duration RVMVT gmð Þ;gct gmð Þ by finding
the size of BTU closest to the gct(gm).

We determine whether to lease RVMVT gmð Þ;gct gmð Þ from CSP or not with the fol-
lowing condition.

C RVMVT gmð Þ;gct gmð Þ
� �

P
8t2gm et tð Þ � C OVMVT tð Þ

� �\1 ð1Þ

The denominator of Eq. (1) is the total resource usage cost on OVMs for the tasks
having the execution time et in gm. The numerator of Eq. (1) is the total resource usage
cost of RVM for gm. If Eq. (1) is satisfied, it means that RVM is more efficient on cost
than OVMs for gm. As the value of Eq. (1) is decreased, leasing RVM is more efficient.
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VM Placement Management Scheme guarantees the network capacity for the
continuous created VM considering the network interference occurred between
co-location VMs, so that reduce the occurred data transmission delay between VMs for
executing the scientific application efficiently. To do this, the science gateway manages
the last used resource table LastUsedResourceTable for each user in order to save the
physical node used lastly to create the VM. When a user requests a VM in the first time,
there is no available last used resource information. In this case, the VM is created in a
physical node maxCapacityPN having maximum free resource capacity within cloud
server structure in order to increase the probability that the physical node keep a free
resource capacity for the next VM creation of the user. After creating the VM, the
information on the physical node of the created VM with the user id uid are saved to the
last used resource table. When the user requests again, the last used resource information
is available in the last used resource table. Therefore, a VM is created in the same physical
node with the last used resource if possible in order to guarantee the maximum network
bandwidth. In the case that the resource capacity of this physical node is not enough for
the flavor type f requested by the user, available physical nodes availablePNs are sorted in
the closest order from the physical node of the last used resource. The new physical node
close to the physical node of the last used resource while having enough free resource
capacity for flavor type f and having the smallest network traffic is chosen to reduce the
network interference with other VMs on the physical node. The network traffic of each
physical node is monitored in real-time. After finding the new physical node and creating
the VM, the resource information on the new physical node is updated to the last used
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resource table for the corresponding user. Algorithm 2 shows the procedure of the pro-
posed network aware VM placement algorithm.

4 Test Environments and Performance Evaluation

For the evaluation, we built a science gateway, which is a solution platform to execute
workflow typed scientific applications for solving complicated scientific problems by
organizing the distributed heterogeneous cloud resources in this paper. The request
from the user is dealt through the workflow designer as scientific application service
provider. The workflow engine demands cloud resources to resource provisioning
manager and process the scientific application. We applied a phased workflow
scheduling scheme with division policy [3] as scheduler. Also, we organized Next
Generation Sequencing (NGS) with Burrows-Wheeler Aligner (BWA) as a scientific
application [4].

To evaluate the performance of the proposed schemes, we built the test environ-
ment with the science gateway as shown in Fig. 2 with the specific configuration on
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testbed platform shown in Table 1. We organize the cloud platforms with 5 computing
nodes on the OpenStack and 4 computing nodes on the CloudStack respectively [5, 6]
to compose the heterogeneous resource.

We applied relative cost in order to evaluate the proposed scheme on cost per-
formance in cloud environment. The definition of relative cost on the ith cloud service
is described as Eq. (2) where cu

i is unit time cost and tiu is resource usage time.

Fig. 2. An experimental testbed for cost adaptive resource schemes

Table 1. Specific configurations on testbed environment

OpenStack Platform CloudStack Platform

Hypervisor KVM XEN

H/W Specification
Intel Xeon E5620 2.40GHz, 
Core 16, MEM 16G, HDD 

1T, 5 Node

Intel Core i7-3770 CPU 
3.40GHz, Core 8, MEM 16G, 

HDD 1T, 4 Node
S/W Specification OS: Ubuntu 14.04 OS: CentOS 6.0

VM 
Types

small
Spec: 1 VCPU, 2 GB MEM, 80GB Disk

On-demand VM Unit Time Cost: 2 RC per second
Reserved VM Unit Time Cost: 1,209,600 RC per week

medium
Spec: 2 VCPU, 4 GB MEM, 80GB Disk

On-demand VM Unit Time Cost: 4 RC per second
Reserved VM Unit Time Cost: 2,419,200 RC per week

large
Spec: 4 VCPU, 8 GB MEM, 80GB Disk

On-demand VM Unit Time Cost: 8 RC per second
Reserved VM Unit Time Cost: 4,838,400 RC per week

c4.small
Spec: 4 VCPU, 1 GB MEM, 80GB Disk

Unit Time Cost: 4 RC per second
Reserved VM Unit Time Cost: 2,419,200 RC per week

m8.small
Spec: 1 VCPU, 8 GB MEM, 80GB Disk

Unit Time Cost: 4 RC per second
Reserved VM Unit Time Cost: 2,419,200 RC per week
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For the convenience of this experiment, we assign unit time as a second for OVM
and a week for RVM. The unit time cost on resource contract cur

i is calculated as
Eq. (3) where the weight vector ~w ¼ wc;wm½ � means the effectiveness of each element
such as CPU core and memory respectively. The weight vector for RVM is applied to
half of OVM’s with the reference of CSP GoGrid (on annual case) [7].

RCi ¼ ciu � tiu ð2Þ

ciur ¼ wc � ric þwm � rim ð3Þ

In the experiment of the VM pool management scheme, we measured relative cost
on the sum of OVM leasing cost and RVM leasing cost between the case without VM
pool management, the case of the VM pool management scheme with static number of
RVM (1, 2 respectively) and the case of the proposed scheme on various average
interarrival time of workflow request in exponential distribution. This experiment is
executed in scale-downed 4 weeks.

As shown in Fig. 3, the measured VM leasing costs for three cases are expressed in
log scale. Our proposed scheme shows good adaptivity and cost efficiency on the
resource management compared to the static pool management for all environment
case. Therefore, we can decrease the VM leasing cost by the proposed scheme.

In the experiment of the VM placement management scheme, we evaluate the
performance of proposed scheme compared to the existing VM placement scheme
proposed by Alicherry and Lakshman [8].

The proposed scheme has the smaller total data transmission delay over the entire
request interarrival time compared to the existing scheme as shown in Fig. 4. The existing
scheme cannot guarantees the network capacity for the continuous created VM on BWA

Fig. 3. Performance comparison of VM pool management scheme
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service compared to the proposed scheme because it is only focused on the placement for
a VM creation request and not considers the interference occurred by the traffic
congestion.

5 Conclusion

In this paper, to decrease the resource usage cost while guaranteeing user’s SLA on
executing the scientific application in cloud environment, we propose and implement
the science gateway with the cost adaptive resource management schemes. Experiment
shows the proposed schemes decrease the expenditure of leasing VM instances and
also guarantee the good performance. Finally, we demonstrate that our proposed
schemes shows good adaptivity and cost efficiency compared to the existing schemes.
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Abstract. In Cloud broker system, workflow application requests from differ-
ent users are managed through workflow scheduling and resource provisioning.
In workflow scheduling phase, most existing algorithms allocate each task on
certain VM in serial. In general, single task does not fully utilize allocated
resource such as CPU, memory, and so on. When multiple tasks are processed
with same resource in parallel, the resource utilization is improved that leads to
saving the cost. In order to solve this problem, the Parallel Task Merging
scheme in the same VM is proposed, which saves the cost of execution while
satisfying SLA deadline. After workflow scheduling, VM resource provisioning
is required. Auto-scaling VM resources approach is proposed, which adjusts the
number of VMs while the number of requests varies. In this paper, we do
experiment the parallel task merging and auto-scaling approaches on different
environments to observe on which conditions these two approaches are working
well or not.

Keywords: Workflow scheduling � Virtual machine allocation � Cloud
resource provisioning

1 Introduction

In Cloud system, various scientific workflow applications can be processed with dif-
ferent goals. In general, lowering the total execution time of workflow requires higher
cost, while saving the total execution cost of workflow results in longer execution time.
Moreover, there are many other things to consider such as selection of resource (in-
cluding CPU cores, memory, storage, and so on) types, ordering tasks in workflow to
execute and Virtual Machine (VM) allocation of each task. To support these whole
procedures, Cloud broker system was proposed to mediate between service users and
resource providers. In Cloud broker system, guaranteeing the fairness between many
users is additional challenge [1].

Workflow management by Cloud broker system can be categorized into two main
parts; workflow scheduling and resource provisioning [1]. When users submit work-
flow applications with their Service Level Agreement (SLA) such as deadline or budget
to the broker system, the workflow application is parsed into tasks connected with
dependencies, which is represented as Directed Acyclic Graph (DAG). In workflow
scheduling phase, the information of each task such as earliest start time, latest finish
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time, historically earliest execution time or estimated execution time on each VM type
should be obtained. Furthermore, each task should be ordered and VM type should be
decided to be allocated to the task, while SLA is not violated. When the scheduling of
each workflow is executed, available VM resource with proper type should be allocated
to each task. However, in heterogeneous distributed computing system environment,
such workflow task scheduling is generally NP-complete problem [2]. Since the arrival
of each task is random and the status of resource is changing, dynamic scheduling is
required. Furthermore, in resource allocation process, task affinity obtained by profiling
should be used, which refers to the degree of suitability to certain computing resource.
Such task ordering and allocating resource problems constitute the workflow
scheduling, which is difficult to solve.

Scheduling of single workflow application has been studied by many researches. The
main goal of the workflow scheduling is to reduce total execution time using limited
resource or budget. One of the workflow scheduling algorithms is Heterogeneous
Earliest-Finish Time (HEFT) algorithm [3]. It considers critical path to minimize
makespan which is actual execution time on the distributed computing environment. The
critical path means the longest path in the workflow. However, HEFT algorithm is a
single objective scheduling considering only makespan, not the execution cost. Fur-
thermore, this algorithm is a static scheduling that is hard to cope with unexpected results.
Another workflow scheduling algorithm is IaaS Cloud Partial Critical Path (IC-PCP)
algorithm [4]. It is multiple objective scheduling which considers both cost and time, but
static scheduling algorithm. Additionally, Time Distribution (TD) Heuristics [5] is
dynamic scheduling and multiple objective scheduling. It has a goal to minimize the cost
while satisfying the deadline given by user. On task division phase, it classifies simple
tasks and synchronization tasks which have multiple parent nodes or child nodes. On
planning phase, all workflow tasks are allocated to proper resources based on Markov
Decision Process (MDP) [6].

In addition, GAIN/LOSS approach [7] is the heuristic based workflow scheduling.
All tasks are allocated on resources that minimize the makespan, then re-allocated by
using GAIN/LOSS weight value. This approach does not guarantee the best opti-
mization, however it has low time complexity and easiness to implement.

With the existing workflow scheduling algorithms, each request from users is
isolated and allocated to separate VMs. In result, each task in a certain VM is executed
in serial, not in parallel. However, in general, single task does not use full allocated
resources such as CPU, memory and so on, which means that the resource on pro-
cessing each task is not maximally utilized [8].

In this paper, we propose the Parallel TaskMerging approach to improve the resource
utilization in processing workflow applications, for saving the total execution cost. In our
proposed scheme, multiple tasks are simultaneously processed on the same VM instance
when certain conditions are satisfied. With this parallel task merging scheme, the uti-
lization of resources can be increased, which results in saving the cost of VM resources.

When the workflow scheduling is completed, Cloud broker system should allocate
each task to VM type decided in scheduling phase. To support this, Cloud broker system
should monitor resource utilization and adjust the number of VMs. In this paper, we
propose and utilize dynamic Auto-scaling cloud resource scheme. This scheme adjusts
the number of VM resources according to workflow application requests.
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The rest of the paper is organized as follows. Section 2 describes the details of the
Parallel Task Merging approach in workflow scheduling phase and Auto-scaling
approach in VM resource provisioning phase. Section 3 presents and evaluates the
experimental results. Section 4 concludes the paper.

2 A Hybrid Model of the Parallel Task Merging
and Auto-Scaling Algorithms in Cloud Broker System

2.1 Problem Description

When the workflow applications are executed in Cloud environment, the workflow
scheduling and resource provisioning constitutes two main parts. Since the whole
procedure of workflow management is considerably complicated for ordinary users,
Cloud broker system was suggested as an intermediary [1]. The relationships between
workflow service users, Cloud broker system and resource providers are presented as
shown in Fig. 1.

At the beginning, a user submits tasks to be scheduled to Cloud resource broker
with SLA constraints. The received workflow is parsed to individual tasks and
dependencies between tasks in Workflow Management Module. The parsed workflow
is then scheduled by VM allocator using workflow scheduling algorithm. When the
workflow scheduling process is executed, the actual allocation of VMs to the given
workflow is conducted by Cloud computing resource adaptor.

However, the existing workflow scheduling algorithms isolate each request from
users and allocate tasks to separate VMs, while each single task usually does not
maximally utilize allocated resources such as CPU, memory, and so on. Moreover, the
resource pool management could be more efficient if VM requests are predicted and the
number of VMs is adjusted, while keeping backup idle VMs to save the startup time.

2.2 The Parallel Task Merging and Auto-Scaling Scheme

To increase the utilization of VMs in a compact way, we propose the Parallel Task
Merging algorithm. This approach merges multiple tasks on the same VM instance for

Fig. 1. An architecture of workflow management system in Cloud service [1]
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running simultaneously, if the VM cost is reduced and possibly increased execution
time does not violate SLA deadline. To adopt this approach, it is essential to acquire the
execution time of merged tasks on the same VM instance prior to the workflow
scheduling processes. Despite such parallel task merging would result in increasing
execution time of each task, it is worthy only if SLA deadline is still not violated
because the VM cost would be saved. In reality, many tasks are not fully utilizing given
resources such as CPU and memory, which makes parallel-task-merging possible.

A workflow application is represented as a directed acyclic graph G Q;Eð Þ, where Q
is a set of n tasks q1; q2; . . .; qnð Þ and E is a set of m edges e1; e2; . . .; emð Þ [1, 4, 5, 8].
Each edge represents dependency between two tasks. The task which does not have any
parent task is qstart and the task which does not have any child task is qend . To adapt our
approach, SLA deadline should be submitted with workflow G Q;Eð Þ to be scheduled.
When the scheduling is executed, the VM type among the set of VM flavor types
FlavorSet to be allocated on each task qi is decided, and each task qi is allocated on
proper VM instance, which is represented as VMqi . Such task scheduling and resource
allocation is a hard problem, because of data dependencies between tasks according to
constraint of the workflow topology.

To adapt parallel task merging approach, the workflow should be initially sched-
uled by some existing approach. In this paper, we use GAIN/LOSS which is heuristic
based resource allocating algorithm [7]. In GAIN approach, all tasks are allocated to
resources that minimize the execution cost, then re-allocated to the machine where the
largest makespan benefit is obtained by the smallest cost. This is repeated until the
whole budgets are exceed. On the other hand, in LOSS approach, tasks that are initially
scheduled by existing scheduling algorithm are re-allocated to cheaper machine, until
the cost becomes equal or less than budget.

Once the workflow is scheduled, the parallel task merging approach shown in
Fig. 2 is executed. If two tasks are overlapped and satisfies all conditions to be merged,
then two tasks are allocated to the same VM and executed in parallel. Although the
execution time of each task could be increased, it does not affect the total execution
time of workflow much, because the tasks on the critical path, which represents the
longest path in workflow and decides the total execution time, is not considered to be
merged.

Fig. 2. Parallel task merging approach
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The pseudo code of the parallel task merging is shown in Fig. 3. Input is the
initially scheduled workflow G1 Q;Eð Þ and SLA deadline from the user. Qmerged is the
set which contains the task pairs to be merged, and initially set to null. For all task pairs
(qi, qj) in the workflow which are not in Qmerged and CriticalPath, merge qi into qj in
VMqj if they are overlapped. STðqiÞ is the start time of task qi and ETðqiÞ is the end
time of task qi. Tasks on CriticalPath are not considered to be merged, because parallel
task merging increases the execution time of each task and CriticalPath decides the
total execution time of whole workflow. If the total execution time of workflow is
increased, then SLA deadline could be violated. The execution time of qi and qj after
merging is calculated as follows,

XTðqiÞafteremerging:VMqj
¼ ðXTðqiÞalone:VMqj

� OTðqi; qjÞalone:VMqj
Þþ

OTðqi; qjÞalone:VMqj

XTðqiÞalone:VMqj

� XTðqiÞmerged:VMqj

ð1Þ

XTðqjÞaftermerging:VMqj
¼ ðXTðqjÞalone:VMqj

� OTðqi; qjÞalone:VMqj
Þþ

OTðqi; qjÞalone:VMqj

XTðqjÞalone:VMqj

� XTðqjÞmerged:VMqj

ð2Þ

where XTðqiÞaftermerging:VMqj
is the execution time of qi when ðqi; qjÞ are merged on VMj.

Additionally, XTðqiÞalone:VMqj
is the execution time of qi on VMqj without merging and

OTðqi; qjÞalone:VMqj
is the overlapped execution time of ðqi; qjÞ on VMqj without merging.

Using the execution time after merging, check whether XTðqiÞafteremerging:VMqj
þ

XTðqjÞaftermerging:VMqj
� OTðqi; qjÞafteremerging:VMqj

is shorter than XT qið ÞþXT qj
� �

, which

means execution time before merging of qi and qj, respectively. With the changed
information of VMs, the total cost of the workflow TotalCost G2 Q;Eð Þð Þ is also calcu-
lated. If the first condition is satisfied and the total cost of the workflow after merging is
less than the original total cost of the workflow, then put ðqi; qjÞ task pair intoQmerged set.
After all these recursive procedures, the re-scheduled workflow G2 Q;Eð Þ is output.

When the workflow scheduling is executed, the Cloud broker system should
manage resource provisioning. In this paper, we propose Auto-scaling scheme which
adjusts VM resource provision according to varying workflow application requests.
The pseudo code of the auto-scaling scheme is shown in Fig. 4. This scheme predicts
VM requests in each VM type using the autoregressive integrated moving average
(ARIMA) model [9–11] and is conducted every period T. The number of predicted VM
requests in each VM type is calculated as follows,
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Npredicted
instance;k tð Þ ¼ 1

T

XtþT

i¼t
Rp;k ið Þ � Nprocessing

instance;k ið Þ
� �

ð3Þ

where Npredicted
instance;k tð Þ is the number of predicted VM requests in VM type k, Rp;k tð Þ is the

predicted requests in VM type k during t; tþ 1½ � and Nprocessing
instance;k is the number of VM

instances in VM type k which is processing some jobs. If obtained Npredicted
instance;k tð Þ is

greater than zero, then add Npredicted
instance;k tð ÞþNbackup

instance;k VM instances in VM type k.

Otherwise, remove Npredicted
instance;k tð Þ � Nbackup

instance;k VM instances in VM type k. Nbackup
instance;k is

the number of backup idle VM in VM type k. With this scheme, there are always
Nbackup
instance;k backup VMs in each VM type which process nothing to save some time in

generating new VM instance. The goal of this approach is to keep low number of VMs
leading to better cost efficiency, while keeping backup idle VMs in each VM type to
save VM instance startup time.

Fig. 3. The algorithm of parallel task merging scheme
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In Sect. 3, we test the workflow management process to evaluate our two proposed
schemes. The parallel task merging approach is adopted in workflow scheduling phase,
and the auto-scaling scheme is adopted in resource provisioning phase. Through the
experiment, we discuss how much cost could be saved through increasing the uti-
lization of resources with the proposed approaches, while satisfying SLA deadlines.

3 Experimental Environment and Performance Evaluation

In order to evaluate the performance of the parallel task merging scheme with
auto-scaling resource provisioning, we establish and execute Cloud resource broker
system on the Cloud environment using OpenStack [12], which is the open source
Cloud platform. In addition, we utilize one of the OpenStack component called Nova,
which support VM resource managements such as VM instance allocation, VM image
enrollment, VM flavor type management, and so on. The details of the experimental
configuration is shown in Fig. 5. In our experiment, we use 5 HP Xeon (2.4 GHz)
machines consisting of 4 Nova compute nodes for actual computing works, and one
Nova controller node which manages the entire operations between compute nodes.
Each machine has 8 CPU cores, 16 GB Memory, 1 TB storage and two wired Network
Interface Cards (NIC) which generate private and public network. OpenStack Cloud
platform in our experiment is based on Ubuntu 15.04.

In our experiment, we adopt open-source based scientific workflow application
called Montage [13]. Montage is a toolkit, which is designed to assemble Flexible
Image Transport System (FITS) images into custom mosaics. In our experiment, we
use M105, M106 and M108 FITS images to be processed by Montage application.
During the Montage workflow process, each FITS image is processed by several tasks
in workflow, which are called mImgtbl, mMakeHdr, mProjExec, mAdd and MJPEG.

Fig. 4. The algorithm of auto-scaling VM resources scheme
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Among these tasks in Montage application, we only consider mProjExec, mAdd and
MJPEG tasks, because other tasks have negligibly small processing time. Therefore, we
totally have 9 tasks by using three FITS images. With these tasks, we compose three
virtual workflow models shown in Fig. 6, which are to be processed by Cloud broker
system for evaluating the performance our approaches.

Fig. 5. OpenStack-based experimental environment

Fig. 6. Three test workflows composed of Montage application tasks [13]
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In addition, in order to mimic the real VM type model of Cloud provider, we adopt
GoGrid [14] provider model. The configuration of each VM flavor type and cost is
shown in Table 1. In this paper, we suppose that the cost is charged based on the exact
resource using time, unlike commercial pricing model that charges based on fixed time
unit, such as hour, month or year.

In our experiment, we utilize three workflow types shown in Fig. 6. Each workflow
type with its own deadline and budget forms each service user type. Accordingly, there
are three user types. These user types have deadlines of 300, 700 and 800 s and budgets
of 33.33, 60 and 66.67 dollars, respectively. The inter arrival time of requests from
users conforms to exponential distribution with mean 500 s and request type is ran-
domly selected each time. Since our parallel task merging scheme requires initial
workflow scheduling with resource allocation, we adopt GAIN and LOSS algorithms
[7] as an initial scheduling. Prior to adopt our approach on workflow scheduling
process, we acquire the execution time of merged tasks on same VM instance from
many experimental results.

Figure 7 shows the execution time and cost of each workflow scheduled by GAIN
algorithm without and with our parallel task merging scheme. When parallel task
merging scheme is adapted on GAIN scheduling algorithm, the total execution cost of

each workflow is decreased by 12.7 %, 2.5 %, 2.2 % respectively, compared to
original GAIN algorithm. On the other hand, the total execution time of each workflow
is increased by 1.3 %, 0.6 %, 2.8 % respectively, however, it does not violate each
SLA deadline.

Similarly, Fig. 8 shows the execution results of each workflow scheduled by LOSS
algorithm without and with our proposed scheme. When parallel task merging scheme

Table 1. VM pricing model corresponding to each flavor type [14]

VM type CPU core(s) RAM Storage Cost per
hour

Small 1 1 GB 50 GB $0.08
Medium 2 2 GB 100 GB $0.16
Large 4 4 GB 200 GB $0.32
X-large 8 8 GB 400 GB $0.64

Fig. 7. Execution time and cost of GAIN and the proposed algorithms
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is adapted on LOSS scheduling algorithm, the total execution cost of each workflow is
decreased by 11.5 %, 20.4 %, 0.9 % respectively, compared to LOSS algorithm

without our approach. The total execution time of each workflow is increased by
0.1 %, 1.9 %, 0.5 % respectively, however, it still satisfies each SLA deadline.

Since the goal of our parallel task merging approach is to increase the resource
utilization, the execution cost is decreased while the total execution time is increased.
However, the increased execution time is not huge to violate SLA deadline, because
when we choose the tasks to be executed in parallel, tasks in the critical path are not
selected. Therefore, the increased time caused by parallel execution of tasks has a few
influence to affect the whole execution time of workflow. Moreover, if total increased
time of tasks does not make the each corresponding path to reach the time length of
critical path, then the execution time of workflow would be totally unrelated to our
parallel task merging scheme. Additionally, the auto-scaling approach also contributes
to saving the cost of resources, since this approach allocates many requests on each VM
as long as the number of requests does not exceed upper limit.

4 Conclusion

In this paper, we proposed two algorithms in Cloud broker system that consists of
workflow scheduling phase and resource provisioning phase. In workflow scheduling
part, most traditional approaches have allocated each task on certain resource in serial,
not in parallel. However, generally single task does not maximize the utilization of
given resource, which led us to propose the parallel task merging approach that allocate
overlapped multiple tasks on the same resource, simultaneously. In resource provi-
sioning part, we proposed auto-scaling approach, which adjust the number of VMs
according to changing the number of requests.

Through the experimental performance evaluation, we showed that our proposed
approaches decreased the total execution cost of each workflow compared to con-
ventional GAIN and LOSS algorithms [7], while the SLA deadline was still satisfied.
Generally, single task does not maximally utilize allocated resource such as CPU,
memory, and so on. With our parallel task merging scheme, the multiple tasks were
processed on the same resource simultaneously, which led to the improved resource
utilization and the decreased cost. Additionally, in the resource provisioning phase, the

Fig. 8. Execution time and cost of LOSS and the proposed algorithms
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proposed auto-scaling algorithm made the efficient resource pool management through
adjusting the number of VMs and maximizing the utilization of VMs.
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Abstract. To build different mobile cloud computing system (MCS) business
applications, how to design open system architecture is essential. First, a
service-oriented architecture is put forward. In this architecture, MCS compo-
nents are expressed as the form of interoperable MCS services, which are
combined to achieve complex business needs. Second, a formal method is
proposed based on space-time (S-T) Pi-calculus, in order to verify validity of
MCS service composition model. Finally, the case study shows that how to
apply the model and method. The experiment result shows that they are feasible.

Keywords: Mobile cloud computing � Service composition � Service-oriented
architecture � Pi-calculus

1 Introduction

Mobile Cloud Computing is the combination of cloud computing, mobile computing and
wireless networks to bring rich computational resources to mobile users, network
operators, as well as cloud computing providers [1]. As the evolution of cloud com-
puting, mobile cloud computing network resources are virtualized and allocated a set
number of distributed computers rather than in the traditional local computer or servers.
And they are assigned to the mobile devices such as intelligent mobile phone, smart
terminal, etc. [2, 3]. On account of mobile cloud computing system (MCS) includes
physical device, it is complex to design the architecture of MCS. Sat. M. proposed a
system architecture, which uses virtual platform to offer personalized services to mobile
device, but it doesn’t resolve latent WAN latency issues [4]. Zhang X. put forward a
flexible application programming model which constructed by CloneCloud, forever it’s
difficult to providemiddleware to storage data mechanisms at terminal and cloud side [5].
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In this paper, we proposed a novel SOA [6] architecture, in which hardware and software
ofMCS are integrated together in the form of compatible services. And these services can
be combined to implement complex operational requirements.

Formal validation method is indispensable to verify the stability MCS service
composition model, and the researches on it have achieved the rapid development, such
as Finite State Machines [7] and Petri Net [8]. However, state-space-explosion of using
charts is brought a big challenge. Pi-calculus [9] is able to represent concurrent
computations as a formal analysis tool, although it’s bound by space and time con-
straints, which is included in MCS [10]. In this paper, S-T Pi-calculus is presented by
bring space and time operator into Pi-calculus, and a formal verification for MCS
components composition is proposed based upon.

The remainder of this paper is organized as follows. The next section presents the
conceptions of MCS service and S-T Pi-calculus. Section 3 devises a formal verification
for verifying validity of MCS service composition. Section 4 presents a case study to
show the applicability of model and formal verification. The paper concludes in Sect. 5.

2 Basic Conceptions

2.1 MCS Service View

We regardMCS as a combination of encapsulatedMCS services, which includes units of
mobile terminal, cloud computing and communications, as shown in Fig. 1. Mobile
terminal unit is composed of computing terminals, sensors, and actuators. Communi-
cations unit offers communicative mechanism by utilizing mobile communication net-
work. Cloud computing unit realizes functions of computation, control and storage, and it
implements temporal and spatial management. Discrete domain blends with continuous
domain in this unit.

MCS service interfaces’ implementation details are hidden, which can be realized
by different technologies from any service provider. There are characteristics, operation
guide, access protocol, parameters and data types in interfaces description. The inter-
faces are provided to receipt and transmit messages, and it would take time to finish the
receipt-transmit acts. As described above, we define MCS service view as follows.

Definition 1 (MCS Service View). � MCSV¼ R; r0; S;U;W ;E; f ; gð Þ. A brief
description of each element is listed below.

R ¼ fr0; r1; . . .g: finite states set of MCS service.
r0: initial state.
S: final states set, S�R.
U ¼ Act[Act[ sf g: act set. Act ¼ a a 2 Rjf g is receipting act set (R is alphabet);

Act ¼ a a 2 Rjf g is transmitting act set; s is internal act.
W�R� U � R: relation of state transformation.
E: MCS service messages set.
f:U ! E act-message function. 8x 2 U, f ðxÞ represent receipting or transmitting

messages of x.
g:U ! Rþ act-time function.8x 2 U; gðxÞ represent the time spending in finishing x.
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2.2 S-T Pi-Calculus

By definition, there is a tight correspondence between process of Pi-calculus and MCS
service. Concretely speaking, channel corresponds to act; transmitting and receipting
variable corresponds to transmitting and receipting message of act; composition, pro-
cess, summation, replication in Pi-calculus correspond to structures of parallel,
sequence, case and iterative. Nevertheless, there are no syntaxes representing temporal
and spatial features. In this paper, we propose space and time operators, and define
what syntaxes and operational semantics of S-T Pi-calculus are.

Physical modules of MCS are abstracted to spatial objects based on topological
relation theory of spatial database [11]. Topological relations between two spatial
objects, which are regarded as point sets, are expressed by a quaternion formed by
boundary and interior of point set. Let M and N indicate two geospatial objects, and let
@M;M0; @N;N0 represent interior and boundary. The quaternion is

RðM;NÞ ¼ @M \ @N @M \N0

M0 \ @N M0 \N0

� �
. There are eight kinds of topology models

…

sensor actuator
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Fig. 1. MCS service structure block diagram

Mobile Cloud Computing System Components 161



i.e., inside, disjoint, contain, meet, overlap, equal, covered, and cover by, and they are
indicated by Sloc ¼ fsin; sct; sd; sm; so; se; sc; scbg. Supposing Q includes m physical
modules, and let di represents relationship between benchmark region and the i-th
module’s location. 9 Si�Sloc, this module could work properly meeting criteria of
di 2 Si. Let S ¼ fS1; S2; . . .; Smg. Define space operator below.

Definition 2 (Space Operator). � Loc½S�. Loc½S�Q expresses that Q can start only

when
Qn

i¼1
di 2 Si is true.

In this paper, discrete time domain is adopted to describe time characteristic of
MCS. Properties of discrete time domain are defined as follows.

Definition 3 (Properties of Discrete Time Domain). Discrete time domain T has
following properties.

(1) 8t 2 T; t 6¼ 1 ) 1[ t;
(2) 8t 2 T; t 6¼ 0 ) t[ 0;
(3) 8t 2 T; tþ 0 ¼ t; tþ1 ¼ 1;
(4) 8t; t0 2 T ; t[ t0 , 9Dt[ 0; t0 þDt ¼ t;
(5) 8t; t0 2 T ; ðt[ 0Þ ^ ðt0 6¼ 1Þ ) t0 þ t[ t0;
(6) 8t2; t3 2 T; 8½t1; t4�; 9t0; t0 2 T; t2 � t0 � t4, then t0 2 ½t1; t2�;
(7) 8t1; t2 2 T; t1 [ t2; ftjt1 � t� t2g is represented as ½t1; t2�.

Definition 4 (Time Operator). � Intðtr;DtÞ, tr is reference time, Dt� 0. Intðtr;DtÞQ
represents Q can start only when it meets t 2 ½tr; tr þDt�.
Definition 5 (Syntax of S-T Pi-Calculus).

Q ::¼0 a xh i:Q a xð Þ:Q s:Qjjj QþP QjP xð ÞQ x ¼ y½ �Q !Qjjjjj j
Loc½S�QjIntðtr;DtÞQ

ð1Þ

See reference [10] for concrete meanings of the above expressions.

Definition 6 (Operational Semantics of S-T Pi-Calculus).

(1) Space operator.

Q	!a Q0

Loc½S�Q	!a Q0
; ci 2 Si;

Q	!a Q0

Loc½S�Q	!a 0
; ci 62 Si;

(2) Time operator (a 2 s; aðxÞ; a xh if g).
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Q	!a Q0

Intðtr;DtÞQ	!a Q0
; t 2 tr; tr þDt½ �;

Q	!a Q0

Intðtr;DtÞQ	!a 0
; t 62 tr; tr þDt½ �;

See reference [10] for other operational semantics.

3 A Formal Verification for MCS Components Composition

Basic MCS service portfolio modes include sequence structure, selection structure,
parallel structure and recursive structure. They can be expressed as S-T Pi–calculus
process expressions as follows.

(1) Sequence structure

MCSV1 sends a message msg to MCSV2 from port a, and then MCSV2 receives this
message from port b, as shown in Fig. 2.

This structure can be expressed as following process expressions.

�ahmsgi:MCSV1 and bðmsgÞ:MCSV2

(2) Selection structure

MCSV1 selects to send one message from port a. If it sends msg1, MCSV2 would
receive this message from port b. If it sends msg2, MCSV3 would receive this message
from port c, as shown in Fig. 3.

This structure can be expressed as following process expressions.

�ahmsg1i:MCSV1ð Þþ �ahmsg2i:MCSV1ð Þ;
bðmsg1Þ:MCSV2 and cðmsg2Þ:MCSV3

MCSV1 MCSV2

msg ba

Fig. 2. Sequence structure
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(3) Parallel structure

MCSV1 sends a message msg1 to MCSV2 from port a, and then MCSV2 receives this
message from port c. Meanwhile, MCSV1 also sends a message msg2 to MCSV2 from
port b, and then MCSV2 receives this message from port d, as shown in Fig. 4.

This structure can be expressed as following process expressions.

�ahmsg1i:MCSV1ð Þj �bhmsg2i:MCSV1ð Þ and cðmsg1Þ:MCSV2ð Þj dðmsg2Þ:MCSV2ð Þ

(4) Recursive structure

MCSV1 sends the same message msg to MCSV2 repeatedly from port a, and MCSV2

receives this message constantly from port b, as shown in Fig. 5.

MCSV1

MCSV3

MCSV2

msg1

msg2

a

c

b

Fig. 3. Selection structure

MCSV1 MCSV2

msg1

msg2

a

b

c

d

Fig. 4. Parallel structure

MCSV1 MCSV2

!msga b

Fig. 5. Recursive structure
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This structure can be expressed as following process expressions.

! �ahmsgi:MCSV1ð Þ and ! bðmsgÞ:MCSV2ð Þ

A formal verification is put forward for MCS service composition as the following
three steps. First, a S-T Pi–calculus model is constructed based on MCS service
portfolio modes. Secondly, temporal and spatial attributes of actual MCS services are
introduced into the Pi–calculus model. Thirdly, from the process expression being
deadlock or not, we can judge whether this MCS service composition can reach the
final state. Then, the validity of MCS service composition can be verified.

4 Experiments and Results

In this section, We take Parking Electric Fence in Shanghai YangPu center business
circle for example, to demonstrate the formal verification about building and validating
a MCS components composition. Business case is described below. If a owner wants to
stop, his request from intelligent terminal will be sent to vehicle dispatch center. In case
there are no spaces available, the dispatch center would set electric fence. Meanwhile
all cars inside the virtual fence would receive early warnings periodically.

Parking electric fence is designed to four MCS services as shown in Fig. 6. Let
Ppr;Pvs;Pvf ;Pew denote Parking Request, Vehicle Scheduling, Virtual Fence, and Early
Warning, respectively. We make virtual fence benchmark region. Early Warning is
inside i.e., Sew ¼ sinf g; sinf g; . . .; sinf gf g. The other ones are unconstrained i.e.,
Spr ¼ Svs ¼ Svf ¼ Sloc; Sloc; . . .; Slocf g. There are four process expressions modeling as
below.

(1) Parking Request

When a parking request message is sent in t0, answer must received in t0 þ 3 seconds
(unit below the same).

Ppr ¼Int t0; 0ð ÞLoc Spr
� �

x ParkReqh i:ðInt t0; 3ð ÞLoc Spr
� �

x ParkConfð Þþ
Intðt0; 3ÞLoc Spr

� �
x Rejectð ÞÞ ð2Þ

Parking
Request

Vehicle 
Scheduling 

Virtual 
Fence

Early
Warning

ParkReq VFenceInf

Conf

VFenceReq

VFenceConf

x
VFenceReq

VFenceConff

y z

ParkConf

Reject 

Fig. 6. Business process of the Parking Electric Fence

Mobile Cloud Computing System Components 165



(2) Vehicle Scheduling

Within t1 þ 2, this MCS service must react to parking request in time. Once the
congestion level reaches a certain one, virtual fence request should be sent within
t2 þ 1. Then virtual fence confirmation has to be received in t3 þ 1.

Pvs ¼Loc Svs½ �x ParkReqð Þ:ðInt t1; 2ð ÞLoc Svs½ �x ParkConfh i
þ Int t1; 2ð ÞLoc Svs½ �x Rejecth iÞ:
msg ¼ ParkConf½ �ðInt t2; 1ð ÞLoc Svs½ �y VFenceReqh i:
Int t3; 1ð ÞLoc Svs½ �y VFenceConfð ÞÞ

ð3Þ

(3) Virtual Fence

Within t4 þ 1 of receiving virtual fence request, electric fence will be set up. After that,
each car in benchmark region would receive early warning messages in ½t5; t5 þ 30�
(t5 ¼ t5 þ 30, increasing constantly). Let us take CarA inside of benchmark region for
example. Confirmation message from CarA has to be got in tAe þ 30 (tAe is virtual fence
information sending time).

Pvf ¼Loc Svf
� �

y VFenceReqð Þ:Int t4; 1ð ÞLoc Svf
� �

y VFenceConfh i:
! ðInt t5; 30ð ÞLoc Svf

� �
z VFenceInfh i:Int tAe; 30ð ÞLoc Svf

� �
z Confð ÞÞ ð4Þ

(4) Early Warning

Within tAr þ 10 ðtAr isvirtualfence information receiving timeÞ is virtual fence infor-
mation receiving time), early warnings would be sent to CarA.

Pew ¼ ! ðLoc½Sew�z VFenceInfh i:IntðtAr; 10ÞLoc½Sew�zðConf ÞÞ ð5Þ

We express Parking Electric Fence MCS service composition as
W. W ¼ PprjPvsjPvf jPew. On the basis of formal verification of Sect. 3, temporal and
spatial attributes of actual MCS components are introduced into W. Then from W being
deadlock or not, we can judge whether this MCS service composition can reach final
state. After that, the validity can be verified, and errors could be recognized early.

In practice, park electric fence runs normally in six months’ test, which validates
the correctness of analysis results. So this case study shows that the formal verification
for MCS components composition is reasonable.
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5 Conclusion

In this paper, a service-oriented architecture and a formal verification method are
proposed for MCS components composition. The case study demonstrates that they
are of innovative and practical. The future works will focus on two aspects as follows.
(1) Achieve reusing by adding process adapter for MCS services which can’t meet
space and time constraints. (2) Make optimal decision by taking further study on
action-time function and construct time state space.
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Abstract. The ever-increasing ability of smartphones for sensing paves the
way for a new form of human-computer interaction which wasn’t possible
before. One of these possibilities is monitoring Muslims’ prayers which consist
of a set of physical activities that must be conducted in a correct way, i.e.
ordered and complete. In this paper, we introduce a novel method to monitor
and detect prayer activities using mobile phone accelerometers in order to
evaluate the correctness of prayer. The method involves four stages: data col-
lection, signal pre-processing, features extraction and classification.

Keywords: Mobile sensing � Accelerometer � Activity recognition � Prayer
monitoring

1 Introduction

Prayer is the second most important pillar of Islam and the most regular compulsory
action in a Muslim’s life. If a person’s prayer is accepted, then other acts of worship are
accepted. Thus, Muslims must carefully perform their prayers in order to be accepted
by Allah. The ability to concentrate in prayer may be improved by undertaking ade-
quate psychological, mental and physical preparation before the prayer and by utilizing
certain techniques during the prayer [1, 2]. To improve prayer performance, current
technology may help to monitor and track the prayer’s activities (i.e. the Muslim’s
body movements).

Among the huge amount of technology available nowadays, smartphones are
among the most widely used devices. The success of smartphones is leading to an
increasing amount of sensors in mobile phones to provide new features and services to
end-users, to reduce costs through more integration or to improve hardware perfor-
mance. Significant interest in smartphone sensing [3] in recent years can be attributed
to several factors, including their ubiquitous nature, rapid evolution toward smart-
phones with several built-in sensors and their portability making them easy to use for
“mobile sensing”.

Not surprisingly then, mobile sensing has been used in a very creative way to
produce interactive and interesting applications which have been realized or envisioned
in diverse domains (e.g., transportation, social networking, health monitoring) [4].

Mobile sensing has a wide variety of types classified by their purposes. For
example, accelerometers that detect translational motion, gyroscopes that detect

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
Y. Zhang et al. (Eds.): CloudComp 2015, LNICST 167, pp. 168–175, 2016.
DOI: 10.1007/978-3-319-38904-2_17



rotational motion, digital compasses, barometers and proximities. The aim of this study
is to utilize mobile phone accelerometers to monitor Muslims’ body positions and
movements in order to determine their prayer quality. To do so, the accelerometer data
will be collected and analyzed to detect and discover the prayer’s activities: standing,
bowing, prostration and sitting.

In this paper we present a novel method for detecting prayer activities based on the
mobile phone accelerometer. We discuss the related work in Sect. 2. Then in Sect. 3,
we describe our activity model and the process for addressing the activity recognition
task. Next, in Sect. 4, we go on to evaluation techniques that we have used to assess
our system. Toward the end, in Sect. 5, we discuss our conclusion.

2 Related Work

Recent advances in computers have given rise to a large number of technologies that
can be used for various purposes. For example, mobile sensors are now widely used by
people to record data while they move. These sensors range from specific sensors that
can be embedded in systems such as location-based sensors (e.g. GPS) to stand-alone
systems such as physiological sensors that can be used to detect emotions or vital signs
(e.g. Galvanic skin response), or mobile sensor accelerometers used in our study that
can be embedded to devices (e.g. wearable device or mobile phone) to monitor human
activities.

Mobile accelerometer sensors have been used in a wide variety of applications.
They are currently the most widely used sensors in human physical activity monitoring
in clinical and free-living settings [5]. For example, Ravi et al. [6] have used
accelerometer data to recognize user activity and by formulating as a classification
problem. In addition, accelerometer sensors could be used in fall detection and health
monitoring as [7] has implemented wireless acceleration sensor module and algorithm
to detect the wearer’s posture, activity and fall. This system can be applied to patients,
elders and sports athletes’ exercise measurement and pattern analysis.

The convergence of pervasive and sensing technologies and signal processing,
provides a platform for a wide range of innovative applications based on a more refined
understanding of the users’ context; wherever they are, whatever they might be doing
and why. These applications can range from environment monitoring [3], emotion
mapping [8] to religious application [9]. Nowadays, with the increase in technologies’
popularities among Muslims, many developers resort to program Islamic applications
to meet their religious needs. Islamic-focused mobile phone applications are not a new
phenomenon. Several of these applications were available over the past few years;
however most of them have focused on verses of the Quran such as iQuran, Qibla: the
direction that should be faced when a Muslim prays, such as “Find Mecca” and other
instructional applications like Athkar, Islamic Pocket Guide etc. [10].

Other important aspects should be covered in worship, besides verbal aspects.
Physical movements play an important role inMuslims’ lives which needs more research
to be conducted technically. Indeed, many applications have monitored physical worship
but they are still limited. For example, Ravi et al. [11] and Alnizari [12] have proposed an
architecture using radio frequency identification (RFID) technology to track and monitor
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individuals during Hajj pilgrimage. Mohandes et al. [13] have outlined a system for
tracking and monitoring pilgrims during Hajj in the Holy area, consisting of a mobile
phone equipped with a Global Positioning System (GPS) used by pilgrims and wireless
sensor networks (WSNs) installed in the surrounding environment to observe the loca-
tions of pilgrims. Mantoro et al. [14] have also proposed a HajjLocator framework for
Hajj Pilgrim tracking based on mobile phone environments as it is reasonably affordable
and is widely used by people. Amro et al. [15] have put together a plan for assisting the
pilgrimage leader (Mutawwif) to perform his/her duties and add new capabilities and
solutions for the most significant challenges such as finding lost pilgrims, predicting
where they are and avoiding losing them.

As well as the studies conducted into the potential of technology in assisting
pilgrimages, a small range of projects have been developed regarding prayer practice.
El-Hoseiny et al. [16] have worked on a system capable of recognizing major postures
and actions performed by a Muslim normally during the prayer. The core of their
scheme was based on video-processing which contained a basic module known as the
front end. The action recognition phase was implemented as a customized module
using a special model developed specifically to fit this purpose. Muaremi et al. [17]
have also presented their work to differentiate, in the first case, between congregational
prayers and individual prayers, and in another case, between silent prayers and loud
prayers by using two wearable sensors namely chest belts and wrist-worn devices.
They collected data from bio-physiological responses of people performing different
types of prayers during an Umrah pilgrimage. Nonetheless, none of the previous works
have monitored physical activities during prayers. Using the technology in the Islamic
applications is still in the stages of early development and there is a space to utilize the
technology to support Islamic worships. The focus of this work is on investigating the
use of mobile phone accelerometers to monitor and recognize the prayer’s activities in
order to assess its correctness.

3 Prayer Activities Detection System

In this section, we present a novel method for detecting prayer activities. The work
presented in this paper comprises six components as illustrated in Fig. 1.

For further illustration, in this work, different techniques have been manipulated to
analyze and detect prayer movements’ patterns in collected data. Mobile phones are
commonly used as a sensor for a wide range of applications. Most of off-the-shelf
smartphones offer built-in sensors including accelerometer, gyroscopes and vibration
monitoring. These sensing capabilities can provide a rich source of information about
body movements and physical behavior. This study utilizes mobile phones as a means of
data collecting and analysis of body movement during prayer (i.e. prayer here refers to
Muslim prayer). In order to record the sequence of movements, a mobile phone appli-
cation needs to be used to capture the data. A number of applications have been reviewed
and the application with the best performance has been adopted for this study. Android
has been adopted as the main platform for data collection, since Android applications are
easy to access and easy to use and does not require the application to have special
permission to use it [18]. In order tomonitor prayer activities themobile phone is attached
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to the worshipper before the start of the prayer in a convenient and comfortable fashion.
A preliminary set of experiments have been conducted in order to figure out the best place
to locate the mobile (e.g. on the chest, the hip, the back or the arm). The upper back was
the best location we have selected because it provided a clear pattern of movement and
usability combined with comfort. The best position was chosen for the rest of the
experiments and data collection stages. During the prayer activity, the body of a person
will change between six possible positions, as illustrated in Fig. 2, from the person
standing still (No. 1), to the person’s forehead touching the ground (No. 6). For this task,
we examined the posture and acceleration data of the mobile phone. The application
monitors the body movements by collecting data using some methods to analyze it
followed by measuring the correctness of each activity in every round.

Fig. 1. System components.

Fig. 2. A sequence of the prayer covering all the possible positions of the subject’s body.
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Based on vibration readings, the raw accelerometer data has the following attri-
butes: timestamp, acceleration along x axis, acceleration along y axis and acceleration
along z axis [19]. All collected data was subject to inspection and analysis to remove
any corrupted data using various techniques including moving average filter in order to
obtain only higher values which are the most representative for movements. Thus, we
obtained smoother acceleration values to work on, which allow more accurate results
compared to just raw data. After the process of noise removal, further processing of the
data was carried out to partition the acceleration values into small segments based on
their approach for visual pattern inspection. The segmentation of acceleration signals
made it easy to highlight the prayer activities patterns, as shown in Fig. 3 (Standing
tagged with no. 1, Bowing no. 2, Prostrating no. 3 and Sitting no. 4). Also, this
segmentation helps to understand and identify the main features in the collected data
for classification. For each of the segments, the features were extracted which made the
signal distinct. We have generated average values for all three axes (x average, y
average and z average). The features selection process is followed by feature reduction
in order to run and compare different machine learning techniques to classify prayer
activities. After that, the labeling was performed manually, choosing from one of the
four prayer activities available.

Regarding the classification step, many different approaches have been used in the
literature in the context of activity recognition [20]. In our study, we have applied
supervised classification methods and training phases because of the nature of prayer
activities. Previously, various classification models have been adopted in order to
detect physical activities. Here, appropriate classification algorithms have been
exploited to classify body movements into different categories e.g. standing, bowing,
prostrating and sitting, as shown in Fig. 3. Classification of acceleration segments into
a given number of classes using the segments’ features can be achieved by various
statistical and predictive methods. Naïve Bayes, K-Nearest Neighbor or IBL and J48
Decision Trees algorithms were chosen due to their good performance and high
accuracy to detect prayer activities. There is no universally accepted method of
detecting a particular range of activities and all techniques have associated benefits and
limitations [21].

Fig. 3. Prayer activities patterns in one round of prayer.
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4 Evaluation and Results

To evaluate our system, we have used two groups of datasets in our experiments:
training and testing datasets. The training set was implemented to build a model, while
a test (or validation) set is to validate the model built. For the training model, the data
has been collected from thirty rounds; each round consists of eight stages with the
following order: long standing, bowing, and short standing, first prostrating, first sit-
ting, second prostrating and second sitting. During the classification stage, we have
implemented Naïve Bayes, IB1 and J48 Decision Tree algorithms available in Weka,
which is a machine learning workbench that supports many activities of machine
learning practitioners. After the feature reduction process, the dataset used 10
Cross-Validation evaluation technique provided by Weka and achieved a mean clas-
sification accuracy of �x ¼ 100% using Naïve Bayes. The IB1 algorithm was tested and
achieved a mean classification accuracy (�x ¼ 100%). The J48 Decision Trees algo-
rithm was also tested and achieved the lowest mean classification accuracy
(�x ¼ 94:9153%). This suggests that the prayer activities can be classified relatively
accurately. By observing the results, it appears much more difficult to recognize the
standing and sitting patterns; we find that this is because those two similar activities are
often confused with one another. After applying different machine learning algorithms
to the prayer activities dataset, another dataset containing the prayer activities (testing
dataset) was tested using an evaluation technique known as a “Supplied Test Set”. In
this evaluation technique, we test the learning model using a dataset that has not been
seen previously. To evaluate our learning models, we have used ten subjects. Table 1
shows the mean classification accuracies to classify prayer activities for all testing
subjects using all three algorithms.

By comparing the classification accuracies that resulted from the three algorithms,
we notice that Naïve Bayes performs better than both the IB1 and J48 algorithms since
the Naive Bayes algorithm is based on conditional probabilities that might be more
suitable given the nature of our data. However, the results presented here are optimized
after several trials were made to enhance the classifiers’ performance.

5 Conclusion

Our preliminary experiments and results showed a noticeable pattern in accelerometer
signals in relation to different prayer activities. The prayer activities sensed are a rich
source of information and could be used in monitoring prayers in order to determine

Table 1. Mean classification accuracies for testing subject using all three algorithms.

Classification algorithm Classification accuracy

Naïve Bayes 91.8462 %
IB1 87.7692 %
J48 Decision Tree 89.8462 %
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prayer quality regarding its order and completeness of different prayer positions.
Moreover, it could also be used to develop learning and educational applications to
advise people praying on the accuracy of their prayers.
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Abstract. In the era of the Internet of Things (IoT), various applications pro-
viding people with utilities are rapidly emerging by the needs for people.
Recently, combining cloud computing, IoT technologies, and vehicular appli-
cations promotes Intelligent Transportation System (ITS). In other words, this is
for safety of vehicles and drivers as well as convenience of the drivers.
Vehicular Ad-hoc Network (VANET) is an application of Mobile Ad-hoc
Network (MANET), which is a networking technology including
vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) using wireless
communications. In real life, vehicles and infrastructures which have a lot of
sensors generate various data for Cooperative-Intelligent Transportation System
(C-ITS) application services according to each sensor type. Therefore, collect-
ing, processing, and storing a number of data generated from various sensors
built in vehicles and infrastructures require a great computing capacity and
storage resources. In this paper, we propose an architecture of prospective
cloud-connected vehicle information system for C-ITS application services in
connected vehicle environment and describe the procedure of our local and
global vehicle information system concerned with case scenario.

Keywords: IoT � ITS � C-ITS � Vehicular network � VANET � V2V � V2I �
Cloud computing � Connected car � LDM

1 Introduction

With advanced IT technologies in the cloud computing era, Internet of Things
(IoT) allows to design and devise a wide range of applications in a number of different
ways. Recently, this flow meets increasing interests in amazing future vehicle system
so that a wide variety of vehicular applications is used for Intelligent Transportation
System (ITS) such as automatic driving. This allows ITS to guarantee safety for
vehicles and drivers or convenience on driving for drivers, ease traffic congestion, and
mitigate environmental pollution, which can be realized by implementing IoT frame-
work in the vehicular cloud environments [1].
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Various sensors mounted in vehicles show the characteristics of the dynamic node
topology in accordance with the movement of the vehicles on road, which is different
from traditional static Wireless Sensor Network (WSN). Very dynamic changing
topology of sensors in the circumstance of rapidly moving vehicle nodes creates a
network topology that cannot be predicted. This can cause data loss and deliver dis-
torted information while the data packets are passing between network nodes [2].
VANET which is an application of MANET is a networking technology that provides
wireless communications between a plurality of rapidly moving vehicles and with
Infrastructures (e.g. RodeSide Unit) such as V2V or V2I respectively. Saif Al-Sultan
[3] describes a comprehensive VANET communication. Li [4] classifies and summa-
rizes the most well-known routing protocols for VANET as follow: Topology-based,
Position-based, Cluster-based, Infrastructure-based, and broadcast [4]. A vehicle
information system is really needed in local automotive environment as well as global
cloud environment through this network.

Cooperative-Intelligent Transportation System (C-ITS) application services relating
to traffic safety and efficiency use the meaningful information of the data obtained from
the ego-vehicle, other vehicles, and infrastructures on roads. One of characteristics of
vehicles in C-ITS applications is to have a huge chuck of sensors that are pouring so
much data, which have much interest in even field with big data as the automotive
industry. Precise analysis of vehicle information on driving and vehicle behaviors
provide objective information on vehicles or roads and help to make data-driven
decisions. Therefore, we need appropriate vehicle information system for C-ITS
application services to realize amazing future vehicle system for storing, managing and
transmitting data used for the C-ITS application services in connected vehicle envi-
ronment and computing resource or storage capacity to handle a large scale information
for realizing actual models in the real world. It means that cloud-connected vehicle
information system can be one solution.

Ericssion [5] proposes open Connected Vehicle Cloud (CVC) which supports
various business models and application development needed in automotive ecosystem
providing vehicle and device data connector, cloud management functions as open
API. T-System [6] also proposes open CVC supporting development and deployment
of C-ITS application services on OEM, Telco Provider, and 3rd party with Embedded
Connected Car Platform (ECCP), M2M Platform, and Central Connected Car Platform
(CCCP). However, many automotive platforms and systems still are static on cloud
resource management operation in accordance with the application requirements.

In this paper, we propose an architecture of prospective cloud-connected vehicle
information system for C-ITS application services in connected vehicle environment
and describe the procedure of our local and global vehicle information system con-
cerned with case scenario (Fig. 1).
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2 Proposed Architecture of Prospective Cloud-Connected
Vehicle Information System for C-ITS Application Services
in Connected Vehicle Environment

We propose an architecture of prospective cloud-connected vehicle information system
for C-ITS application services in connected vehicle environment. Advanced Driver
Assistance System (ADAS) which is an application of our proposing system recognizes
or judges the set of circumstances of ego-vehicle or road state, and provides drivers
with analysis contents on surroundings area through visualization. This information
used for applications such as ADAS is not limited to a single-node. A vehicle infor-
mation system generates a real-time traffic information through crowdsourcing method.
In other words, it is utilized to multiple-node for a wide range of applications through
V2X based communications to perform the exchange of information between our local
vehicle information systems in mobile devices and our global vehicle information
systems in cloud infrastructures. The architecture of the vehicle information system we
propose in mobile devices and cloud infrastructures is as follows (Fig. 2).

Proposed our mobile vehicle information system is composed of next-generation
high-speed wireless networks based V2X communication units between other vehicles
and roadside infrastructures. Our mobile vehicle information system in mobile devices
analyzes the status of the vehicles in real time using a built-in sensor data collected in
the mobile vehicle information database. When an accident of driver’s vehicle occurs,
the system can automatically provide C-ITS application services such as sending the
current position and state information of the vehicle to the vehicle information system

Fig. 1. Overall real model for proposed vehicle information system [7, 8]
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of other mobile terminals in other vehicles and the central control center in cloud. Our
mobile system continuously shares and exchanges useful information between roadside
infrastructures and the other vehicles, but not limited to information acquired form a
single node. The drivers who are linked to a central control center of the vehicle
information system through the networks provide an integrated information and utilize
C-ITS application services such as a critical alarm and safety precaution. Functions of
our mobile vehicle information system in a mobile terminal of a vehicle are as follows.

On-Board Communication Unit: Integrated communication network management of
the automotive environment of connected vehicle within the mobile devices. It con-
stitutes In-vehicle network, V2V, and V2I and determines to use what on-board
communication unit such as Bluetooth, Controller Area Network (CAN),
DSRC/WAVE, Wi-Fi, and 4G/LTE by configuration to scenario.

Screen & Head Unit Management: Deployment of developed C-ITS application
services via application store and management of the application services via software
update function.

Security: Security manager of the personalized system using authentication by login
interface of an individual user who uses the vehicle application services and man-
agement of certificate repository of the user.

V2X Message Management: Message manager of management, transition, and
reception of collected, processed, and managed data to apply for various application
services using V2X Message Interface.

Fig. 2. Overall architecture of prospective cloud-connected vehicle information system for
C-ITS application services in connected vehicle environment
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Vehicle Sensor Service Framework: Framework on processing the sensor data gen-
erated in the vehicle, which objectifies sensors in vehicles based on metadata of sensors
and provides sensor mashup composition and vehicle sensor service API interface.

Local Sensor Data Repository: Central repository for holding the contents of the
local vehicles such as ego-vehicle and others in the vicinity for particular application
services using V2X communication.

Device Data Management: General device data management, which actually collect,
aggregate, and distribute sensor data the system will use for C-ITS application services.

Local Dynamic Map (LDM): Conceptual data storage for information relating to
operate Cooperative-ITS (C-ITS) applications for road traffic safety and efficiency.
The LDM database reflects the road traffic information and the road status information
around vehicles on a fixed map information. This idea helps communicate among
various applications via LDM, which shortens the response time on the request for
information in the database and improves C-ITS application performance, as well as
reduces the data traffic.

Vehicle Application: Mobile application services provided by the in-vehicle mobile
devices.

The large amounts of data collected by infrastructures and vehicles is transmitted to
the central control center of big data processing system to process it. The central control
center provides comprehensive information for smooth traffic flow and safe driving to
the driver of each vehicle generating information after various data processing. Our
global vehicle information system in cloud environment performs complex processing
by the event by combining data from multiple sources. The global traffic information
being produced continuously over the cloud computing resources in real-time is col-
lected and processed. Our system can construct the environment for analysis of big data
by extracting meaningful information from it, which ensures the reliability of data,
seeks the scalability of the data analysis, and makes the effect of reducing the time and
costs for traffic analysis through a distributed application such as Hadoop running on
secure computer clusters. Functions of the vehicle information system of the physical
infrastructure in the cloud is shown below.

Global Vehicle Application: Global C-ITS application services provided by global
cloud environment.

Cooperative Information Management: Global integrated information management
by monitoring, processing, and storing information as global LDM in global cloud
environment.

V2X Message Service: V2X message service management as a mobile vehicle
information system as well as topic analysis interested in particular local area based on
geometry.

CloudResourceManagement: Cloud resourcemanagement, which controls policy for
using cloud resource dynamically, monitors, profiles, and schedules the cloud resources.
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Identity Management: Security manager which is linked security in mobile vehicle
information system giving functions such as profiling user information, authentication
determined by rule engine.

Vehicle Service Repository: Storage for the global vehicle application services.

Vehicle Service Develop & Deploy Environment: Development environment which
allows to develop global and local vehicle application services in cloud and deploys the
application linking Screen & Head Unit Management in client vehicle system.

3 Scenario Case: Procedure of Local and Global Vehicle
Information System

The mobile vehicle information system in mobile terminals collects and analyzes
sensor data from in-vehicle and surrounding other vehicles or infrastructures in
real-time using V2X communication units within the vehicle on-board communication
unit. Objectifying sensor devices is to make a variety of things such as devices objects
using profile which is information of a variety of things and devices in order to provide
the web service of the vehicle environment, which is a phase as sensor metadata
scheme. A combination of sensor objects using a sensor mashup composition makes it
possible to provide a newly-configured service. Collected data from sensor devices is
managed as object catalog, meta-database, local area database, and global area data-
base. This managed data is used in various applications through networks via V2X
message management which has V2X message manager, message transmitter, and
message receiver functions, and these data builds and constitutes LDM environment
through the positioning of the vehicle and map-matching in a fixed map information
database via the data fusion. LDM includes information of the real world which
comprise a conceptual information on objects that affects with respect to the traffic
flow. Data depicting objects in the real world is defined by layering and expressing in
the flowing categories (permanent static data, transient static data, transient dynamic
data, and highly dynamic data) [9]. Monitoring road traffic information and road status
information in real time to detect and diagnose a particular event occurring for each
event is set to enforce action decided by established automation of analysis of the big
data collected from sensors using a machine learning. C-ITS application services such
as detection of vulnerable road user and accident avoidance guarantee the safety and
convenience of the driver by recognizing the road conditions or circumstances such as
roadside. C-ITS application is determined whether it exercise in local mobile devices or
global cloud resources according to requirements of application services. The collected
data through the cloud resource-linked offloading via a network which contains the
information of the node by using a global LDM vehicle cloud-based collection, storage,
through a process step to the relational information for the entire single road conditions
processing to build a databases. Through Complex Event Processing (CEP) analysis
with the resource pattern matching and filtering on provided cloud computing resources
linked to a central control center, when we build an integrated environment of the
vehicle information system that responds to detect changes, implementing C-ITS in the
real world can be operated more easily and efficiently (Fig. 3).

A Prospective Cloud-Connected Vehicle Information System 181



4 Conclusion

In this paper, we propose an architecture of prospective cloud-connected vehicle
information system for C-ITS application services in connected vehicle environment
and describe the procedure of our local and global vehicle information system con-
cerned with case scenario. Data generated from a variety of sensors in infrastructure on
road or vehicles in the real world is the big data requiring more computing resources to
process it efficiently. Processing a number of data generated from various sensors built
in vehicles and infrastructures requires a great computing capacity and storage
resources. The information by the respective vehicle nodes using the VANET network
access is aggregated in global vehicle information system of central control center to
manage the data acquisition process according to the definition of the data type of
LDM. Therefore our local and global vehicle information system to process or manage
efficiently transportation relational big data enhance a quality of C-ITS application
services using various functions. In addition, we need to study more related-research on
greater access to vehicle information in cloud which can improve C-ITS application
service such as autonomous driving [10].
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Abstract. This paper shows a video and USB transmission device for high-
quality cloud desktop service. In a general software-based desktop service, an
application such as a game cannot be serviced normally due to a long latency. To
solve this problem, a passthrough virtualization system which assigns a graphic
card to each user is used and hardware devices which transfer video and USB
signals to the network are developed. In the hardware device, a simplified switch
is adopted to support multi-user. A cloud desktop service using these devices can
provide a satisfactory service in an application where the latency becomes a
problem.

Keywords: Video · USB · Latency · Simplified switch

1 Introduction

Cloud Services can be divided largely into SaaS, PaaS and IaaS. The service ordinary
users often encounter is the SaaS. DaaS (Desktop as a Service) is similar to SaaS and
this service provide a personal desktop virtually to a user. These services (SaaS and
DaaS) can support many users on a single server, but has limitations on the application
which they can provide. For a high-resolution multimedia service, as concurrent users
increase, it becomes more difficult to provide the service. Indeed, for an application such
as a game which requires low response time, it is almost impossible to provide the
service. This is mostly because of the long delay time of graphic processing.

There are several methods for graphic virtualization in a server. Typical examples
are full virtualization, mediated passthrough [1], and direct passthrough [2, 3]. Addi‐
tionally, hybrid styles such as gVirt are also possible [4]. Among them, direct pass‐
through method shows good performance close to the non-virtualized system, even
though it can support fewer users because one GPU has to be assigned to every VM.
And it has advantage that chipper video cards can be used.

Passthrough feature is not only applicable to GPUs but also to other peripheral
devices. DaaS user can directly interface to the VM without emulation if the passthrough
feature is applied to USB devices. A system called “green PC solution” which applies
passthrough feature to graphic cards and USB ports is developed. In this system, a
graphic card and a USB port are assigned to each VM and output of graphic card and
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USB port is connected to the user with a direct cable. In this paper, to substitute the
direct cable with an IP network, an add-in card for a server and a client device for a user
are proposed. Additionally, a switch structure in the add-in card is described.

2 Video and USB Transmission Devices

In a common cloud service, software based solution is installed in a server and a service
user uses a device called “Thin client” or “Zero client”. The proposed system is equipped
with multiple graphic cards and a server card which transmit the graphic card output
port and USB port signals to a network. For a service user, a dedicated “Zero client” is
used for short response time, even though a common “Thin client” can work. Figure 1
shows the difference between the common cloud and the proposed cloud service
systems. The server card can be implemented in several ways.

Fig. 1. Comparison of the common cloud system and the proposed system

Figure 2 shows an example of a server card using commercial chips which convert
video and USB signals into network packets. This example is a server card which
supports 4 users. Each “video & USB processor” receives video and USB signal from
the port and convert them into network packets. It also receives network packets which
contains USB information, convert the packets into USB signals, and sent the signal to
the USB ports. Because this card has only one network port, each “video & USB
processor” has different IP address and the network packets are routed by the switch
chip. Video transmission chip and USB over IP chip can be separately implemented.
The client device is implemented with the same chip of the server card without a switch
because it is only for one user. FPGA can be used instead of commercial chips [5]. In
this case, switch can be implemented in the FPGA together. In some case, a commercial
chip has the function of a graphic card. Then, graphic cards are not required and the
chips communicate with the server using PCI-express interfaces. However, these chips
cannot be used for an application requiring GPU with high performance, so these chips
are used as BMC in the server management system or as a processor for KVM over IP
system.
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Fig. 2. An example of a server card

3 Simplified Switch Structure

Since the server card has to support multiple users, it must include a switch. Generally,
a common switch chipset is used. However, switch chip becomes expensive as the
number of port increases. And, in this case, it is not necessary for the chip to act as a
general switch. Because video and USB signals of VM are only required by a user in an
external network, communications between inner ports are not necessary. In the switch,
all packets from inner ports should go to the external port and packets from the external
port should be distributed to the inner ports. Therefore, the simplified form of switch
can be used instead of a general switch chip.

Figure 3 shows a simplified model of a switch chip. All packets from inner ports are
delivered to external port without any processing (or with simple congestion control
algorithm). All packets from external port are distributed to inner ports according to the
destination IP address. For this, the IP information of “video & USB processors”
connected to the inner ports must be recorded in the registers. If a received packet does
not have a unicast IP as a destination, this packet is broadcasted to every inner port.

To simplify the structure of switch further, all packets from external port can be
broadcasted to every inner port. It is shown in Fig. 3(b). Whether packets are received
or dropped is the responsibility of the chips which are connected to the inner ports. By
this approach, the switch function can be implemented very easily, but has some disad‐
vantage of power consumption due to unnecessary packet delivery.

As mentioned before, if the server card is implemented with FPGA instead of
commercial chips, switch function can be implemented in FPGA together. Because there
are no separated chips, only one MAC is enough to accomplish the switch function. Not
only the MAC address, IP address can be shared among VMs (the IP to send and receive
video and USB signals, not the IP of VM itself). In this case, received packets from
external port can be distributed according to the port number.

186 C. Park and H. Kim



4 Implemented Results

Figure 4 shows server cards supporting two users and client devices, each of which
consists of a commercial chips and FPGAs. With these devices, the delay time of DaaS
service on a LAN is tested. Each represent the delay time of 40 ms and 70 ms. The
difference between the two delay times is mostly due to hardware codec implementation.
In both cases, there is no problem to service an application which requires fast response
time such as a game.

Fig. 4. Implemented server cards and client devices

Fig. 3. Simplified switch model

Video and USB Transmission Devices for Cloud Desktop Service 187



5 Conclusion

This paper shows a video and USB transmission device for high-quality cloud desktop
service. A passthrough virtualization system which assigns a graphic card to each user
is used and hardware devices which transfer video and USB signals to the network are
developed. In the hardware device, a simplified switch is adopted to support multi-user
and to reduce design complexity and cost. A cloud desktop service using these devices
has delay time less than 70 ms on the LAN and provides a satisfactory service in an
application where the latency becomes a problem.
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Abstract. In the current mobile software environment, the device fragmentation
phenomenon causes a serious problem to the mobile software ecosystem stake-
holders. Since mobile manufacturers make various differentiated hardware com-
ponents for product differentiation around strategically selected open platforms, a
huge number of devices are produced each year. Since the application developers
have to verify manually whether the developed application is compatible with
specific devices, a tremendous burden is put on the application developers. To
solve this problem, we propose a feature-oriented mobile software development
framework and implement as part of it an automated tool for compatibility veri-
fication. To evaluate our framework, we conduct a case study with 10 devices and
21 features from the real world. The result of the case study indicates that a
significant effort reduction can be achieved by using our framework.

Keywords: Mobile software ecosystem � Device fragmentation phenomenon �
Feature model � Android

1 Introduction

“A Software ECOsystem (SECO) is the interaction of a set of actors on top of a
common technological platform that results in a number of software solutions or ser-
vices” [1]. A Mobile Software ECOsystem (MSECO) is a software ecosystem that
consists of a set of actors where the actors interact with each other through a common
technological platform that enables a number of mobile applications to simultaneously
run on mobile devices such as smart phone, tablet and smart watch [2].

In the past, the mobile manufacturers developed mobile software using in-house
platforms whereas today the majority of manufacturers develop mobile software using
open platforms such as Android. Since mobile manufacturers develop various differ-
entiated hardware components for device differentiation around strategically selected
open platforms, there are a huge number of devices [3] in the current mobile software
environment. This is called the device fragmentation phenomenon [4].
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According to the survey in [3], conducted by Open Signal, as of 2013, there exist
approximately 682,000 Android devices. These devices are classified into 11,868
species by various criteria, such as manufacturer, version of API, display resolution etc.
Moreover, since the number of mobile devices increase steadily every year, devices
fragmentation phenomenon will be worse in 2015. The device fragmentation phe-
nomenon affects four stakeholders in the software ecosystem: the platform providers,
the end-users, the application developers, and the market service providers. Among
them, especially, the application developers will have difficulty in verifying compati-
bility whether developed application will run on specific devices.

To relieve the application developers of the burden arising from the device frag-
mentation phenomenon, we propose the Feature-Oriented Mobile Software (FOMS)
development framework and implement as part of the framework a tool that automates
compatibility verification. Our framework is the result of viewing the device frag-
mentation phenomenon from the perspective of application developers. It is composed
of the domain part and the application part. In the domain part, domain experts collect
the features of devices and analyze it using the software product line approach. In the
application part, developers take advantage of the artifacts constructed by domain
experts for application development. To evaluate our framework, we conducted a case
study with 10 devices and 21 features used in real world. It shows that a significant
efforts reduction is possible by using our framework rather than the traditional approach.

This paper is organized as follows. In Sect. 2, we introduce background for
understanding our framework. In Sect. 3, we describe the FOMS development
framework for resolving the device fragmentation phenomenon from the perspective of
application developers. In Sect. 4, we introduce our tool for automation of compati-
bility verification. In Sect. 5, we conduct a case study. In Sect. 6, we discuss related
works dealing with the device fragmentation phenomenon. Lastly, we conclude with
our contributions and future works in Sect. 7.

2 Background

In this section, we introduce the device fragmentation phenomenon, the concept of
feature model and a classification of mobile device features.

2.1 The Device Fragmentation Phenomenon

The stakeholders of the mobile software ecosystem are the platform provider, the
end-user, the application developer and the market service provider. To these stake-
holders the device fragmentation phenomenon causes the following problems. First, the
platform provider has difficulty in managing platform evolution since various versions
of a platform exist. Second, the end-user has difficulty in finding an application that is
compatible with the user device. Third, the application developer has difficulty in
testing developed software because they do not know the compatible target devices.
Lastly, the market service provider has difficulty in providing exact application since
they do not know precisely what features each device has.
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2.2 Feature Model

Feature model was first introduced in the feature oriented domain analysis (FODA) [5]
method in 1990 by Kang et al. Since then, feature model has been widely used to model
relationships between features including commonality and variability of features by
many Software Product Line Engineering [6] researchers. In the early stage of software
product line development, the feature modeling technique is very instrumental in
identifying and analyzing reusable parts. There are many kinds of feature models
including FODA, FORM [7], Cardinality-based FM [8], etc. Among them, we will use
the basic feature model in [9], which includes mandatory, optional, OR and alternative
feature and constraints (i.e. the require constraint and the exclude constraint).

2.3 Classification of Mobile Device Features

Lee and Kang [2] classified features in mobile devices into four groups: platform
features, manufacturer features, regional features and differentiated features. A platform
feature is a feature distributed by a platform vendor. Examples of a platform feature are
GPS, Bluetooth and LTE. A manufacturer feature is a feature made by the mobile
manufacturer to compete with other mobile companies. A regional feature is a feature
used for a specific country or a network operator. Lastly, a differentiated feature is a
unique feature for product differentiation. Examples of a differentiated feature are
IrDA, S-pen and Finger scan. In this paper, the domain experts will construct a feature
model using a classification method and the basic feature model technique.

3 A Feature-Oriented Mobile Software (FOMS) Development
Framework

In this section, Sect. 3.1 describes our FOMS development framework for resolving the
device fragmentation phenomenon and Sect. 3.2 explains the process of the framework
with a simple example.

3.1 Methodology

Figure 1 shows our FOMS development framework. It consists of two parts: the domain
part and the application part. In the domain part, the domain experts such as software
product line experts and platform vendors are in charge of data collections and con-
struction of a feature model. In the application part, the application developers derive
useful information for application development from the constructed feature model.

The FOMS development framework has six steps. In steps (1) and (2), device
information is gathered from a specific source such as a description file, which
describes device information in a format specified by the market service provider.

A Feature-Oriented Mobile Software Development Framework 191



To extract the features of a device, the domain experts can take advantage of
description file. Each piece of device information should be given in a well-organized
form, such as matrix, table or database.

In steps (3) and (4), the domain experts construct the feature model from the Device
Feature Matrix. Since the feature model has a hierarchical tree structure, the domain
expert should know the characteristics of each feature of a device. All of the features
are categorized into the four groups using the classification method explained in
Sect. 2.3. As a result, two feature models are constructed: Domain Feature Model and
Device Feature Model. The domain feature model represents all device information
while the device feature model represents feature information of a specific device.

In step (5), the application developers can select various features in the domain feature
model following the application specification of what the developer should develop.

In step (6), compatibility between the selected feature model and each device feature
model should be checked. To that end, the application developer can use the ACC
(Automated Compatibility Calculation) tool that we developed as part of the FOMS
development framework, which automatically check compatibility between them.

At the end of the process, the framework generates two artifacts: a list of com-
patible devices and a market meta-data. The market meta-data will take advantage of
the fragments of AndroidManifest.xml for checking compatibility between developed
application and specific devices in Google Play Store.

Fig. 1. The procedure of the FOMS development framework
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3.2 A Conceptual Example for the FOMS Development Framework

An example of a well-organized device feature matrix is given in Fig. 2(1). Since GPS
is a kind of geographical sensor, the parent feature of GPS can be named as
“Geo-sensor”. In addition, since all devices have the GPS feature, it should be a
mandatory feature. The features 2G, UMTS, and LTE are network features. So their
parent feature can be named as “Networks”, which can have at least one and at most
three sub-features.

The domain feature model in Fig. 2(2) shows the feature model constructed from
Fig. 2(1). To model the observations in the previous paragraph that the “Networks”
feature is made up of three features (i.e. 2G, UMTS and LTE), Fig. 2(2) uses the in-
clusive_or constraint, in this case with the cardinality of inclusive-or of “from 1 to 3”. The
categories “Geo-sensor” and “Networks” can be classified into Platform Feature by [2].
On the other hand, since S-Pen is a feature for product differentiation by a Company S, it
can also be classified into Differentiated Feature by [2]. The domain experts should name
the parent feature of S-Pen as Company S and this feature is an optional feature.

After the domain feature model is constructed, the developers can select the fea-
tures in Fig. 2(2). In our example, if a developer selects four features, for example
GPS, 2G, UMTS, and LTE, which can be described as:

Fig. 2. Device feature matrix and domain feature model

Table 1. Compatibility calculation for the example in Table 1 and Ce

Devices Platform feature Differentiated feature Compatibility
calculation
with Ce

GPS 2G UMTS LTE S-Pen

D1 O O O O O O
D2 O O O O X O
D3 O O O X X X*

D4 O O X X X X**

*LTE is not supported by D3
**UMTS and LTE are not supported by D4
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Ce ¼ GPS; 2G; UMTS; LTEf g

To support development, the framework produces two pieces of information: a list
of compatible devices and a market meta-data. Table 1 shows that D1 and D2 are
compatible while D3 and D4 are not. In addition, we will describe a detailed
description of the market meta-data in Sect. 5.

4 The Automation of Compatibility Calculation

As part of the FOMS development framework, we implemented a tool ACC and posted
it at http://salab-intra.kaist.ac.kr/FOMS. The language used for the server side of ACC
is PHP. ACC consists of two components: one for domain feature model configuration
and the other for application development support. Developers can get application
development support by making a device configuration for an application in the former
component after pressing ‘submit’ button. The application development support
component consists of three sections: a list of compatible devices, a list of incompatible
devices and auto-generated market meta-data, which is applied to AndroidMenifest.
xml. With the result component, the developers can notify which devices are com-
patible with the application. Moreover, the developers can paste auto-generated XML
code fragments directly into the development asset, i.e. AndroidManifest.xml.

The ACC tool uses the set operation union ([ ) for implementing compatibility
calculation as in the formula F1. As an example for using ACC, if a set of features in
device D (i.e. Device Feature Model) is compatible for given selected features C (i.e.
Selected Feature Model), then C must be subset of D and F1 should be satisfied.

D[C ¼ D ðF1Þ

To implement the compatibility calculation, the feature set of device information is
represented as a binary scheme as exemplified in Fig. 3. A bit location represents a
feature. The value indicates existence or non-existence of a feature, with “1” repre-
senting that the device or configuration have the feature and “0” representing that the
device or configuration does not have the feature. For example, in Fig. 3, ①, ②, ③
and ④ each represents a feature. The value 1001 means that features 1 and 4 exist but
features 2 and 3 do not.

Fig. 3. A binary scheme for representing device information
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For compatibility calculation, the condition whether the given configuration sat-
isfies a compatibility F1 or not, can be defined as F2.

dþ cð Þ � d ¼ 0 ðF2Þ

where d is a binary scheme for a specific device D, and c is the configuration for device
C given by the developer.

When OR operation is applied to d and c, if C is subset of D, then it will produce
value d. Since XOR gives 0, if two given operands have the same value, the result is 0.
The meaning of the result with 0 from this calculation is that the device and given
configuration is compatible. Table 2 shows an example of compatibility calculation.
Suppose that the domain has four features, each named as “Feature n”. Then if the
developer gives device configuration with the value 1101 (Features 1, 2, and 4), the
compatibility calculation results become as in Table 2, which shows that devices A and
B are compatible with the configuration that comes from the user. However, it also
shows that C and D are incompatible.

5 A Case Study

For the device feature tree, we used a well-formed table, the appendix table in [2], as an
input. We classified 21 features and represented its actual values in binary. The
identified features were 21, and we limited the number of devices to 10. Table 3 shows
the result of classifications.

There are 21 identified features, and we limited the number of devices to 10. There
are three identified categories: Platform Feature (PF), Manufacturer Feature (MF), and
Differentiated Feature (DF). PF is further classified into four categories: Graphic
Resolution with five features, Geographic Devices with 2 features, Network with three
features and Wireless Network with three features. MF is classified into one category,
touch panel. Since we identified the touch panels that are included in all devices but the
type of touch panel differs from manufacturer to manufacturer, those features are

Table 2. Device compatibility calculation

Device name Device A Device B Device C Device D

d 0xF (1111) 0xD (1101) 0x9 (1001) 0x2 (0010)
c 0xD (1101) 0xD (1101) 0xD (1101) 0xD (1101)
Calculation 1111

+ 1101
⨁ 1111

——
0000

1101
+ 1101
⨁ 1101

——
0000

1001
+ 1101
⨁ 1101

——
0100

0010
+ 1101
⨁ 1111

——
0010

Result Compatible Compatible Incompatible Incompatible
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classified into Manufacturer Feature. DF is classified into 2 company names with 1
feature for each. Furthermore, for the market meta-data auto-generation, we added a
new category “Development Information”.

For convenience, we divided features by category and added the count of shift to
left that is required to represent the actual value. The formula for getting actual decimal
value is as follows:

Table 3. Classification of 21 features and their binary values

Category Classification Features V: hex
value
(true)

S: count of
shift

Development
information

API version Version 4 0x4 19
Version 3 0x2
Version 2 0x1

Platform feature Graphic
resolution

HD 0x10 14
WXGA 0x8
WVGA 0x4
WQVGA 0x2
QVGA 0x1

Geo-sensor
devices

GPS 0x2 12
Accelerometer 0x1

Networks 2G 0x4 9
UMTS 0x2
LTE 0x1

Wireless
network

NFC 0x0 2
IrDa 0x4
Bluetooth 0x2

Manufacturer feature Touch Common
touch

0x1 5

TouchWiz 0x4
Optimus UI 0x2
Sense UI 0x1

Differentiated feature Company S S Pen 0x2 0
Company L Back hold 0x1

Table 4. Device binary code for compatibility verification

Device ID D1 D2 D3 D4 D5

Code 0x1FFF14 0x1FFF1C 0x1FFF9E 0x1FFF9A 0x1FFF55
Device ID D6 D7 D8 D9 D10
Code 0x1FFF90 0x1FFF14 0x046404 0x04FC30 0x1FF29E
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R ¼ V � 2S

In the case of the HD graphic resolution feature, the hex value for it is as follows:

0x10 � 214 ¼ 0x10 � 14 ¼ 0x40000

With this feature value, we represented 10 devices as a sequence of 21 bits as
shown in Table 4. We named each device with alphabet D and a number, i.e. D1
through D10. One of the data we used is bit representation for D1, which is 0x1FFF14.
This means that API versions are compatible with 2 * 4 (first three bits from left is
111) and all graphic resolutions are covered. However, it also says that the “S-Pen”
feature and the “Back hold” feature are unusable on this device because the last two
bits are 00.

We configured the domain feature model with the following feature set:

E ¼ f API Version 4; HD; WVGA; GPS;
Accelerometer; Common touch panel; Bluetooth g:

The result showed that compatible devices for this configuration are D1, D2, D3,
D5 and D7. In addition, the auto-generated SDK version tag and set of permission tags
of device usage for a market meta-data, AndroidManifest.xml. Developer should copy
& paste to the AndroidManifest.XML which belongs to developing application. To
evaluate our approach, the required efforts for both the traditional approach and the
FOMS development framework should be measured quantitatively for comparison.

The traditional approach requires developers to verify compatibility and write
market meta-data in manual. If changes occur to an application, developers should
verify it with n devices. Also they should verify compatibility and apply changes to
market meta-data n times. Let define the required efforts for verifying compatibility to
be v and those for giving changes on market meta-data to be δw. Moreover, if there are
m comparisons, the overall efforts become m times bigger. The total required efforts are
as in F3.

Et ¼ m �
Xn

i¼1

ðvi þ dwiÞ ðF3Þ

To measure the performance of our FOMS development framework, let us define
the efforts required for step n as en. Steps 1 * 4 are required only once even if there
are many devices. Therefore, they are independent from m. For step 5, there can be
m configurations. In the case of step 6, the compatibility verification work is automated
to ACC. Therefore, e6 is ignored. Thus, the formula for the overall required efforts
becomes F4.

EFOMS ¼
X4

i¼1

ei þm � e5 ðF4Þ
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To show the usefulness of our approach, the result of F4 should be smaller than F3.
F5 shows the interaction formula between the traditional approach and FOMS.

X4

i¼1

ei þm � e5\m �
Xn

j¼1

ðvj þ dwjÞ ðF5Þ

However, in the perspective of application developers, the required efforts for steps
1 * 4 are constants. Therefore, e5 are independent from the number of devices n. F6
shows F5 in the big-O notation.

O(m)\O(m � n) ðF6Þ

6 Related Works

As the works that address the device fragmentation phenomenon, there are only a few
methods developed in the past and they all approached it from the perspectives of the
platform provider and the market service provider.

Google Android is an open source platform that is based on the embedded Linux
and a modified JAVA virtual machine [10]. In the case of open platform, due to the
features arbitrarily appended by the device manufacturer, it is hard to avoid device
fragmentation [2]. Therefore, to solve this problem, Google distributes both the device
compatibility policy [11] and the application filtering policy [12]. However, the tra-
ditional platform-centric method handles only the features of platform vendors without
considering unique features of devices, such as a device-manufacturer’s feature and a
device-differential feature [2]. To solve this problem, [2] proposed a device-centric
method that considers all features of existing devices. The above methods tried to solve
device fragmentation phenomenon from the market service perspective. However, in
order to eliminate the problem of device fragmentation phenomenon in a fundamental
way, its solution should be considered from the development perspective, as was done
in this paper, since application developers do not know target devices and will develop
software that runs on the reference terminal such as Google Nexus 5, Nexus 7 and
Nexus S.

7 Conclusion

The FOMS development framework relieves the application developers of the burden
of manually verifying device compatibility that arises from the device fragmentation
phenomenon by providing a systematic process and the automated compatibility cal-
culation tool ACC. According to the process, a domain feature model is first con-
structed and device feature models that can be commonly used by all application
developers are constructed from it. Then the developer of a specific application can
efficiently select from the domain feature model a feature model corresponding to the
application and use the tool to produce a list of compatible devices automatically from
the selected feature model and the device feature models.
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To evaluate our approach, we conducted a case study with 10 devices and 21
features. We also presented evaluation formulas and showed the proposed framework is
more efficient for mobile application development than the traditional approach by
resolving device fragmentation phenomenon from the perspective of application
developers.

For future works, we plan to integrate our framework into an existing IDE such as
Eclipse and RmCRC IDE [13]. Furthermore, we are going to resolve device frag-
mentation phenomenon also from the viewpoints of the end-user and the platform
provider.
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Abstract. Devices are becoming increasingly interconnected and increasingly
linked to humans beings. The Internet of Things (IoT) concept was developed
from the following technologies: the internet, wireless networks, and micro-elec‐
tromechanical systems (MEMS). It is currently employed for home and industrial
applications. Because of differing requirements, different protocols are used. It
works on IP, TCP, and HTTP on TCP protocols through the MQTT, XMPP, DDS,
and AMQP protocols. IoT evolved from the convergence of MEMS wireless
technologies (like RFID and NFC) and the internet. The IoT concept is used in
M2M applications like power, gas, and oil utilities’ transmission and transport.
In this paper, we use OPNET simulation to look at two scenarios and gather traffic
data - received and average - for DB query, FTP and Email. We propose an
optional addressing method for smart-things to make up the smart world enabling
the transmission and analysis of data automatically.

Keywords: The Internet of Things · Sensors · RFID · OPNET

1 Introduction

As technology moves forward, probably the most important advances are in its applica‐
tions to business and everyday life; information and communication are fields in which
innovation has proceeded in a very short time - totally changing how people communi‐
cate, interact and do business. Within most organizations, and in everyday living, infor‐
mation travels through familiar routes and pathways. Proprietary data and information is
stored in databases and can be analyzed and then shared with other parties, also data and
information may be sourced from outside. Medical data, for example, is stored in medical
records and can be shared through a secure network with authorised personnel - e.g. doctors.

In some instances, the physical world has become a form of information system:
with physical objects taking part via their sensors and their ability to communicate; thus,
creating a new kind of information network. These new information networks have the
potential to improve communications, create new business models, and improve busi‐
ness processes. They also have the potential to increase convenience and reduce commu‐
nications costs.

In the IoT, actuators, sensors, and data transmitters are components of physical objects.
These physical objects range from pacemakers, to fridges, to roadways, and are connected
through a series of wireless and wired networks. These networks often use the Internet
protocol (IP) which connects the World Wide Web (www). The physical objects have the
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ability to sense the environment around them and to communicate - generating huge
volumes of data to be analysed by computers. The IoT holds great promise for the future
and will no doubt have many applications. This paper evaluates the concept of IoT: looking
at its evolution, history, protocols, its simulation, and via this its capacity for throughput.
After that, conclusions are presented. Relevant peer-reviewed and/or otherwise credible
sources of literature are used as sources of information.

The Internet of Things is made up of Internet-linked devices: at any time, and in any
place - as shown in Fig. 1. Examples of ‘things’ are: your mobile, or a device which
remotely starts your car or turns on or off your air-conditioner.

Fig. 1. Connected anything, anytime and anyplace.

The IoT is a phenomenon in which uniquely identifiable objects, including human
‘objects’ are represented in a virtual internet-like structure. The participants in this
network are able to communicate and transfer data and information over a network
automatically without human or computer mediation. A ‘Thing’ in the IoT framework
refers to any physical object, even a human being, which has been allocated a unique
identifier: a human being, for instance, might have a tiny monitor in their blood intestinal
tract which scans and transmits data. In general, a ‘thing’ is any device or entity with a
unique identifier to which an IP address can be assigned and which can transmit infor‐
mation over a network. Entities or devices with component parts which are chips that
can automatically transmit information and have IP addresses are termed ‘smart
devices’ [1].

At present, very many places have wireless networks and are thus available to the
internet - therefore it is possible to include these in the Internet of Things. Clearly, the
internet is not only a network for people to communicate with each other using computer
but also to connect with those around you from the devices over wireless networks. An
IoT is a network that connects all devices with the existing IT infrastructure, that uses
sensor technologies, that includes Radio-Frequency Identification (RFID), wireless
sensor networks, and also mobile telephony. The IoT concept can help in more than one
area. One of these is domestic energy management. As shown in Fig. 2.
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In this paper, we first introduce the IoT. In Sect. 2, we describe some related work;
Sect. 3 shows a typical IoT architecture. Simulations of the different application envi‐
ronments which can use the IoT are presented in Sect. 4. Finally, our conclusions are
discussed in Sect. 5.

Fig. 2. The internet, sensors and RFID.

2 Related Work

The IoT is sometimes referred to the IoO (The Internet of Objects), and it already affects
human life and how animals, humans, and machines interact. The IoT has huge potential
for data and information gathering, also for analysis and distribution and thus for turning
data into knowledge. IoT projects are being undertaken which will narrow the gap
between the rich and poor, and which have the potential to better distribute resources
amongst people. With an loT involving sensors planted in many places and connected
to computers/software, it will be possible to improve our understanding of the universe
and how humans interact with it.

At the present the IoT can be looked on as a ‘network of networks’. For example, the
cars that we drive today have many sensors which control functions from fuel injection, to
engine speed, to braking and in-car temperature. Homes have control systems that handle
heating, air conditioning, and indoor humidity. These separate networks will in future be
connected, with resultant increased management functionalities - due to the IoT [2].

The IoT has many current applications, and many more potential applications that
have the capacity to revolutionize the world. Mobile phones presently account for the
highest connected segment, but industries like healthcare, security, financial services,
and the car industry hold great potential for further inter connectivity. It is projected that
the number of connected devices will be approximately 24 billion by 2020: creating a
global new business impact of $ 4.5 trillion [3].

The majority of device source code is based on specific operating systems (for
example TinyOS2 and Contiki3) which were developed for resource-controlled plat‐
forms. Furthermore, in the wireless sensor networks (WSNs) area, the application source
code is conventionally developed directly over the Operating System OS. Mainly the
source code is developed in the same language as the OS, statically associated to it, and
not, in any effective way, isolated from it. This leads to an efficient application, although
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also it may increase the level of errors and make the code more complex, - requiring the
developers to understand both the specifics of the OS and the platform [4].

The top ten applications of IoT include connected cars, remote clinical monitoring,
assisted living, building and home security, and pay as you drive car insurance. Other
areas are smart meters, traffic management applications, charging electric vehicles, and
building automation. Home energy monitoring and car sensors are areas with extensive
IoT applications. Energy is today a sensitive topic with concerted efforts being made to
reduce consumption, use renewable sources, and also use clean energy. Energy moni‐
toring IoT applications exist which use an open network platform working over a wire‐
less system with sensors [5].

The term ‘internet of things’ was coined in 1999; the development of the IoT has
progressed through a number of stages due to the convergence of MEMS (micro-electro‐
mechanical systems), wireless technologies, and the internet. RFID (radio frequency iden‐
tification) is also something which falls within the scope of the modern day IoT. The
concept was developed from the principle of uniquely identifying objects and people – thus
making the network manageable by computers [6].

The development of IoT was, in particular, due to the requirements of critical oper‐
ations such as oil and gas drilling, and also manufacturing. For instance, drilling a
geothermal well requires the use of a constant stream of information which cannot
effectively be managed by a human agency. The need for an automatic and reliable
method for collecting and transmitting information thus became important [7].

Other applications, for instance tracking and loading passenger luggage, required an
automated process as human intervention was tedious and cumbersome. The situation
also required occasional human intervention (for managing and identifying items
quickly and automatically). These needs have led to the development of RFID and other
technologies - including NFC (near field communication), QR codes, barcode, and
digital watermarks. In general though, the IoT has been associated more closely with
M2M (machine to machine) communications - mainly in power, gas, and oil utilities,
and with manufacturing. The IoT can be traced to the early automated devices with
internet capability such as the coke machine. Programmers had the ability to check if a
cold drink would be available to them if they went to the vending machine. A similar
system was developed in relation to a coffee machine that would let people know whether
there was coffee available in the machine - remotely. Such initiatives increased interest
in enabling devices and humans to communicate more seamlessly in various other
application areas including health and industry. The internet is playing a key role in the
evolution and development of the IoT as it allows data and information transmission
over wired or wireless devices [7].

The recent development of more unique addressing capability courtesy of the internet
protocol version 6 (IPv6) will greatly enhance the development of the IoT. The address
space expansion courtesy of IPv6 implies an almost unlimited number of IP addresses that
can be assigned - so IP addresses can be assigned to many more things. For example, a
credit card with a smart chip can have an IP address assigned to it. With, in addition,
fingerprint sensing, this means that the card could alert the user and the credit card company
of any unauthorized use - even before a transaction took place. Such a transaction could
then be stopped before it happened, and the card deactivated.
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Presently over 5 billion devices have been interconnected. These devices range from
home appliances to devices used in manufacturing. Homes now have automated lighting,
sprinkler systems, and security systems – all possibly linked to the internet. Industry’s needs
have led to the requirement for horizontal and vertical balance in making interconnections.

Future developments will require a challenge like multi connectivity, power manage‐
ment, security, rapid evolution and complexity [8].

One of the most important attributes of the IOT is the use of sensors. These are
increasing in number and reducing in cost. Sensors can now provide data on almost any
physical variable: movement, sound, light, temperature, moisture, location. Some
sensors are used only for a few days and then discarded.

Traditional Wi-Fi systems allow the network to be setup by the sensor. Normally,
networks are made up of a number of Wi-Fi transceivers that allow actuators and sensors
to be linked to the Access Point (AP). Of course, the Access point may be connected to
Internet - as shown in Fig. 3.

Fig. 3. Sensors and actuators linked directly to an Access Point (AP).

3 System Architecture

The IoT protocol works on a series of rules including D2D (device to device commu‐
nication) where devices must communicate with each other. This communication and
movement of data uses protocols which include MQTT, XMPP, DDS, and AMQP.

Data from devices must be collected and sent to a server infrastructure (D2S- device
to server) which then shares the data from the devices with other servers (S2S – server
to server). The data and information can then be sent back to the devices, shared with
people, or analysed using programs [6].

We have, so far, identified the high level components needed for the Internet of
Things. Each of these components may also be found outside of the IoT. The following
are IoT components:

(a) Hardware - actuators, embedded communication hardware, and sensors.
(b) Middleware - storage and computing utilities for information analytics that are on

demand.
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(c) Presentation - visualization that is clear to understand and implemented in such a
way that it can be accessed across different platforms. In addition, these tools may
be considered for diverse applications as shown in Fig. 4.

Fig. 4. Typical architecture of IoT.

Radio Frequency Identification (RFID). Important components in embedded
communications are represented by RFID technology. This allows the development of
microprocessor systems which record data about wireless communications. Passive
RFID tags do not need batteries to operate. In addition, the RFID reader can receive an
ID by operating on the power of the signal. There are a number of places where such
systems can be found: e.g. transportation (instead of tickets, registration labels) and
admin/control applications. Furthermore the tags can be used in bank credit cards and
on toll roads.

Wireless Sensor Networks (WSN). Autonomous sensors distributed by a wireless
sensor network (WSN) of spatially to control the physical and environmental terms, and
to cooperatively maintain data flow on a network to a core location.

Wireless communications have made available well-organized, low cost, low power,
and very small devices which can be used in remote recognition applications. The
components that create the WSN monitoring network contain:

(a) WSN hardware
A node (WSN core hardware) which uses processers, sensor interfaces, power
source, and transceiver units. They are, in effect, a series of several converters for
the sensor interface.
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(b) WSN communication stack
The communication stack at the node needs to link with the external world via the
Internet, and to work as an entry to the Internet and the WSN subnet.

(c) Middleware
It is a method used to merge cyber infrastructure with a sensor networks and Service
Oriented Architecture (SOA) to make available administration to heterogeneous
sensor resources in a deployment self-governing.

(d) The secure Data aggregation
One of the requirements for prolonging the lifetime of the network and making sure
that reliable data collected from sensors is an effective and secure data aggregation
method [6].

Data storage. An important element in this area is the development of an unprece‐
dented.

The IoT revolution will result in huge amounts of data from different sources and
devices, all requiring huge bandwidths. The information and data are same to be trans‐
mitted through the WAN (wide area networks) which already suffers from a bandwidth
gap. Limited bandwidth will result in the strangled development and wider adoption of
the IoT. New endpoints will be introduced by the IoT, of which endpoints will also be
different from what is being used. However, the strategy was adopted for the provision
of low bandwidth, high volume data throughput to help keep costs low. This can be
achieved through cellular networks using high speed technologies like 3G that will offer
higher data rates. Wireless systems that use very low data throughputs as well as low
power were developed. Other means for connectivity include satellite M2M that has
unique capabilities as it can work nearly everywhere in the world. Satellite M2M can
be rolled out fast and on a universal scale without the need for local connectivity for
instance, using SIM cards.

Satellite M2M is very scalable with the ability to recover quickly from natural disas‐
ters and outages. It can be applied in dual mode devices that have terrestrial and satellite
networks. Because of the multi device nature, IoT will require low cost and low power
ubiquitous systems to work efficiently. Because of the different protocols and require‐
ments at different stages, the IoT system uses integrated communication links incorpo‐
rating radio, cable, and fibre optic. Future developments will require fibre connection
between servers, satellite M2M and cable or radio between devices and servers.

4 Simulation

The IoT will result in connecting billions of ‘things’, and this requires prior simulation
before it can be implemented in real world situations. Simulation will be necessary in
order to understand the IoTs various components and operating principles, especially
with regard to scale. Simulating the IoT will require the integration of an accurate OS
(Operating System) simulation into a generic simulation environment as a first step.

OMNeT++ and Contiki can provide a suitably integrated OS. Contiki has wide
support for sensors and hardware actuators embedded into devices, making it suitable
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for IoT. OMNeT++ is a simulation library that has been used widely and has a large set
of available extension frameworks and simulation models.

For this paper, we use the OPNET program for the simulation of two scenarios in
order to deduce traffic - received and average - for DB query, FTP and Email. In scenario
1 we used 30 nodes and in scenario2 we used 40 nodes. This is shown in Fig. 5.

Fig. 5. Two scenarios.

In Fig. 6, we show FTP in terms of packets rate from 30 nodes in the chart (a) and from
40 nodes in the chart (b). In Fig. 7, we show DB query in terms of packets rate from 30
nodes in the chart (a) and from 40 nodes in the chart (b). In Fig. 8, we show the Email in
terms of packets rate from 30 nodes in the chart (a) and from 40 nodes in the chart (b).

(a) (b)

Fig. 6. (a) Simulation for FTP application, traffic received, sent and average in scenario1, (b)
simulation for FTP application, traffic received, sent and average in scenario2 (Color figure
online).
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(a) (b)

Fig. 7. (a) Simulation for DB query application, traffic received, sent and average in scenario1,
(b) simulation for FTP application, traffic received, sent and average in scenario2 (Color figure
online).

(a) (b)

Fig. 8. (a) Simulation for eMail application, traffic received, sent and average in scenario1, (b)
simulation for FTP application, traffic received, sent and average in scenario2 (Color figure
online).

The second step in the simulation is the accurate presentation of the various protocols
from the different-used network stack layers. Low layer protocols such as ZigBee can
be used for protocol representation since it can be modelled accurately in OMNeT++.
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By using the actual protocol implementation, we will give better and more accurate
results for instance using the NSC (network simulation cradle). Moreover, using real
protocols during IoT simulation enable designers and stakeholders unearth concepts not
yet understood about IoT.

5 Conclusion

The IoT is a promising phenomenon. Many things are interconnected through networks, and
communicate by using various network protocols. IoT is a concept which uniquely
addresses ‘things’, inanimate or human, which are able to gather and transmit information
and data automatically. IoT evolved from the convergence of MEMS wireless technologies
like RFID and NFC, and the internet. IoT has been used in M2M applications like power,
gas, and oil utilities transmission and transport. IoT uses the IP, TCP and HTTP over TCP
protocols as its communications backbone. Because of differing requirements, different
protocols are used. For this paper, we used OPNET to look at two scenarios and gather
traffic data - received and average - for DB query, FTP and Email.

IoT has a bright future and will revolutionize how people do business, communicate,
and interact with ‘things’ - it is a network of networks.
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Abstract. Enterprise’s adoption of cloud-based solutions is often hindered by
problems associated with the integration of the cloud environment with on-
premise systems. Currently, each cloud provider creates its proprietary applica‐
tion programming interfaces (APIs), which will complicate integration efforts for
companies as they struggle to understand and manage these unique application
interfaces in an interoperable way. This paper aims to address this challenge by
providing recommendations to enterprises. The presented work is based on a
quantitative study of 114 companies, which discuss current issues and future
trends of integration and interoperability requirements for enterprise cloud appli‐
cation adoption and migration. The outcome of the discussion provides a guide‐
line applicable to support decision makers, software architects and developers
when considering to design and develop interoperable applications in order to
avoid lock-in and integrate seamlessly into other cloud and on-premise systems.

Keywords: Enterprise cloud · Integration · Cloud-to-cloud integration · SaaS
integration · Distributed applications · Business process transformation

1 Introduction

Cloud computing has emerged as a strong factor driving companies to remarkable busi‐
ness success [1]. The cloud paradigm is an attractive deployment option for many enter‐
prises as they continuously strive to reduce business complexity and improve user produc‐
tivity through process standardization [2]. The scalability, multitenancy, elasticity and on-
demand access of the cloud, etc. removes many barriers to enterprise deployment. While
cloud applications offer outstanding value in terms of multitenant features and functional‐
ities, they introduce several integration and interoperability challenges that hinder enter‐
prises’ decisions for or against cloud adoption. The first challenge is that, many organisa‐
tions have different systems and applications that might use different technologies, proto‐
cols, applications and devices distributed across a network [2, 3]. In such heterogeneous
environments, information can come from many places — such as transactions, opera‐
tional, document repositories and external information sources in many formats, including
data, content and streaming information [3]. In this aspect, lost, inaccurate or incomplete
information also can generate high costs and the loss of productivity when having to search
for information or synchronize data. Moreover, poor data quality can lead to failure of
business processes and erroneous decision-making. The second challenge is that most core
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enterprise applications (such as Customer Relationship Management or CRM, Supply
Chain Management or SCM and Enterprise Resource Planning or ERP systems) are being
packaged to the cloud in a Software-as-a-Service (SaaS) model, and delivered to compa‐
nies as point solutions that service only one Line of Business (LoB). As a result, organisa‐
tions without a means of synchronizing data between multiple LoBs are at a serious disad‐
vantage in terms of maintaining accurate data, inability to make real-time and informa‐
tion-backed decisions, and difficulty in realizing complete business process automation.
Real-time sharing of data and functionality becomes difficult in such distributed computing
environment. Finally, since each vendor that provides a cloud solution creates its own
application programming interfaces (APIs) to the application, this will complicate integra‐
tion efforts for companies of all sizes (small or large) and locations as they struggle to
understand and then manage these unique application interfaces in an interoperable way,
and integrate applications from cloud to cloud and cloud to on-premise systems.

Therefore, as enterprise environments are becoming increasingly distributed and
heterogeneous, there is a need to integrate between disparate systems to satisfy business
requirements and needs. In this paper, we argue that interoperability is one of the means
by which enterprises can achieve such integration. Interoperability enables the exchange
of data between two or more systems by adhering to common standards and protocols,
whereas integration contends with the software and implementation details for interop‐
erations. This includes exchange of data via interface standards, the use of middleware,
mapping to common information exchange models etc. [4]. Integration in a general sense
deals with technical connections between systems. In the absence of shared standards
between systems, enabling seamless interaction between business processes in a heter‐
ogeneous environment becomes intricate. Since integration and interoperability both
build upon standards, standardization should be considered as the key to achieve them
in a distributed cloud environment. This argument is further substantiated with our
survey findings reported at a later point in this paper.

The rest of the paper is structured as follows. Section 2 provides an overview of
integration, evolving enterprise concerns and challenges, key survey findings and anal‐
ysis, and the cloud integration imperatives. Current methods for enabling cloud inte‐
gration are also discussed herein. Section 3 describes interoperability, highlights core
enterprise requirements, and discusses how standards can be used to enable interoper‐
ability and seamless integration. Finally Sect. 4 presents conclusion and future research
direction.

2 Cloud Integration

In the past, enterprise applications and data were linked within corporate Intranet
through one or more standards-compliant integration platforms, brokers, and backbones
such as, Enterprise Architecture Integration (EAI), Enterprise Service Bus (ESB), and
Enterprise Information Integration (EII). Over the past few decades, there has been an
evolution in integration architecture across the industry, with progressively greater
degrees of exposure for a business function in a standardized way, enabled via “web
APIs”. In the current era, enterprises require capabilities that can be more easily sourced
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from cloud-based providers. Thus, exposing an interface offered by cloud providers or
re-exposing an existing enterprise service via web API management is an efficient way
of monetizing prior investment in integration.

Currently, with the advent of cloud computing, enterprise IT service delivery has
moved from a single provider mode. This shift is increasingly based on the composition
of multiple other services and assets (technological, human, or process) that may be
supplied by one or more service providers distributed across the enterprise network in
the cloud [5]. A consequence of this development is that consumers (i.e. enterprises and
end-users) now have more choices of service provider that they can choose from. But
as pointed out by [6], service consumers with global operations require faster response
time, and thus save time by distributing workload requests to multiple clouds at the same
time. Often, the onus is on the consumer to procure these web services individually and
then integrate them per requirement [7]. To further complicate the situation, many
companies are not (only) building on public clouds for their cloud computing needs, but
combining public offerings with their own on-premise (private) IT infrastructure,
leading to so-called hybrid cloud setups [8]. Management challenges also arise, due to
privacy and compliance issues around data and existing investments in IT infrastructure,
middleware, and business applications, which tend to provide opposing forces to hosting
with the cloud. However, considering distributed cloud-based applications may be
developed or provided by different vendors with varying programming languages, data
formats and protocols, a significant integration effort is required to enhance and increase
interoperability of these applications.

In such scenarios, the challenging question for enterprises’ now is how to create
seamless data flow between disparate applications hosted in the cloud environment so
that they work together with other cloud products or with their on-premise counterparts.
While a new generation of cloud-based integration tools has made this process less
complex and expensive, contending with the explosive growth in APIs, software as a
service (SaaS) applications etc. exponentially compounds the integration challenge. The
required integration mechanism must federate between existing on-premise systems and
new cloud applications, platform, and infrastructure, providing a rapid and easy-to-use
method of setting up integrations [9]. The promise of cloud-based services is to reduce
cost, simplify IT management, and improve productivity via automation and standard‐
ization [10]. However, the reality for consumers and IT managers is that to benefit from
current cloud offerings, often they must adopt to cloud service provider specific inter‐
faces that are incompatible with one another and with on-premise management services.
Due to this beneficial extension, integration tasks have increased the complexity of
decision-making in respect of enterprise cloud migration. The more enterprises adopt
the cloud to host their business processes, equally there is a stronger need of a powerful
tool to integrate their on-premise systems to the cloud. Therefore, as organisations
struggle with the complexities of integrating cloud services with other critical systems
residing on-premise, the ability to share data across these hybrid environments is critical.
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2.1 Survey Findings and Analysis

This study seeks to identify interoperability requirements and integration implications
for enterprise cloud-based application adoption. The research method used is based on
Survey Monkey, a quantitative online survey questionnaire tool [11]. A total of 200
companies were invited to participate in the survey. Overall, 114 participants completed
the online survey, which constituted an acceptable total response rate of 63 %. Partici‐
pants in the survey varied between IT professionals, managers and decision-makers
within their respective business enterprise. Prior to discussing the key findings, it should
be pointed out that the questionnaire comprised of several questions, however only those
which revealed crucial issues of integration and interoperability are presented and
discussed in context.

The research reported in this paper reveals that over 50 % of businesses are already
using cloud services, while a greater majority (69 %) utilise a combination of cloud
services and internally owned applications (hybrid IT) for organisation needs. To
explore the business rationale for migrating on-premise IT services to the cloud, this
study raised the question “are you considering moving business critical systems (or
applications) to the cloud?” The findings reveals that about 54 % of organisations have
planned to move one or more business critical systems, while 20 % have expected to
host critical systems in the cloud. However, only 10 % of organisations have actually
implemented critical systems in the cloud environment.

Underestimating the difficulty associated with integrating between cloud and on-
premise is a common pitfall with migrating enterprise systems to the cloud. Cloud
adoption will be hampered if there is not a good way to integrate data and applications
across clouds [12]. Moreover in [13], it is argued that the cost and complexity of devel‐
oping and maintaining integrations between heterogeneous platforms with disparate
interfaces and protocols can easily erase the economic and efficiency gains the cloud
delivers. In agreement with the aforesaid, the survey by [14] of business managers
around the world on their experiences with cloud-based applications, revealed that
companies have abandoned the use of roughly one departmental cloud application a year
due to integration problems. In the same study, 54 % of respondents acknowledge they
have experienced staff downtime due to integration problems, and 75 % have had their
ability to innovate impaired by poor integration of their cloud applications. This is
further sustained with a more recent study by [15], which shows that 43 % of companies,
with revenues greater than $500 million, noted integration challenges as primary barrier
to enterprise cloud application adoption in 2015. Nevertheless, the survey conducted in
this paper paints a clear picture on the importance of integrating cloud solutions with
on-premise systems. As illustrated in Fig. 1, a vast majority (56 %) of respondents indi‐
cated that it is very important for their organisations to integrate on-premise IT assets
with cloud-based services. This finding suggests organisations with a unique portfolio
of IT investments migrating to cloud-based solutions require a mechanism that can
easily, quickly and efficiently connect their critical systems to the cloud. It is anticipated
that standardization of APIs will significantly help resolve this integration imperative,
because it will facilitate development as well as the deployment process – eliminating
the necessity of factoring applications to comply with other cloud providers APIs
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(as discussed further in Sect. 3). In fact, this means the integration solution must intersect
somewhere between the corporate firewall. To look further at the figure below, the result
also suggests most organisations are unlikely to have in place the in-house skills to
support a major organization change in the near future. In this case, cloud providers are
better placed to assist enterprises for their integration implementation, business process
transformation, and strategic guidance (Fig. 1).

Fig. 1. Imperative of Cloud Integration.

2.2 Cloud Integration Imperative

In today’s contemporary business environment, immediate access to timely information
is essential to quickly respond to changing customer needs, widening competitive
threats, and new market openings. A major challenge in this aspect is the ability to
capture the data being generated in this rapidly evolving environment and synchronize
the data to optimize business operations while capitalizing on new market opportunities.
This integration imperative is briefly discussed below to illustrate the emerging data and
application challenges associated with utilizing proprietary cloud-based solutions.

Data Management: With the proliferation of cloud-based applications, platforms and
infrastructure, the potential for data fragmentation and disconnected data silos has grown
exponentially [16]. Only a decade ago, five million records would have been considered a
large volume of data. However, at present, the volume of data stored by enterprises is often
in the Petabyte, or even Exabyte [3]. Consequently, as the volume of data increases at a
faster rate than the ability to absorb and manage, it creates a data management problem for
both consumers and businesses. This situation raises issues related with data portability,
interoperability, and inability to ensure enterprise data privacy and security – considering
information multiplies and is shared even more widely in the cloud. Moreover, if data is
properly managed and maintained, data integration and data quality can actually become
critical enablers (and not inhibitors) for successfully deploying enterprise cloud computing
services.

Application Management: Enterprise applications are progressively becoming more
decoupled, service-oriented and composed of multiple layers [17]. However, their
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composition and integration is hindered by the fact that legacy code needs to be re-
written to take advantage of elasticity [18]. In consequence, cloud computing has been
fast adopted by start-ups developing from scratch new applications and less by large
organisations owning legacy systems [ibid]. Therefore, when selecting the right inte‐
gration approach to connect cloud applications (i.e. SaaS) to on-premise systems, it is
critical that the solution is able to seamlessly bridge the source and target systems within
the enterprise network. This means that cloud integration solution will share a common
codebase, runtime engine and overall architectural integrity with the on-premise data
integration platform. Understanding this relationship early in the integration process will
offer immediate insight into interoperability, security, scalability and performance
concerns [16].

2.3 Approaches for Cloud Integration

A report published by [19] suggests that businesses currently have the following four
primary choices for integrating cloud-based applications with on-premise systems:
(a) building a custom-based solution based on the cloud vendor’s API, (b) purchasing
integration software, (c) subscribing to an integration-as-a-service (IaaS) solution,
and (d) engaging professional services or a system integrator. Once a choice has been
made, the integration process can be instantiated and implemented in four promi‐
nent layers and levels as briefly discussed below.

Data Integration: Data integration deals with moving or federating data between
different type of data sources [20, 21]. The main drawback of data integration between
cloud and on-premise environment is that the developer will have to understand and
maintain the underlying schemas regularly to address any changes [16]. This approach
is complex for SaaS applications since the consumers neither have access rights nor
control to manipulate the underlying database. The data formats and contents are handled
by the service provider, so major data portability considerations are needed. Further, as
communication between clouds and on-premise typically has a high latency, this makes
synchronization difficult. Also, the two environments may have different access control
regimes, complicating the task of moving and integrating data between them. Therefore
it is critical that organisations ensure the chosen integration solution is able to
synchronize data bidirectional from SaaS to on-premise systems securely without
opening the firewalls.

Business Logic Integration: To facilitate integration at this level, the development of
a middleware technology is required. Middleware technologies help developers by
making the design of distributed cloud solutions less challenging [22, 23]. As an impor‐
tant integration technology, middleware is often used by enterprises to integrate new
applications, emerging technologies, and legacy applications. In order for cloud appli‐
cations to offer the maximum value to users they must provide simple mechanism to
import or load external data, export or replicate data for reporting or analysis purposes,
and also keep enterprise data synchronized with on-premise applications [20].
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Communication Layer Integration: This layer connects the service requestor to the
service provider and its underlying solutions platforms realizing the requested service
[24]. For example, an enterprise procures a cloud-based application (e.g. SalesForce
customer relationship management service) and need to synchronize their master list of
customers and other business critical data with on-premise enterprise resource planning
(e.g. SAP software) systems in order to meet certain business objectives. Typically,
protocols such as HTTP and Internet Inter-ORB Protocol (IIOP) are used to facilitate
information exchange among different distributed applications [25].

Presentation Layer Integration: The integration in this layer mainly focuses on user
interface (UI) integration [26]. Further work on effective standardization at the presen‐
tation layer is required for effective user interface integration to take place. Furthermore,
as cloud computing enables new technologies and devices to be introduced into enter‐
prise systems, UI integration poses new challenges associated with various interface
types, standards, definitions, and service interfaces. All of these mean that presentation
layer integration requires a good understanding of various applications, devices, and
enterprise-wide integration requirements.

3 Interoperability Considerations

Interoperability is a critical enabler for broad adoption of cloud computing by enterprises
[27]. Lack of interoperability makes it difficult to consolidate enterprise IT systems in
the cloud. The term interoperability has many definitions from different viewpoints, and
is often misused to include the term portability. A single comprehensive definition of
interoperability would not provide much information. Instead, independent groups such
as NIST [28] and Open Group [24] consortium have provided definitions for interoper‐
ability in three different cloud domains: (a) service interoperability, (b) application
interoperability and (c) platform interoperability. Service interoperability is defined as
the ability of customers to use services across multiple cloud platforms through a unified
management interface. Application interoperability is the ability of cloud-enabled appli‐
cations to collaborate, across different platforms, in order to deliver their functionalities
or create new ones. In contrast, platform interoperability is the ability of platform
components to interoperate. Generally, both service and platform interoperability is
required to enable application interoperability.

Due to a number of variables that come into play in a complex cloud solution that
involves interoperability capabilities, several case scenarios have been discussed by [5,
30, 31]. In a scenario selected, enterprise links in-house capabilities with cloud services.
This is done in an effort to highlight key aspects of cloud computing interoperability
and current methods for enabling seamless interoperation. This scenario is motivated
by the case of a hybrid cloud solution in which the business processes are offered by a
public cloud, while other business critical components, and are internally managed by
the organization following a private cloud model. In such hybrid environments, enter‐
prises are susceptible to challenges such as maintaining uniform control and transpar‐
ency over all resources in the distributed environment, whether they are part of public
or private cloud resources. However, in spite of how similar a public and private cloud

Implications of Integration and Interoperability 219



is built, design and implementation differences will inevitably exist, thus triggering
interoperability and data portability issues which further complicate the initial integra‐
tion task [29].

In the scenarios above, the main obstacle to achieving a seamless integration is the
poor interoperability, since several application components need to interoperate to
achieve the business goal. Interoperability challenges come into play when such appli‐
cation components are distributed among clouds. To avoid rewriting the entire applica‐
tion, the cloud services hosting the components must share a compatible API. In this
connection, a proper analysis of available APIs of both the in-house system and cloud
services is highly required to clearly understand how the integrated system will function
and perform during execution. An important aspect to also consider is the migration to
and portability among clouds. Suppose an application of an enterprise is built in a
particular cloud service or an in-house system, and for cost, performance or security
reasons, the enterprise decides to shift the application and data to a new provider. The
question is what happens if the new provider does not support the same export and import
formats? An even more, there is no guarantee that the initial provider will offer an export
mechanism, considering presently there is no legal provision that mandates cloud
providers to provide data export functionality, in the first place. Assuming that porta‐
bility among clouds is feasible and that the application is distributed among several
clouds, there is still no guarantee that various parts of the application are able to intero‐
perate due to lack of shared data formats, communication interface, security require‐
ments etc. In a fully interoperable heterogeneous environment, the application can
access data from both in-house and cloud databases through a common API thereby
simplifying the overall integration tasks. In reality, current differences in cloud providers
API, data, and message formats or communication protocols represent a major obstacle
to the ubiquitous cloud realization. Tackling is often dependent on the usage of one or
more business standards.

Standard initiatives have emerged as the most proposed method to tackle the inter‐
operability challenge in cloud computing. Standardization strives to support applications
by different service vendors to interoperate with one another, exchange traffic, and
cooperatively interact with data as well as protocols for joint coordination and control
[3]. However, cloud computing still suffers from widely accepted standards. In the
absence of widely accepted standards for cloud APIs and data models, organisations
willing to outsource and combine range of services from different providers and on-
premise systems (Hybrid IT) to achieve maximum operational efficiency will experience
technical difficulties when trying to get their in-house systems to interact with cloud
services. Likewise the lack of standards brings disadvantages when migration, integra‐
tion, or exchange of resources is required [27]. As cloud systems are typically external
components to the enterprises’ overall IT system, the need to have seamless security
integration calls for interoperable standard interfaces for authentication, authorization,
and communication protections [7]. An identity and access management standard to
support secure integration of cloud systems into existing enterprise security infrastruc‐
ture is also required.

The more cloud computing evolves, the more complex will the integration of
cloud services will become for cloud consumers to manage. Interoperability between

220 J. Opara-Martins et al.



clouds is vital for the further development of the cloud ecosystem and market. Inter‐
operability challenges caused by lack of widely accepted standards are what enter‐
prises should wary about when considering cloud integration. Architecting systems
to be interoperable and integratable requires one to consider a wide set of standards
to implement the solution. To this end, it is therefore important that organisations
become aware of appropriate standards and protocols used by cloud providers to
support data/application movability, as well as to ease the task of integration. In the
light of the advantages of standards in increasing interoperation between cloud and
on-premise systems, unfortunately the survey conducted in this paper suggests most
enterprises lack a comprehensive understanding in this respect. As can be drawn from
Fig. 2, a significant majority (76.6 %) of businesses were unsure of relevant stand‐
ards to support interoperable cloud implementations. Standards are key to ensure
requirements for interoperability, portability, and security, are fully met in the cloud
environment. It is therefore important for organisations using cloud computing as an
essential part of their business operations, to adopt standards-based products,
processes and services. In summary, since integration and interoperability both build
upon standards, standardization should be considered as the key to achieve seamless
integration and interoperability in a distributed cloud environment.

Fig. 2. Enterprises are unaware of interoperable standards

4 Conclusion

In this paper, we have discussed current issues and future trends of integrating with
cloud-based services in respect of enterprise IT environments. We have also shown from
an enterprise purview that integration and interoperability are seen the means of securing
an enduring and compatible solution, while avoiding the pitfalls of multiple clouds. This
is critical, as it guides software developers and architects to understand key barriers
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preventing companies from successfully combining cloud services with their on-premise
IT infrastructure.

Today’s dynamic business environment has made organisations to rely on the cloud
for at least some of their capabilities. Unfortunately, the use of proprietary cloud-based,
complicate and make integration critical. To tackle this issue, having a clear under‐
standing of the commonalities among provider standard interfaces can help organisa‐
tions identify the key interoperability requirements and features to effectively manage
the integration process.

As a future work, we would like to develop a proof-of-concept (PoC) application,
paying close attention to the use of open standards technologies, and test for integration
between cloud-to-cloud and cloud-to-on-premise systems.
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Abstract. In this paper, we describe our efforts for building and operating a
distributed SDN-Cloud testbed by utilizing hyper-convergent SmartX Boxes that
are distributed across multiple sites. Each SmartX Box consists of several virtual‐
ized functions that are categorized into SDN and cloud functions. Multiple
SmartX Boxes are deployed and inter-connected to build a multi-regional distrib‐
uted cloud infrastructure. The resulting deployment integrates both cloud multi-
tenancy and SDN-based slicing, which allow developers to run experiments in a
distributed SDN-Cloud testbed. It also offers enhanced troubleshooting capability
by providing semi-automated resource configuration and tapping functionality.

Keywords: Hyper-convergent SmartX Box · Distributed and virtualized cloud ·
Software-defined networking · Future Internet testbed · DevOps automation

1 Introduction

Motivated by worldwide Future Internet testbed deployments (e.g., GENI [1], FIRE [2]),
OF@TEIN project is started to build an OpenFlow SDN-enabled testbed over TEIN
infrastructure in 2012 [3]. Several experimentation tools are developed to support both
developers and operators in utilizing OF@TEIN testbed. Initially, a mixed combination
of tools, ranging from simple web-/script-based to DevOps (Development and Opera‐
tion) Chef-based automated tools, are deployed over SmartX Racks [4]. SmartX Rack
consists of four devices: Management and Worker node, Capsulator node, OpenFlow
switch, and Remote power device. Physically LAN-connected SmartX Racks are inter-
connected by L2 (layer 2) tunnels, employed in Capsulator nodes. However, SmartX
Racks with multiple devices are subject to physical remote reconfigurations, which are
extremely hard to manage for distributed OF@TEIN testbed. Thus, from late 2013, a
hyper-convergent SmartX Box is introduced to virtualize and merge the functionalities
of four devices into a single box. In 2015, multiple hyper-convergent SmartX Boxes are
deployed over 9 countries, as shown in Fig. 1.

SDN-based tools can assist developers and operators to prepare testing environment
over OF@TEIN infrastructure, by enabling networking resources (e.g., switches and
Flowspaces) preparation. Similarly, cloud management software is ready to cover
computing resource (e.g., VMs) preparation. The combination for distributed SDN-
Cloud testbed can provide scalable and flexible computing resources with enhanced

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
Y. Zhang et al. (Eds.): CloudComp 2015, LNICST 167, pp. 224–233, 2016.
DOI: 10.1007/978-3-319-38904-2_23



networking capability. Thus, the seamless integration of SDN-enabled and cloud-lever‐
aged infrastructure is a very challenging task, due to open and conflicting options in
configuring and customizing resource pools together. That is, we should carefully provi‐
sion all resource configuration aspects such as regional partitioning, virtualized resource
slicing (i.e., isolation), and multi-tenancy support while considering hardware deploy‐
ment for SDN-Cloud integrated.

As mentioned above, this paper introduces the hyper-convergent SmartX Boxes that
can easily accommodate virtualized and programmable resources (i.e., OpenFlow-
enabled virtual switches and OpenStack-leveraged cloud VMs) to build the OF@TEIN
SDN-Cloud testbed. The collection of OpenFlow-enabled virtual switches is providing
SDN capability, to-be-controlled by both developers and operators SDN controllers. At
the same time, OpenStack-leveraged VMs (i.e., working as virtual Boxes) can be effec‐
tively managed by the OpenStack cloud management (i.e., OpenStack Keystone,
Horizon, Nova, Glance, and others). The main contributions of this paper are:

1. Deploying OpenStack-leveraged computing/storage resources on top of SDN-
enabled programmable networking resources for both developers and operators.

2. Providing OpenStack-leveraged multi-tenancy management interfaces as well as
sliced network programming for multiple developers in multi-region distributed
SDN-Cloud deployment.

3. Enhancing the semi-automated DevOps operation of OF@TEIN testbed by lever‐
aging cloud deployment tools and OpenFlow-based SDN configuration tools with
scaled-out hyper-convergent SmartX Boxes.

4. Prototyping and verifying the basic capability for resource-/flow-level visibility
about hyper-convergent SmartX Boxes and their inter-connections.

Fig. 1. OF@TEIN infrastructure.
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2 Design of Distributed SDN-Cloud Testbed

There are several design aspects for distributed SDN-Cloud deployment: hyper-conver‐
gent SmartX Boxes, virtualized functions inside SmartX Boxes, automated provisioning
tools for SmartX Boxes, and orchestrated control/management of the virtualize functions
for SDN-Cloud integrated services.

2.1 Computing/Networking-Balanced Testbeds

It is well known that service-centric networking model to provide higher-level connec‐
tivity and policy abstraction is an integral part of cloud-leveraged applications. The
emerging SDN paradigm can provide new opportunity to integrate cloud-leveraged
services with enhanced networking capability through deeply-programmable interfaces
and DevOps-style automation. A number of SDN solutions have been proposed to
provide virtualized overlay networking for multi-tenancy cloud infrastructure. For
example, Meridian has developed a SDN controller platform to support service-level
networking for cloud infrastructure [5]. Also, CNG (Cloud Networking Gateway)
attempts to address multi-tenancy networking for distributed cloud resources from
multiple providers while providing flexibilities in deploying, configuring, and instanti‐
ating cloud networking services [6].

The large-scale deployment of GENI Racks over national R&E (research and educa‐
tion) backbone is also moving towards a programmable, virtualized, and distributed collec‐
tion of networking/compute/storage resources, a global-scale “deeply programmable
cloud”. It will satisfy research needs in wide variety of areas including cloud-based appli‐
cations. Moreover, GENI participates in significant international federations such as Trans‐
Cloud and the “Slice Around the world” efforts that include production (e.g., Amazon web
services) cloud computing services for federations [1]. Another effort from EU, known as
“BonFIRE” is a multi-site testbed that supports testing of cloud-based distributed applica‐
tions, which offer a unique ease-to-use functionality in terms of configuration, visibility,
and control of advanced cloud features for experimentation [7].

From these previous works for SDN-Cloud integration, there are several key require‐
ments in integrating cloud services with SDN programmable infrastructure.

(1) The basic requirement is to provide cloud providers and tenant users to control and
manage their own applications (functions for service chaining) as well as the
connectivity among their applications on distributed cloud services.

(2) The connectivity requirements include the per-tenant creation and construction of
virtual topology and network-layer information (i.e. switches, routers, subnets and
access control lists).

(3) The fine-grained control over networking paths between distributed cloud services
is required to provide fast failover and traffic prioritization, which utilizes Open‐
Flow-enabled SDN networking capabilities.

(4) The integration requirement to couple different APIs (application programming
interfaces) is also needed to harmonize cloud-based resource/service orchestration
and SDN-based virtual networking controllers.
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2.2 Hyper-Convergent SmartX Box: Design

As mentioned above, the deployment conversion from SmartX Racks to SmartX Boxes are
completed to better manage distributed cloud-leveraged services on the top of SDN-enabled
inter-connect capabilities [8]. Thus, the design of hyper-convergent SmartX Boxes needs to
carefully consider and balance both cloud and SDN aspects. The open-source OpenStack [9]
cloud management software provides VM instances and basic networking options for
diverse tenants. For SDN, several instances of virtual switches (derived from open-source
Open vSwitch [10]) are installed and configured while allowing users/developers to share
them simultaneously. Note that, to support the flexible remote configuration, each hyper-
convergent SmartX Box requires dedicated P/M/C/D (power, management, control, and
data) connections, which will be explained later [8].

However, besides the flexible dedicated connections, there are no specific hardware
requirements for hyper-convergent SmartX Boxes. Therefore any commodity hardware
with reasonable computing, storage, and networking resources can be utilized. The total
amount of hardware resources will affect the capacity (e.g., total number of VM instances
per flavor types) in specific boxes, sites, and regions. It is also important to consider the
hardware acceleration support for virtualization and networking.

By merging all the required functionalities into the hyper-convergent SmartX Box, it is
easier to realize the scale-out capability of SDN-Cloud testbed by simply adding hyper-
convergent SmartX Boxes to increase the resource capacity of OF@TEIN infrastructure.

2.3 Virtualized SDN-Enabled Switches and Cloud-Leveraged VMs

In order to provide the integration of SDN-Cloud functions inside a single hyper-
convergent SmartX Box, we arrange relevant functions as shown in Fig. 2. SDN-related
virtual functions consist of several virtual switches with different roles, e.g., creating
developer’s networking topology, inter-connecting OpenFlow-based overlay
networking, and tapping flows for troubleshooting. Also, cloud-related functions are
placed to include VM instances for cloud-based applications and to support external
connections to VMs.

Fig. 2. Hyper-convergent SmartX Box: SDN-Cloud integration (top-level view).
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The inside view of SDN-/Cloud-related functions are depicted in Fig. 3. First, SDN
virtual switches are placed to cover named functionalities: brcap for capsulator (encap‐
sulate OpenFlow packets through an overlay tunnel), br1 and br2 for users/developers
switches, and brtap for tapping (capturing packets for troubleshooting [11]). Cloud-
related VM instances (a.k.a., virtual Boxes: vBoxes) are managed by KVM hypervisors,
which is controlled by OpenStack Nova with specific flavors and images. Additionally,
virtual switches (i.e., br-int, br-ex, and br-vlan) and user-space virtual router are config‐
ured by OpenStack Neutron to provide required connectivity to cloud VM instances.

Fig. 3. Hyper-convergent SmartX Box: cloud-related (left) and SDN-related (right) functions.

2.4 Automated Provisioning

Deploying hyper-convergent SmartX Boxes in heterogeneous physical (i.e., network
topology) environments is quite challenging, since it is subject to different performance
parameters and independent network administrative domains. As a consequence, it is very
hard to sustain the operation of all hyper-convergent SmartX Boxes. Thus, a set of auto‐
mated provisioning tools is developed to minimize the consumed time for installing and
configuring hyper-convergent SmartX Boxes with pre-arranged P/M/C/D connections. The
P (Power) connection is used for power up/down SmartX Boxes. The M (Management)
connection is mainly used for managing SmartX Box as the operator. Also, the C (Control)
connection is used to access and control the SDN-/Cloud-related functions (i.e., virtual
switches and VMs). Finally, the D (Data) connection is used for any kind of data-plane
traffic that includes inter-connection traffic among multiple SmartX Boxes. Also, the auto‐
mated provisioning tools are controlled by a centralized Coordinator Box, which has full
access to all distributed hyper-convergent SmartX Boxes.

First, in order to automate SDN vSwitches provisioning, ovs-vsctl high-level program‐
ming interface for Open vSwitch is utilized. Note that ovsdb (Open vSwitch database)
protocol is also utilized for the centralized configuration of Open vSwitch database inside
each hyper-convergent SmartX Box. The provisioning task includes the creation of virtual
switches, the configuration of virtual ports/links and overlay tunnels, and the connection of
virtual switches and SDN controllers. Next, open-source OpenStack cloud software has
special installation and configuration tools, called as “DevStack” that can support several
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modes of OpenStack configurations with selected OS (e.g., Ubuntu, Redhat Enterprise
Linux, and CentOS) [12]. For OF@TEIN SDN-Cloud testbed, we customize DevStack-
based installation and configuration to facilitate multi-regional OpenStack cloud deploy‐
ment with centralized management and authentication.

2.5 SDN-Cloud Centralized Management

SDN-/Cloud-related virtual functions are inter-connected to provide the end-to-end
communication for cloud-leveraged applications. The Cloud-related virtual functions
are managed centrally by open-source OpenStack cloud management and orchestration
software [9]. The SDN-related virtual functions are also centrally controlled by the ODL
(Open Daylight) SDN Controller [13]. OpenStack Keystone is used for centralized user
authentication. OpenStack Nova and OpenStack Neutron is utilized to create VM
instances and to provide enhanced connectivity, respectively. The ODL SDN controller
manipulates the flowtable entries of SDN-enabled virtual switches to enable the flexible
steering of inter-connection flows among various functions located in different cloud
regions (sites). Both cloud management software and SDN control software are required
to mix and match the configurations so that we can ensure the consistent connections
between cloud VM instances. Remember that the main challenge is how to accommodate
cloud-based multi-tenancy virtual networks (e.g., flat, VLAN, or tunneled network) for
OpenFlow-based network slicing (e.g., IP subnets, VLAN IDs, and TCP/UDP ports).
Eventually VLAN-based multi-tenancy traffic control (e.g., tagging, steering, and
mapping) is chosen to integrate tenant-based and slicing-based SDN-Cloud networking.

3 Verification and Evaluation

We now explain the details of SDN-Cloud testbed deployment, verification steps, and
preliminary measurement results.

3.1 Multi-Site Deployment for Distributed SDN-Cloud Testbed

As shown in Fig. 4, multiple hyper-convergent SmartX Boxes are deployed for
OF@TEIN testbed. Current deployment is focusing on migrating from limited open-
source XEN VM hypervisor to open-source OpenStack cloud management. The
OF@TEIN testbed relies on the heterogeneous physical underlay networks across
multiple administrative domains. Thus, the multi-regional OpenStack cloud deployment
is currently investigated as the deployment option, because it gives simple and common
configuration for all regions (i.e., SmartX Box sites), supports independent IP addressing
scheme, and has less dependency on the overlay networking among regions. Despite of
multi-regional independent cloud deployment, the OF@TEIN testbed supports an inte‐
grated cloud management interface by deploying web-based OpenStack Horizon UIs
and the centralized account/token authentication from OpenStack Keystone. The
resulting OpenStack multi-regional cloud deployment is illustrated in Fig. 5 for
OF@TEIN testbed.
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Fig. 4. OF@TEIN deployment over multi-domain R&E networks.

Fig. 5. OF@TEIN multi-regional cloud deployment.

Next, the OF@TEIN testbed is enhanced with multiple mesh-style inter-connections
of NVGRE/VXLAN overlay tunnels, along with the special flow-tapping virtual switch
[11]. The OpenStack multi-region deployment is modified to build a SDN-Cloud inte‐
grated testbed where inter-VM connectivity between cloud VMs is utilized by lever‐
aging OpenFlow-enabled data planes. The data planes are programmed and controlled
by the centralized SDN controller, co-located with the centralized cloud management.
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3.2 Semi-Automated Provision: Verifications and Evaluations

In order to facilitate the agile deployment of OF@TEIN testbed, both SDN-/Cloud-
related tools are utilized for automated provisioning of hyper-convergent SmartX Boxes.
This is aligned with the recent employment of DevOps automation, since the OF@TEIN
testbed is operated by a limited number of operators and becomes easily uncontrollable
as it spans across multi-domain inter-connected networks beyond the privileges of
testbed operators. Thus, by utilizing DevStack-based OpenStack deployment and ovs-
vsctl or ovsdb protocol for virtual switch provisioning, we can simplify the semi-auto‐
mated provisioning of hyper-convergent SmartX Boxes. In addition, REST APIs of
ODL SDN controller is utilized for automated flow insertion, flow modification, and
flow deletion. In summary, most of provisioning steps are automated with the exception
of manual handling of critical tasks such as DevStack-based OpenStack service restart
and VXLAN tunnel checking/recovery.

The semi-automated deployment shows takes around 50 min for fully upgrading a
SmartX Box with ~300 Mbps network connection. It takes around 6 h for the slowest
network connection of <10 Mbps. However, it takes only around 20 min (including Box
restart) for installation and configuration without cleaning up the previous installation
and upgrading the operating system. Moreover, it takes less than 10 min to re-configure
hyper-convergent SmartX Box with offline mode (i.e., no online copy from OpenStack
repository) (Table 1).

Table 1. Provisioning time comparison of sites with different network connection speed.

Site ID Network connection speed (Mbps) Installation time
GIST ~ 200 50 min
MY ~ 100 4 h
PH ~ 10 6 h

3.3 Example Experiments with SDN-Cloud Playground

By manipulating both OpenStack cloud management and OpenFlow-enabled SDN
control, as depicted in Fig. 6, an experiment for deploying VLAN-based multi-tenancy
traffic control is designed to verify the SDN-Cloud integration. First, we place VMs in
two cloud regions and prepare the connectivity for these VMs. These VMs are tagged
by OpenStack Nova with specific tag ID. Second, OpenStack Neutron automatically
maps and matches VLAN IDs with SDN-based slice parameters. This allows inter-
connection flows for VMs to be steered by the developer’s SDN controller, supervised
by FlowVisor [14]. The SDN-based flow steering inserts flowtable entries according to
the particular incoming and outgoing ports in developer’s virtual switches, where several
ports are mapped to other cloud regions/sites. Finally, based on the destination site, it
maps to a specific tunnel interface that is pre-configured by the SDN controller of oper‐
ators. Eventually, the testing of end-to-end connections between VMs is required to
verify the consistency of flow tagging, steering, and mapping for specific testing flows.
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Fig. 6. An experiment example over OF@TEIN SDN-Cloud testbed.
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Abstract. Traditionally healthcare services are deployed on dedicated
physical systems and the functionalities are limited to the local network.
Mostly, dedicated physical systems are either under-provisioned or over-
provisioned. Cloud Computing technology addresses these limitations by
dynamically allocating required resources to applications being hosted
on such cloud platforms. In this paper, we study the viability of host-
ing a telemedicine service over Amazon Elastic Compute Cloud (EC2);
a public cloud architecture. In particular, we study the performance of
our telemedicine service under linearly increasing workloads by using
multiple hosting options available in Amazon EC2. The performance
analysis of our telemedicine service is based on fulfilling the specific
number of requests per seconds under constraint response times. We
find that dynamic resource provisioning on the web tier using medium
type instances gives better results compared to static allocation using
large and xlarge type instances without incurring any bottleneck issues,
thereby, making it a feasible solution for telemedicine service providers.

Keywords: Cloud computing · Amazon EC2 · Telemedicine ·
Auto-scaling · Resource allocation · Web services

1 Introduction

Telemedicine is an enabling technology to facilitate the provision of health-care
services based on information and communication technologies to serve a large
population living in remote and underprivileged areas. In a typical telemedicine
system, patients interact with the telemedicine server using Internet connection
from a distant location by providing personal information, symptoms, and lab
test reports. Once a patient’s information reaches to the telemedicine server, an
automated process assigns the patient to a doctor. Then the doctor provides
the prescription or feedback to the patient from remote location. However, man-
aging computing and storage resources to offer high availability and response
time guarantees for a telemedicine service is quite challenging and an emerging
research area. Traditionally, such healthcare services are deployed on dedicated
physical systems which are mostly either under-provisioned or over-provisioned
and their functionalities are limited to the local network. Since, a large number
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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of users are accessing a particular telemedicine service concurrently from various
locations, efficient resource utilization is a challenge to reduce operational cost
and maintain specific application’s response time.

Cloud computing technology has emerged as a promising technology for the
provision of low cost, on-demand, high available, and dynamic resource pro-
visioning services to enterprises and individual users [1]. With the increasing
use of Internet applications, the demand for cloud computing services has seen
an unprecedented rise recently. One of the motivating factor for the adoption of
cloud platform for such applications is that, it provides high availability and bet-
ter performance with a low operational cost to the hosted application. To offer
these features, cloud computing model allows provisioning of resources dynami-
cally on varying workloads [2–4]. Therefore, hosting a telemedicine service on a
cloud provides better availability and response time guarantees to the end users.

There has been some research efforts in providing medical services over the
cloud. For example, Shilin Lu et al. [5] have conducted several experiments to
evaluate the performance of their custom designed medical service over the cloud
and compared its performance with a traditional system. In another research by
Jui-chien et al. [6], the authors have proposed a cloud based service which facil-
itates transmission and interpretation of ECG through mobile phones. Their
contribution includes pre-hospital diagnosis and to enhance inter-operability of
ECG results in rural and urban areas. The proposed service can be provided on
running vehicles and it is claimed that the service is cheap, efficient and conve-
nient. Charalampos et al. [7] has proposed a mobile health care system based
on cloud computing. A mobile application was developed in Google’s Android
OS which provided patients data transmission and retrieval with the help of a
mobile service. They have used Amazon’s simple storage service (S3) in order
to store and manage patients’ data and presented a prototype of their proposed
solution. Princy et al. [8] proposed a cloud based telemedicine health service in
India in which the authors main focus were on providing real time video steam-
ing by utilizing cloud services. Xiaoliang et al. [9] have presented a mobile based
telemedicine service and unveiled some opportunities by which mobile cloud can
be better optimized. Amitav et al. [10] proposed an implementation of a patient
monitoring teledermatology system. However, none of these addresses the chal-
lenge of efficiently allocating cloud resources to minimize cost and maintain
specific response time guarantees to the end users.

In this paper, we present our proposed telemedicine service and study its per-
formance using different Amazon Elastic Compute Cloud (EC2) instance types
namely medium, large, and xlarge to profile throughput and average response
time on linearly increasing workloads. In addition to this, we also investigate the
provisioning of dynamic resources to satisfy specific response time requirements
of our telemedicine service. Our results show that dynamic provisioning helps
to offer response time guarantees for the proposed telemedicine service using
medium type instances on increasing workloads.
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In the rest of this paper, we briefly explain our proposed telemedicine service,
experimental design, and experimental results obtained using different deploy-
ment scenarios.

2 Design of Telemedicine Service

We have developed a telemedicine web service using Java Jersey [11] and MySQL
database. We have deployed this service on Oracle WebLogic server. Figure 1
shows Entity Relationship Diagram (ERD) of our developed telemedicine service
explaining main entities and their relationships. There are three main user roles;
patient, doctor, and admin (administrator). The admin role is used to manage
user accounts and access control. The doctor interacts with patient’s visit and
issues prescription. Each patient may have many visits and each visit may
have multiple visistdata associated with it. A patient may optionally upload
images and textual data with his/her visit. We also maintain audit logs of
every interaction of users with the service.

Fig. 1. EERD of Telemedicine Web Service
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We have exposed our web service to be consumed in different client side
implementations including mobile, desktop, and web applications through well
defined URIs. For example, we provide specific end points in terms of URIs to
perform create, read, update and delete (CRUD) operations for every entity
explained in the ERD. Our proposed web service methods generate output in
JSON format.

3 Experimental Setup

In this section, we describe our experimental cloud testbed, design of experiments
to evaluate our proposed telemedicine web service, and workload generation
method.

3.1 Cloud Testbed

We have used Amazon Web Services (AWS) to host and evaluate the perfor-
mance of our telemedicine service using various different types of Elastic Com-
pute Cloud (EC2) instances. An EC2 instance provides a virtual machine with
a specific hardware resources. Table 1 shows the resource allocation and cost
of EC2 instances used in our experimental evaluation. In each experiment, we
have deployed web service tier and database tier on separate EC2 instances of a
specific type.

Table 1. Resource allocation and cost of EC2 instances used in experiments.

Instance Type vCPUs Memory (GiB) SSD Storage (GB) Cost (USD/hour)

m3.medium 1 3.75 4 0.067

m3.large 2 7.5 32 $0.133

m3.xlarge 4 15 80 $0.266

m3.2xlarge 8 30 160 $0.532

c3.large 2 3.75 32 $0.105

c3.2xlarge 8 15 160 $0.42

3.2 Experimental Design

We have conducted five set of experiments to evaluate the performance of the
telemedicine system. Table 2 provides details of the conducted experiments. In
each experiment, we pre-allocate specific type of EC2 instance to web service
tier and database tier and generate the synthetic workload to profile through-
put (requests/second) and average response time of the application. However, in
Experiment 5 we have enabled auto-scaling on web server tier using rule-based
technique. We configure Amazon’s auto-scale policy to increase one EC2 instance
whenever average response time reaches to 1000 ms or CPU utilization of any
instance allocated to web tier reaches to 70 %. We also configure Amazon’s Elas-
tic Load Balancing (ELB) service to load balance workload among allocated web
tier instances.
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Table 2. Experimental details.

Exp# Experiment Description

1 Static allocation using
EC2 medium
instance

Pre-allocated one EC2 instance of type m3.medium

to web service tier and one EC2 instance of
type m3.2xlarge to database tier

2 Static allocation using
EC2 large instance

Pre-allocated one EC2 instance of type m3.large

to web service tier and one EC2 instance of
type m3.2xlarge to database tier

3 Static allocation using
EC2 xlarge instance

Pre-allocated one EC2 instance of type m3.xlarge

for web service tier and one EC2 instance of
type m3.2xlarge to database tier

4 Static allocation with
distributed workload
generation

Pre-allocated one EC2 instance of type m3.large

to web service tier and c3.2xlarge type of
instance to database tier. For distributed
workload generation, we used two instances of
type c3.large

5 Dynamic allocation
using EC2 medium
instances

Horizontal auto-scaling enabled for web service
tier using m3.medium EC2 instances and static
allocation of m3.2xlarge instance type to
database tier

3.3 Synthetic Workload Generation

We have used httpef [12] to generate a synthetic workload in linearly increasing
fashion for the telemedicine service. We generate workload for 40 min emulating
specific number of user session per second in a step-up fashion. A synthetic
user session emulate a use case scenario to search a patient and then insert a
new record of a patient. In each user session, we have two requests consisting
of searching a patient which outputs a large number of patient’s records from
database and then issuing a put request to insert a new patient.

The workload generator is deployed on a separate EC2 instance of type
m3.2xlarge to avoid any saturation at workload generator. However, we observe
a bandwidth limitation in Experiment 2 and Experiment 3. In order to overcome
this bandwidth limitation, we have distributed the workload generation using
two instances in Experiment 4.

4 Experimental Results

In this section, we describe the results obtained in Experiment 1, 2, 3, 4, and 5
described in Table 2. For each experiment, we provide throughput (request/sec),
average response time (milliseconds), and CPU utilization of allocated resources.
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4.1 Experiment 1: Static Allocation Using EC2 Medium Instance

Figure 2 shows the throughput, average response time, and CPU utilization of
EC2 instances allocated to web and database tiers during Experiment 1. It can
be seen from the figure that by 16th min of the experiment, the throughput
stops increasing linearly and response time of the application starts increasing
exponentially. It can be clearly observed that the CPU utilization of web server
tier reaches near to 100% and shows the bottleneck here. By 32nd min, web
server tier instance reaches to an unresponsive mode and we are unable to obtain
throughput and response time metrics after this time lapse. However, we still
obtain CPU utilization metrics for both instances from Amazon Cloud Watch
service. The maximum throughput that we have observed in this experiment is
892 requests/second.
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Fig. 2. Experiment 1: throughput (requests served/second), average response time,
and CPU utilization of web server and database tier instances.

4.2 Experiment 2: Static Allocation Using EC2 Large Instance

Figure 3 shows the throughput, average response time, and CPU utilization of
EC2 instances allocated to web and database tiers during Experiment 2. By 18th

min of the experiment, the throughput stops increasing linearly, however, we do
not observe any dramatic growth in the response time during this experiment.
The average response time remains under 50 ms. Notice, that there is no dra-
matic increase of CPU utilization in the web server and database tier instances.
The maximum throughput achieved in this experiment is 1020 requests/second.
Ideally, the throughput should have continuously increased during this exper-
iment, however, this is because the bandwidth became the bottleneck at 18th

min of the experiment and web server tier instance is utilizing 201 MB/seconds
and 416 MB/second in average respectively for network input and output.
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Fig. 3. Experiment 2: throughput (requests served/second), average response time,
and CPU utilization of web server and database tier instances.

4.3 Experiment 3: Static Allocation Using EC2 Xlarge Instance

Figure 4 shows the throughput, average response time, and CPU utilization of
EC2 instances allocated to web and database tiers during Experiment 3. It is
shown in the figure that at 18th min, the throughput stops increasing linearly,
however, there is no sign of any dramatic growth in response time during this
experiment. The average response time remains under 50 ms. No saturation in
CPU utilization of web and database tier instances has been observed. The
maximum throughput we achieved in this experiment is 1020 requests/second.
Notice, that the output of this experiment is similar to Experiment 2, mainly
because, we observe the same bandwidth limitation in this experiment as existed
in the previous one. It therefore, clearly shows that increasing resources to web
tier instance does not help in overcoming bandwidth limitations.

4.4 Experiment 4: Static Allocation with Distributed Workload
Generation

Figure 5 shows the throughput, average response time, and CPU utilization of
EC2 instances allocated to web and database tiers during Experiment 4. It can
be seen that at 25th min, the throughput stops increasing linearly and there
is dramatic growth in average response time. It is also evident that the CPU
utilization of web server tier reaches close to 100% and turns to be the bottleneck
in this experiment. The maximum throughput that we have achieved in this
experiment is 2882 requests/second. By 31st min of the experiment, web server
tier instance reaches to an unresponsive mode and we terminate the experiment
at 33rd min of the experiment.
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Fig. 4. Experiment 3: throughput (requests served/second), average response time,
and CPU utilization of web server and database tier instances.
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Fig. 5. Experiment 4: Throughput (requests served/second), average response time,
and CPU utilization of web server and database tier instances.

4.5 Experiment 5: Dynamic Allocation Using EC2 Medium
Instances

Figure 6 shows the throughput, average response time, dynamic addition of web
tier instances, and CPU utilization of EC2 instances allocated to the web and
database tiers during Experiment 5. It can be seen from the figure that at 17th

min, the average response time crosses the acceptable response time threshold
and our auto-scale policy kicks in, invokes another instance and adds it to the web
tier. As soon as, the effect of the newly added instance is realized, the response
time again reaches under acceptable threshold. However, at 37th min, CPU of
the web tier instances cross the acceptable threshold of CPU utilization and
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then another instance is added to the web tier dynamically in order to cope up
with the situation. Notice, that the throughput of our telemedicine application
linearly increases in this experiment except at the times when response time vio-
lation occurred. The maximum throughput we have achieved in this experiment
is 2398 requests/second. It is noteworthy to mention here, that in this experi-
ment we have not observed any bottleneck resources. Therefore, we believe that
using m3.medium instance with auto-scaling for web tier and m3.2xlarge type
of instance for database tier would help us to offer response time guarantees to
the users of our proposed telemedicine service without observing any bottleneck
resources.
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Fig. 6. Experiment 5: throughput (requests served/second), average response time,
dynamic addition of web tier instances, and CPU utilization of web server and database
tier instances.

5 Conclusion and Future Work

In this paper, we presented our developed telemedicine service and studied
its performance using different Amazon EC2 instances on linearly increasing
workloads. We found that dynamic resource provisioning on the web tier using
medium type instances gives better results compared to static allocation using
large and xlarge type instances without showing any bottleneck resources. We
believe that this study would help the telemedicine service providers to use
appropriate cloud resources in order to offer response time guarantees with min-
imal operational cost.
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Currently, we are investigating the possibility of using NoSQL-based data-
base to dynamically scale-out database tier instead of statically allocating over-
provisioned resources to the database tier. It may greatly help to further reduce
operational cost effectively.
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Abstract. Cloud computing and high performance computing enable
service providers to support parallel execution of provided services. Con-
sider a client who invokes a web service to process a large dataset. The
input data is split into independent partitions and multiple partitions
are sent to the service concurrently. A typical customer would expect
the service speedup to be directly proportional to the number of concur-
rent requests (or the degree of parallelism - DOP). However, we obtained
that the achieved speedup is not always directly proportional to the DOP.
This may because service providers employ parallel execution policies for
their services based on arbitrary decisions. The goal of this paper is to
analyse the performance improvement behavior of web services under
parallel execution. We introduce a model of parallel execution policy
of web services with three policies: Slow-down, Restriction and Penalty
policies. We conduct analyses to evaluate our model. Interestingly, the
results show that our model have a good accuracy in capturing parallel
execution behavior of web services.

Keywords: Parallel execution · Service policy · Performance analysis

1 Introduction

Using the cloud environment to host web services offers numerous benefits. With
cloud infrastructures, service providers are able to provide scalability for their
services to support parallel execution. However, there are several factors that
affect efficiency of parallel execution such as serial fractions in a task as pointed
out in Amdahl’s law [3,9], and parallel overhead [10]. Service providers may
also make arbitrary decisions in selecting policies that control parallel execution
of their services. In Service-Oriented Architecture (SOA), service users do not
have control over computing resources or services’ implementation, and so they
need to know performance improvement behaviors of web services in order to
configure the optimal parallel invocation to each web service.

In this paper we focus on analysing the effect of data parallelism, a technique
often used to improve performance of tasks involving large-scale datasets. The
data is split into small independent partitions that are executed in parallel by
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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multiple task instances. This decreases the overall execution time of the task.
In previous work [13] we used parallel execution policies of atomic web services
to predict the optimal parallelism of composite services. However, the parallel
execution policies of a variety of web services was not evaluated. To complement
our previous work, this paper performs a series of experiments on real world web
services. From the experiment results, we evaluate how well our policy model
can capture parallel execution effects of different web services.

The rest of the paper is organised as follows. We begin with a motivating
example in Sect. 2. Section 3 introduces parallel invocation of web services and
elaborates our proposed policy model. Our testing methodology is described in
Sect. 4. We show analysis results and evaluation in Sect. 5. We give some related
works in Sect. 6. Finally, Sect. 7 concludes this paper.

2 Motivating Example

Consider a translation application that uses Google translation service to trans-
late a document. In order to reduce the translation time, users configure the
application to split the document into M independent partitions, and then send
n multiple requests to Google translation service in parallel. Suppose that the
method of splitting document is determined (M is fixed). Increasing n is expected
to reduce the time taken to translate the whole document. Let Speed-up (S(P )) of
the application be the ratio of the execution time of the application when n = 1
to the execution time of the application when n = P (S(P ) = T (1)/T (P )).
A straightforward extrapolation to the higher number of concurrent requests
would give the speed-up shown by the dashed line in Fig. 1.

This types of extrapolation is too common and unwarranted in our experi-
ence. As we will see, the actual speed-up of the application is more likely to
follow the solid line in Fig. 1. The difference between these two predicted curves
is significant. This example underscores the importance of obtaining a thorough
understanding of the speed-up characteristics of a web service before invoking
the services with parallel execution. One way to accomplish this is to assess
speed-up patterns by analysing the parallel execution effects of different types of

Fig. 1. Different speed-up patterns
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web services. Once these patterns are determined we can define a model which
can help users to better estimate service performance under parallel execution.

3 Parallel Invocation of a Web Service

We use Data Parallelism to perform parallel invocation to a web service as
follows. Assume that a client wants to process a large dataset. At the client-side,
the input data is split in to M partitions and n threads of the client are created
to send n partitions to the service in parallel as shown in Fig. 2. At server-
side the service needs to serve n requests in parallel. Execution time required
for processing the input data depends on the number of concurrent requests,
denoted by f(n).

Fig. 2. Parallel invocations of a web service

3.1 Performance Speed-Up

We use Speed-up as a measure of the reduction in execution time taken to exe-
cute a fixed workload when increasing number of concurrent threads. Speed-up
is calculated by the following equation: S(n) = f(1)/f(n), where f(1) is the
execution time required to perform the work with a single thread and f(n) is
the time required to performance the same task with n concurrent threads.

Different web services may cause different speed-up behaviors. Such behaviors
was examined in [1] and three categories were drawn:

• Linear–the speed-up ratio is equal to the number of concurrent processes,
n, i.e., S(n) = n.

• Sub-linear–the speed-up ratio with n concurrent processes is lass than n, i.e.,
S(n) < n

• Super-linear–the speed-up ratio with n concurrent processes is greater than
n, i.e., S(n) > n

Several models have been proposed to describe those speed-up behavior cate-
gories for parallel algorithms and architectures [9]. A well known and most cited
model is Amdahl’s law [3], which models the effect of the serial fraction of the
task to the speed-up of the task as shown in Fig. 3. Different ratios of serial parts
(F ) yield different speed-up behaviors.
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Fig. 3. Speed-up behaviors represented by Amdahl’s Law model [13]

Most of existing models assume that the performance speed-up is determined
chiefly by task limitations or computing resource limitations. The effect of service
provider’s arbitrary decision about how to implement parallel execution (parallel
execution policies) on the performance speed-up (the solid line in Fig. 3) was not
considered.

3.2 Parallel Execution Policy Model

In our previous work [13] we have proposed a model to capture parallel execution
policies of web services. The model is defined by a tuple of parameters (α, α�,
α′, P ), with three policies as follows:

Slow-Down Policy. Performance improvement is throttled when the number
of concurrent requests exceeds specified number (Ps) as showed in Fig. 4a. The
execution time of the service is given by the following equation:

f(n) =

{
α − α−α�

Ps−1 (n − 1), if 1 ≤ n < Ps

α� − α�−α′
M−Ps

(n − Ps), if Ps ≤ n ≤ M

with: α > α� > α′, and
α − α�

Ps − 1
>

α� − α′

M − Ps

Restriction Policy. Service performance statures when number of concurrent
requests reaches to a specified number (Pr) as shown in Fig. 4b. The execution
time of the service is given by the following equation:

f(n) =

{
α − α−α�

Pr−1 (n − 1), if 1 ≤ n < Pr

α�, if Pr ≤ n ≤ M

with: α� < α, and α′
� α�
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Fig. 4. Performance improvement patterns of parallel execution policies

Penalty Policy. Service performance is reduced when number of concurrent
requests exceeds a specified number (Pp) as shown in Fig. 4c. The execution
time of the service is calculated by the following equation:

f(n) =

{
α − α−α�

Pp−1 (n − 1), if 1 ≤ n < Pp

α� + α′−α�

M−Pp
(n − Pp), if Pp ≤ n ≤ M

with: α > α�, and α′ > α�

4 Testing Methodology

We implement a testing system to evaluate our proposed model. A client is
created to invoke web services with parallel execution. One challenge is to collect
different web services provided by different providers for analysis. One of the
most reliable sources we used is the Language Grid [5]. The Language Grid (LG)
provides an infrastructure for sharing and combining language services. Different
groups or providers can join and share language services on the Language Grid
Platform1. Currently, more than 140 organizations have joined the Language
Grid to share over 170 language services. We also assessed web services from
outside the LG, such as from ProgrammableWeb2.

Experiment Implementation. We implement a client using multi-threading
technique to invoke web services. First, the input data is split into independent
partitions. Then, n threads of the client are initialized to process n partitions
in parallel. Therefore n requests are sent to the service concurrently. We also
use pooling technique to stream data partitions to the client whenever a thread
is available. We use the integration of the Language Grid and UIMA3 [12] to
realize our test system. First, we create a Document Splitter to split input doc-
ument into independent partitions and store partitions to a queue. We create
1 Web services on the LG: http://langrid.org/service manager/language-services.
2 ProgrammableWeb: http://www.programmableweb.com/.
3 Apache UIMA: http://uima.apache.org/.

http://langrid.org/service_manager/language-services
http://www.programmableweb.com/
http://uima.apache.org/
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Fig. 5. Implementation concept of the test system

a client which invoke a web service to process data partitions from the queue.
We implement a Follow Controller (FC) to connect the Document Splitter and
the Client, and control the queues and number of threads of the Client. Figure 5
shows implementation concept of our experiment in the UIMA framework. With
this implementation, all n threads of the client are running at all the time. This
means that the service has to serve n concurrent requests at all the time.

5 Experiments

This section describes the results of testing the performance impact of paral-
lel execution for web services provided by different providers. We observe that
performance improvement patterns of different web services follow different par-
allel execution policies as defined in Sect. 3.2. Interestingly, from the analysis
we observe that, a web service may employ a combination of parallel execution
policies as shown in Fig. 6.

Fig. 6. Combination of policies
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5.1 Combination of Slow-Down Policy and Restriction Policy

Figure 7 depicts different performance improvement behaviors of several web
services. The results demonstrate that these services employ both the slow-down
policy and the restriction policy as follows:

– Performance improvement of J-Server translation service follows slow-down
and restriction policies with Ps = 4 and Pr = 16.

– Performance improvement of Mecab morphological analysis service follows
slow-down and restriction policies with Ps = 4 and Pr = 14.

– Performance improvement of Google URL shorten service follows slow-down
and restriction policies with Ps = 2 and Pr = 12

– Performance improvement of Amazon S3 service follows slow-down policy
with Ps = 14. We have not observed restriction behavior of Amazon S3 when
n increases until 50.

Fig. 7. Web services with slow-down and restriction policy

5.2 Combination of Slow-Down Policy and Penalty Policy

Figure 8 depicts performance improvement behaviors of several other web ser-
vices. The results demonstrate that the performance improvement of these ser-
vices is combination of slow-down policy and penalty policy as follows:

– Performance improvement of TreeTagger service follows slow-down and
penalty policies with Ps = 4 and Pr = 8.

– For Life science dictionary service, when number of concurrent requests larger
than 6 some requests are blocked and error message are returned (the failed
requests are resubmitted until corrected responses are returned). Eventually,
the execution time of the service is increased. The performance improvement
follows slow-down and penalty policies with Ps = 6 and Pp = 8.
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– Performance improvement of Google translation service follows slow-down
and penalty policies with Ps = 4 and Pp = 8.

– Performance improvement of Yandex translation service follows slow-down
and penalty policies with Ps = 10 and Pp = 12

Fig. 8. Web services with slow-down and penalty policy

In our analysis, we have analysed more than 50 web services, about two-thirds
of them are registered in the Language Grid, the others are collected from outside
the Language Grid. The experiment results show that, performance improvement
of most of the collected web services can be categorized into the two categories
listed above.

5.3 Evaluation

We evaluate our parallel execution policy model by using regression analysis.
Our model is compared with two regression models: a linear fitting model
and a curve fitting model with a quartic regression (curve fitting function:
y = ax4 + bx3 + cx2 + dx + e). Figure 9 shows comparison of our policy model
and regression models of two different services: J-Server translation service and
Google translation service.

We use standard error (S), and R-squared (R2) to compare the models.
S gives some idea of how much the model’s prediction differs from the actual
results. R2 provides an index of the closeness of the actual results to the predic-
tion. S and R2 are calculated by the following equations:

S =

√
√
√
√
√

n∑

1

(Actuali − Predictioni)2

n− p
, and R2 = 1 −

n∑

1

(Actuali − Predictioni)
2

n∑

1

(Actuali −mean(Actual))2
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Fig. 9. Evaluating policy model of different services

where n is number of observations, p is the number of regression parameters
(p = 2 in the case of linear regression and our model, p = 5 in the case of the
quartic regression model).

The F-test is used to calculate P-value for evaluating statistical significance
of our policy model. Table 1 shows comparison of the policy model with the
two regression models for different web services. The results show that, in all
cases, the policy model has the lower standard error and higher R-Squared than
either the linear regression model or the quartic regression model. The P-value
of the policy model is significantly low (much less than 0.05). We repeated the
evaluation with other web services, the results were similar. We conclude that
our policy model has much better accuracy in capturing performance improve-
ment behaviors of web services than the conventional regression models. The
policy model is also highly statistically significant and can faithfully estimate
the parallel execution effects of web services.

Table 1. Comparison of the proposed model with regression models

S (milliseconds) R-squared (%) P-value

Linear Quartic Policy Linear Quartic Policy Policy

model model model model model model model

J-Server tran. 3287.94 1583.47 1049.75 21.3 86.3 92.0 1.23e-09

Google tran. 3415.02 1680.13 1075.34 4.9 82.73 90.6 2.55e-09

Mecab 3310.78 1634.90 764.73 19.9 85.3 95.7 3.71e-11

Amazon S3 13734.94 6264.98 4795.82 31.2 89.3 91.6 1.57e-09

Google URL 2080.93 1014.05 698.97 23.2 86.3 91.3 4.06e-09

Tree tagger 3078.94 1297.93 659.91 1.2 86.8 95.5 5.82e-11

LSD 2521.01 1267.16 885.72 4.5 89.5 93.2 1.56e-09
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6 Related Work

Several papers have addressed the performance of web services. An optimization
model for optimal resource allocation across a set of web service class running
on the same physical server in virtual environment was proposed in [2]. Bonneta
et al. [4] presented a service scripting language–S, together with its compiler and
runtime system to efficiently exploit today’s multi-core parallel architectures to
scale the number of concurrent requests.

Some studies discuss about performance effect of deploying web services on
the cloud. Ristov et al. [7] shown that migrating web service on the cloud reduces
their performance compared to using the same hardware resources. Although the
cloud can scale its resources, it does not guarantee that the performance will scale
the same as the scaling factor. Virtualization is another layer that also produces
performance discrepancy.

Other studies have introduced several parameters that impact web service
performance such as the computation that the web service is performing [8],
the CPU power and cores, the message size and the introduced security [11],
and even the resource orchestration in the cloud virtual environment [6]. Most
existing works do not consider the effect of services policies on performance
improvement from the view of service users as we focus in this paper.

7 Conclusion

This paper analysed performance improvement behaviors of different web ser-
vices under parallel execution. We provided analyses and evaluations of our par-
allel execution policy model which includes three types of policies: Slow-down
policy, Restriction policy, and Penalty policy. By conducting a series experiments
on more than 50 web services, we have experimentally confirmed our model well
captures the effects of parallel execution policy. Our model has been proved to be
superior to regression models in capturing the parallel execution effects of web
services. The evaluation results also showed that our parallel execution policy
model can well illustrate performance improvement behaviors of web services
under parallel execution.

Our model introduced a new factor, which is service’ policy, that affect par-
allel execution efficiency of the service. The model is useful for service users in
understanding the parallel execution policies of web services. This will enable
users to alter their parallel invocation of a web service to the service policy
in order to attain the optimal speed-up. However, the three types of parallel
execution policies may not correctly cover all types of web service policies. To
make our model more rigorous, we will continue our analysis with larger number
of web services and more parameters for parallel execution such as number of
concurrent requests per second or the time when users invoke a web service.

Acknowledgments. This research was partly supported by a Grant-in-Aid for Scien-
tific Research (S) (24220002, 2012-2016) from Japan Society for Promotion of Science
(JSPS).
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Abstract. Cloud computing is a new technology that has an increasing popu-
larity among business enterprises especially small to medium enterprises. In
educational institutions where information technology is backbone for con-
ducting research and academic activities limited budget does not allow to
acquire latest technology or upgrade the existing technology. Universities pro-
duce two different types of data i.e. intellectual data that needs to be shared
among other institutions in order to keep updated each other and operational
data that is used within a university for daily routine work. In this study a
proposed hybrid cloud model is proposed for higher education institutions in
Saudi Arabia in order to share intellectual data. The proposed hybrid model is
viable under ministry of higher education in Saudi Arabia. Different aspects of
the model have been discussed and efficacy of the model.

Keywords: Cloud computing � Cloud model � Cloud computing in Saudi
Arabia

1 Introduction

Cloud computing is a new technology that has an increasing popularity among business
enterprises especially small to medium enterprises. Since cloud computing is an
evolving technology different people interpret cloud computing term in different ways
and sometime they misinterpret the term in order to market their products. Cloud
computing definitions have been reviewed by [1] and three main components were
identified i.e. virtualization, scalability and pay-per-use service model that are the
basics of cloud computing definition. In cloud computing framework computing
resources are formed in a pool of resources on network and it allocates the required
services dynamically to various applications based on user requirements. In cloud
computing model users do not need to purchase any expensive hardware and just by
paying the rental cost to the cloud provider all services can be availed. Since this model
reduces cost and operational cost it is lucrative to organizations especially to
small-scale enterprises [2]. Cloud computing model is comprised of two layers namely
resource layer and service layer. Figure 1 shows the basic cloud model [4–6].

In the lowest layer of the service layer i.e. Infrastructure as a Service (IaaS)
computing resources (memory allocation, processing time, disk based storage etc.) are
provided to users. Users can run software of their choice using the resources and they

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
Y. Zhang et al. (Eds.): CloudComp 2015, LNICST 167, pp. 255–259, 2016.
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are billed by their selection of choice [3]. The middle layer i.e. Platform as a Service
(PaaS) provides personalized services in terms of software and hardware that enhance
better performance. It provides to users a platform on which a user can develop and
host their applications. This layer consists of an operating system and application
development tools which are used to develop applications. The top layer of the service
layer is Software as a Service (SaaS) that provides to users application environment
such as email hosting where users have no control on the infrastructure.

The service layers are used by different users depending on their requirements; for
example, IaaS service layer is used by large organizations that have resources to support
applications and underlying platforms supplied by cloud service provider in order to
save cost. The cloud computing framework can be used in educational environment in
order to manage resources and keep updated with other institutions in the industry. Since
private and public educational institutions work under financial constraints it is difficult
to update with the latest information technology. It is almost impossible for organiza-
tions to be aligned with growing information technology. In order to have accessibility
to latest IT tools and services and sharing research activities it is necessary to investigate
cloud computing model and in the present study author strives to propose a cloud
computing framework for educational institutions in Saudi Arabia.

2 Cloud Computing Model for Institutions

In many organizations cloud computing technology is being used due to its availability
of virtualized resources [7]. Ministry of Higher Education (MOHE) in Saudi Arabia is
responsible to dealing with higher education, creating higher education institutions,
coordinating and supervising the post-secondary institutions. In Saudi Arabia there are
45 degree awarding universities/colleges (both public and private). Table 1 presents the
details of the universities functioning in different regions of the Kingdom.

Service   
Layer

Resource
Layer

Software as a Service

Platform as a Service

Infrastructure as a       
Service

Virtual resource layer

Physical resource layer

Fig. 1. A cloud computing layered model
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Universities produce intellectual capital data and the data that facilitate daily rou-
tine work. All educational material that includes course specifications, course reports,
course material, curriculum, student’s projects, assignments etc. are considered intel-
lectual capital for an institute. When this capital is shared with other educational
institutes a large number of people (teachers and students) would benefit them and
cause reduction in duplication of efforts. If this capital is available to all universities
under some authority and control then universities would extend their focus to inno-
vative and creative ideas rather than re-inventing the wheel.

In addition to intellectual capital universities have their own data that they use
internally to run business on daily routine basis. This data however cannot be shared
with other universities and it is called as operational data.

Now the authors suggest a cloud computing model based on the above two types of
data i.e. intellectual capital data and operational data. The proposed model can be called
as a hybrid model that consists of two clouds i.e. public cloud (intellectual capital data)
and private cloud (operational data).

In the proposed model it is suggested that a hybrid computing model would
facilitate universities in Saudi Arabia to share knowledge and research activities.
Since MOHE is responsible to coordinate and supervise higher education institutions in
Saudi Arabia public cloud that consists of intellectual capital data generated by uni-
versities is owned by the ministry and it can be called as MOHE cloud. The operational
data that is purely generated by the universities in order to running daily routine
activities are placed in a private cloud and can be called as university cloud. Figure 2
shows the hybrid cloud model.

In the hybrid cloud model MOHE cloud is a public cloud that owns all the intel-
lectual capital data generated by universities such as assessments, course specifications,
course reports, course material, etc. that would be shared by any universities approved

Table 1. Number of universities in Saudi Arabia

Province Number of
universities
Public Private

Riyadh 7 8
Makkah 4 3
Madinah 4 1
Eastern Province 4 4
Asir 1 0
Hail 1 0
Najran 1 0
Tabuk 1 1
Al Jouf 1 0
Al Qassim 1 0
Al Baha 1 0
Northern Borders 1 0
Jazan 1 0

A Hybrid Cloud Computing Model for Higher Education 257



by the MOHE. However, MOHE would be responsible to place security and moni-
toring controls in order to prevent data from plagiarism. Universities which contribute
in this cloud by supplying data are considered as source of information and those who
receive data from the cloud are considered as sinks. A university can be considered a
source and sink of the cloud at the same time.

University cloud is a private cloud where operational data of an individual uni-
versity is placed. The data is sole propriety of the university and is inaccessible to other
universities. Universities may grant access to the data to different users depending on
their requirements. Students of a university may access their exams schedule or exam
results without visiting university personally. However, security controls need to be
more effectively implemented in the cloud as any breach of security may cause dis-
astrous results.

3 Efficacy of Model

The hybrid cloud model will have great effects on educational institutions as well as on
Saudi ministry of higher education which may develop and maintain a pool of
knowledge and research material. This cloud however has great advantages such as a
treasure of knowledge at one place and encouragement to other institutions to partic-
ipate in increasing knowledge and research by using existing data and applying
innovative ideas of their own. Another benefit of the cloud is to provide support in
terms of assessment, projects and course material in order to improve effectiveness and
quality of teaching. Since the MOHE owns the cloud a constant monitoring would help
the ministry to identify and provide guidelines to improve quality of teaching at some
universities that are found below the set criteria of quality.

The model will save huge budget of IT infrastructure spent in universities in order
to provide and maintain IT services within universities. Universities are required to pay
a usage fee to service provider since all IT infrastructure is maintained by the service
provider. Hence, universities can utilize the latest technology without investing in

MOHE 
Private Cloud

MOHE 
Public Cloud

Fig. 2. A hybrid cloud model
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acquisition of technology. The model provides information accessibility to its users
with convenience and comfort any time and day they wish to access. Students may
have access to a number of academic resources that may help them develop their
knowledge and skills [8]. The private pool of universities facilitates students to access
their exams schedule and results immediately they are announced without visiting
universities. MOHE of Saudi Arabia would be in a position to monitor and align all
higher education institutions to the required standards and guidelines provided by the
ministry. This model will save heavy government investment that is required to pur-
chasing hardware, software, networking and communication devices for research and
higher education institutions.

4 Conclusion and Future Work

Cloud computing technology has helped business organizations especially small to
medium business enterprises to benefit from the latest technology in order to manage
their information. In the present study we have presented a hybrid cloud model that
would facilitate business organizations to share and contribute knowledge and research
in higher education in Saudi Arabia. The implementation of this model will save heavy
investments in technology infrastructure in higher education and provide opportunities
to sharing knowledge and research among universities. We intend to validate this
framework in future and since strict security measures and controls are needed to
implement the model; there is a need to investigate different security models and
propose a viable security model that can be implemented in a hybrid cloud model for
higher education.
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Abstract. With the advancement of cloud technologies, media focussed
enterprises have started adopting cloud technologies to improve their offerings,
to increase the reach and to gain competitive advantages. With the proliferation
of public cloud services and the lack of standardisation in describing cloud
services, it has become a very difficult task to identify the most suitable cloud
service for an enterprise.
This paper discusses the methodologies that a media company can adopt

while selecting a public cloud service to scientifically arrive at a purchasing
decision. The model described herein has been successfully used by Right-
Cloudz Technologies for their public cloud selection advisory services.

Keywords: Evaluation as a service � Compare clouds � Public cloud services
for media companies � Public cloud selection

1 Introduction

There are three data center models that are commonly in use at most media focussed
enterprises. Each of these models provide a different set of capabilities at varying
degrees of efficiency1.

(a) In-premise Data Center (Private or Outsourced to a Managed Services Provider)
(b) IaaS/PaaS/SaaS from Cloud Service Providers
(c) Hybrid model

This paper discusses a model and methodology that can readily be applied to compare
Public IaaS/PaaS/SaaS services to be used by media focussed enterprises.

While working on this paper we looked into the challenges faced by media delivery
companies, e.g., video-on-demand service providers, video conference service provi-
ders, news and publishing houses, etc. where the content is accessed through different
types of devices and the peak load can not be easily anticipated. For example, a news
item or a video clip may go viral for no apparent reason. Addressing the requirements
of media production houses (viz. film/TV/animation/music industry) has been kept out
of the scope of this paper.

1 Efficiency has been defined as a function of timely completion of jobs with reduced average cost (one
time cost, operating cost and both, as appropriate) for the resources.
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2 The Selection and Buying Processes in Vogue

Selecting a service provider by using the standard Request for Proposal (RFP) method-
ology is a well accepted method in the B2B sector. The RFP process generally works well
in situations where the number of vendors to select from is small or the vendors are
pre-selected/short-listed by using some other methodology prior to the RFP being
released.

3 A Paradigm Shift in the Buying Process

The era of cloud technologies, which has enabled enterprises to buy business critical
computing resources over the web, ironically has made it easier to skip the required due
diligence while buying computing resources in hurry.

With publicly available data and the data validated by 3rd parties about the quality
of services offered by a cloud service provider, many enterprises may prefer to do
online evaluation of cloud services before purchasing.

In the following sections we shall see how the commonly used techniques to select
a potential cloud service provider, may actually push the enterprises towards settling
down with a less than the best option available.

3.1 The Shortcomings of a Filter Based System

There are a few online services that help cloud customers identify the most suitable
cloud service for their business. Most of these services let the customer narrow down
the cloud vendor list based on simple feature filtering; e.g., if two vendors support SSD
as a storage option, both will get shortlisted if the customer’s application requires SSD
type of storage. This kind of filtering mechanism does not provide an assessment of the
quality of the services provided and therefore the customer still has the difficult task of
picking the better of the two feature-equivalent services. Basically the filtering scheme
does not rank Cloud Service Providers on the basis of the quality of the service
provided. Also there is no way for the customer to specify relative priorities of the
requirements.

3.2 The Shortcomings of Research Reports

Research reports and whitepapers are good sources to get overall information about
cloud services provided by a set of Cloud Service Providers; some amount of company
profile is available part of the report. However, these reports are static in nature and the
data points used in them may not be very current – at best, the data points may be a
couple of months or a quarter older than the time the report was prepared. Also, these
reports are typically written for a large customer base and are not applicable to the
specific business needs of a particular enterprise.
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Even with above mentioned shortcomings, an independent and unbiased cloud
comparison report may help a media company to (i) prepare the list of requirements,
(ii) short-list a set of vendors (for the required service).

3.3 The Dynamic Component in Ranking

A rating or ranking system is incomplete if it does not consider dynamic data in the
evaluation process. Dynamic data may include several important pieces of information
about a service provider’s SLA adherence, performance and latency information, etc.

A good evaluation system should use static data about features and capabilities (as
claimed by the Cloud Service Provider) and dynamic data (averaged out over a rea-
sonably long period) for objective analysis and ranking.

4 A Path Breaking Evaluation Methodology2

This paper describes a path breaking evaluation methodology. There are three key
players in this methodology: (1) Cloud Service Providers, (2) Consumer/user of cloud
services, (3) “Cloud Evaluation as a Service” Provider.

To evaluate a cloud service provider for a set of services a few filters are used to
prepare a shortlist of Cloud Service Providers. A list of all essential features for the
required service is prepared. This is the list against which the customer requirements
are compared to see which requirement is satisfied by which feature. Measurable
parameters for all features are then identified, and raw data (both static and dynamic)
are collected. While a major part of the data can be collected through an automated
process, review of those data and other manually collected data are done. Then a score
is assigned based on these raw data. The data refresh frequency should generally not be
longer than two weeks. The task of keeping data current is one of the most important
mantra of “Cloud Evaluation as a Service” providers.

Following diagram shows the interactions among the consumer (enterprises),
Evaluation-as-a-Service provider, cloud service providers and 3rd party sites keeping
track of performance of Cloud Service Providers (CSPs) (Fig. 1).

4.1 Defining the Meaning of a Priority Value

Each requirement (aggregation of related features of the service) in this system is
defined by measurable parameters. A priority value from 0 to 10 is assigned to each
requirement, where 10 is the highest priority value - for a requirement would call for
satisfying particular threshold value of a certain group of parameters. A higher priority
value would mean that all threshold values for lowers priorities are also to be satisfied
for that requirement.

2 Patent pending; for more information please visit www.rightcloudz.com.
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By setting a priority value for a requirement, an enterprise communicates the
importance of those parameters to be fulfilled. If a Cloud Service Provider does not
fulfil one or more of those parameters, that will get a lesser score than the Cloud
Service Provider which satisfies/does better for all those parameters.

The important points on assigning a priority value for a requirement by the cus-
tomer are:

Consumer
requirements

Identify 
Service Feature

Define measurable 
parameters

Extract static and dynamic 
data from vendor site & 3rd 

party sites

Measure & score each 
feature

Evaluation & 
ranking logic

CSP
evaluation 

report

Evaluation as a Service

CSPs' 
sites

3rd party  
sites

Shortlist 
vendors

Assign
priorities to 

requirements

Fig. 1. Cloud Evaluation as a Service
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• The value for priorities are not absolute but rather a relative one with respect to
other requirements.

• A priority value of zero means that the requirement has no value for the customer;
e.g., media companies those who want to use transcoding as a service, may put a
lower value for ease of use requirement.

4.2 Identifying Key Technology and Business Requirements (“Must
Have”) of Media Companies

Key requirements of media companies can broadly be grouped under following five
kinds of services. One service may have dependency on/use part of services provided
by another service.

(1) Transcoding service - both file based and streaming (for media companies
providing video and audio services for a set of end-user-devices).

(2) Network service - ability to provision sufficient download bandwidth for satis-
factory user experience.

(3) Compute service - the computing resource required to run transcoders and to
meet the requirements of seasonal peaks.

(4) Security service - a secured channel for consumers to access subscribed services.
(5) Storage service - storage for accessing the media, on demand or in near future,

and options for archival/cold storage of transcoded content/program.

4.3 Identifying Additional Technology and Business Requirements
of Media Companies

While assessing cloud services, there are few common requirements which should also
be satisfied for productivity and efficiency:

(6) Operating cost - cost of using various cloud infrastructure, support, data
transfer, monitoring services and so on.

(7) Ease of use - how easy it is to use transcoding service and integrating those with
the application.

(8) Support - kind and quality of support available to resolve any issue while using
any of those cloud services.

(9) SLA adherence - how well the service level agreements for output transcoders,
required bandwidth, etc. are provided.

(10) Compliance - Cloud Service Provider should have a clear policy and the ability
to adhere to policies set by the government on streaming of video and other
media.

The next step is to map each requirement to a group of measurable parameters which
can be assigned a score. We shall discuss those in the coming sections.
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4.4 Identifying Parameters Which Define Requirements

A requirement is best described by listing down the parameters which together give the
meaning to that requirement. While some requirements may be defined by four to five
parameters, other requirements may require ten parameters or more. As a thumb rule, a
cloud usage scenario generally can be well defined with seventy to hundred quantifi-
able parameters spread across seven to fifteen requirements.

To illustrate the working of this model, we shall list down few parameters for the
requirements identified above. For the sake of simplicity we have not listed all of the
parameters for each requirement. One may want to add/remove one or more parameters
and/or may have new requirements and parameters as required for his/her cloud usage
scenario (Table 1).

4.5 Setting Priorities for Each Requirement

Let us assume, following are the priorities set for each requirement. It is advisable to
mark very important requirements with high priority value (>=8). It is better to assign
high priority value to three to five requirements at maximum. The following table
shows requirements (listed in alphabetical order) with assigned priority value (Table 2).

Table 1. Measurable parameters for requirements of a Media Company

# Requirements Measurable parameters

1 Transcoding
Service

(i) file based transcoding, (ii) max file size, (iii) stream transcoding,
(iv) SDK support, (v) additional services to be used, etc.

2 Network
Service

(i) bandwidth, (ii) baud rate, etc.

3 Compute
Service

Compute resources: (i) memory, (ii) disk, (iii) vCPUs/cores, (iv) OS,
(v) on demand/reserved instances, etc.

4 Security
Service

(i) authentication and access control, (ii) configurable option when
connected frommultiple devices, (iii) encryption of sensitive data, etc.

5 Storage
Service

(i) disk space, (ii) SSD, (iii) archival/cold storage, etc.

6 Operating cost Cost of (i) compute, (ii) storage, (iii) network,
(iv) transcoding (file/live) service, (v) support, (vi) data transfer, etc.

7 Ease of use (i) how easy it is to integrate transcoding service,
(ii) ease of using monitoring service, (iii) access to documentation, etc.

8 Support (i) email/chat/phone based support, (ii) office hrs/24 h, (iii) account
manager/escalation channel, etc.

9 SLA
adherence

(i) unplanned downtime, (ii) time to restore services, etc.

10 Compliance (i) certifications, (ii) tools to enforce policy, etc.
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4.6 What to Look at to Zero in on a Cloud Service Provider

Once the scores for all parameters are available, these scores are normalized to bring
them to comparable terms. Then these normalized scores for requirements are com-
puted by weighted aggregation. One can decide either (i) to have equal weights for
parameters of a requirement, or (ii) different weights for parameters of a requirement –
this way the relative priorities of parameters within a requirement can be adjusted as per
user needs.

Once the weighted normalized score of each requirement for the selected Cloud
Service Providers is computed, we are ready to compare Cloud Service Providers
against the requirements. The significance of comparing this way is equivalent to
comparing an apple with an apple because the scores have been normalised at
parameter level.

5 Vendor Scores and Sample Charts

To illustrate the concept we have used data of six cloud service providers/vendors for
media companies; names of the companies have been masked intentionally and have
been replaced by labels V1 through V6.

5.1 Top Vendors for User Assigned Priorities for Requirements

The chart and vendor scores with user assigned priorities are shown below (Fig. 2).
Looking at the total score, an enterprise may decide to choose cloud service pro-

vider V5 as that got the best overall score (Table 3).

5.2 Top Vendors for All Requirements with Equal Priorities

The chart below provides vendor ranking based on all relevant requirements but with
all the priority levels set at the same level (10) (Fig. 3).

Table 2. Requirements with priority assigned

# Requirement Priority

1 Compliance 5
2 Compute 7
3 Ease of use 6
4 Network 9
5 Operating cost 6
6 Security 6
7 SLA adherence 7
8 Storage 8
9 Support 6
10 Transcoding 10
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Table 3. Scores of top five vendors with user assigned priorities for requirements

Requirement | Vendor V5 V3 V1 V6 V4

Compliance 3.13 4.23 1.09 1.43 0.41
Compute 13.31 10.74 14.68 10.17 5.03
Ease of use 6.59 5.97 5.73 7.08 5.73
Network 20.69 14.52 15.18 12.90 12.31
Operating cost 9.38 9.46 6.16 6.60 10.13
Security 11.08 16.91 15.10 8.83 15.01
SLA adherence 6.98 5.01 3.77 6.38 4.48
Storage 10.81 19.12 10.03 13.75 12.81
Support 5.22 2.70 4.00 4.74 3.14
Transcoding 12.81 10.44 8.24 10.27 12.81
Total score 100.00 99.10 83.98 82.15 81.86

Fig. 2. Ranked Cloud Service Providers for user assigned priorities

Fig. 3. Ranked Cloud Service Providers for equal priorities
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It is important to note that when all requirements are considered to be of equal
priority, cloud service provider V3 gets the best overall score, closely followed by
cloud service provider V5 (Table 4).

In this particular illustration top two cloud service providers seem to have very
close overall scores. However, for the given user priorities, cloud service provider V5
scores the best. Moreover, V5 scores better in two out of three high priority require-
ments as well (viz., Network and Transcoding services). So, cloud service provider V5
should ideally be selected by the enterprise.

6 Conclusion

Selecting a Cloud Service in a scientific manner is going to be as important if not more
when compared with selecting data center servers or desktop machines for the enter-
prise. No two cloud platforms are identical. More over, the way the features are
generally packaged by Cloud Service Providers makes it very difficult to do an apple to
apple comparison.

One may tend to think that vendor lock-in is rare in cloud usage scenario. However,
migrating back and forth and identifying the most suitable cloud service provider in
that process is an expensive exercise. Also, the thought of using a cloud service which
might have been used by many other enterprises successfully, even for a similar media
business, may still turn out to be a bad idea if business priorities are different!

There is no shortcut to due diligence while selecting a cloud service provider for an
enterprise. We believe that techniques described in this paper will definitely help media
focussed enterprises in selecting the right Cloud Service Provider for their business.
However this technique is not limited to selecting right media related service only. The
technique is very flexible to help enterprises to make the right choice while selecting a
Cloud Service Provider in any domain.

Table 4. Scores of top five vendors with equal priorities for requirements

Requirement | Vendor V3 V5 V1 V4 V6

Compliance 6.06 4.47 1.56 2.04 0.58
Compute 10.97 13.60 15.00 10.39 5.14
Ease of use 7.12 7.85 6.83 8.43 6.83
Network 11.53 16.44 12.06 10.25 9.78
Operating cost 11.27 11.18 7.35 7.86 12.07
Security 20.15 13.21 18.00 10.53 17.89
SLA adherence 5.12 7.14 3.85 6.51 4.58
Storage 17.09 9.66 8.96 12.29 11.45
Support 3.21 6.23 4.77 5.65 3.75
Transcoding 7.48 9.15 5.88 7.35 9.16
Total score = 100.00 98.93 84.26 81.31 81.23
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Abstract. Cloud computing technologies have attracted considerable
interest in recent years. Thus, these latters became inescapable in most
part of the developments of applications. It constitutes a new mode of
use and of offer of IT resources in general. Such resources can be used “on
demand” by anybody who has access to the internet. Cloud architecture
allows today to provide a number of services to the software and database
developers among others remote. But for most of the existing systems,
the quality of service in term of services’ indexation is not present. Efforts
are to be noted as for the search for the performance on the subject. In
this paper, we define a new cloud computing architecture based on a
Distributed Hash Table (DHT) and design a prototype system. Next, we
perform and evaluate our cloud computing indexing structure based on
a hyperbolic tree using virtual coordinates taken in the hyperbolic plane.
We show through our experimental results that we compare with others
clouds systems to show our solution ensures consistence and scalability
for Cloud platform.

Keywords: Virtual coordinates · Cloud · Hyperbolic plane · Storage ·
Scalability · Consistency

1 Introduction

The deployment of Cloud Computing in our recent everyday life has strongly to
modify the perception which we have of the notion of software, working plat-
form as well as infrastructure subjected to licenses. Cloud Computing consti-
tutes a commercial solution with a bright future. Indeed, it concerns most part
of the services used in companies, going of the value for financial interesting for
the acquisition of software services to the compromise between the energy con-
sumption by the servers and the on-line acquisition of the storage spaces. Cloud
Computing constitutes a system of virtual computation with the possibility of
maintaining it and of managing it at a remotely. From a structural point of view,
he can be characterized by the following aspects:

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016

Y. Zhang et al. (Eds.): CloudComp 2015, LNICST 167, pp. 269–279, 2016.

DOI: 10.1007/978-3-319-38904-2 28



270 T. Tiendrebeogo

– IaaS (Infrastructure as a Service).
– PaaS (Platform as a Service).
– SaaS (Software as a Service).

In this paper we make the following contributions:

– We introduce a new technique of virtualisation based on the Poincaré disk
model in which a q-regular hyperbolic tree is used to model the resources
through its various nodes;

– We show how the indexation of the various resources is made through a greedy
routing algorithm of the requests. [6];

– We show the properties of scalability and of consistence in term of indexation;
– We perform some simulations and we show that our cloud system using based

on a structured DHT is comparable and sometimes better than others struc-
tures based on existing index structures, such as Chord, MSPastry, Kademlia
with possibility to run multi-attribute criteria request and multi-dimensional
indexation.

The continuation of the paper is organized as follows. Section 2 provides
a brief overview on the related works in the indexation in Cloud Computing.
Sect. 3 presents the properties of the hyperbolic plan used in Poincaré disk model.
Section 4 defines the local addressing and greedy routing algorithms of cloud
computing system. Section 5 describes the mechanism of addressing and the
technique of greedy routing in the hyperbolic tree. Section 6 makes an analysis of
the results of the simulation of our model of Cloud Computing and we conclude
in Sect. 7.

2 Related Work

We can distinguish various types of system as Distributed storage for manage-
ment of big quantity of data, such as Google File System [7] (GFS), which
serves Google’s applications with an important volume of data. Yahoo provided
PNUTS [8], a hosted, centrally controlled parallel and distributed database sys-
tem for Yahoo’s applications. These systems, split data and constitute some frag-
ments, then disseminates randomly these latters into clusters to improve data
access parallelism. Some central servers working as routers are responsible of
the queries orientation to nodes which contain query results. Unlike these works,
we propose a scalable mechanism using Poincaré disk model and which provides
distributed data storage and retrieving algorithms based on the in hyperbolic
space. Our indexation structure is designed to route by greedy way a big quan-
tity of queries among a large cluster of storage nodes by hyperbolic coordinates
using. Consistent hashing proposed by the previous works is designed to sup-
port key-based data retrieval but is not adapted to support range and multi-
dimensional queries. It exists some solutions that support query processing over
multi-dimensional data, like CAN (Content Addressable Network) [9]. It permits
to build a database storage system by splitting rectangular areas.



A Cloud Computing System Using Virtual Hyperbolic 271

Furthermore, a lot structured DHT algorithms (MSPastry [12], Tapestry [17],
Kademlia [13], CAN, and Chord [11]) that support multi-dimensional range
queries may be used to implement some cloud services such as Chord based
Session Management Framework for Software as a Service Cloud (CSMC) [14],
MingCloud based on Kademlia algorithm [15], Search on the Cloud is built on
Pastry [16] and improves fault-tolerance, scalability and consistence.

Our work is associated to the design proposed in [18]. However, to be able
to answer the multi-dimensional queries, we propose a new algorithm which
uses the mechanism of greedy routing for the process data storage and data
lookup. Furthermore, our structure reduces considerably the number of hops
for the storage and the lookup inside of the Cloud system, so facilitating the
deployment of databases for the applications.

3 Poincaré Disk Models Properties

The initial model of the hyperbolic plane that we will consider is due to the
French mathematician Henri Poincaré. This model is called, Poincaré Disk
Model. In this latter, the hyperbolic plane is represented by the open unit disk
of radius 1 centered at the origin (coordinates associated to the origin is (0;0)).
In this specific model:

– All the points are located inside of the open unit disk.
– Lines correspond to arcs of a circle intersecting the disk and meeting its

boundaries at right angles.

In the Poincaré disk model, every point is identified by complex coordinates. One
of the important properties of the hyperbolic plan is that we can tile by using
polygons of any size, called called p-gons. Each tessellation is represented by a set
{p, q} where every polygon has p faces with q of them in every vertex. The values
p and q so presented obey the following relation: (p−2)∗ (q −2) > 4. In a tiling,
p is associated to the number of sides of the polygons of the primal (indicated
in black vertices and blue edges: Fig. 1) and q correspond to the number of sides
of the polygons of the dual (indicated by the red triangles: Fig. 1). Our purpose
is to split the hyperbolic plane in the aim to give an unique address to each
node. We set p to infinity, thus transforming the primal into a q-regular tree.
The dual is then tessellated with an infinite number of q-gons. In this way, we
arrive has to create an embedded tree in the hyperbolic plan by splitting of plan
into tessellation which we use to address system nodes. An example of such a
hyperbolic tree with q = 3 is shown in Fig. 1.

The distances between any two points u and v in the Poincaré disk model
are given by curves minimizing the distance between these two points. These
distances are called geodesics of the hyperbolic plane. The value of a geodesic
between two points u and v is represented by dH, The Poincaré metric considered
as an isometric invariant is given by following relation:

dH(u, v) = argcosh(1 + 2 × |u − v|2
(1 − |u|2)(1 − |v|2) ) (1)
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Fig. 1. 3-regular hyperbolic tree of Poincaré disk model.

This formula is used by the greedy routing algorithm shown in the next section.

4 Hyperbolic Greedy Routing

In this section we present the principle of hyperbolic addressing tree building on
one hand and on the other hand, we show how various resources servers of Cloud
communicate through queries. We propose in this paper a dynamic and scalable
algorithm for routing’s process based on greedy routing algorithm mechanism.
In the initial phase, a first resource server is started and defined the number
(q)of resources servers in the which it can connect (the degree of the tree). With
the aim of being able to identify the various nodes of the tree associated to the
resources servers, we use complex coordinates (taken in the hyperbolic plan).
Each node of the hyperbolic tree has q possibilities to connect others nodes,
called children of current node. The degree corresponds to addressing capacity
of each resource server. The building strategy of cloud is incremental, with each
new node resource joining one or more existing resources servers. This method
is scalable because unlike [1], we do not have to make a two-pass algorithm over
the whole cloud system to find its highest degree. In our cloud system, a node
can connect to any other node at any time in the aim to obtain coordinates. The
initial phase is thus to define the degree of the tree because it allows building
the dual, namely the regular q − gon. We nail the root of the tree at the origin
of the primal and we begin the tilling at the origin of the disk in function
of q. The principle of splitting of the space in two separate sub-space is assured
to be unique if both half-space are tangent; hence the primal is an infinite q-
regular tree. We use the theoretical infinite q-regular tree to built the greedy
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embedding of our q-regular tree. So, the regular degree of the tree is the number
of sides of the polygon used to build the dual (see Fig. 1). Furthermore, each
node repeats the computation for its own half space. In half space, the space
is again allocated for q − 1 children. Each child can distribute its addresses in
its half space. Algorithm 1 shows how to calculate the coordiantes that can be
given to these children. The first node takes the hyperbolic address (0;0) and is
the root of the tree.

Algorithm 1. Calculating the coordinates of a nodes’s children.
1: procedure CalcChildrenCoords(node, q)
2: step ← argcosh(1/sin(π/q))
3: angle ← 2π/q
4: childCoords ← node.Coords
5: for i ← 1, q do
6: ChildrenCoords.rotaLeft(angle)
7: ChildrenCoords.translat(step)
8: ChildrenCoords.rotaRight(π)
9: if ChildrenCoords �= node.ParentCoords then

10: StoreChildrenCoords(ChildrenCoords)
11: end if
12: end for
13: end procedure

Our distributed algorithm ensures that the nodes are contained in distinct
spaces and have unique coordinates. All the phases of the presented algorithm
are suitable for distributed and asynchronous computation. Thus, it allows the
assignment of addresses as coordinates in dynamic topologies. Each node can
obtain an address by asking a node already connected to system. The node
supplying the address so becomes the parent of the new node. Therefore, the
knowledge global of the system is not necessary. Each node wishing to connect
to the system asks for an address a node of the system. If the node has not it,
the query is routed in the direction of another node. Each time that node want
to connects to the system, it computes its hyperbolic coordiantes of it future
children. When a new node is connected to the cloud, it share these resources
with others resources servers associated to the nodes of the cloud, by sending
queries. The routing process from source to destination is done by step by using
the greedy Algorithm 2 based on the hyperbolic distances between the nodes.

In a real context of cloud, link and node failures are expected to happen
often. Indeed, if the addressing tree is broken by the failure of a node or link, we
flush the addresses attributed to the nodes beyond the failed peer or link and
reassign new addresses to those nodes (some nodes may have first to reconnect
with other nodes in order to restore connectivity).
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Algorithm 2. Routing a query in the cloud.
1: function getNextHop(node, query) return Node
2: w = query.destNodeCoords
3: m = node.Coords
4: dmin = argcosh

(

1 + 2 |u−w|2
(1−|u|2)(1−|w|2)

)

5: pmin = node
6: for all neighbour ∈ node.Neighbours do
7: n = neighbour.Coords

8: d = argcosh
(

1 + 2 |v−w|2
(1−|v|2)(1−|w|2)

)

9: if d < dmin then
10: dmin = d
11: pmin = neighbour
12: end if
13: end for
14: return pmin

15: end function

5 Strategy of Naming and Binding on Our Cloud System

We approach on this part the strategy consisting in taking the name of a server
of resources then has to transform it into address with the aim of facilitating the
data storage and the data lookup (this address corresponds to the virtual coor-
dinates who allows to locate the resources server). Our solution uses a structured
Distributed Hash Table (DHT) system that with the virtual addressing mecha-
nism of resources servers associated to the greedy routing algorithms presented
in Sect. 4. At the beginning, each new entity (resources server) takes a name that
is associated to the service (Application, Platform, Infrastructure) that it wishes
to share in the system. The name in question is kept by the entity during all its
life cycle in the system. When a resources server connects to the system hav-
ing obtained an address, it begins the process of storage of the various services
which wishes to share on other resources servers. This storage uses a mechanism
of fragmentation in sub-key of the key obtained by hashing of the entity name(as
explain in the follow). When a similar sub-key is already stored in the system,
an error message is generated and sent back to the resources server containing
concerned service in the aim to change the service identifies. Thus, Unity of the
service name is assured.

For each node is associated the pair (name, address), with the name mapping
as a key is called a binding. Figure 2 shows the way every binding is stored in
the cloud. A binder is associated to the any entity that stores these pairs. The
depth corresponds among hops from given node towards the root by following
the direct relationship links (including the root itself). When the cloud system is
created, the system chosen a maximum depth associated to the potential binders.
Thus, the depth allows to compute the maximum number of entities that can be
connected to the system and potentialy share different services. Also the depth d
choice must verify d that minimize the Inequality 2 with p (p ≥ 3) corresponding
to the degree:
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Fig. 2. Hyperbolic cloud system.

p × (
(1 − (p − 1)d)

2 − p
) + 1 ≥ N (2)

This value is defined as the binding tree depth. When a new entity joins the
system by connecting to other entities, it obtains a virtual coordinates from one
of these entities. So, each service name of the resources server is transformed
into a key by hashing its identifier with the SHA-1 algorithm (SHA-1 gives
160-bit key). Next, the new entity divides the 160-bit key into 5 equally sized
32-bit sub-keys (for redundant storage). One sub-key is randomly selected to be
transformed into angle by use of a linear function given then. The angle is given
by:

α = 2π × 32-bit sub-key

0xFFFFFFFF
(3)

Once the obtained angle, the entity computes the virtual point v situated on the
edge circle unity

v(x, y) with
{

x = cos(α)
y = sin(α) (4)

Next the enity identifies the locations of the closest binder to the computed
virtual point above by using the given binding tree depth. In Fig. 2 we set the
binding tree depth to three to avoid cluttering the figure. We have to notice that
the closest entity of the circle unity can not exist. Indeed, the closest address
can not have been to request by an entity. In which case, the query is redirected
step by step towards the next node which contains the service either towards
the root (use of the greedy algorithm of the Sect. 4). In the general way, this
process continues until the query reaches to the root entity having the address
(0;0) (which is the farthest binder) or the number of entities is equal to (radial
strategy):

S ≤ �1
2

× log(N)
log(q)

� (5)
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with N equal to number of entities or distributed resources servers, q to degree
of hyperbolic-tree.

To reduce the impact of the dynamics of the system (departures and arrived
from node in the system), our system uses the redundancy mechanism which
allows to guarantee a certain robustness of the cloud in the difficult contexts.
This redundancy mechanism allows to store several copies of a service on a
number of nodes at the radial level (according to the value of the replication
radial chosen arbitrary) then at the circular level (according to the value of the
circular replication chosen arbitrary).

These mechanisms entrainnent about can a not uniform growth of the system.
On the other hand, they assure a bigger probability to be able to lookup or to
store a service. It so maximizes the rate of success of lookup and the storages and
participle in the flexibility and in the availability of the services. Our solution
has the property of consistent hashing. Indeed, if one entity (or a service of the
entity) fails, only its keys are lost, but the other binders are not concerned and
the whole cloud system remains coherent. To avoid storing a service in a server
that is going to leave later the system without the latter updates this departure.
Our system requires that periodically (x this period) pair (name, address) is
again stored in the system.

When a user i wants to use a service, it connects to the system and enters
the name of the service. The latter is then hashed in key and splits into sub-key
before to be send in the system as the lookup key. This lookup key will allow to
locate the servers being able to provide this service in the cloud.

6 Experimental Results

In this section we are to focus on the results of the simulation of a model of
cloud which we implemented on Peersim simulator [21] to analyze the scalability
and the availability of the services. Our configuration of simulation takes into
account the phenomenon of churn which shows the dynamics of the system. In
our configuration, the services are uniformly distributed (i.e. each service name
that is randomly generated preserves equi-probability in term of storage in the
servers). For the simulation, we used the following parameters that are valid for
all the DHTs that we compare:

– at beginning, number of resources servers connected and which is share ser-
vices is equal to 10000;

– dynamics factors varies between 10 % and 60 % include;
– duration of simulation is equal in 2 hours;
– exponential probability law is used to qualify servers or services churn effects;
– total number of queries supposed received by our system is equal to 6 millions

of queries following exponential probability law with median equal to 10 min;
– for each server we have a maximum number of services equal to 2000.
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6.1 Load Balancing in Our System

Figure 3 shows the dispersal points of the cloud corresponding to the location
of the various services servers in our hyperbolic addressing tree. We can easily
noticed that our tree seems well-balanced. We can note that most part of nodes
finds itself around the unit circle and distributed in a fair way. This implies that
our builts system is balanced well and allows to realize a load balancing.
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Fig. 3. Scatter plot of our system entities.
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Fig. 4. Distribution of various entities
in the neighborhood of the edge of the
unit circle.

Figure 4 offers more precision as for the distribution of the entities around
the edge of the unit circle. Indeed, more generally about is the number of entities
of the system, they are all contained in the Poincaré disk and verify the relation
1 = cos2α + sin2α.

6.2 Performances Analysis

Figure 5, shows that the rate success varies between 83 % and 88 % when the
phenomenon of churn varies between 10 % and 60 %. Furthermore, in the absence

Fig. 5. Impact of the replication on the
phenomenon of churn.

Fig. 6. Comparative analysis between
different DHTs.
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of replication, rate success varies between 18 % and 67 %. This result indicates
that the replication has the effect of improving the rate of success of the services
lookup in our cloud.

Figure 6, indicates The results obtained in term of rate of success when churn
varies between 10 % and 60 % according to the various DHTs are appreciably
the same. We show through this experience that our system is comparable to
the existing cloud systems based on the existing DHTs such as Chord, MSPastry
and Kademlia.

7 Conclusion

In this paper we propose a system of cloud which supplied scalability, flexibility
and availability of the services. Very few search results proposes architecture of
cloud with the which is associated a technique of muti-dimensional indexation
as our. Our cloud model exploited the properties of the Poincaré disk and allows
thanks to its technique of hashing it can develop strategies of replication. We
showed by simulation how our system resists to the churn phenomenon. In our
future works, we are going to emphasize the elaboration of a servers substitution
technique in the cases of failures of these latters, in the aim to improve the rates
of success of the queries. Furthermore during our future works, we consider
aborderles mechanism of safeties partners in the discovery of services on our
cloud
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Abstract. Over the last few years, several experimentation platforms
have been deployed around the world, providing to the computer science
research community a way to remotely perform and control networking
experiments. Most of the platforms, called testbeds, offer experimen-
tation as a service. However, each testbed is specialized in a specific
technology: wired, wireless or cloud. The challenge for experimenters
is thus to combine different technologies in order to tackle the research
questions they address. Therefore a federation framework has been devel-
oped thanks to several projects, including SmartFIRE. SmartFIRE is an
intercontinental federation of SDN, wireless and cloud testbeds, aiming
at providing experimentation services with resources from these various
networking fields. This federation framework enables easy experimenta-
tion with the heterogeneous resources that the individual testbeds pro-
vide. In this article, we present our contributions towards the extension
of the state-of-the-art control and management framework, in order to
orchestrate the federated SmartFIRE facility. As a proof of concept, we
demonstrate several use cases that take advantage of our contributions,
providing the availability of experimentation on novel architectures.

Keywords: SDN · Wireless · Cloud · Testbed experimentation

1 Introduction

The main goal of SmartFIRE [1] is to provide a large-scale intercontinen-
tal SDN-based testbed with wireless, and wired packet switching, providing a
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federated facility that includes many smaller-scale testbeds in Europe and South
Korea. The South Korean testbeds bring powerful experience in the OpenFlow
connections, especially in the utilization of their outstanding capabilities for
information-centric experimentation, while the European testbeds offer their
knowledge in the wireless connections, enabling the perspective for enhancing
OpenFlow experimentation with wireless connectivity.

SmartFIRE is the first intercontinental testbed, spanning multiple small-
scale testbeds in South Korea and Europe. It exploits the building blocks of
an OpenFlow-based infrastructure, wireless and cloud resources in order to
construct an experimental federated testbed for researchers. The control and
management of SmartFIRE is able to allow authorized and authenticated exper-
imenters to allocate resources, run experiments and collect measurements in a
given facility and across heterogeneous facilities. SmartFIRE adheres to ongoing
parallel processes for improving the state-of-the-art cOntrol and Management
Framework (OMF) [2], exploiting the experience and the feedback of its usage
and improving its deployment in previous testbeds. Moreover, it contributes with
new requirements and framework extensions as a result of its supported pilots.

2 Testbeds and Interconnections

The following subsections present the individual facilities that are federated in
SmartFIRE and illustrated in Fig. 1.

2.1 South Korean Testbeds

The South Korean testbeds provide enriched experimentation in the field of
SDN. The following paragraphs present their structure and their experimenta-
tion capabilities.

Fig. 1. The SmartFIRE federation of European and South Korean testbeds.
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Gwangju Institute of Science and Technology (GIST) offers OF@TEIN,
which is an aggregated OpenFlow island consisting of 7 racks, located over 7
international sites. In the OF@TEIN testbed, similar to the GENI racks, a
unique rack is designed and deployed to promote the international SDN research
collaboration over the intercontinental network of TEIN. OF@TEIN aims at
(a) the design and verification of the racks (with domestic-vendor OpenFlow
switch), (b) the site installation and verification of the OF@TEIN network, and
(c) the design and development of the OF@TEIN experimentation tools. GIST
has recently deployed a cloud service based on OpenStack, offering virtualized
resources.

Korea Institute of Science and Technology Information (KISTI) offers
an emulation based network testbed in the KREONET [3] domain. It is called
KREONET-Emulab and provides the opportunity for evaluation of several net-
work protocols. Many network protocols, which cannot perform over KREONET
due to unexpected hazard, can be freely tested in KREONET-Emulab. It con-
sists of 42 powerful servers, each of them equipped with 5 network interfaces,
one for the control and four for the experimentation. Each server can work as a
router with 4 paths, and each network interface can be configured up to 1 Gbps.

Electronic and Telecommunications Research Institute (ETRI) pro-
poses the network architecture of MOFI (Mobile Oriented Future Internet) [4].
Following a completely different approach from the current IP networking, MOFI
enables the development of networks with Future Internet support of mobile
intrinsic environments. The evaluation of the MOFI architecture relies on the
OpenFlow-based mobility testbed of ETRI. The mobility testbed is an aggre-
gation island, consisting of four interconnected South Korean domain networks.
Their interconnection is based on the KOREN [5] networking infrastructure.

Seoul National University (SNU) proposes the C-flow architecture [6], as a
result of the research on the development of content delivery networks with use
of SDN. In particular, C-flow is the architecture for the development of ICN-
based networks using OpenFlow. It provides functionalities for caching contents
at specific cache servers or caches collocated with switches, as well as for their
name-based forwarding. Additionally, SNU operates the C-flow testbed which
enables the experimentation on ICN.

Korea Advanced Institute of Science and Technology (KAIST) pro-
vides a wireless mesh network, named OpenWiFi+, which is a programmable
testbed for experimental protocol design. It is located at the campus of the
KAIST University and it consists of 56 mesh routers, 16 of them being deployed
indoors and 40 outdoors, each of them equipped with three IEEE 802.11 b/g/n
WiFi cards. Moreover, 50 sensor nodes are deployed at the same campus.
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2.2 European Testbeds

The European testbeds share fruitful experiences in the experimentation in SDN
and wireless networking. Their capabilities are presented below.

University of Thessaly (UTH) provides the NITOS facility, which is open
to the research community 24/7 and it is remotely accessible. The testbed
consists of 100 powerful wireless nodes, each of them equipped with 2 WiFi
interfaces, some of them being 802.11n MIMO cards and the rest 802.11a/b/g
cards. Several nodes are equipped with USRP/GNU-radios, cameras and tem-
perature/humidity sensors. The nodes are interconnected through a tree topol-
ogy of OpenFlow switches, enabling the creation of multiple topologies with
software-defined backbones and wireless access networks [7]. The testbed fea-
tures programmable WiMAX and LTE equipment, fully configurable with an
SDN backbone [8].

iMinds supports the generic and heterogeneous w-iLab.t facility. It consists
of two wireless sub testbeds: the w-iLab.t office and w-iLab.t Zwijnaarde. The
w-iLab.t office is deployed in a real office environment while the testbed Zwij-
naarde is located at a utility room. There is little external interference at the
Zwijnaarde testbed as no regular human activity is present and most of its walls
and ceiling are covered with metal. The majority of devices in w-iLab.t are
embedded PCs equipped with WiFi interfaces and sensor nodes. Since the Zwij-
naarde testbed was deployed more recently, the devices in this testbed are more
powerful in terms of processing power, memory and storage.

Universidad de Murcia (UMU) offers the research and experimentation
infrastructure of GAIA. GAIA comprises several network nodes interconnected
with different technologies. On the one hand, they are connected to the cam-
pus network through Gigabit Ethernet switches and thus they form the point of
attachment to the Internet. On the other hand, they are connected to a CWDM
network, which acts as backbone/carrier network and can be adapted to differ-
ent configurations, depending on the specific requirements of each experiment.
GAIA has also a wide wireless and WiMAX deployment along the campus.
This, together with other smaller wireless deployments, allows the experimen-
tation with many local and wide-range wireless technologies, including mobility
and vehicle (V2V) communications.

2.3 GEANT and KREONET/KOREN Interconnecting Networks

The European testbeds are interconnected through the GEANT [9] network,
which is the fast and reliable pan-European communications infrastructure,
enabling data transfer speeds of up to 10 Gbps. The South Korean testbeds
are interconnected with the same speeds via KREONET [3] and KOREN [5].
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3 Experimentation Framework and Federation
Architecture

3.1 Users Management and Resources Reservation

SmartFIRE provides a web portal (http://portal.eukorea-fire.eu/) allowing
experimenters to register. A distributed Public Key Infrastructure (PKI) based
authentication provides users access to the different federated testbeds through a
single account. The reservation of the resources is done through a GENI adopted
architecture named Slice-based Facility Architecture (SFA) [10]. The goal of SFA
is to provide a minimal interface, a narrow waist, that enables testbeds of differ-
ent technologies and/or belonging to different administrative domains to federate
without losing control of their resources. It succeeds in combining all available
resources. As the name suggests, SFA is built around the central notion of a
slice, which is the basic element for mapping experimenters to resources.

3.2 SFA Aggregate Manager (AM) for SmartFIRE Federation

As you see in Fig. 2, there are SFA Aggregate Manager (AM) components for
each testbed. This architecture allows testbed providers to write their own driver
code. A driver is responsible to translate the SFA AM calls into the specific
testbed configurations. As part of the SmartFIRE project an OpenStack driver
has been developed by UPMC with external partners such as KulCloud and
Telecom Paris Sud. This development enabled GIST to deploy its own OpenStack
instance as part of the SmartFIRE federation. The other SmartFIRE testbeds
use the OMF Broker [11] developed by UTH or the Emulab framework in order
to become members of the SmartFIRE federation.

Fig. 2. SmartFIRE portal architecture.

http://portal.eukorea-fire.eu/
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3.3 Experiment Control: OMF

As we already mentioned, the main purpose of SmartFIRE is to extend appro-
priately the state-of-the-art framework of OMF [2], in order to create a unified
platform that consists of multiple testbeds and is controlled from a single frame-
work. OMF was originally created in the Orbit [12] testbed, and soon became
the most widely used tool for experiment control among the majority of the
testbed frameworks worldwide. OMF enables the experimenter to automate an
experiment instead of setting up everything manually by logging into each node
to configure/control its operation. The concept is similar to network simulators
where the user describes a topology along with the applications that run during
the simulation. The difference is that the topology consists of physical nodes on
which OMF runs applications like a traffic generator. Also, the measurements
are automatically collected with the help of the OMF Measurement Library
(OML). The configuration and control of node operation occurs through specific
properties, which are part of formal resource descriptions, and can be done not
only at experiment setup but also during experiment runtime.

The basic components of the OMF framework are the Experiment Controller
(EC) and the Resource Controllers (RCs). The role of the EC is to orchestrate
the execution of the experiments, written in the OMF Experiment Description
Language (OEDL). The EC interprets OEDL and sends appropriate messages
to the corresponding RCs. In turn, each RC is responsible for abstracting and
controlling one or more underlying physical or logical resources. It basically
converts the messages received from the EC into resource-specific commands,
and relays the response back to the EC. It is important to note that the message
exchange between the EC and the RCs is performed using a publish-subscribe
mechanism, assuming a stable and reliable communication. Thus, in case of
network problems, the messages published by the EC and/or the RC are dropped.

The measurements produced by an experiment on the SmartFIRE platform
are stored directly on an OML server, without any involvement of the EC. Given
that several experiments can run at the same time, a separate database is main-
tained for each experiment. The user can inspect and retrieve the results of
his experiment at any point in time. The OML software enables distributed
real-time collection of data in a large-scale testbed environment, which is con-
textualized per experiment. While OML has been developed in the context of
OMF, it has been spun out as an independent project and has already been
deployed in non-OMF testbeds. It is also now being increasingly adopted for
monitoring operational network and service deployments. OML is further devel-
oped to be able to collect measurements for the use cases that will be performed
for the evaluation of the SmartFIRE objectives. Part of the SmartFIRE OMF
and OML extensions are presented in [13,14].

4 Experimentation Capabilities Provided by SmartFIRE

4.1 ICN Experimentation

In SmartFIRE, an architecture for ICN experimentation is implemented using
wireless and SDN technology. As it is depicted in Fig. 3(a), wireless devices laying



286 K. Choumas et al.

on UTH (NITOS) are connected to ICN-enabled nodes on SNU, where the IP
addressing scheme is replaced by a novel one based on content identifiers. The
utilized resources are interconnected including Layer 2 intercontinental virtual
links, based on the GEANT/KOREN services. The goal of this innovation is to
use identifiers that specify only the content and not the location of this content,
as the IP addresses do. Each content is cached on multiple sides on the SNU
testbed, while the ICN architecture aims at forwarding the content from the
most appropriate side to the wireless device that requested it. The streaming
over the wireless mesh is based on a Backpressure routing scheme.

Many researchers try to replace the location-based host access with an ICN
approach, where the contents are distributed and retrieved by their name, while
the location of the content is not considered. Their target is the contents to
be accessed not by “where”, but by “what”. The C-flow [6] offers the way for
experimentation on ICN, using the virtual machines with the CCNx [15], the
most widely known tool for ICN experimentation. More specifically, there are
three entities - a publisher, a router, and a subscriber - and two types of packets -
an interest-packet for the content request and a data-packet for the content
encapsulation. When the subscriber broadcasts the interest-packet with the name
of the wanted content, the matching data-packet is returned from the cache of
an intermediate router or the repository of the publisher.

The routing over the wireless mesh is based on the Backpressure algorithm
[16]. Backpressure is a throughput-optimal scheme for multihop routing and
scheduling. The implementation of this scheme is not straightforward in prac-
tice, especially in the presence of 802.11 MAC, mainly because of its require-
ment for centralized scheduling decisions that is not aligned with the aspects of
CSMA/CA. In [17] we present a novel scheme that is compatible with the decen-
tralized operation of WiFi networks and efficiently utilizes the benefits of Back-
pressure, combining throughput optimality with load balancing. This scheme is
implemented relying on the Click Modular Router [18] framework for routing
configuration, which is another long established tool for SDN development.

SmartFIRE gathers the experience of SNU and UTH and develops the appro-
priate extensions of the OMF framework, supporting the experimentation in
heterogeneous topologies, with information-centric data retrieval over the wired
networking and load balancing schemes over the wireless access. One of the out-
comes of these efforts is the ICN-OMF framework [13]: a Control and Manage-
ment Framework for scalable, configurable and low-cost testbeds, that enables
the experimentation with C-flow. The extended framework is able to control and
manage globally dispersed ICN nodes (i.e. publishers, subscribers, or routers).
The C-flow testbed architecture is depicted in Fig. 3(b), including the main OMF
ICN-EC and ICN-RC components, which are extended versions of the aforemen-
tioned OMF EC and RC ones. The other outcome of SmartFIRE is the OMF
support for Click Router development and experimentation [14].
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Fig. 3. The information-centric Communication Scheme.

4.2 MOFI Experimentation

The MOFI [4] architecture is an outcome of the long-time Future Internet
research in ETRI. MOFI is an identity-based network architecture that sup-
ports an environment for mobile-oriented experimentation. In MOFI, the net-
work consists of multiple domains and multiple communication entities, having
one or more global unique identifiers, named Host Identifiers (HIDs). MOFI
uses an HID to identify an entity in the network, which is globally unique on
the Internet. We consider the 128-bit HID format for compatibility with IPv6
application. The Locator (LOC) of each entity is used for the delivery of the data
packets. In MOFI, the LOC is defined as a locally routable IP address that must
only be locally unique in the concerned network. The end-to-end communication
between two hosts is performed with HIDs, whereas LOCs are used for packet
delivery in the access and backbone networks.

Each domain has a lot of Access Routers (ARs) enabling HID-based com-
munication, and one or more Gateways (GWs) that interconnect the domain
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Fig. 4. The Identify-based Communication Scheme.

networks. MOFI performs better than the existing schemes for a variety of mobile
network environments, in terms of signaling delays required, data transmission
throughput, number of signaling messages, and handover delay. The HID-LOC
mapping control is done in the distributed way, in which each AR performs the
HID-LOC mapping control operations. We consider that the mapping control
may be different across different network domains.

ETRI has developed an MOFI testbed over an OpenFlow-based and Linux
platform, in order to evaluate the efficiency of the MOFI’s architecture. This
testbed is a federated facility, since it uses KOREN in order to interconnects
four major South Korean domain networks. ETRI has built two MOFI-domain
networks, which consist of two ARs (developed with use of virtual OpenFlow
switches), a GW and an OpenFlow controller. Moreover, ETRI and UMU have
developed demonstrations that showcase the capabilities of their joint experi-
mentation, using both domain networks of ETRI and the one domain network
provided by UMU, as it is depicted in Fig. 4. The experimentation on MOFI is
orchestrated by the OMF framework, which is another significant contribution
of SmartFIRE.

5 Conclusion

SmartFIRE can be considered as a very important complement to current avail-
able testbeds, providing considerable added value through an increased level of
heterogeneity in the federated SDN-enabled infrastructure, and also through an
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enriched, intercontinental multi-domain, multi-layer experimental platform. The
experimental facilities, which are developed in South Korea, on the one hand,
and the enhancement to the experimental facilities in Europe, on the other,
increase the number of involved technologies and also the level of heterogeneity.
The final product is an experimental facility that provides multi-layer (layer 1
& 2), multi-domain and multi-technology testbed.
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Abstract. In general computing environments including mobile devices, buffer
cache algorithm is generally used to mitigate the performance gap between CPU
and secondary storage. However, traditional DRAM-based buffer cache archi‐
tecture reveals a power consumption problem in mobile devices, because it peri‐
odically performs the refresh operations to maintain data in DRAM. In addition,
traditional buffer cache algorithms never consider the states of mobile applica‐
tions (e.g., foreground and background state). In this paper, we propose a novel
buffer cache algorithm, which efficiently addresses the above issues based on
hybrid main memory architecture that is comprised of DRAM and PCM. Our
algorithm is motivated by key observation that background applications on
mobile device rarely issue I/O requests as well as they can degrade the perform‐
ance of foreground applications because of the interferences among the I/O
requests of applications. For evaluation, we implemented our algorithm and
compared its performance against two other algorithms. Our experimental results
show that our algorithm reduces the elapsed time of the foreground applications
by 53 % on average and the power consumption by 23 % on average without any
negative performance effects on background applications.

Keywords: Hybrid memory system · Buffer cache algorithm · Mobile device ·
Foreground application · Background application

1 Introduction

Today’s mobile devices (e.g., tablets and smartphones) require a significant amount of
memory because many applications run simultaneously and they have to store their data
in main memory. However, the traditional DRAM-based memory architecture suffers
from the periodic refresh operations that consume the battery power of device to main‐
tain data in DRAM (Dynamic Random Access Memory). In particular, traditional buffer
cache algorithms have been designed without consideration on the dynamic state
changes of mobile applications (e.g., foreground and background state). Therefore,
many researchers focused on non-volatile memory, such as PCM (Phase Change
Memory), to take the benefits of lower power consumption over DRAM. However, read/
write latency of PCM is slower than that of DRAM and PCM has limited lifecycle
(Table 1) [1]. In order to mitigate these weaknesses of PCM, some researchers proposed
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buffer cache algorithms that efficiently reduce the number of PCM writes by using hybrid
main memory architecture, which consists of DRAM and PCM [2–4]. However,
previous studies have only focused on desktop applications. There is no prior work
which considers the state of mobile applications, such as foreground and background
state.

Table 1. Characteristics of DRAM and PCM

Read
latency

Write
latency

Read
energy

Write
energy

Static
energy

Endurance

DRAM 50 ns ~20-50 ns ~0.1nJ/b ~0.1nJ/b ~W/GB ∞
PCM 50 ~ 100 ns ~1us ~0.1nJ/b ~1nJ/b ≪ 0.1 W 108

In this paper, we propose a novel buffer cache algorithm that saves power consump‐
tion and improves the performance of foreground applications based on hybrid main
memory architecture comprised of DRAM and PCM. Our algorithm is motivated by
two key observations: (1) background applications on mobile device rarely issue I/O
requests and (2) they can degrade the performance of foreground applications because
of interference in I/O requests between foreground and background applications. Based
on these observations, we first classify I/O requests into foreground I/O and background
I/O, and then place foreground I/O in DRAM and background I/O in PCM because
background I/O has no direct impact on the user experience [5].

For evaluation, we implemented our algorithm and compared its performance
against two representative algorithms, such as traditional LRU (Least Recently Used)
and 2QLRU (2 Queue Least Recently Used) [6]. Our experimental results clearly
show that our algorithm reduces the elapsed time of the foreground applications by
53 % on average and the power consumption by 23 % on average without any nega‐
tive performance effects on background applications.

The remainder of the paper is organized as follows. Section 2 explains the related
works, such as PCM and Android system. Then we present design of our algorithm in
Sect. 3. Section 4 evaluates its performance while comparing it with previous buffer
cache algorithms. We conclude our research and suggest future work in Sect. 5.

2 Background

Mobile device has a limitation in expanding hardware such as CPU, memory, and battery
because it should have reasonable price, portability, and small size. Especially, high
performance hardware needs much more energy to operate than old devices. Battery
capacity is limited due to the fixed size of mobile device. So, various methods which try to
reduce power consumption to preserve battery capacity have been studied so far [7–11].
Also, mobile device can run several applications at the same time because it provides a
multitasking environment. These applications could be classified as foreground one and
background one depending on its state. Only a few applications can run as foreground
applications and others should run as background applications. Foreground applications
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produce a large number of I/O requests while interacting with the user, whereas back‐
ground applications rarely issue I/O requests, which are generated by push services or
audio file playbacks. Generally, foreground applications run with high priority because
users can perceive performance of the foreground applications as the performance of the
mobile device. On the other hand, background applications are running with lower priority
than foreground ones because they do not need fast response and do not affect directly to
the user.

Android is the one of the most popular software platforms for mobile devices [12]. It
has been evolved to be suitable with mobile environment. Especially, Android adopts
various functions from Linux kernel, such as wakelocks [13], binder [14], and lowme‐
morykiller [15], to customize the kernel for mobile device. In Android, many applica‐
tions, which are currently not being used by user, are maintained in the background state
until being killed by LMK (lowmemorykiller) or changed to foreground state. LMK kills
processes to get enough memory space to run new processes. It chooses a background
process which has a lowest priority at that time. Android has a standard classification about
the process states called ‘importance hierarchy’ which consist of foreground process,
visible process, service process, background process, and empty process [5]. In this clas‐
sification, background process and empty process do not affect any direct effect to the
foreground applications.

3 Proposed Algorithm

In this paper, we propose a novel buffer cache algorithm that exploits the characteristics
of mobile devices based on the hybrid memory architecture consisting of DRAM and
PCM. We are focused on managing the buffer according to the states of applications.
The proposed algorithm is based on traditional LRU policy, which is most popular and
easy to understand in utilizing temporal locality. Foreground applications are allowed
to run in DRAM whose access latency is faster than PCM. Therefore, write operation
in PCM can be minimized and preserve lifecycle of PCM because most of I/O operations
on mobile device are generated by foreground applications. On the other hand, back‐
ground applications run in PCM preferentially whose access latency is slower than
DRAM to guarantee the performance of foreground applications. Each page in the
memory has a reference count which represents the number of times it is accessed, to
determine migration between DRAM and PCM. Reference count is incremented when
the page hit occurs and it is decremented when the page is selected as a candidate for
eviction. If the reference count of a page on the memory space is zero, the page in DRAM
moves to the MRU (Most Recently Used) position of PCM and the victim page in PCM
is evicted to secondary storage.

Figure 1 illustrates examples of page migration and eviction of the proposed algo‐
rithm. If the page, which is referred by foreground application, is not on the memory
(page miss), it allocates a new page on the MRU position in DRAM. In case of page
miss by background application, it allocates a new page on MRU position in PCM. When
background application is switched to foreground state, only the page, which is being
referred by the foreground application, is migrated to the MRU position in DRAM to
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minimize migration overhead. In contrast, when foreground application is changed to
background state, the page in DRAM is not migrated to PCM and keeps in the same
LRU position in DRAM. Because new foreground application generates lots of I/O
requests and these pages extrude old pages to PCM, the pages of background applica‐
tions are naturally migrated to PCM. Accordingly, there is no performance degradation
by page migration.

Foreground App Page

Background App Page

Eviction Page

Foreground App Page

Background App Page

Eviction Page

Write Hit

Read Hit

# Reference Count

STORAGE

2 2 3 2 0 1 3 1 2 0

DRAM PCM

Foreground Application 

ab

c g

f

STORAGE

1 0 0 1 0 1 0 2 1 0

DRAM PCM

Background Application 

1

e d

g

Fig. 1. Examples of page migration and eviction

In case of foreground application, new page is allocated on MRU position in DRAM
and these pages are managed by LRU policy in DRAM. Cold pages that are not referred
in DRAM will be migrated to PCM and they are managed by LRU policy in PCM. When
page hit occurs in PCM, the page whose reference count is bigger than two is regarded
as hot page and is migrated to the MRU position of DRAM (Fig. 1a). However, the
pages whose reference count is lower than two are moved to the MRU position in PCM
(Fig. 1b). This is for preventing performance degradation of foreground applications,
which can be caused by operating hot pages in PCM which is slower than DRAM.
Meanwhile, read-only pages in PCM, which are accessed by foreground application, are
not migrated to DRAM but they are moved to the MRU position in PCM irrespective
of its reference count (Fig. 1c). This is because read latency of PCM is not much slower
than that of DRAM.

On the other hand, in case of background applications, new pages are allocated only
on MRU position in PCM and these are managed by LRU policy to yield DRAM to
foreground applications. When page hit occurs in PCM, every page owned by the back‐
ground applications is moved to the MRU position in PCM because background appli‐
cations are not sensitive about the response time. However, pages referenced more than
2 times in PCM are migrated to the MRU position in DRAM (Fig. 1d), because these
hot pages are operated frequently and it can cause performance degradation of the fore‐
ground application by occupying CPU and other hardware resources.
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If hot pages owned by background applications are migrated to DRAM once, these
pages are not moved to MRU position in DRAM again and hold its LRU position
(Fig. 1e). This is to avoid performance degradation of the foreground applications by
letting background applications occupy DRAM. If there is no empty space to allocate a
new page in DRAM, the proposed algorithm migrates the page on the LRU position in
DRAM to the MRU position in PCM (Fig. 1f). Also, if there is no free space for a new
page in PCM, the page which is on the LRU position in PCM will be evicted to secondary
storage (Fig. 1g).

4 Evaluation Results

In this section, we present the performance evaluation results and analyze the proposed
buffer cache algorithm, comparing it with most popular buffer cache algorithm such as
LRU and 2QLRU. To extract trace data for measuring performance of the proposed
algorithm, we used Google Nexus7 that are using Android kitkat version 4.2.2 based on
Linux kernel version 3.4.0. Also, we modified Android kernel to get the trace data while
the applications make read/write requests into the buffer cache. Kernel has oom_adj
value representing process priority which can be used to classify application state as
foreground or background. Mobile devices check the oom_adj value to choose processes
to kill when there is not enough memory space to run other processes. Normally, fore‐
ground application has zero value and background processes have values from 1 to 15.

Above all, we measure the footprint of each workload to set up experimental environ‐
ment. For first trace, we collected trace data using Chrome web browser as a foreground
application and using Hangout, Gmail, and mp3 player as background applications.
The I/O request ratio of foreground and background application is 15:1. Also, we obtained
second trace by using multiple applications changing each applications state between fore‐
ground and background. The request ratio of the application types for second trace is 3:1.
During experiments, we configured the percentage of DRAM to 5 % of total memory size
to minimize power consumption at memory system and the rest percentage of memory to
PCM. Our experimental results for the two types of traces are demonstrated in Figs. 2, 3,
and 4. In the graphs, x-axis means memory size in each experiment and it is represented
by the percentage of memory size to the total footprint. In each figure, graph (a) represents
experimental results for the first trace and graph (b) represents experimental results for the
second trace.

The hit ratio of our algorithm for two cases (all applications and foreground appli‐
cations), our algorithm shows better performance results compared to LRU and 2QLRU
policy in all range of memory sizes (Figs. 2 and 3). Also, we can see that the results for
our algorithm are saturated earlier than the algorithms in the comparison group.

Especially, Figs. 2b and 3b illustrate that hit ratio of the proposed algorithm is satu‐
rated definitely earlier than other algorithms in the range of over 40 %. This means that
the proposed algorithm can have better performance than other algorithms with small
size of memory to run the same workload. Because every applications have been run in
short interval in second workload, most of read and write requests are concentrated in
small number of pages. However, experimental results for first trace indicate that hit
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ratio increases gradually until memory size is 70 % of the footprint (Figs. 2a and 3a).
Nevertheless, the proposed algorithm has better performance than LRU and 2QLRU in
whole range. In Fig. 3, hit ratio of the foreground application shows better performance
than average hit ratio of all applications. Because foreground application has higher
priority than background application in the proposed algorithm, many pages accessed
by foreground application can be maintained in memory for a long time.
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Fig. 4. Elapsed time for foreground application

In order to confirm the performance of our algorithm, we calculated the elapsed time
of each algorithm based on the metrics in Table 1. Figure 4 clearly shows that our
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algorithm reduces the elapsed time of foreground application up to 53 % compared with
other algorithms. This is because our algorithm maintains the pages, which belong to
foreground applications, on DRAM as long as possible by giving higher priority to
foreground applications than background application. As a result, the hit ratio of fore‐
ground applications increases. On the other hand, the hit ratio of other algorithms
decreases because they give same priority to all applications for considering the temporal
locality. Especially, our algorithm shows the best performance in all cases.

Since energy consumption is one of the most important issues, we finally compared
it with LRU and 2QLRU algorithm. As a result, we found that our algorithm significantly
reduces the power consumption by 23 % on average. This is because we can take the
benefit of PCM (i.e., low power consumption) since our algorithm exploits the hybrid
main memory architecture comprised of DRAM and PCM.

5 Conclusion

Generally, mobile devices employ DRAM as their main memory to mitigate perform‐
ance gap between CPU and secondary storage. However, since DRAM continuously
consumes the battery power of mobile device to keep data in DRAM, DRAM-based
main memory architecture reveals a power consumption problem.

In this paper, we introduce a hybrid main memory architecture that is comprised of
DRAM and PCM, and propose a novel buffer cache algorithm that saves battery power
of device by exploiting non-volatility of PCM. In addition, our algorithm efficiently
improves the performance of foreground applications because it gives higher priority to
foreground applications than background applications. As a result, our algorithm shows
high hit ratio by maintaining the pages, which belong to foreground application, as long
as possible on DRAM. Our experimental results clearly show that our algorithm reduces
the elapsed time of the foreground applications by 53 % on average and the power
consumption by 23 % on average without any negative performance effects on back‐
ground applications.
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Abstract. In our work, the interface protocol between a processor and memory
built using an optical connection is described. We designed a serial interface
protocol to simplify a parallel interface between the processor and memory, and
implemented the protocol engine to be executed on the interface. There are three
main roles of the protocol engines. The first is the data collection and sorting. The
second is the data error detection and retransmission request. The third is packe‐
tizing the memory command and data.

Keywords: Memory · DDR · Protocol · Serial connection · Optical connection

1 Introduction

Owing to the development of the Internet and personal communication, a large amount of
data and information has been recently produced and circulated. Because a large amount
of data requires faster networks and a more effective processing, the requirements of more
computing and more memory capacity have emerged. However, there is no memory struc‐
ture satisfying the features of such applications as “small computing, big memory” [1]. In
addition, the issues of more required memory bandwidth and capacity are emerging from
the recently evolving “multi-core and many-core” idea [2, 3]. If the memory capacity and
bandwidth per core are evenly assigned, as the number of cores increases, the capacity and
bandwidth are reduced. To maintain a constant performance of the core, only increasing the
capacity of the local memory is not appropriate.

A processor’s memory access is made through a memory channel. More memory
capacity and bandwidth are required at server-class data centers. And to ensure the stability
of signals in channels, the memory should be closely attached to the server processor [2].
But the process’s region to connect to memory is limited. Also, to stably transfer a normal
data signal using on-board parallel channels, meticulous P&R is required.

A number of studies on improving the performance per core are still ongoing. There
are several requirements to improve the performance of memory systems: the growth
of the memory capacity, decreased memory latency, an expansion of the memory band‐
width, and an increased speed of the memory I/O operation, among others [4–6].

To increase the memory capacity, a stacked structure has been exploited. In recent
years, other researchers have been conducting research and development for stacking the
memory cells in the memory package. Such approaches include a stacked structure hybrid
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memory cube (HMC) [7, 8], high bandwidth memory (HBM), and Wide IO [2, 9]. Because
memory cells with the same capacity may be stacked vertically in a limited area, they can
increase the memory capacity. However, because a stacked structure is built up vertically,
the die breakage is caused by an increased weight of the middle layers [10, 11].

Studies on reducing the memory latency time are carried out mainly on SDRAM,
which has a relatively long latency time. Because SDRAM has a 1T1C structure, it
requires a sufficient amount of time to be charged and discharged to access data stored
in the capacitor. Until now, there has been no structure capable of reducing the charging
or discharging time of the capacitor. Several studies on methods for improving the
performance of the SDRAM cell’s internal I/O by connecting to an optical fiber are
ongoing [12, 13].

To increase the memory bandwidth, while the I/O operation speed has a limit of 200
Mbps, the I/O count increased by 512 and 1024, such as Wide IO(2) or HBM. These
can be connected directly using external IO connections, or the connection between the
memory and processor can be configured on SiP (system in package).

The focus of this paper is on memory I/O. An I/O associated with existing memory
is in the form of a parallel bus interfacing with a processor. In this case, if the other
memories are expanded onto the main board, the signals of those will become difficult
to connect to a processor. Because there are many signals to interface with a processor.
To resolve and manage these points, using high-speed serial communication and
applying a packet protocol engine design, we designed protocol engines that are able to
communicate a processor with memories [1, 14].

We describe the conventional structure between the CPU and memory in Sects. 2.1
and 2.2. In Sect. 3, the proposed protocol engines are described through a read and write
memory operation. Section 4 then provides a description of the implementation and test
of the protocol engines. Finally, in Sect. 5, some concluding remarks are provided.

2 Memory Systems and Protocol Engines

A central processing unit mainly performing the operation of each core has a separate
cache for each storage device. It has from one to eight configurable cores. The memory
cache for each core and the shared cache memory are interfaced. The shared cache
memory, being interfaced with the memory controller and the peripheral controller, can
exchange the data with those.

For the treatment of a large-capacity and high-speed main memory unit, a DDR
memory is mainly used, and the interface of the data and memory controller in the
processor is generally 32-bit or 64-bit. In addition to the 40-bit address and control
information, more than 100 signal lines are required for a memory system to normally
operate. In the case of the latest processors, the memory channel (dual) bus occupies
about 50% of all package pins [16].

In [17], a bottleneck in the system performance between the processor and memory
was reported. To solve this problem, the memory architecture of a 24 point-to-point
method based on the memory module daisy-chain network is investigated. In [4], the
SRAM memory was used in the research on memory- processor communication. In [1],
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it was formed in terms of a shared memory system. Specifically, rather than handling
the memory I/O to improve the performance of the memory system, the memory formed
by the silicon photonics to increase the operation speed in the inner memory has been
studied. [3, 12].
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Fig. 1. Proposed memory system including the protocol engine.

In this paper, we propose a memory system to deal with communication problems
between a processor and memory controller. Earlier studies dealt with a memory
controller and processor, or a memory controller and memory. This paper is similar to
[15] in which the memory controller is installed in the in/out side of the processor, and
overrides these functional systems. We do not use the parallel communication of a
conventional method between the memory controller and the memory bus, and the
memory chip is built inside the memory controller. If the memory controller is located
inside a memory chip, as shown in Fig. 1, the function of the memory controller can be
separated. The master protocol engine of the main control processor is in charge of the
memory controller and acts as a packetizer of the memory address and data generated
by the processor. The memory controller has a memory part dependent control (slave)
protocol engine, and the memory system can be configured together.

2.1 Proposed Memory Structure

The Double Data Rate (DDR) has a concept in which the data bandwidth is widened,
that is, the memory chip latches the data on the 8 DQ (in/out) at the two edges (rising
and falling) of the clock. To widen the bandwidth of the data, we have to increase the
I/O clock speed, and we must also be able to afford a higher operating clock in which
pre-fetched data are prepared in advance, which is a necessary task. However, the
capacitor with SDRAM has a charge/discharge feature. Because of these features, the
operating speed of the internal SDRAM does not increase as much as the IO operating
speed, and the SDRAM internal speed is maintained without a significant change.

In this paper, we propose the reduction of the memory IO counts and the remove of
the timing protocol of the DDR. The proposed scheme does not need different complex
timing information to be controlled by the memory controller. The interface of the PCB
or external IO can be simplified because the timings are dealt with by the inner memory
because the interface is serial.

The leveling is a latching type in which the DQS signal can be able to latch the same
value DQ in memory, and the use of a DQ and probe (strobe) is a way to control the DQS
controlled by the memory controller. Two leveling types are used, reading and writing, and
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these processes are certain to be executed so that we obtain stable data in DDR3/4. Though
the leveling is the skew of a method to correct a plurality (DQ count is 64) of data lines,
when we are introducing a packet method, this feature may not be used.

2.2 Proposed Protocol Engines

There are three main roles of the protocol engines. The first is the data collection and
sorting. The second is the data error detection and retransmission request. The third is
packetizing the memory command and data. The protocol engine configuration can be
divided into parts of the processor and the memory chip.

The master protocol engine is responsible for packetizing of the generated memory-
related commands, data, and address by the processor. Another main role of the master
protocol engine is to manage the detection and correction of the errors in the data
collected, and if the re-transmission request is generated, it has to retransmit the packet
that had been transmitted to the memory chip. The slave protocol engine is made up of
the memory inside the chip.

The slave protocol engine re-analyzes the packet into the command, data, and address,
which are transmitted by the master engine control protocol. These are then passed to the
internal logic of the memory, and after the slave protocol engine generated the corre‐
sponding response packet, the packet is transmitted to the master control protocol engine.
In addition, if the slave engine receives the re- transmission request, the engine has to
retransmit the packet that had been transmitted to the master protocol engine.

The configuration of the master and slave control protocol engine is shown in Fig. 2.
Commonly, the engine is made up of parallelizer and serializer modules. The packet
generator takes on the role of reconfiguring the data obtained by the memory controller,
or is configured by the processor to access the memory according to the two communi‐
cation protocols. The packet sequence and CRC are used for calculating the CRC, and
the CRC attached to the end of the signal packet is used for error checking. If there are
more data than a fixed packet size, the data must be split into multiple packets. The
packet sequence module generates the sequence number to indicate where an individual
packet was generated in the entire packets. The packet checker module determines the
packet processing based on the results of the packet sequence and CRC checking, i.e.,
whether to use or discard the received packet. At the packet checker, whether there is a
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Fig. 2. Configuration of the master/slave protocol engine of connecting optical.
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CRC error in a packet or the presence of duplicate packets is determined. If an error has
occurred, the packet is discarded. Otherwise, the packet is stored in the receive buffer.
In the stored packet, the packet parser analyzes the header and extracts the command
from the memory access or collects information on the packet processing result of the
other side of the protocol engine. The results collected are transmitted to the processor
or memory controller.

The packet retransmission means that the transfer destination device is requested to
resend the packet when an error occurs in the packet communication. For this purpose, both
protocol engines should keep the transmitted packets in the buffer. If the normal memory
access process is completed without the retransmission request, the data in that buffer is to
be deleted or classified as not being used, and the data are then replaced with new data.

3 Operation of Protocol Engine

3.1 Write Operation

The processor holds the input data for the engine control protocols using the memory
address, memory control information, burst to determine the data length, and mask
information. The memory address is the entire memory address that can be accessed by
the processor (Fig. 3).
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Fig. 3. Write access flow charts.

The packet generator generates a packet and is responsible for storage and access
control. The configuration factors are the transmission packet header, transmission data, and
packet sequence. The generated packets are immediately transmitted depending on the
circumstances of the memory access, or may be temporarily stored in a transmission header
buffer and a transmission data buffer to wait for the previous packet processing to be
complete. A sequence number is generated by the packet sequence, and it is argued that the
master protocol engine sends this number to the slave protocol engine to confirm the order
and delivery of the packet header and the data necessary for reconstruction of the factor.

The packet checker and parser in the slave control protocol are passed to the memory
controller to execute a write access if a packet is received with a correct CRC. Otherwise,
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the packet is discarded. If that access is a completed operation, the slave protocol engine
transmits the information indicating that the operation is complete to the slave control
protocol. The master protocol engine proceeds to the next access after receiving a
complete write access operation.

If the slave protocol engine received the packet with errors, it generates the packet
based on indicating that there are problems with the write operations, and then transmits.
As a result, the master protocol engine retransmits the write access packet until it receives
a normal response and information for some time. Even if the received information of
a normal response packet arrives later than expected, the master protocol engine judges
that the write access packet sent to the main memory has not been communicated well
and will retransmit that packet.

3.2 Read Operation

The slave protocol engine periodically transmits the packet to the master to be informed
the state of the reception data buffer. The packet generator in the master protocol engine
will consider the status of the transmission and reception header buffer and the status of
reception data buffer, and also will consider the state of the reception data buffer in the
slave protocol engine. Considering the above condition, a packet that includes content
such as the memory address, reading field, mask information, and length of the data, is
stored in the buffer (Fig. 4).

After inspecting the sequence number and CRC of the read access packet received,
the packet checker and parser in the slave protocol engine transmit the memory address
and the control information to the memory controller. Moreover, the slave protocol
engine generates and transmits simultaneously the read access reception information to
the master protocol. The packet checker and parser are redundant packet inspections and
if duplicated, the packets are discarded. As the data accessed from memory by the
memory controller is stored in a buffer, that data will be transmitted to the master
protocol engine.
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The packet checker in the master protocol engine will check the sequence number
and the CRC after receiving the read response packet. If there is an overlapping, it is
discarded. Otherwise, it will be stored at the data buffer. Memory read data are trans‐
mitted through the processor interface, and the ACK packet is transmitted by the master
protocol engine that has received a read response packet, and the read access is then
completed. If the master protocol engine reads the response packet to inform it that the
read access packet has not been passed to the slave protocol engine, then the packet is
retransmitted and the engine waits until it receives a response packet. If the received
information of a normal response packet arrives later than expected, the master protocol
engine will retransmit the read access packet.

4 Test for Read and Write Access

4.1 Test Setup

To test the feasibility of the protocol engine between the memory and processor, the
processor was emulated on an Altera Stratix IV FPGA. The maximum operating speed
of the emulated processor is 200 MHz, the width of the system bus is 32-bit, and the
processor system may be configured with a DMA, LED, LCD, inner program memory,
general I/O, JTAG UART, and the master controller (protocol engine); the memory
system is made up of a memory controller, LCD, memory, slave controller (protocol
engine), and so on.

The configuration of the test system is as shown in Fig. 5. We constructed a single
FPGA system for easier testing on a single FPGA. That is, a processor system and
memory system are on a single FPGA. They are connected by an optical line in 10 Gbps,
but without an internal connection.

Optical lines
FPGA

Display
(CPU)

Display
(memory)

Memory

Fig. 5. Experimental setups.

We coded a C-code that drives the process, which is used to validate the communi‐
cation between the processor and memory coupled to an optical system.

The C-code executes a basic operation of the reading and writing of memory, or
represents an operation between the processor and memory using three character LCD,
or includes an LED control code. Two LCD shows a basic command and the data trans‐
mitted by the memory. One LCD show the reading memory data before transmitting to
the processor over an optical connection.
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4.2 Experimental Results

As we can see in Fig. 6, the master protocol engine generates a request packet for the
read access (1). The generated packet is transmitted to the slave protocol engine. The
slave protocol engine that receives the read access request (2) delivers its data to the
memory controller after analyzing the packet and reconfiguring the needed data for the
memory controller (3). The memory controller executes a memory access using that data
over a DFI interface. The data obtained by executing a memory read access is transmitted
to the master protocol engine (4). The master protocol engine receives the read-ACK in
the read access response packet, and the response-ACK corresponding for the read-ACK
is then transmitted to the slave protocol engine (5). The memory data are passed to the
processor through the processor system bus, and displayed through the LCD (6). If the
slave protocol engine receives a response-ACK generated by the master protocol engine,
the protocol engine completes the read access and then waits for the next access (7).

As we can see in Fig. 7, the master protocol engine generates a request packet for
the write access (1). The packet generated is transmitted to the slave protocol engine.
After analyzing the packet, the slave protocol engine, which receives the write access
request, delivers a write-ACK packet to the master protocol engine to confirm whether
a normal packet has been received (2). The slave protocol engine delivers its data to the
memory controller after analyzing the packet and reconfiguring the needed data for the
memory controller (3). In addition, the memory controller executes the memory access
using the data over a DFI interface (4). If the master protocol engine receives a write-
ACK generated by the slave protocol engine, the protocol engine completes the write
access and waits for the next access (5).

(1) Master protocol engine 
generates Read_Request. 

(2) Slave protocol
engine receives the 
packet for read memory
access. (4) Slave protocol engine got

valid data (reading data), and
packet is generated and sent to
master protocol engine. 

(6) Send data to 
CPU. 

(3) Memory access
(DFI) in memory
system. (5) A read ACK is received from 

the slave protocol engine, and
then a response ACK is sent  to
the slave protocol engine. 

(7) Received the 
response ACK from 
master protocol
engine. 

Fig. 6. Waveform of reading access captured by using SignalTap [18].
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(1) Master protocol engine
generates Write_Request. (3) Slave protocol engine 

receives the packet for 
write memory access.

(4) Memory access (DFI)
in memory system.

(2) Generates a write ACK
in slave protocol engine.

(5) Received the write ACK
from slave protocol engine.

Fig. 7. Waveform of writing access captured by using SignalTap [18].

5 Conclusion

In this paper, we designed a protocol to test our proposed structure, and configured the
optically connected processor and memory system. The processor system includes the
master protocol engine and general processor system, and the memory system is composed
of a slave protocol engine and a memory controller. We conducted an operation test of the
protocol engine on each processor and memory system created within the FPGA for emula‐
tion. The operation of each system is independent of each other, and each system is
supported by a 10 Gbps FPGA high-speed serial I/O connected optically.

The DIMM is configured with a memory channel in a conventional processor, which
accounts for about 50 % of the number of pins in the processor. Through these proposals,
if the protocol engine and memory controller can be mounted on an individual memory
chip, the channel interface can be simplified. A built-in memory controller in a separate
memory chip can access and control various memory, without the need to control a
variety of complex timing information to the processor-memory interface, and the
memory chip can control the timing internally. The change in the processor-memory
interface has some advantages, i.e., a reflected signal and an inter-signal delay problem
between the DIMM and a conventional memory controller may not occur.

This paper mainly described the functional aspects of the designed protocol, more
experimental work is needed in the future. For this purpose, a system using a multiple
memory configuration rather than a single memory configuration is necessary. In addi‐
tion, we will build and test high-capacity services such as video-enabled protocols as a
system for verification of the system performance.
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Abstract. Organic agriculture is an important direction of modern agriculture
development, and the biggest problem encountered in organic agriculture is the
weather factor, thieves and pest problems. In this paper, we adopt wireless
communication technology, micro-computing and energy saving solar technol-
ogy to solve all of these problems. This system used the wireless sensor network
(WSN) microcomputer judgment and wisdom of energy saving solar technology
to solve all of these problems, such as the humidity, and light intensity. The
purpose was to monitor the parameters of the current farm’s environment.

Keywords: Organic agriculture � Wireless communication �
Micro-computing � Solar technology � Wireless sensor network (WSN)

1 Introduction

Organic agriculture cannot use pesticides, the use of net house cultivation way, been
able to avoid large-scale insect pest, but the use of net room cultivation, pests and
diseases is still one difficult issue to face the farmer.

So we combined the internet of things (IOT) which any objects can be connected to
the internet for information exchange and communication in order to achieve the objects
intelligent identification, location, track, monitor and management, according to the
agreed protocol, through wireless sensors such as RFID, ZigBee, Bluetooth module.

In this paper, the system is divided into the insect, anti-theft and Soil testing three
functions, this function mainly through some interviews after organic farming operators
set direction. We hope to reduce agricultural pests while allowing farmers about soil
conditions and immediate prevention of illegal mining is not a bad guy or animals.

2 System Block Diagram and Flowchart

Figure 1 is the block diagram of the system. This system will be divided into two kinds
of hanging and insert mode, we are using solar panels to light signals into electrical
signals to detect whether the night and turned on the UV LED for insect phototropism
were catching insects. Table 1 is the system specification.
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Operational processes as shown in Fig. 2. Mainly, electricity provided by the solar
cell to the battery, then power from the battery to the following three loops.

Anti-theft system section is the use of PIR motion sensors for a period of 10 s to
determine whether there are thieves invaded, if the alarm is activated and send message
to user by Zigbee; Soil detect the utilization of soil moisture is detected for a period of
30 min to determine whether the soil is too dry; Solar panel for a period of 30 min to
determine whether the brightness is weak, if open LED attracting insects device uti-
lizing optical properties tend trapping pests.

Fig. 1. The block diagram of the system

Table 1. The system specification

Specification Remark

Solar panel 4 V 0.14 W Piece
Distance 200 m ZigBee
Battery capacity 600 mAh NiCd battery
PIR motion sensor Wavelength 750 nm*25000 nm Pyroelectric component
Soil moisture sensor 2.4 V to 5.5 V SHT10
Length × Width × Height 150 mm * 150 mm * 450 mm
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As show in Fig. 3, the system uses solar energy to provide electricity. The device is
placed in the farm, one to absorb sunlight store electricity, and secondly, PIR motion
sensor was used of theft. Alarm is activated and send message to user by ZigBee
network, if through PIR motion sensors.

Fig. 2. The system flowchart
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3 System Configuration

This system is mainly combined with wireless communications, PIR motion sensor,
moisture sensor, and solar panel.

3.1 Solar Panel

The Amorphous silicon can be produced in a variety of shapes and sizes. Due to the
universality of amorphous silicon solar cells, high efficiency, long service life and wide
voltage range, etc. advantage considerations, here we choose it as a power supply, and
use wisdom to determine loop solar panels do Detection action, solar panels current
drops to a certain extent it is determined that night, open LED means attracting insects.

3.2 Wireless Communications

As shown in Table 2, we use low-cost ZigBee technology as a communication system
of the device, according to this agreement technology is a short-range, low-power
wireless communication technology to support a large number of network nodes with a
variety of network topologies. Mainly applied to the field of automatic control and
remote control, you can embed a variety of devices.

Fig. 3. Anti-theft system schematic

Table 2. Comparison between ZigBee and RFID

ZigBee RFID

Operating frequency 900 MHz/2.4 GHz 13.56 MHz/900 MHz
Range Large than RFID Less than ZigBee
Storage More Less
Nature Always active Both active and passive possible
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3.3 PIR Motion Sensor

PIR main purpose as human infrared detection, because the sensor housing having a
multi-layer coating can be hindered most of the infrared, only allow temperatures close
to 36.5° by the wavelength of the infrared, so as suitable for human motion detection.
For that reason we used it to determine whether there are thieves invaded.

3.4 Soil Moisture Sensor

We used SHT1x which is Sensations’ family of surface mountable relative humidity
and temperature sensors. It is a measure of temperature and humidity and very sensitive
sensor module, and only through two serial to read temperature and humidity values.
The sensor works with 3 or 5 V logic.

4 Conclusions

The power of this system is provided by solar energy, combined with attracting insects,
security and soil moisture detection, mainly used in organic farming. We hope to use
this system to improve the troubled development of organic agriculture in Taiwan, in
response to energy saving but also enhance the agricultural added value. The future will
be combined with private security system set up in this residential area, improve the
quality of home life.
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Abstract. In recent year, distributed systems have become a main-
stream paradigm in industry and how to ensure correctness and reliabil-
ity is a great challenge for practicing engineers. Therefore, in this paper
a formal approach is proposed for modelling and verification of distrib-
uted systems, which integrates UML sequence diagram, π-calculus and
NuSMV within one framework. Moreover, the practicality of the pro-
posed approach is illuminated though a case study of scheduling road
emergency service.

Keywords: UML seqence diagram · π-calculus · Model checking ·
Formal methods

1 Introduction

In recent year, with the rapid development of distributed systems, they have
become a mainstream paradigm in industry and how to ensure correctness and
reliability is a great challenge for practicing engineers [1]. They are investigating
various methods and tools to address this issue.

In these methods, there are three methods widely used. One is UML sequence
diagram [2], which is graphical notation for specifying dynamic interaction
behaviors among system components. As it is intuitive and simple in notation
and semantics, it is appealing to practicing engineer.

Another method widely used is π-calculus [3], which is a process algebra
and well reputed for modelling concurrent systems and mobile systems. Due to
excellent ability of expression, it has been widely applied to modelling of system
dynamic behavior.
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The third is NuSMV [4], which is a symbolic model checker which can auto-
mate verification process checking whether or not the desired temporal properties
can be met.

Generally speaking, these methods improved correctness and reliability of
safety-critical systems to some extent. Nevertheless, these methods and tools are
always used separately. Because different methods focuses on different aspects
of system, only one method can’t solve this challenge very well. For example,
due to intuition and simplicity, UML sequence diagram [2] is widely used in
modeling of systems. However, it is a semi-formal notation and not suitable
very well for distributed systems. Π-calculus [3], a process algebra, and NuSMV
[4], a symbolic model checker, are another two methods used widely. However,
π-calculus is only good at system specification, but not at system verification.
NuSMV [4] is just the reverse.

Therefore, in this paper, a formal approach is proposed for modeling and
verification of distributed systems. As shown in Fig. 1, there are 3 layers in this
framework. The first is graphical layer, which utilizes sequence diagram to model
system. The middle is formal specification layer which is adopted π-calculus to
formalize UML sequence diagram. The third is verification layer, which adopts
NuSMV as verification tool.

UML
Sequence Diagram Π -calculus NuSMV

Fig. 1. A formal approach for modelling and verification of distributed systems.

2 Modelling a Scenario Using Sequence Diagram

Recently, road emergency services in Intelligent Transportation Systems have
draw much attention [5,6]. In this paper, a scenario of scheduling emergency
services is considered as an examination to illustrate the use of the proposed
framework. As Fig. 2 shows, there are three kinds of Emergency Services (ESs):
Hospital, Fire Bridge (FB) and Police Office (PO) in road network. When Road
Side Unit (RSU) discoveries accident, it’ll inform it to Emergency Center (EC).
EC is in charge of forwarding this message into relative ESs automatically. When
EC receives a request from RSU, it’ll forward the message into relative ESs. Once
ESs receives a reqeust from EC, it’ll respond is at once. The UML sequence
diagram of the scenario is described as shown in Fig. 3. Exchanging message
between devices is in an asynchronous way. The combined fragment of parallel
is used in sending “Request” in parallel.
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Intelnet

Hospital

Police Office

RSU

RSU

Emergency Center
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Fire Bridge

Fig. 2. A scenario of scheduling emergency services.
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Fig. 3. Sequence diagram of emergency service.
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3 From Sequence Diagram to Π-calculus

In this section, first a set of rules are defined. Then according to the above rules,
π-calculus presentations of the road emergence service are specified.

Rule 1 (Sending message). Given a device, the sending of a message is spec-
ified as an output action in π-calculus.

Rule 2 (Receiving message). Given a device, the receipt of a messages is
specified as an input action in π-calculus.

Rule 3 (Parallel combined fragment). Given a device, a parallel combined
fragment is specified concurrent action in π-calculus.

Rule 4 (Optional combined fragment). Given a device, a optional combined
fragment is specified choice action in π-calculus.

(1) System
System = RSU |EC|Hopital|FB|PO

(2) RSU
RSU = re〈Request〉.re(msg).[msg = Over]0

(3) EC
EC = EC0|EC1|EC2|ECsyn

EC0 = re(msg).[msg = Request]eh〈Request〉.0
EC1 = re(msg).[msg = Request]ef〈Request〉.0
EC2 = re(msg).[msg = Request]ep〈Request〉.0
ECsyn = eh(msg).([msg = Acception]ef(msg).[msg = Acception]ep(msg).
[msg = Acception]re〈Over〉.0

(4) Hospital, FB and PO
Hospital = eh(msg).[msg = Request](rh〈Acception〉 + rh〈Rejection〉).0
FB = ef(msg).[msg = Request](rf〈Acception〉 + rf〈Rejection〉).0
PO = ep(msg).[msg = Request](rp〈Acception〉 + rp〈Rejection〉).0

4 From Π-Calculus into NuSMV

The translation rules are formally defined as follows:

Rule 1. System process are device process are translated into main module and
sub-module program and device process is translated into sub module respectively.

Rule 2. Given a process, its concurrent processes are translated into sub-
processes executing in parallel.

Rule 3. In every module, there is a local enumerative scalar variable “state”
which represents the transition of process states.

Rule 4. As for an input action, its previous state and match structure are both
translated into a transition condition of “state” and its successor is translated
into a next state of “state”.

Rule 5. As for an output action, its previous state and subsequent state are
respectively translated into a transition statement of “state”.
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5 Model Checking for Temporal Property

In the following lists, the temporal properties to be verified are defined and
translated into Computation Tree Logic (CTL) formulas which is a branching
temporal logic and extends propositional logic by incorporating path quantifiers
and temporal operators. For more details about syntax and semantics of CTL,
please refer to [7].

Property 1 (Non-Blocking). EC must reach the “Over” status in the future.
AF (re = Over)

Property 2 (Result Reachability). It is possible that All ECs can reach
“Acception”.
AF (eh = Acception&ef = Acception&ep = Acception)

Property 3 (Forwarding Integrity). Once EC receives a “Request” from
Hospital, it must forward “Request” into ESs.
AF ((re = Request)− > AF (eh = Request&ef = Request&ep = Request))

Property 4 (Forwarding Stability). EC can’t forward message until it
receives a message.
A[(eh! = Request&ef ! = Request&ep! = Request)U(re = Request)]

The execution environment comprises 8 core CPU of Intel Core
i7-2600(3.40 GHz) with 4 G Memory, running Windows 7 and NuSMV 2.4.3.
Firstly, the command of “read model” is used in reading model file “ES.svm”,
which contains two parts: the one is system model generated in Sect. 4. The
other one is temporal properties defined above. Secondly, the command of
“print reachable state” is executed to count the number of the reachable states.
As shown in Fig. 4, there are totally 318 reachable states. Finally, the command
of “check ctlspec” can be used in model checking temporal properties. Figure 5
shows temporal properties are all met.

Fig. 4. Reachable states
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Fig. 5. Verification results

6 Conclusion

In this paper, a novel 3-layer framework is proposed for modelling and verification
of safety-critical systems, which integrates three different methods and tools, and
leverages their respective advantages to collaborate each other. It can improve
correctness and reliability of safety-critical systems such as Industrial IoT system
and applications. The major advantage of this work is that it frees the designer
to know about mathematical formalisms where the learning curve might be high.

As future work, an translator from sequence diagram to π-calculus is consid-
ered to develop in order to improve automation of this framework.

References

1. Knight, J.C.: Safety critical systems: challenges and directions. In: Proceedings of
the International Conference on Software Engineering, pp. 547–550, Orlando, May
2002

2. Omg unified modeling language (omg uml). Normative Reference (2013). http://
www.omg.org/spec/UML/2.5

3. Milner, R., Parrow, J., Walker, D.: A calculus of mobile processes, i. Inf. Comput.
100(1), 1–40 (1992)

4. Cimatti, A., Clarke, E., Giunchiglia, E., Giunchiglia, F., Pistore, M., Roveri, M.,
Sebastiani, R., Tacchella, A.: NuSMV 2: an opensource tool for symbolic model
checking. In: Brinksma, E., Larsen, K.G. (eds.) CAV 2002. LNCS, vol. 2404, pp.
359–364. Springer, Heidelberg (2002)

5. Chen, C., Chen, P., Chen, W.: A novel emergency vehicle dispatching system. In:
Vehicular Technology Conference, pp. 1–5, June 2013

6. Rajamaki, J.: The mobi project: designing the future emergency service vehicle.
IEEE Veh. Technol. Mag. 8(2), 92–99 (2013)

7. Clarke, E.M., Grumberg, O., Peled, D.A.: Model Checking. MIT Press, Cambridge
(2000)

http://www.omg.org/spec/UML/2.5
http://www.omg.org/spec/UML/2.5


Design of a Security Gateway for iKaaS Platform

Seira Hidano1(B), Shinsaku Kiyomoto1, Yosuke Murakami2,
Panagiotis Vlacheas3, and Klaus Moessner4

1 KDDI R&D Laboratories, 2-1-15 Ohara, Fujimino-shi, Saitama 356-8502, Japan
se-hidano@kddilabs.jp

2 KDDI Research Institute, Tokyo, Japan
3 WINGS ICT Solutions, Athens, Greece

4 University of Surrey, Surrey, UK

Abstract. The iKaaS (intelligent Knowledge-as-a-Service) platform
integrates the data on multiple local clouds organically and provides
the data to various types of applications as knowledge while taking secu-
rity and privacy fully into account. However, access control on the iKaaS
platform is not without complications because the application may access
personal data in different countries from the one where the application
exists. We thus design a security gateway that is set at the entrance of
each local cloud and can control access while interpreting the differences
in regulations and guidelines between countries.

Keywords: Access control · Security policy · Privacy certificate

1 Introduction

The Internet of Things (IoT) paradigm is rapidly gaining momentum in mod-
ern wireless telecommunications. IoT devices, such as smart sensors designed to
monitor temperature, pressure and other environmental conditions and wear-
able devices to measure an individual’s state of health, generate vast amounts
of time sequence data. These data are accumulated on clouds and analyzed for
useful information like personal preferences and to predict the environmental
conditions surrounding people and the next actions that people may take. The
impact will increase if the heterogeneous data stored on multiple clouds can be
organically integrated. However, vast quantities of potentially correlated data
have not yet been analyzed in correlated contexts for a number of reasons. As
the data obtained from IoT devices are mostly sensitive information related to
an individual, anxiety concerning security and privacy is an obstacle to the par-
ticipation of users. A universal data model is also required for the analysis of
the heterogeneous big data obtained from various types of sensors. Furthermore,
there are legal considerations that complicate matters further. The compatibility
of regulations related to personal data should be clearly dealt with. It is expected
that with increasing trust, decentralized multi-cloud environments are about to
unlock great potential for future data analysis [3,4].
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The iKaaS (intelligent Knowledge-as-a-Service) platform thus has been pro-
posed as a way to resolve these problems [6]. On this platform, a global cloud
is hierarchically built atop multiple local clouds that are set up in different
countries. It integrates the data stored on the local clouds organically, and the
integrated data are provided to various applications as knowledge. Security and
privacy are controlled by a security gateway that is set at the entrance of each
local cloud. When using the iKaaS platform, the application can access the
data for different countries, conduct various-scale analyses and compare differ-
ent countries. However, privacy issues have not been sufficiently resolved in the
current model. When the application accesses personal data in different coun-
tries, the iKaaS platform is required to handle the data in accordance with the
regulations and guidelines governing personal data in both the country where
the application exists and the country where the local cloud is set up. These
regulations and guidelines are complicated and there are differences between
countries. For instance, a Japanese act [7] permits the transfer of personal data
to the EU while an EU directive [2] does not permit the transfer of the data to
Japan. Although there have been few technical studies on security and privacy
for decentralized multi-cloud environments, these studies have not focused on
privacy issues in relation to cross-border data [5,9]. In order to resolve these
issues, there needs to be fundamental review of the architecture.

The main contribution of this paper is to design a security gateway that can
interpret the differences in regulations and guidelines between countries and is
capable of flexibly controlling the access permissions of the application while
taking privacy into consideration. The rest of the paper is organized as fol-
lows: Sect. 2 overviews the functional capabilities of the iKaaS platform and
our contributions. Section 3 proposes the security and privacy architecture for
the iKaaS platform. Section 4 describes the protocol whereby the application
accesses the data through the security gateway. Section 5 presents the conclu-
sions of this paper.

2 iKaaS Platform

Intelligent Knowledge-as-a-Service (iKaaS) is a concept model where the data
accumulated on multiple local clouds are organically integrated on a global cloud
and the data are provided as knowledge taking security and privacy into consider-
ation. Figure 1 shows the architecture of the iKaaS platform. The iKaaS platform
encompasses a global cloud, multiple local clouds, IoT devices and third party
DBs, which are hierarchically arranged. The multiple local clouds are established
in different countries such as in the UK and Japan, and each local cloud has DBs
for various types of data. The data are obtained not only from the newly available
IoT devices but also from existing DBs designed for other purposes. The various
data models are converged to a universal data model before the data are stored in
the DBs on the local cloud. This resolves the issue where the models and formats
of the data are different between local clouds. The global cloud is considered to
be a trust component, and all data are provided to the applications through it.
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Fig. 1. Architecture of iKaaS platform.

The global cloud has three functions: query control, data processing and cache
management. When the application makes a request for knowledge, the global
cloud helps the application to generate queries consistent with the objective and
transmits the queries to suitable local clouds. The global cloud not only deals
with the raw data obtained from the local clouds but also processes the data
statistically depending on the request. Massive-scale big data and heterogeneous
data are combined and analyzed, and more useful knowledge is produced as a
result. Self-Organizing Maps (SOMs) is an indicative technique to process the
big data (in terms of disparate data formats and diversity of sources), offering
user-friendly or oriented insightful knowledge visualization, for data mining with
a high degree of accuracy so as to support decision making [1]. Additionally, the
data are stored in a cache DB on the global cloud so that the application can
access them more effectively. The global cloud manages the cache data according
to the frequency with which the data are updated (because some data, like map
information, for example, CityGML [10], are not useful if the data exist as an
outdated version). However, the data that IoT devices extract are mostly sensi-
tive information related to an individual, namely, personal data. Personal data
should not be disclosed or provided to third parties without the consent of the
data owner. There is also the case when the transfer of personal data to third
parties is not permitted under the relevant regulations. The security gateway
is thus arranged at the entrance of the local cloud and controls the access of
the application to the data with privacy and security considerations taken into
account.

Our Contributions. The contributions of our work are the following:

– We design a security gateway that can interpret the differences in the rules
between the country where the application exists and the country where the
local cloud is set up, to control the access permissions of the application
taking the above privacy issues into account. The interpretation is realized
using a privacy certificate and security and privacy policies, which are defined
in Sect. 3.
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– We introduce the access control with a token, which allows the process of
the above interpretation to be omitted for the same application. This is
because while the application may frequently request data at short intervals
as the data are continuously transmitted from IoT devices, the interpretation
process takes time.

– We provide a method by which the security gateway determines the validity
of the application without communicating with it directly since the global
platform inevitably intervenes between them. This method is achieved by
combining the privacy certificate and the public and private keys of the
application.

– We elucidate the concept of cache management because sensitive information
could be cached. The process of determining whether the data are to be
cached and the deletion of the cache data is conducted based on the cache
policy defined in the local cloud. Additionally, the cache data are encrypted
with the encryption algorithm recommended in each country.

3 Functions of Security Gateway

Figure 2 shows privacy-conscious architecture centered on the security gateway
for the iKaaS platform. Each local cloud has a security gateway at the touch
point with the global cloud. The queries from the application and the data on the
local cloud are all exchanged through the security gateway. The security gateway
has two functional capabilities: one is the access control of the application under
the rules governing the handling of personal data both for the country of the
application and the country of the local cloud, and the other is privacy control
on behalf of the data owners on the local cloud. The privacy certificate issued
by the privacy certificate authority (CA) and the security policy are referred
to by the security gateway for access control, and the privacy policy is formu-
lated for privacy control. The privacy certificate and the policies are defined in

Fig. 2. Privacy-conscious model of iKaaS architecture.
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Sects. 3.1, 3.2 and 3.3. The methods for both controls are explained in detail in
Sect. 3.4. Furthermore, we elucidate the concept of cache management on the
global cloud in Sect. 3.5. The cache manager is set up to control access to the
cache data while cooperating with the security gateway. Management of the
cache data is conducted taking both privacy and usability into consideration as
mentioned in Sect. 2.

3.1 Privacy Certificate

The privacy certificate makes it possible for the security gateway to interpret the
rules in the country where the application exists. The privacy CA is built for each
country and creates the privacy certificate on the basis of the national regulations
that prevail in that country and information concerning the application. It is a
requirement that the application is issued a privacy certificate by the privacy
CA of the same country before requesting the local cloud for data. The following
parameters are listed on the privacy certificate:

– CA Country: The name of the country where the privacy CA is established.
It also refers to the name of the country where the application exists.

– Application IP: The IP address of the application.
– Application ID: The type of service that the application provides.
– LC Countries: The names of the countries that the application is permitted

to access.
– LC Data IDs: The identifiers indicate the types of data that the application

is permitted to access. The values are nested in each value of LC Countries.
– Expiry: The expiry date of the privacy certificate.
– Application PK: The public key of the application. (The role of this key is

mentioned in Sect. 3.4.)
– Signature: The signature is generated with the private key of the privacy CA.

The public key is distributed to security gateways.

3.2 Security Policy

The security policy is created by the administrators of the local cloud based
on several regulations and guidelines through the policy manager. The policy
manager is provided by the privacy CA in charge of the country where the
local cloud is set up, and the basic policy is formulated in accordance with the
national regulations in advance. The administrator configures the security policy
on the basis of the local regulations, such as a city, a town or a company, and
in accordance with relevant guidelines. The security policy has two tables: the
expiry periods of access permissions and the definitions related to data privacy.
Tables 1 and 2 are an example of a security policy. The administrators configure
the values for each type of data, namely, data ID. Each row of the tables indicates
the rules related to a regulation or a guideline (including the basic policy). The
expiry periods of access permissions are defined for each country as shown in
Table 1. A zero value means that the data of the type indicated by the data ID
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Table 1. Expiry periods.

No Data 1 · · · Data N

1 UK 0/JP 2mo · · · UK 0/JP 0

2 UK 1h/JP 2h · · · UK 0/JP 0
...

...
. . .

...

Table 2. Definitions on data privacy.

No Data 1 · · · Data N

1 Non-privacy · · · Privacy

2 Privacy · · · Privacy
...

...
. . .

...

are not permitted to be transferred to the country. This table is configured for
each type of application (although Table 1 shows the configuration for a specific
application). The value “Privacy” in Table 2 means that the privacy of the data
of the type indicated by the data ID should be taken into account and the value
“Non-privacy” means that there are no privacy-related concerns regarding the
data. Even if the data are defined as “Non-privacy” in Table 2, the expiry periods
are set in terms of security or with the frequency with which the local cloud DB
is updated.

3.3 Privacy Policy

The status of the consent on the transfer of data to third parties for each data
owner is listed on the privacy policy [8]. Personal data should be controlled by the
data owner in terms of privacy as mentioned in Sect. 2. The privacy policy makes
it possible for the security gateway to provide personal data to the application
while preserving the privacy of the data owner. Table 3 is an example of a privacy
policy. The status of the consent is defined for each data ID by each data owner.
The value “Yes” means that the data owner agrees that the data can be used
on the iKaaS platform and the value “No” means that the data owner does not
agree. This table is configured for each type of application (although Table 3
shows the configuration for a specific application).

Table 3. Privacy policy.

Owner ID Data 1 · · · Data N

1 Yes · · · Yes
...

...
. . .

...

K No · · · Yes

Table 4. Cache policy.

No Data 1 · · · Data N

1 2mo · · · 5days

2 2mo · · · 2wk
...

...
. . .

...

3.4 Access and Privacy Control

The security gateway uses a token to control the access of the application because
the process involved in checking the privacy certificate and the policies takes
time. When an application requests access to the local cloud DBs, the security
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gateway generates a token and returns it to the application. The application
with the token can request the data any number of times until the token has
expired. The security gateway provides two functions for access control: Issue
Token and Get Data.

Issue Token. This function is called when the application obtains the token to
access local cloud DBs. The application is then required to specify the data IDs
that it wants to have access to and sends the privacy certificate. When issuing
the token, the security gateway refers to the privacy certificate and the security
policy in order to comply with the rules of both countries.

The values of parameters LC Countries and LC Data IDs listed on the
privacy certificate are checked first. The security gateway uses those values to
confirm whether or not the application is permitted to access the data specified
by the data IDs under the rules of the country where the application exists.
Meanwhile, the security gateway uses the security policy to interpret the rules
of the country where the local cloud is set up. The table on the expiry periods
for access permissions as shown in Table 1 is used to decide the expiry date of
the token. The security gateway searches the corresponding columns of data IDs
in the table using the values for the parameter Application ID listed on the
privacy certificate and the requested data IDs. The security gateway chooses the
one with the shortest expiry period for the country name corresponding to the
value of the parameter CA Country listed on the privacy certificate and derives
the expiry date by adding the current time to the chosen period. If the multiple
data IDs are specified by the application, this process is carried out for each data
ID, which means multiple expiry dates are set for one token. After deciding the
expiry dates, the security gateway generates a token. However, if the shortest
expiry period equals zero for all the data IDs, the token is not issued to the
application.

Next, the security gateway refers to the table on the definitions of data
privacy as shown in Table 2 to judge whether or not the privacy of the data
owners is to be taken into consideration when the application with the token
requests the data. The security gateway refers to the corresponding columns of
data IDs in the table using the same process that was used to make the decision
regarding the expiry date of the token. If the value “Non-privacy” is set for all
rows, the data of the type indicated by the data ID are called non-privacy data,
and the security gateway determines that there are no privacy-related concerns
regarding the data. Otherwise, the data are called privacy data, and the security
gateway takes the privacy of the data owner carefully into consideration when
transferring the data. This process is also carried out for each data ID.

The values of the parameters Application IP and Application ID listed on
the privacy certificate, the token, the data ID that the application can have
access to, the expiry date of the token and the privacy type (non-privacy data
or privacy data) are associated and stored in the token DB. If the application
can access multiple data IDs with one token, the set of the values of the data
ID, the expiry date and the privacy type are created for each of the data IDs
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and the multiple sets are all associated with one token. Additionally, the token
is transmitted to the application after being encrypted with the value of the
parameter Application PK listed on the privacy certificate. This is because as
the security gateway does not directly communicate with the application on the
iKaaS platform, conventional schemes that are used to confirm the validity of
the application, such as the SSL client authentication, cannot be applied. In
our architecture, the application to which the privacy certificate is issued by the
privacy CA only can decrypt the token with its own private key, which prevents
unauthorized use of the token by other applications.

Get Data. The application with a token calls this function via the global
platform to transmit the query to the local cloud DBs. First, the security gateway
verifies the authenticity of the token. This verification is conducted on the basis
of a message authentication code (MAC). In other words, the token is treated as
a common key. We do not assume that a specific algorithm is used to generate
the MAC because the recommended algorithms are different for each country.
The security gateway is thus required to inform the application of the algorithm
when issuing the token. The privacy of the data owner is safeguarded when the
data are transferred to the application. The security gateway checks the privacy
type of the data that the application has requested to have access to. If the
data is of the non-privacy type, the data is directly returned to the application.
However, if there are privacy considerations, the security gateway filters the data
on the basis of the privacy policy. As the relation between the ID of the data
owner and the attributes is stored in the owner DB, the security gateway extracts
the corresponding IDs in the owner DB with the owner attributes specified in
the query. The security gateway searches the corresponding rows in the privacy
policy with the extracted owner IDs and confirms the consent status on the
transfer of the data for the application ID and the data IDs specified in the
query. The security gateway only returns the data for which the data owner has
set the value “Yes”.

3.5 Cache Management

Cache functions are required when the application wants access to data more
effectively. When the application obtains the data through the security gateway,
the communication cost increases as compared to the case where the DBs are
accessed directly. If using the cache manager, the application can access the data
in fewer steps, and for that reason it is expected that the access time can be
shortened.

The data on the local cloud are directly cached from the security gateway
through the cache manager when the token to access the data is requested by
an application. The expiry date of the cache data is decided on the basis of the
cache policy. Table 4 shows an example of the cache policy. The expiry periods
are configured based on various types of requirements. This is because some
types of data, like map information, must be kept fully up to date, so the expiry
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periods should be set taking not only security and privacy into account but
also the frequency with which the data need to be updated. The cache policy is
formulated in the same manner as the security policy by the security gateway
when the expiry date is decided.

Furthermore, it is not desirable to store sensitive information in a third party
domain for an extended period of time due to security issues, and consequently
there is a requirement for the cache data to be encrypted. However, because the
recommended algorithms are different for each country, before transmitting the
data to the cache manager, the security gateway encrypts the data using the
algorithm recommended in the country of the local cloud. The encryption key is
stored in the key DB and returned to the application with the token.

4 Protocol

We define the protocol for security and privacy control on the iKaaS platform.
We provide the definition of a query, and then show the sequence of steps involved
in issuing a token and the data request. In our architecture, the security gateway
provides the functions as web APIs, and HTTPS connections only are allowed.
Additionally, the global cloud instantiates a global platform for each application,
and the application cannot use the global platform for any other application.

4.1 Query Formats

The security gateway has no function for interpreting the query for local cloud
DBs (LCD-query). When the application requests the data, the headers (SGW-
headers) are added by the global platform and the query for the security gateway
(SGW-query) is created. The types of headers are as follows:

– Application IP: The IP address of the application.
– Application ID: The type of service that the application provides.
– LC Data IDs: The IDs indicate types of data that the application wants to

have access to.
– Owner Attributes: The attributes that narrow down the data owners, for

example, age and gender. This header is required when the attributes are
specified as search conditions in the LCD-query. The security gateway uses
the values to extract the corresponding owner IDs from the owner DB as
mentioned in Sect. 3.4.

– Time Stamp: The time when the SGW-query is generated. It is used to pre-
vent a replay attack.

4.2 Step Sequence

Token Issuance. The token to access data on the local cloud is issued to the
application in accordance with the following procedure:
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1. An application requests the privacy CA to issue the privacy certificate.
2. The application uses some functions for query control that the global platform

provides in order to search the security gateway of the country where the local
cloud DBs suited for the objective exist and to request the issuance of a token.

3. The global platform calls the function Issue Token that the security gateway
provides. The global platform then specifies the data IDs that the application
wants to access and sends the privacy certificate of the application.

4. The security gateway confirms the values of the parameters Expiry and Sig-
nature listed on the privacy certificate to verify the validity of the certificate.
The signature is validated with the public key of the privacy CA of the coun-
try indicated by the parameter CA Country listed on the privacy certificate.

5. The security gateway creates a token, encrypts it with the public key of
the application, which is listed on the privacy certificate, and returns the
encrypted token to the application via the global platform.

6. The application decrypts the token with its own private key and stores the
token on the global platform.

Data Request. The application with a token obtains the data on the local
cloud as follows:

1. An application uses some query functions of the global platform and creates
the SGW-query. The global platform generates the MAC of the SGW-query
with the token of the application.

2. The global platform calls the function Get Data that the security gateway
provides to transmit the SGW-query and the MAC to the security gateway.

3. The security gateway extracts the corresponding token from the token DB
with the values of the Application ID and Application IP headers and checks
the expiry date of the token.

4. The security gateway generates the MAC from the SGW-query and the token
to verify the authenticity of the query. The value of the Time Stamp header
is also confirmed.

5. The security gateway transmits the LCD-query to the local query controller.
6. When the data are returned from the local cloud DBs, the security gateway

confirms the privacy type of the data while searching the token DB.
7. If the data stored as non-privacy data are returned, the security gateway

returns the data to the application via the global platform without further
intervention. Otherwise, the processes of Steps 8–10 are carried out.

8. The security gateway extracts the corresponding owner IDs from the owner
DB using the value of the Owner Attributes header.

9. The security gateway searches the privacy policy using the extracted owner
IDs and the values of the Application ID and LC Data IDs headers and
confirms the consent status of the corresponding data owners.

10. The security gateway extracts the data on the condition that the data owner
agrees to the transfer and returns the extracted data to the application via
the global platform.
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5 Conclusion

The iKaaS (intelligent Knowledge-as-Service) platform integrates data on mul-
tiple clouds organically and provides the data as knowledge to the cross-border
application. We designed a security gateway that makes it possible to control the
access of applications on the iKaaS platform. The security gateway can inter-
pret the differences between countries in terms of their respective regulations and
guidelines that govern the treatment of personal data by using the privacy cer-
tificate issued by the privacy certificate authority (CA) and the security policy
on the local cloud. It also has a function that allows the availability of personal
data to be controlled according to the consent status of the data owners.
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Abstract. In the conventional x86 or x86-64 bit system, virtualization is
commonly achieved with KVM or Xen which is widely adapted in many
experimental or commercial server system. At now, It is common sense that
high and mid volume servers are virtualized with Xen, mid and small volume
servers are virtualized with KVM. Recently, the microserver system concept
was introduced, which contains low power and multicore ARM64bit sever
SoCs. We present the KVM-QEMU virtualization technique and process in a
real ARM64bit microserver system with ubuntu 14.04 ARM64 bit edition root
file system.

Keywords: ARM64bit server SoC � KVM-QEMU � Virtualization

1 Introduction

Recently, ARM announced the ARMv8 architecture which could be used for low
power and high performance server system. From ARMv7 cortex A15 architecture,
ARM has supported the hardware level virtualization. ARMv8 architecture has either
A57 or A53 core and both. [1] In some ARM SoC, it may have a big-little architecture
with ARM57 and ARM53. ARM has licensed to APM (Applied Micro), AMD,
Cavium, Broadcom and etc. One of these commercial SoC company, APM is now
providing a commercial server SoC and a reference platform. The time of writing this
paper, AMD is also providing the beta level test platform with NDA contract. Cavium
announced the ARM64bit server SoC with 2.5 GHz clock speed, 48 ARM cores which
is known to ThunderX. But it was hard to get a test level reference platform in any
market.

The APM ARMv8 server SoC is called as X-Gene platform which has 4 or 8
ARMv8 cores (the code name is mustang). [2] It is widely known that APM is running
the homepage webserver with X-Gene processors. As people knows that ARM
architecture has been widely researched and adapted in commercial products, the
microserver system which has ARMv8 server SoCs is now developing in big com-
mercial server company such as HP, Dell and etc. We expect that the microserver will
make some server product lines with not little volumes.

In view of a server software architecture, ARMv8 also supports hardware level
virtualization techniques, which are basis of the conventional hardware support vir-
tualization technique of KVM or XEN for microserver system. At current server
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technology main stream, it is essential that the server must have some virtualization
capability with multiple virtual machine instances. The microserver has no exception.
Unfortunately, there is not much information or paper in KVM-QEMU virtualization
based on the real ARM64bit SoC platform. Alex bennee showed the buildroot based
QEMU virtualization in reference [5]. He did not address the information about KVM
host system. Making buildroot image is not simple even if a linux expert. There are
many configuration parameters alike to linux kernel .config. And also buildroot
usability is not better than ubuntu root file system in view of package management and
support library. Reference [6] showed many various KVM-QEMU examples. We
referenced many setup techniques about QEMU parameters on this site. We have great
thanks to this site operator. It has same issue like to former work also. It seemed that
ARM64 QEMU work was archived in x86 or emulation environment not real
ARM64bit server system base. In this paper, we archived KVM-QEMU virtualization
with APM X-Gene 883208-x1 reference platform host with ubuntu root file system,
which is the real hardware not ARM simulator or x86.

2 APM X-Gene Server Reference Platform

APM X-Gene server reference board is shown in Fig. 1. Target board is provided by
APM (Applied Micro Co.) and it is based on ARM licensed Cortex A57 8-core. The
detail hardware shape and component locations are shown in Fig. 1 and Table 1.

Fig. 1. APM X-Gene ARM64 server platform.
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2.1 Software Development Environment

Software development environment is shown in Table 2, which is mainly supplied by
APM with APM X-Gene Mustang reference platform.

In this paper, we deal with the KVM-QEMU in ARM64bit server platform, so
KVM version is not given in Table 1 because it is embedded in linux kernel internally.
First of all, the boot disk partition is shown in Fig. 2. In Fig. 2, the system boot
partition is /dev/sda1. Boot partition has kernel image (uImage) and device tree blob
(apm-mustang.dtb). Kernel image is compiled from kernel source code with KVM
configuration, and device tree blob is also too.

We will present the kernel configuration of ARM64 for KVM virtualization in
Sect. 3, but the concluding result was that the complied output of uImage is about
12 MBytes and that of device tree blob(dtb) is about 26 Kbytes. So /dev/sda1 is
enough disk space for housing uImage and dtb. In some case, even if you want to use
ramdisk image (uInitrd), /dev/sda1 will be enough for that. /dev/sda3 is linux swap
partition which is normally not included in the conventional ARM based embedded
linux system. We allocated 16 Gyte of the linux swapping partition with /dev/sda3. As
you know, the swap space has the double size of system RAM normally. But it is rule
of thumb that the swap partition needs the almost same amount of system ram size in
system with more than 8 Gbyte RAM, Actually we monitored the usage status of the

Table 1. Board components and specification.

Components Specification

Mainboard Mustang – Applied Micro APM883208-X1-PRO-1
CPU APM ARM64bit Cortex-A57 2.4 GHz 8Core
MEM DRAM: ECC 16 GB @ 1600 MHz
HDD Intel SSD 530 series 240G SATA3(for experiment)
Boot ROM N25Q256 Serial Flash (32 MB)
Serial port 1 port
USB 2 port
Gigabit Ethernet 3 port
10G Ethernet 1 port

Table 2. Development software and version specifications.

Component Version

Boot Uboot-2013.04-mustang_sw_1.14.14
Kernel mustang_sw-1.14.14
Root File System AARCH64 ubuntu 14.04 LTS
Cross Compiler
(GCC)

gcc-linaro-aarch64-linux-gnu-4.9 or apm-aarch64-8.0.3-le(little
endian)
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swap space in working, we can not find any swapping memory use status because of
the reference platform has the large system memory (16 GBytes) which is more than
any other type embedded systems with the conventional ARM core. But it is common
sense that the server test environment has always the various limitations in view of
many user specific use case.

/dev/sda2 contains the KVM host root file system and the required space of KVM
guest. so /dev/sda2 has the whole disk spaces except for boot and swap space. In Xen
virtualization case, this partition may have multiple physical or logical partitions for
housing a Xen guest domain. But, we didn’t find any needs of sub-partitioning on /
dev/sda2 in researching this work.

3 KVM-QEMU Virtualization on ARM64

3.1 KVM Kernel Configuration and Host OS

The kernel configuration for KVM virtualization in ARM64 server is essential. This is
done by typing make menuconfig or manipulating .config file in linux kernel. The
major kernel configuration parameters for KVM virtualization are shown in Table 3.
Even thought Table 3 does not contain the whole parts of .config file due to paper
space limitation, it is useful for understanding the major parts of KVM kernel
configuration.

As shown in Table 3, kernel configuration parameters for KVM virtualization on
ARM64 contain CPU, interrupt, IO, timer virtualization parameter setting. And also
these contain the bridge network setting for host and guest OS. After we configures the
linux kernel setting including Table 3 and compiles linux kernel, we could get linux
kernel image (uImage) and dtb for KVM virtualization.

We select the ubuntu arm64 14.04 tar.gz style root file system for the host OS.
[3, 7] Ubuntu is most widely adapted from world wide developers. Currently Canonical
is quickly upgrading their public free root file system for ARMv7 (armhf) and

Fig. 2. Disk partition for KVM virtualization.
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ARMv8 (arm64). Installation and setup of ubuntu ARM64 14.04 include some com-
plicated process if user is not a linux expert. But many references can be found in the
various internet sites. So we will not deal with the installation and setup step of ubuntu
ARM64 root file system. After we install ubuntu ARM64 14.04.2, we had to install the
utility library such as libvirt-bin, virtinst, bridge-utils and etc. via apt-get and aptitude
which are the powerful package management tool in ubuntu.

3.2 ARM64-QEMU Setup

In case of realizing the virtualization with KVM for ARM64 SoC, almost use QEMU.
It supports ARM64 from QEMU ver 2.1, and at the time of writing this paper, the result
of cloning of QEMU git is ver 2.3. At above Sect. 3.1, we addressed ubuntu ARM64
14.04.2 installation for host side root file system, but we could not install a
qemu-system-aarch64 package via apt-get with the lack of qemu-aarch64 repository
binary. So we cloned the QEMU source repository and complied a qemu-system-
aarch64 binary as shown in below script.

Table 3. Kernel parameters for KVM virtualization

Kernel parameters

CONFIG_HAVE_KVM_IRQCHIP=y
CONFIG_KVM_MMIO=y
CONFIG_VIRTUALIZATION=y
CONFIG_KVM=y
CONFIG_KVM_ARM_HOST=y
CONFIG_KVM_ARM_MAX_VCPUS=4
CONFIG_KVM_ARM_VGIC=y
CONFIG_KVM_ARM_TIMER=y
# CONFIG_AARCH32_EL0 is not set
# CONFIG_ARM64_ILP32 is not set
CONFIG_IP_ADVANCED_ROUTER=y
CONFIG_NETFILTER=y
CONFIG_NETFILTER_ADVANCED=y
CONFIG_BRIDGE_NETFILTER=y
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3.3 Making a qcow2 Image for Guest OS

QEMU requires a guest disk image for virtualizing an ARM64 virtual machine. Xen
virtualization require some additional physical and logical partitioning for guest
domain. But to get a guest disk image in QEMU, we used qemu-img command for
building a guest disk image with qcow2 format with online commanding. As explained
in Sect. 3.2 previously, qemu-img command had already installed with using make
install command automatically. Qemu-img supports that it makes and converts a raw or
qcow2 disk image file. We made a raw image file (aarch64-v1.img) with 10 GBytes
size by commanding qemu-img for installing of ubuntu root file system which is used
by QEMU’s guest emulation. After the completion of ubuntu netboot image which will
be explained in the next Section, we changed that image to aarch64-kvm.qcow2 which
has qcow2 file format. By using the qcow2 with QEMU ver 2.3, we could depress the
warning message by QEMU system.

3.4 Getting Netboot Image

To install an ubuntu root file system for QEMU ARM64 in guest disk image, one need
netboot images. Netboot image consists of temporary kernel (vmlinuz) and ramdisk
image (initrd.gz) which have the main function for supporting ubuntu network
installation. One can use the reference [8, 9] to get each of them.

3.5 Guest OS Setup Using Netboot Image

One can install the root file system for guest OS with below script and the downloaded
netboot images (vmlinuz, initrd.gz). More detailed command line and argument are
shown in below box lines. This process will take long time to complete.
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3.6 Starting Guest OS

Finally, we could start guest OS with KVM-QEMU as shown in below boxed line
command script successfully. Real boot process took long time which was about more
than 5 min.

According to above setting procedures, we can show the whole KVM-QEMU
virtualization system block diagram with ARM64 server system as shown in Fig. 3.

As known in the fact that KVM-QEMU virtualization has various benefits, we can
use multiple virtual machines to increase the utilization factor of server system
resources, to provide the complete independent computing environment for various

Fig. 3. KVM-QEMU virtualization with ARM64 server system
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users, to migrate one physical machine to another, and etc. ARM64 server system with
KVM-QEMU has the same virtualization benefits. But we have to point out the system
performance degradation in our experimental system. Virtio still doesn’t support the
multi core in ARM64 completely. We found that the boot time of guest OS has taken
long times (about more than 5 min) and some disk IOs are very slow. So we have to
solve this problem for the real business deployment with ARM64 server system. This
step will be the one of our next step research process.

4 Experimental Result

We installed and experimented KVM-QEMU virtualization with the ARM64bit server
reference board. Our experimental system adapted the ARM64 ubuntu 14.04.2 root file
system. The boot message of host OS in server board is captured and shown in Fig. 4.
Host OS with KVM which has the kernel configuration described in Sect. 3.1 was good
and had booted very quickly.

After completing the boot process of host OS, verifying KVM support for host OS
is done by commanding kvm-ok on system serial console. Host OS returned the
support of KVM availability as shown in Fig. 5.

Fig. 4. Host system boot messages.

Fig. 5. Verification of KVM support on host OS.
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As explained in Sect. 3.6, the starting messages of guest OS in host OS are shown
in Fig. 6. We checked out the normal startup messages of guest OS.

Finally we showed the normal prompt of guest OS after completing the boot
process of guest OS in Fig. 7. We verified the normal operation of guest OS with
KVM-QEMU virtualization in ARM64 server system successfully.

5 Conclusions

In this paper, we explained the process of KVM-QEMU virtualization technique in
ARM64bit server reference platform sequentially. KVM-QEMU virtualization in
ARM64bit server system has almost the same realization processes and advantages
over the conventional x86-64 system. But we identified the performance issues with
related to virtio library in our experimental server system. It will be one of the next
research step.

Fig. 6. System boot messages of guest OS.

Fig. 7. Guest OS console after booting
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Abstract. The performance of a physical cluster ultimately depends on two
factors. One is the capability of individual computing nodes and the other is the
networking speed among them. Recent processors are being greatly developed in
terms of enhancing the processing speed while lowering the monetary cost. As
for the networking technologies, nowadays dominant solutions have disadvan‐
tages such as high installation price and low protocol efficiency. Such drawbacks
become the bottleneck of improving the ‘performance per cost’ ratio of the cluster
as a whole. This paper proposes an alternative system interconnection device
especially for application in small-scale clusters. The non-transparent bridges in
PCI Express technology are employed to allow PCI Express packets to directly
transmit across networked computing nodes. The performance is measured under
two kinds of data transmission schemes, with two different benchmarking tools,
respectively. Currently the proposed device delivers a peak unidirectional
throughput of 8.6 gigabits per second.

Keywords: Cluster · Interconnect · PCI Express · Throughput

1 Introduction

One common way of building up a small-scale cluster is to combine multiple computing
nodes in the form of either boxes or blades, using networking cables and switches. Based
on this method, the performance of a cluster that nests those cloud computing resources
ultimately depends on the two factors. One is the performance of each individual node
and the other is the networking speed among nodes of the cluster.

Recently, processors are rapidly developed to deliver more powerful processing
capability while at lower cost according with the Moore’s Law [1]. General-purpose
CPUs clustered together can allow for an impressive performance of hundreds of giga‐
FLOPS (giga FLoating-point Operations Per Second) or even several teraFLOPS. In the
meantime, the interconnection technologies for clusters are dominated by InfiniBand
and high-performance Ethernet [2]. Those dominant networking solutions can deliver
high bandwidth, but they still have disadvantages such as high price for installation and
low protocol efficiency in packet transmission. Such drawbacks of system interconnects
have become the bottleneck to the improvement for the cluster in terms of achieving a
higher ‘performance per cost’ ratio as a whole.

This paper proposes an alternative system interconnection device based on the PCI
Express technology and the device is especially for application in small-scale clusters.
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In the present paper an interconnection device refers to the physical interface between
a local computing node and an external cable, facilitating the communication with the
remote standalone node connected on the other end of the cable. The proposed device
employs the non-transparent bridges to allow PCI Express packets to directly transmit
across computing nodes and it is easy and flexible for ordinary consumers to install and
use. Two kinds of data transmission schemes are implemented which are the memory
copy and the direct memory access (DMA). The performance is measured with two
different benchmarking tools, respectively, and experiments show that the proposed
device outperforms the Gigabit Ethernet and is capable to deliver a peak unidirectional
throughput of 8.6 gigabits per second.

The rest of paper is organized as follows. An overview of the related research work
on system interconnects are depicted in Sect. 2. Section 3 presents the detailed explan‐
ation about the technology deployed in the proposed interconnection device. Next,
Sect. 4 elaborates the design and implementation of the proposed generally-applicable
interconnection device. Section 5 shows performance evaluation results and discussions.
Finally, Sect. 6 concludes the whole paper.

2 Related Work

There are already several existing solutions for high-performance system interconnec‐
tion. The 10 Gigabit Ethernet [3] and other commercial models [4, 5] provide higher
performance but also induce too much power consumption and expenses for small-scale
use case. Moreover, they require switches even to build up a network with just a few
nodes (e.g. 2–5 nodes).

PCI Express (PCIe) [6] is a promising technology to use in system interconnection
devices and this is already indicated by many previous works. Ravindran [7] examined
the technology of “PCI Express External Cabling 1.0 Specification” and proposed a new
technical specification named “the local mode specification” to ensure a high-bandwidth,
low-latency connection between devices with independent PCI domains. Hanawa et al.
proposed communication links using PCIe Gen2 (2nd generation) for embedded systems
[8] and he also demonstrated an effective interconnect for direct communication between
accelerators over nodes via PCIe external cables [9]. Byrne et al. [10] evaluated the
benefits of using PCIe for power-efficient networking with a test-bed cluster where each
node links to a central PCIe switch board and independently manages their own devices.
Krishnan [11] proposed a PCIe based hardware with software for integrating IO expan‐
sion and clustering functionalities onto one PCIe interconnect, in which the solution
consists of host PCIe adapters, expansion switch, and cluster switch. Such hardware
would be too complicated and over-powerful in case of only two or three computing
nodes are to be clustered by a consumer. In addition to the above works, a standalone
system interconnection device named PCIeLINK (PCI Express Link) [12] has been
proposed which can be used to integrate multiple general-purpose CPUs.

This paper elaborates the research on the proposed PCIeLINK and presents a more
developed implementation with better performance compared with the prior one.
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A detailed description about the adopted technology by PCIeLINK is included in this
paper as well.

3 Using PCI Express for System Interconnects

3.1 Advantages and Disadvantages of PCI Express for System Interconnects

PCIe is an industrial standard system bus that delivers high-performance and low latency
packet transmission between the root complex and the enumerated PCI endpoints (as
shown in Fig. 1). Also, the PCIe slot is also the primary interface on a motherboard for
a system to connect with various peripherals. The data rate per lane for PCIe Gen2 is
4 Gbit/s, for Gen3 is 7.877 Gbit/s, and the PCIe specification is evolving to enable higher
data rates. Prevalent PCIe connectors adopt 8 or 16 lanes which contribute to a total
theoretical bandwidth as good as that of many widely used system interconnection
devices for supercomputers. Besides, the PCIe as an interconnect technology consumes
lower power per port and also costs less money for unit price than most common
commodity products [13]. Therefore, PCIe is considered as a competitive and alternative
technology for system interconnections.

Fig. 1. PCI enumeration on two systems and the communication between the two PCI domains
through the non-transparent bridge (NTB).

The PCIe standard was initially developed to allow one root complex to enumerate
the PCI endpoints in one local PCI address space (or PCI domain) and provide connec‐
tions between processors and IO devices within a single computing system. Therefore,
there exit some restrictions in both electrical and systemic perspectives to directly apply
PCIe as a system interconnect. If two PCIe domains are connected with each other using
a common PCIe device directly, then the asynchronous clocking in the two different
systems will hinder PCIe protocol from working properly. A more critical problem is
the PCIe hierarchy enumeration problem. When two systems are powered up, BIOS of
each side enumerates devices in its PCI hierarchy (PCI domain) and assign BDF (Bus,
Device and Function) numbers. If two identical systems are connected with a typical
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PCIe device, then the BDF number conflicts occur, which causes the two systems both
fail to build up a workable PCI hierarchy.

3.2 Data Transmission Mechanism Through Non-transparent Bridges

In order to isolate the different electrical clocking and also separate the PCI bus hierar‐
chies between individual systems, the PCIe non-transparent bridge (NTB) can be
employed. As shown in Fig. 1, a typical NTB consists of two PCIe non-transparent (NT)
endpoints as well as the doorbell and message registers in between to exchange status
and facilitate the PCI inter-domain communication. The device discovery process of
each side stops at the non-transparent endpoint during enumeration, so that the other
side of NTB is not influenced at all. Doorbell registers are used to initiate interrupts on
the other side of NTB and message registers can be read and written by processors on
both sides of NTB. Several prior researches [10, 14, 15] about developing novel system
interconnections have been conducted by employing the NTB technology.

Both sides of the NTB have their own PCI address space, i.e. PCI domain. The NTB
needs to support address translation in order to direct a packet from one side to pass
across the NTB and reach its destination on other side. The packet transmitting mech‐
anism is explained based on the two-node situation as shown in Fig. 2.

Fig. 2. Data transmission scheme between two hosts

Each NT endpoint is associated with six BARs (Base Address Register) in its
configuration space. BAR0 (plus BAR1 in case of 64-bit addressing) maps this NT
endpoint’s configuration space into the enumerating local host’s virtual memory region
so that the local host can access the configuration space of this NT endpoint. BAR2 (plus
BAR3 in case of 64-bit addressing) maps the endpoint-requested memory into the local
host’s memory region and this BAR2 (or plus BAR3) mapped region is used to serve
as the aperture for local host system to access some specified memory region of the
remote system on the other side of NTB. A look-up table is associated with BAR2 (or
plus BAR3), and the table entries are manually programmed so that those aperture
memory regions are mapped to the target memory region of the remote node. As a result,
when the NT endpoint receives a memory operation (read or write) from its local host
and the target address of the operation falls in the aperture, the target address of such an
operation will get translated as per the associating look-up table entry, so that the
memory operation goes across the NTB and is performed on the prepared memory region
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on the remote host. The BAR4 (plus BAR5 for 64-bit addressing) opens up an aperture
for accessing remote host’s memory in the same manner as the BAR2 and BAR3, except
that the mapped region can also be used to access different remote hosts’ configuration
spaces.

4 Design and Implementation of PCIeLINK

4.1 Hardware Design and Implementation

PCIeLINK [10] was designed to have one eight-lane PCIe standard interface for connec‐
tion with the local host and four four-lane external QSFP (Quad Small Form-factor
Pluggable) modules for connection with remote systems. Therefore, the PCIeLINK
delivers up to 16 Gbps (Gbit per second) data rate on each of its external ports and
32 Gbps on its host interface in case of using PCIe Gen2.

Fig. 3. The implemented PCIeLINK board [10].

The PCIeLINK board was implemented with standard full profile PCIe form factor
as shown in Fig. 3. As has been designed, the board has one host connector to be inserted
into the PCIe slot of the local host’s motherboard and four external ports to connect with
remote hosts. Every two PCIeLINKs can be connected by a QDR (quad data rate) cable
without using any networking switch in between, which is easy to implement and also
indicates a cheaper installation budget for a small cluster with only two to five nodes.

The board is initially configured with a firmware by which the board was divided
into five different partitions, where each partition belongs to an independent PCI address
domain. Also by using the firmware, the host interface is configured to operate in PCI-
to-PCI (P2P) bridge plus NT endpoint plus DMA combined mode, while the external
ports are all configured to operate in NT endpoint mode. The firmware also sets the value
of several primary registers on the PCIeLINK to regulate the BAR’s address translation
method (e.g. direct address translation or lookup table translation), requirements of the
claiming of memory region (e.g. prefetchable or non-prefetchable), the size of the
requested memory region by the NT endpoint, and the memory addressing bits (32-bit
or 64-bit addressing), etc.
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4.2 Software Design and Implementation

Each node in the PCIeLINK-based cluster is identified by a unique system ID number.
The device driver developed for the PCIeLINK board encompasses three layers, i.e. base
layer, library layer, and virtual Ethernet interface layer as shown in Fig. 4.

Fig. 4. The layered structure of the implemented device driver.

The base layer abstracts away those tedious hardware registers and provides primi‐
tive functions which are called by upper-layer functions to directly manipulate the hard‐
ware. Specifically, the base layer module consists of functional blocks which enable NT
endpoint initialization and de-initialization, hardware platform configuration, memory
management, NT aperture window setting-ups, DMA function initialization and de-
initialization, the DMA APIs that are flexible to use by upper layer, and the interrupt
management. The library layer module sets up queue models and functions that operate
those queues. The library module also prepares wrapped-up functions for the upper layer
to manipulate the packet transmission and reception. The virtual Ethernet interface
module allocates an Ethernet device structure with random MAC address and registers
itself as a network device, so that the above TCP/IP layer sees the PCIeLINK device the
same way as a regular Ethernet card. The virtual Ethernet interface module also has
functional blocks to carry out the mapping between the network device’s MAC address
and the PCIeLINK’s system ID number as well as the invocation of the lower-layer
provided packet transmission routines. The device driver is implemented to transmit
packets using either the memcpy mechanism or the DMA mechanism.

5 Evaluation and Discussion

5.1 Description of Test Environment

The initial experiment only implements the back-to-back topology in which two iden‐
tical nodes are interconnected using two PCIeLINKs as illustrated in Fig. 5. The detailed
description of the test environment is given in Table 1. PCIeLINK is very easy to be
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installed into the standard PCIe slot of a motherboard. Since a PCIeLINK board has four
external ports, they are capable to interconnect a small number of hosts without using
the networking switch. If a PCIe non-transparent networking switch is provided, more
nodes can connect to the PCIe-networked cluster, though an upper limit exists for the
total number of nodes due to the PCIe specification.

Fig. 5. The experimental platform constructed with two nodes in back-to-back topology.

Table 1. Test environment description.

Items Description
CPU x86 architecture, 3.4 GHz × 4 cores
Memory DDR3 1333 MHz × 2 channels, 4 GB
NTBs on PCIeLINK board PCIe Gen2
Motherboard slot PCIe Gen3
OS 32-bit Open-source operating system

In this paper, the performance of PCIeLINK is compared against that of the tradi‐
tional Gigabit Ethernet. The measurement approaches include using the proprietary
ping-pong testing program within the device driver layer and the benchmarking tools
over the TCP/IP. Experiments were made by using different testing methods, i.e.
memory copy and DMA, respectively and the final results were comprehensively
compared and analyzed.

5.2 Experiment Results and Performance Evaluation

Figure 6 demonstrates the unidirectional throughput results tested under the same envi‐
ronment with different tools and data transmission mechanisms using the same set of
increasing sizes of transmitted messages. The peak value of each set of testing results
is marked in the figure. A dominant pattern is reflected that PCIeLINK delivers higher
saturated throughput than Gigabit Ethernet, regardless of the testing method or the data
moving mechanism the driver used. The NetPIPE benchmark shows that PCIeLINK
delivers a peak throughput which is, using DMA and memcpy mechanism respectively,
5.4 times and 1.6 times of the highest performance supported by Gigabit Ethernet. Like‐
wise, the highest throughput of PCIeLINK with DMA and memcpy mechanism
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respectively measured by Netperf benchmark is 4.4 times and 1.8 times of that of the
conventional Gigabit Ethernet. Specifically, the highest throughput is 8613 Mbps
(megabit per second) at the message size of 2M bytes, which is achieved from the ping-
pong testing program over PCIeLINK with DMA mechanism. This highest throughput
measured of PCIeLINK with DMA is almost 9.2 times of the measured summit
throughput of Gigabit Ethernet (941 Mbps by Netperf benchmarking), and for the ping-
pong test of PCIeLINK with memcpy the result is 7.2 times. The highest throughput
measured from PCIeLINK is 53.8 % of the designed wire speed of an external port, and
this indicates that there is still much space to further improve the current driver. The
reason that the ping-pong testing measures a higher performance than the NetPIPE and
the Netperf benchmarking tools is that the proprietary ping-pong program runs within

Fig. 6. The comparison of unidirectional throughput between Gigabit Ethernet (i.e. 1 GbE in the
legend) and the proposed PCIeLINK. PCIeLINK-memcpy represents the results obtained with
the memcpy data moving mechanism and PCIeLINK-DMA denotes the results obtained with the
DMA data moving mechanism in the device driver. Peak values are noted in the figure.
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the driver code, so that unlike the benchmarking tools which run over the TCP/IP
protocol stack the ping-pong testing measures the raw time of data transmission between
the link layer of the two nodes, saving the time consumed by copying data from and to
the upper layers within the local node.

When measuring the same device’s performance in the same experimental environ‐
ment with two different benchmarking tools, some other patterns are discovered. For
example, for the same interconnect type (and the same data moving mechanism for
PCIeLINK) the throughput measured by NetPIPE gets saturated later than that measured
by Netperf. Another example is that, for the same message size, in general the throughput
tested by Netperf is higher than that tested by NetPIPE. Such coherent patterns shown
on both PCIeLINK and Gigabit Ethernet indicate that, like the Ethernet, the performance
of a PCIeLINK-based cluster is consistent and reproducible. Lastly, there is an abnormal
performance noticed when testing PCIeLINK with DMA using NetPIPE that the satu‐
rated throughput degraded and cannot sustain for large message sizes, which may due
to the not adapted implementation of the DMA mechanism in the device driver or the
overheated NTB on the PCIeLINK. Last but not the least, it is measured that PCIeLINK
with DMA mechanism does not cause additional CPU usage as compared with that of
the traditional Gigabit Ethernet in the test with TCP/IP based applications.

6 Conclusions

This paper has presented an alternative system interconnection device named PCIeLINK
that provides high data transmission rate and leaves out switches especially for usage in
small-scale clusters. The PCIeLINK is based on the non-transparent bridging technology
and is very easy and flexible to use by ordinary users. Early implementation and eval‐
uation are conducted, which demonstrates that PCIeLINK outperforms Gigabit Ethernet
in terms of delivering a much higher throughput without consuming more CPU usage.
Future work includes optimizing the device driver of PCIeLINK in order to achieve the
hardware-supported speed as much as possible as well as comparing the power consump‐
tion between PCIeLINK and that of traditional interconnection devices.
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