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Preface

This volume contains papers presented at the 4th International Conference on
Computer Science, Applied Mathematics and Applications (ICCSAMA 2016) held
on 2–3 May 2016 in Vienna, Austria. The conference is co-organized by
International Institute for Applied Systems Analysis (IIASA), Austria, in coopera-
tion with Department of Information Systems (Wrocław University of Technology,
Poland), Laboratory of Theoretical and Applied Computer Science LITA (Lorraine
University, France), Analysis, Design and Development of ICT systems Laboratory,
Budapest University of Technology and Economics, Hungary and IEEE SMC
Technical Committee on Computational Collective Intelligence.

The aim of ICCSAMA 2016 is to bring together leading academic scientists,
researchers and scholars to discuss and share their newest results in the fields of
computer science, applied mathematics and their applications. After the peer-review
process, 20 papers by authors from Algeria, Austria, France, Germany, Greece,
Georgia, Hungary, Italy, Malaysia, Spain, Turkey and Vietnam have been selected
for including in these proceedings. The presentations of 19 have been partitioned
into five sessions: Advanced Optimization Methods and Their Applications, Models
for ICT applications, Topics on discrete mathematics, Data Analytic Methods and
Applications and Feature Extraction.

The clear message of the proceedings is that the potentials of computational
methods for knowledge engineering and optimization algorithms are to be
exploited, and this is an opportunity and a challenge for researchers. It is observed
that the ICCSAMA 2013, 2014 and 2015 clearly generated a significant amount of
interaction between members of both computer science and applied mathematics
communities. The intensive discussions have seeded future exciting development at
the interface between computational methods, optimization and engineering.

The works included in these proceedings can be useful for researchers, Ph.D.
and graduate students in optimization theory and knowledge engineering fields. It is
the hope of the editors that readers can find many inspiring ideas and use them to
their research. Many such challenges are suggested by particular approaches and
models presented in the proceedings.
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We would like to thank all authors, who contributed to the success of the
conference and to this book. Special thanks go to the members of the Steering and
Program Committees for their contributions to keeping the high quality of the
selected papers. Cordial thanks are due to the Organizing Committee members for
their efforts and the organizational work.

Finally, we cordially thank Springer for support and publishing this volume.
We hope that ICCSAMA 2016 significantly contributes to the fulfilment of the

academic excellence and leads to greater success of ICCSAMA events in the future.

May 2016 Thanh Binh Nguyen
Tien Van Do

Hoai An Le Thi
Ngoc Thanh Nguyen
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A DC Programming Approach
to the Continuous Equilibrium
Network Design Problem

Thi Minh Tam Nguyen and Hoai An Le Thi

Abstract In this paper, we consider one of the most challenging problems in trans-

portation, namely the Continuous Equilibrium Network Design Problem (CENDP).

This problem is to determine capacity expansions of existing links in order to min-

imize the total travel cost plus the investment cost for link capacity improvements,

when the link flows are constrained to be in equilibrium. We used the model of math-

ematical programming with complementarity constraints (MPCC) for the CENDP

and recast it as a DC (Difference of Convex functions) program with DC constraints

via the use of a penalty technique. A DCA (DC Algorithm) was developed to solve

the resulting problem. Numerical results indicate the efficiency of our method vis-

à-vis some existing algorithms.

Keywords CENDP ⋅ MPCC ⋅ Complementarity constraint ⋅ DC programming ⋅
DCA ⋅ DC constraints ⋅ Penalty technique

1 Introduction

The network design problem is one of the critical problems in transportation due

to increasing demand for travel on roads. The purpose of this problem is to select

location to build new links or to determine capacity improvements of existing links

so as to optimize transportation network in some sense. A network design problem

is said to be continuous if it deals with divisible capacity expansions (expressed by

continuous variables). The CENDP consists of determining capacity enhancement

of existing links to minimize the sum of the total travel cost and the expenditure for

link capacity improvement, when the link flows are restricted to be in equilibrium.

T.M.T. Nguyen (✉) ⋅ H.A. Le Thi

Laboratory of Theoretical and Applied Computer Science (LITA),

UFR MIM University of Lorraine, Ile du Saulcy, 57045 Metz, France
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4 T.M.T. Nguyen and H.A. Le Thi

The term “equilibrium” in this problem refers to the deterministic user equilibrium

which is defined that for each origin-destination pair, at equilibrium, the travel costs

on all utilized paths equal and do not exceed the travel cost on any unused path. The

CENDP is generally formulated as a bi-level program or mathematical program with

equilibrium constraints. In general, solving these problems is intractable because of

the nonconvexity of both the objective function and feasible region.

Abdulaal and LeBlanc [1] are presumed to be pioneers studying the CENDP. They

stated this problem as a bi-level program and transformed it into an unconstrained

problem which was solved by the Hooke-Jeeves’ algorithm. To date, a number of

approaches have been proposed to address this CENDP, for example the equilib-

rium decomposed optimization heuristics [13], sensitivity analysis based heuristic

methods [4], simulated annealing approach [3], augmented Lagrangian method [10],

gradient-based approaches [2]. More recently, Wang et al. [14] suggested a method

for finding the global solution to the linearized CENDP. These authors formulated

the CENDP as an MPCC and converted complementarity constraints into the mixed-

integer linear constraints. In addition, the travel cost functions were linearized by

introducing binary variables. As a result, the MPCC became a mixed-integer linear

program that was solved by using optimization software package CPLEX. However,

their method for solving the MPCC produces many new variables including a con-

siderable number of the binary variables and the mixed-integer linear program itself

is a hard problem.

The aim of this paper is to give a new approach based on DC programming and

DCA to solve the MPCC model for the CENDP. DC programming and DCA was

introduced by Pham Dinh Tao in 1985 in their preliminary form and extensively

developed by Le Thi Hoai An and Pham Dinh Tao since 1994 ([8, 11, 12] and the

references therein). They are classic now and used by plenty of researchers in various

fields ([5, 15, 16] and the list of references in [6]). Although DCA is a local opti-

mization approach, it provides quite often a global solution and is proved be more

robust and efficient than the standard methods. The success of DCA in many studies

motivated us to investigate it for addressing the CENDP.

The rest of the paper is organized as follows. In Sect. 2, we describe the MPCC

model for the CENDP. Section 3 presents a brief introduction of DC programming

and DCA and the solution method for the CENDP. The numerical results are reported

in Sect. 4 and some conclusions are given in Sect. 5.

2 Problem Formulation

The following notation is used throughout this paper.

A the set of links in the network.

W the set of origin-destination (O-D) pairs.

Rw the set of paths connecting the O-D pair w ∈ W.

qw the fixed travel demand for O-D pair w.
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𝛿

w
ap the indicator variables, 𝛿

w
ap = 1 if link a is on path p between O-D pair w,

𝛿

w
ap = 0 otherwise.

f wp the flow on path p connecting O-D pair w, f = [f wp ].
xa the flow on link a, x = [xa],

xa =
∑

w∈W

∑

p∈Rw

𝛿

w
apf

w
p .

ya the capacity of link a after expansion, y = [ya].
ya the capacity of link a before expansion, y = [ya].
ya the upper bound of ya.

𝜋w the minimum travel cost between O-D pair w.

ga(ya) the improvement cost for link a.

𝜃 the relative weight of improvement costs and travel costs.

ta(xa,ya) the travel cost on link a,

ta(xa, ya) = Aa + Ba

(
xa
ya

)4

.

cwp the travel cost on path p between O-D pair w, c = [cwp ],

cwp =
∑

a∈A
𝛿

w
apta(xa,ya).

In this paper, we assume that ga is convex.

As mentioned in [14], the CENDP can be formulated as the following MPCC:

min
x,y,f ,c,𝜋

∑

a∈A
ta(xa,ya)xa + 𝜃

∑

a∈A
ga(ya) (MPCC)

subject to:

(i) Demand conservation and capacity expansion constraints:

∑

p∈Rw

f wp = qw, w ∈ W, (1)

ya ≤ ya ≤ ya, a ∈ A. (2)

(ii) Deterministic user equilibrium constraints:

f wp (c
w
p − 𝜋w) = 0, p ∈ Rw,w ∈ W, (3)

cwp − 𝜋w ≥ 0, p ∈ Rw,w ∈ W. (4)
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(iii) Definitional constraints:

xa =
∑

w∈W

∑

p∈Rw

𝛿

w
apf

w
p , xa ≥ 0, a ∈ A, (5)

cwp =
∑

a∈A
𝛿

w
ap

[
Aa + Ba

(
xa
ya

)4
]
, p ∈ Rw,w ∈ W, (6)

f wp ≥ 0, p ∈ Rw,w ∈ W. (7)

3 Solution Method by DC Programming and DCA

Before presenting the DCA for solving the problem (MPCC), we introduce briefly

DC programming and DCA.

3.1 Introduction to DC Programming and DCA

DC Programming and DCA constitute the backbone of smooth/nonsmooth noncon-

vex programming and global optimization. They address the problem of minimizing

a function f which is a difference of convex functions on the whole space ℝn
or on

a convex set C ⊂ ℝn
. Generally speaking, a standard DC program takes the form

𝛼 = inf{f (x) ∶= g(x) − h(x) ∶ x ∈ ℝn} (8)

where g, h ∈ 𝛤0 (ℝn), the set of lower semi-continuous proper convex functions on

ℝn
. Such a function f is called a DC function, and g − h, a DC decomposition of f ,

while the convex functions g and h are DC components of f . The convex constraint

x ∈ C can be incorporated in the objective function of (8) by using the indicator

function on C.

For a convex function 𝜙, the subdifferential of 𝜙 at x0, denoted as 𝜕𝜙(x0), is

defined by

𝜕𝜙(x0) ∶=
{
y ∈ ℝn ∶ 𝜙(x) ≥ 𝜙(x0) + ⟨x − x0, y⟩,∀x ∈ ℝn}

.

The idea of DCA for solving the problem (8) is quite simple: each iteration k of

DCA approximates the concave part −h by its affine majorization (that corresponds

to taking yk ∈ 𝜕h(xk)) and minimizes the resulting convex function. For a complete

study of standard DC programming and DCA, readers are referred to [8, 11] and the

references therein.
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Recently, Le Thi et al. [7, 12] investigated the extension of DC programming and

DCA to solve DC programs with DC constraints which are of the form

min g(x) − h(x)
s.t. x ∈ C, (9)

gi(x) − hi(x) ≤ 0, i = 1,… ,m,

where C ⊆ ℝn
is a nonempty closed convex set; g, h, gi, hi ∈ 𝛤0 (ℝn), i = 1,… ,m.

This class of nonconvex programs is the most general in DC programming and

solving them is more difficult than solving standard DC programs because of the

nonconvexity of the constraints. Two approaches for the problem (9) were proposed

in [7]. The first one is based on penalty techniques in DC programming while the

second one linearizes concave parts in DC constraints to build convex inner approx-

imations of the feasible set. Since we use the second approach to solve the CENDP,

we shortly present herein this approach for the problem (9).

Using the main idea of the DCA that linearizes the concave part of the DC struc-

ture, we can derive a sequential convex programming method based on solving the

following convex subproblems

min g(x) − ⟨yk, x⟩
s.t. x ∈ C, (10)

gi(x) − hi(xk) − ⟨yki , x − xk⟩ ≤ 0, i = 1,… ,m,

where xk ∈ ℝn
is the current iterate, yk ∈ 𝜕h(xk), yki ∈ 𝜕hi(xk) for i = 1,… ,m.

This linearization introduces an inner convex approximation of the feasible set

of the problem (9). However, this convex approximation is quite often poor and can

lead to infeasibility of convex subproblem (10). To deal with the feasibility of sub-

problems, a relaxation technique was proposed. Instead of (10), we consider the sub-

problem

min g(x) − ⟨yk, x⟩ + tks
s.t. x ∈ C, (11)

gi(x) − hi(xk) − ⟨yki , x − xk⟩ ≤ s, i = 1,… ,m,
s ≥ 0,

where tk > 0 is a penalty parameter. Clearly, (11) is a convex problem that is always

feasible. Moreover, the Slater constraint qualification is satisfied for the constraints

of (11), thus the Karush-Kuhn-Tucker (KKT) optimality condition holds for some

solution (xk+1, sk+1) of (11).
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DCA scheme for the DC program with DC constraints (9)

∙ Initialization. Choose an initial point x0; 𝛿1, 𝛿2 > 0, an initial penalty parameter

t1 > 0. Set 0 ⟵ k.
∙ Repeat.
Step 1. Compute yk ∈ 𝜕h(xk), yki ∈ 𝜕hi(xk), i = 1,… ,m,
Step 2. Compute (xk+1, sk+1) as the solution of the convex problem (11), and the

associated Lagrange multipliers (𝜆k+1, 𝜇k+1),
Step 3. Penalty parameter update.

compute rk = min{‖xk+1 − xk‖−1, ‖𝜆k+1‖1 + 𝛿1}

and set 𝛽k+1 =

{
𝛽k if 𝛽k ≥ rk,
𝛽k + 𝛿2 if 𝛽k < rk.

Step 4. k ← k + 1,
∙ Until xk+1 = xk and sk+1 = 0.

The global convergence of the above algorithm is completely proved in [7].

3.2 DCA for Solving the Problem (MPCC)

It is worth noting that ∑

a∈A
ta(xa,ya)xa =

∑

w∈W
qw𝜋w,

therefore the objective function of the problem (MPCC) is equal to

∑

w∈W
qw𝜋w + 𝜃

∑

a∈A
ga(ya)

which is convex. However, the MPCC is still a difficult problem due to the non-

convexity of the feasible region which stems from complementarity constraints and

the non-linear travel cost functions. To handle this problem, the complementarity

constraints {
f wp (c

w
p − 𝜋w) = 0, f wp ≥ 0, cwp − 𝜋w ≥ 0

}

are replaced by

{
min(f wp , c

w
p − 𝜋w) ≤ 0, f wp ≥ 0, cwp − 𝜋w ≥ 0

}
.

Besides, for a ∈ A, the new variables ua =
x2a
y2a

are introduced to lessen the level of

complexity of the constraints (6).
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The (MPCC) can be rewritten as follows:

min
x,y,f ,c,𝜋,u

∑

w∈W
qw𝜋w + 𝜃

∑

a∈A
ga(ya)

s.t. (1), (2), (3), (4), (6),
min(f wp , c

w
p − 𝜋w) ≤ 0, p ∈ Rw,w ∈ W,

cwp −
∑

a∈A
𝛿

w
ap(Aa + Bau2a) = 0, p ∈ Rw,w ∈ W,

x2a
ya

− uaya = 0, a ∈ A.

This problem is equivalent to the following problem:

min
x,y,f ,c,𝜋,u,v

∑

w∈W
qw𝜋w + 𝜃

∑

a∈A
ga(ya) (P1)

s.t. (1), (2), (3), (4), (6),
min(f wp , c

w
p − 𝜋w) ≤ 0, p ∈ Rw,w ∈ W, (12)

cwp −
∑

a∈A
𝛿

w
ap(Aa + Bau2a) ≤ 0, p ∈ Rw,w ∈ W, (13)

∑

a∈A
𝛿

w
ap(Aa + Bau2a) − cwp ≤ 0, p ∈ Rw,w ∈ W, (14)

x2a
ya

− va ≤ 0, a ∈ A, (15)

va − uaya ≤ 0, a ∈ A, (16)

uaya −
x2a
ya

≤ 0, a ∈ A. (17)

The problem (P1) can be solved by transforming the constraints (12), (13) and

(15)–(17) into DC constraints and developing a DCA for the resulting problem. How-

ever, when the total number of paths is large this method produces many DC con-

straints. To diminish the number of these DC constraints, the constraints (12), (13)

of the problem (P1) are penalized and we obtain the problem:

min
∑

w∈W
qw𝜋w + 𝜃

∑

a∈A
ga(ya) + t1F1(X) + t2F2(X) (P2)

s.t. X ∈ P,∑

a∈A
𝛿

w
ap(Aa + Bau2a) − cwp ≤ 0, p ∈ Rw,w ∈ W,

x2a − vaya ≤ 0, a ∈ A,
va − uaya ≤ 0, a ∈ A,

uaya −
x2a
ya

≤ 0, a ∈ A,
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where F1(X) =
∑

p,w
min(f wp , c

w
p − 𝜋w),F2(X) =

∑

p,w

(
cwp −

∑

a∈A
𝛿

w
ap(Aa + Bau2a)

)
,

P =
{
X = (x, y, f , c, 𝜋, u, v) ∣ X satisfies (1), (2), (3), (4), (6) and ua ≥ 0, ∀a

}
.

Obviously, P is a polyhedral convex set in ℝn
with n = 4nL + 2nP + nOD (nL is the

number of links, nP is the total number of paths, nOD is the number of O-D pairs).

It is easy to prove that if an optimal solution X∗
to (P2) satisfies F1(X∗) = 0

and F2(X∗) = 0 then it is an optimal solution to the original problem. Furthermore,

according to the general result of the penalty method (see [9], pp. 402–405), for large

numbers t1, t2, the minimum point of problem (P2) will be in a region where F1,F2
are relatively small. For this reason, we consider the penalized problem (P2) with

sufficiently large values of t1, t2.

Using the equalities

MN = 1
2
(M + N)2 − 1

2
(
M2 + N2) = 1

2
(
M2 + N2) − 1

2
(M − N)2,

the penalized problem (P2) can be reformulated as the DC program with DC con-

straints:

min G(X) − H(X) (P3)
s.t. X ∈ P,∑

a∈A
𝛿

w
ap(Aa + Bau2a) − cwp ≤ 0, p ∈ Rw,w ∈ W,

Gia(X) − Hia(X) ≤ 0, i = 1, 2, 3; a ∈ A,

where G(X) =
∑

w∈W
qw𝜋w + 𝜃

∑

a∈A
ga(ya) + t2

∑

p,w

(
cwp −

∑

a∈A
𝛿

w
apAa

)
,

H(X) = t1
∑

p,w
max(−f wp ,−c

w
p + 𝜋w) + t2

∑

p,w

(
∑

a∈A
𝛿

w
apBau2a

)
,

G1a(X) = x2a +
1
2
(
v2a + y2a

)
, H1a(X) =

1
2
(va + ya)2,

G2a(X) = va +
1
2
(
u2a + y2a

)
, H2a(X) =

1
2
(ua + ya)2,

G3a(X) =
1
2
(u2a + y2a), H3a(X) =

x2a
ya

+ 1
2
(ua − ya)2.

Adapting the generic DCA scheme for DC programs with DC constraints, we

propose a DCA for solving the problem (P3). At each iteration k, we compute

Yk ∈ 𝜕H(Xk), Yk
ia ∈ 𝜕Hia(Xk), i = 1, 2, 3; a = 1,… , nL



A DC Programming Approach to the Continuous Equilibrium Network Design Problem 11

and then solve the following convex problem:

min F(X, s) = G(X) − ⟨Yk
,X⟩ + ts

s.t. X ∈ P,∑

a∈A
𝛿

w
ap(Aa + Bau2a) − cwp ≤ 0, p ∈ Rw,w ∈ W, (18)

Gia(X) − Hia(Xk) − ⟨Yk
ia,X − Xk⟩ ≤ s, i = 1, 2, 3; a = 1,… , nL,

s ≥ 0.

A subgradient Y = (̂x, ŷ,̂f , ĉ, 𝜋, û, v̂) ∈ 𝜕H(X) can be selected as follows:

x̂ = ŷ = 0, ̂f wp =
{

−t1 if f wp < cwp − 𝜋w
0 otherwise

,
̂cwp =

{
0 if f wp < cwp − 𝜋w
−t1 otherwise

(19)

𝜋w =
{

0 if f wp < cwp − 𝜋w
t1 otherwise

, ûa = 2t2
∑

p,w
𝛿

w
apBaua, v̂ = 0. (20)

Since Hia is differentiable, 𝜕Hia(X) =
{
∇Hia(X)

}
, i = 1, 2, 3; a = 1,… , nL. Con-

sider Y = (̂x, ŷ,̂f , ĉ, 𝜋, û, v̂), we have

Y = ∇H1a(X) ⇔ x̂ = ̂f = ĉ = 𝜋 = û = 0, ŷa = v̂a = va + ya, (21)

Y = ∇H2a(X) ⇔ x̂ = ̂f = ĉ = 𝜋 = v̂ = 0, ŷa = ûa = ua + ya, (22)

Y = ∇H3a(X)

⇔ x̂a =
2xa
ya

, ŷa = −
x2a
y2a

+ ya − ua,̂f = ĉ = 𝜋 = v̂ = 0, ûa = ua − ya. (23)

Algorithm (DCA for the problem (P3))

∙ Initialization. Choose an initial point X0 ∈ ℝn
and a penalty parameter t =

t0. Set k = 0 and let 𝜀1, 𝜀2 be sufficiently small positive numbers.

∙ Repeat.
Step 1. Compute Yk ∈ 𝜕H(Xk), Yk

ia ∈ 𝜕Hia(Xk), i = 1, 2, 3; a = 1,… , nL via

(19)–(23).

Step 2. Compute (Xk+1
, sk+1) as the solution of (18).

Step 3. k ← k + 1
∙ Until s ≤ 𝜀2 and

(
‖Xk+1 − Xk‖ ≤ 𝜀1(‖Xk‖ + 1) or

|F(Xk+1
, sk+1) − F(Xk

, sk)| ≤ 𝜀1(|F(Xk
, sk)| + 1)

)
.
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4 Numerical Results

In order to illustrate the efficiency of the proposed algorithm, numerical experiments

were performed on a network consisting of 6 nodes and 16 links (Fig. 1). This net-

work has been used to test the different algorithms that deal with the problem CENDP

[2, 3, 10, 13, 14]. The travel demand for this network was considered in two cases

(given in Table 1). The detailed data including the parameters of travel cost func-

tions and enhancement cost functions, the capacity of links before expansion, the

upper bound of the capacity improvements can be found in [3]. Our algorithm was

compared with eight other methods. The abbreviations for these methods and their

sources are listed in Table 2. We also made a comparison with a good lower bound

of the CENDP (mentioned in [2] and labeled as “SO”).

Fig. 1 16-link network

Table 1 Level of travel demand

Case I Case II

Demand from node 1 to node 6 5 10

Demand from node 6 to node 1 10 20

Total travel demand 15 30

Table 2 Abbreviation of method names

Abbreviation Name Source

EDO Equilibrium decomposed optimization [13]

SA Simulated annealing algorithm [3]

AL Augmented lagrangian algorithm [10]

GP Gradient projection method [2]

CG Conjugate gradient projection method [2]

QNEW Quasi-NEWton projection method [2]

PT PARATAN version of gradient projection method [2]

MILP Mixed-Integer linear program transformation [14]

DCA DC algorithm This paper
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In the DCA for the CENDP, we took 𝜀1 = 𝜀2 = 10−6, the initial point was selected

as follows:

X0 = (x0, y0, f 0, c0, 𝜋0
, u0, v0)

with

x0 = y0 = f 0 = u0 = v0 = 0, c0wp =
∑

a∈A
𝛿

w
apAa, 𝜋

0
w = min

{
c0wp ∶ p ∈ Rw

}

The penalty parameters were chosen to be t1 = 350, t2 = 100, t = 500 and t1 =
400, t2 = 100, t = 450 for the cases I and II respectively.

For the MILP approach, the feasible region of link flow (resp. the feasible domain

of the road capacity expansion) was divided into 10 equal segments. According to

the authors, this partition is quite fine.

The computational results for the cases I and II are summarized in Tables 3 and

4 respectively. These results are taken from the previous work [2, 14] except for the

results of DCA. In Tables 3 and 4, we use the following notations:

∙ △ya: the capacity enhancement on link a.

∙ Obj: the value of objective function.

∙ Gap: the relative difference with respect to SO defined by

Gap(%) =
100(Obj − LB)

LB

where LB is the lower bound of the CENDP.

From Tables 3 and 4, we observe that the optimal value provided by DCA is quite

close to the lower bound of the CENDP (the relative difference is 3.24 and 2.08 %

in the cases I and II respectively). In the case I with the lower travel demand, DCA

outperforms 5 out of 8 algorithms. Although the optimal value given by DCA is not

better than those given by SA, CQ and QNEW, the relative difference between this

optimal value and the best one (found by SA, a global optimization technique) is

fairly small (0.78 %). In the case II, when the travel demand increases, DCA yields

the optimal value that is superior to those computed by all the other methods.

5 Conclusions

We proposed an algorithm based on DC programming and DCA for handling the

CENDP. We considered the MPCC model for this problem and employed a penaly

technique to reformulate it as a DC program with DC constraints. Numerical experi-

ments on a small network indicate that DCA solves the CENDP more effectively than

the existing methods. Besides, the optimal value provided by DCA is quite close to

the lower bound of the CENDP. This shows that the solution found by DCA may be

global, even though DCA is a local optimization approach.
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AMethod for Reducing the Number
of Support Vectors in Fuzzy Support
Vector Machine

Nguyen Manh Cuong and Nguyen Van Thien

Abstract We offer an efficient method to reduce the number of support vectors

for Fuzzy Support Vector Machine. Firstly, we consider the Fuzzy Support Vector

Machine model which was proposed by Lin and Wang. For the reducing the num-

ber of support vectors, we apply the l0 regularization term to the dual form of this

model. The resulting optimization problem is non-smooth and non-convex. The l0
is then replaced by an approximation function. An algorithm which is based on DC

programming and DCA is then investigated to solve this problem. Numerical results

on real-world datasets show the efficiency and the superiority of our method versus

the standard algorithm on both support vector reduction and classification.

Keywords DC Programming and DCA ⋅ Fuzzy Support Vector Machine ⋅ Support

vector reduction

1 Introduction

Support Vector Machine (SVM) is one of the most popular techniques for pat-

tern classification and regression estimation problem. In recent years, this topic has

attracted a great deal of interest in many disciplines. In the training phase, all data

in the same class of training set are treated with the assumption that they have the

same role. However, noise data or outliers are inevitable in the applications [24].

In some cases, each input point may not be fully assigned to one of the classes. In

2002, Lin and Wang [27] proposed Fuzzy Support Vector Machine (FSVM) in which

a fuzzy membership is applied to each input point. This helps to reduce the influence

of non-support vectors, noise and outliers on the optimal hyperplane.

N. Manh Cuong (✉) ⋅ N. Van Thien

Faculty of Information Technology, Hanoi University of Industry - Vietnam,

Hanoi, Vietnam

e-mail: manhcuong.haui@yahoo.com

N. Van Thien

e-mail: nvthien1970@gmail.com

© Springer International Publishing Switzerland 2016

T.B. Nguyen et al. (eds.), Advanced Computational Methods
for Knowledge Engineering, Advances in Intelligent Systems

and Computing 453, DOI 10.1007/978-3-319-38884-7_2

17



18 N. Manh Cuong and N. Van Thien

A challenge of Machine Learning is the handling of the input dataset with very

large dimension [20]. In SVM and FSVM, the number of support vector which

obtains from the training phase is usually large. This causes the slowness of classifi-

cation phase. Many methods are proposed to treat this issue (see [11] and reference

therein). Their target is how to reduce the number of support vectors but without loss

of generalization performance [11].

One of the first research for support vector reduction in SVM was proposed by

Burges in 1996 [3] which computes an estimation of discriminator function in terms

of a reduced set of vectors. This reduced set method is believed to be computation-

ally expensive although its improvements have been mentioned in a number of later

researches (see [29] for more details). In 2002, Downs et al. [4] proposed a method in

which the unnecessary support vectors are detected based on its linear dependence on

the other support vectors in the feature space. However, the reduction is not obvious

in order to avoid any possible decline in accuracy [11]. Later, an iterative approach

was proposed in which the training phase is repeated on the nested subsets of train-

ing set until the accuracy of classifier is acceptable or the number of support vectors

stops decreasing. Belong to this approach, it is possible to mention here the method

of Li and Zang [26], Lee and Mangasarian [22] and the deeply researches of Huang

and Lee [23] and Keerthi et al. [36]. In [22], the l1 regularization term ∥ 𝛼 ∥1 is used

as one of the factors for the support vector reduction purpose.

On the theoretical point of view, using l0 regularization ∥ 𝛼 ∥0 is a natural way to

reduce the number of support vectors. Unfortunately, the minimization of l0 term is

a non-smooth and non-convex optimization problem [18, 20]. In 2010, Huang et al.

proposed Sparse Support Vector Classification which using the l0 regularization term

in the primal form of the Support Vector Classification problem. The Expectation

Maximization (EM) algorithm is then used to find the optimal solution. Recently,

some efficient algorithms based on DC Programming and DCA are presented in [15,

16, 18–20, 30]. But they are applied for the SVM, Multi-classes SVM and/or S3VM

models. However, these algorithms are intensely suitable for the linear separable

data.

In this paper, we consider the Fuzzy Support Vector Machine model which was

proposed by Lin and Wang [27]. For the purpose of support vector reduction, the l0
regularization term of 𝛼 is added to the dual form of this model with a turning para-

meter. The resulting problem is a non-smooth, non-convex optimization problem.

The l0 is then approximated by the Concave approximation function [1] that results

to a non-convex optimization problem. Our solution method is based on Difference

of Convex functions (DC) programming and DC Algorithms (DCA) that were intro-

duced by Pham Dinh Tao in their preliminary form in 1985 and have been extensively

developed since 1994 by Le Thi Hoai An and Pham Dinh Tao and become now clas-

sic and more and more popular (see, e.g. [12–21, 30–33] and references therein).

Our works are motivated by many folds: firstly, whereas several support vector

reduction methods for SVM have been proposed in the literature (see e.g. [1–11,

22, 23, 25, 26, 29, 35, 37]), there exist a few works on this issue for FSVM. Sec-

ondly, finding an efficient algorithm for solving the non-convex optimization prob-

lem remains an important topic in recent years. Finally, DCA has been successfully
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applied to many (smooth or non-smooth) large-scale non-convex programs in vari-

ous domains of applied sciences, in particular in Machine Learning (see e.g. [12–21,

30–33] and references therein) for which they provided quite often a global solution

and proved to be more robust and efficient than standard methods. Note that with

suitable DC decompositions, DCA generates most standard algorithms in convex

and non-convex optimization and the EM method in [1] can be considered as a par-

ticular case of DCA.

The rest of the paper is organized as follows. In Sect. 2, we present a brief

overview of FSVM model. The problem of the support vector reduction for FSVM

and its approximation problem are described in Sect. 3. Section 4 is devoted to give

a brief presentation of DC programming and DCA. A DC formulation and a DC

algorithm for the considered problem are presented in the Sect. 5. Computational

experiments are reported in Sect. 6 and finally, Sect. 7 concludes the paper.

2 Two Classes Fuzzy Support Vector Machine

First, let us present a brief overview on two classes SVM model. Let={x1, x2, ..., xn}
be a set of n vectors in IRd

and  = {−1, 1} be a set of class labels. Given a

training set X = {(x1, y1), (x2, y2), ..., (xn, yn)} ∈ IRn∗(d+1)
where xi ∈  , yi ∈  , i =

{1, ..., n}.

Let f be a hyperplane to discriminate between data points with negative and pos-

itive labels. So, f is defined as follows:

f = ⟨wT
, x⟩ + b (1)

where w ∈ IRd
and b ∈ IR. The goal is to determine the most appropriate hyperplane

that separates the training set in the best way. So, the SVM model is defined as fol-

lows:

min
w,b,𝜉

{
C

n∑

i=1
𝜉i + ‖w‖22

}
, (2)

subject to:

𝛺 ∶
{

(w, b, 𝜉) ∈ IRd × IR × IRn
+ ∶

yi(⟨w, 𝜙(xi)⟩ + b) ≥ 1 − 𝜉i,∀1 ≤ i ≤ n

where 𝜙(.) is a non-linear function which transforms the input space to a higher

dimensional space to provide a better class separation and ⟨., .⟩ is the scalar product

in IRd
space. In the objective function, 𝜉i ∈ IR are slack variables and C

∑n
i=1 𝜉i is

the hinge loss term which presents the training classification errors. The remaining

term is known as a regularization and C is a parameter that presents the trade-off

between the hinge loss and the regularization term. The dual form of (2) is presented

as follows:
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min
𝛼

1
2
𝛼

Tℍ𝛼 − eT𝛼 (3)

subject to:

𝛥 ∶
{

yT𝛼 = 0
0 ≤ 𝛼i ≤ C, i = 1, ..., n

where ℍ is a symmetric matrix ∈ IRn×n
defined as follows:

ℍi,j = yiyj⟨𝜙(xi), 𝜙(xj)⟩ = yiyjK(xi, xj). (4)

Here, K(.) is a kernel function which is defined as K(x, y) = ⟨𝜙(x), 𝜙(y)⟩. Let 𝛼
∗
, b∗

be an optimal solution of (3), the classifier now takes the form:

f (x) =
n∑

i=1
yi𝛼∗

i K(xi, x) + b∗. (5)

In 2001, Lin and Wang [11] proposed the Fuzzy Support Vector Machine model

(FSVM). Let X = {(xi, yi,mi), i = 1, ..., n} be a training dataset. Here, mi ∈ IR be a

fuzzy membership which is associated with training point (xi, yi). The model of fuzzy

support vector machine is described as follows:

min
w,b,𝜉

{
C

n∑

i=1
mi𝜉i + ‖w‖22 ∶ (w, b, 𝜉) ∈ 𝛺

}
. (6)

In this model, each slack variable 𝜉i, i = 1, ..., n is associated with a corresponding

fuzzy membership value mi. The dual form of this problem is presented as follows:

min
𝛼

1
2
𝛼

Tℍ𝛼 − eT𝛼 (7)

subject to:

𝛤 ∶
{

yT𝛼 = 0
0 ≤ 𝛼i ≤ miC, i = 1, ..., n

There are several ways to generate the fuzzy membership values (see e.g. [34, 38]).

Normally, these values are determined depending on the rough sets theory or the

existence of outliers in data [34]. In 2012, Ling Jian and Zunquan Xia [28] proposed

a simple way to define the fuzzy membership for each training point. Let x+ and x−
be the positive and negative clusters. Let l+ and l− be respectively the number of

points in each cluster and 𝛷 be a mapping from the data space into the feature space.

Let di be the distance between x+i to the center of negative cluster:
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di =∥ 𝛷(x+i ) −
1
l−
∑l−

j=1 𝛷(x−j ) ∥
= K(x+i , x

+
i ) −

2
l−
∑l−

j=1 K(x
+
i , x

−
j ) +

1
(l−)2

∑l−
j=1

∑l−
k=1 K(x

−
j , x

−
k ).

So, we can set the fuzzy membership of x−j , j = 1, ..., l− equal to 1 and the fuzzy

membership of x+i , i = 1, ..., l+ is calculated by:

mi =
di

max(di)
. (8)

3 FSVM with l𝟎 Regularization

A natural way to reduce the number of support vectors is using the zero-norm ‖𝛼‖0.

A minimization of this term provides a sparse solution of 𝛼 and it is straightforward

that l0 norm should lead to a highly sparse model [10]. Therefore, we investigated a

sparse FSVM model in which the l0 regularization is added in the objective function

of (7) with a turning parameter 𝜆 as follows:

min
𝛼∈𝛤

1
2
𝛼

Tℍ𝛼 − eT𝛼 + 𝜆 ∥ 𝛼 ∥0 . (9)

Due to the l0 term, the resulting problem is a non-smooth, non-convex optimization

problem. Let s ∶ IR → IR be a step function which defined as: s(x) = 1 for x ≠ 0 and

s(x) = 0 for x = 0. Then for X ∈ IRn
we have ‖X‖0 =

∑n
i=1 s(Xi). It is great difficult

to optimize a noncontinuous problem [10]. So, the s(x) then can be approximated by

a continuous function 𝜑. We first consider the piecewise exponential function which

was presented in the study of Bradley and Mangasarian [1] by:

𝜑(x) = 1 − e−a|x|, (10)

where a is a positive parameter. So, we obtain the equivalent problem of (9) as fol-

lows:

min
𝛼∈𝛤

1
2
𝛼

Tℍ𝛼 − eT𝛼 + 𝜆𝜑(𝛼) (11)

The resulting optimization is still non-convex. To solve this problem, our method is

based on DC Programming and DCA which is presented in short in the next section.
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4 An Overview of DC Programming and DCA

DC programming and DCA constitute the backbone of smooth/non-smooth non-

convex programming and global optimization [31]. A general DC program takes the

form:

inf{f (x) ∶= G(x) − H(x) ∶ x ∈ IRp}, (Pdc)

where G and H are lower semi-continuous proper convex functions on IRp
. Such a

function f is called DC function, and G − H, DC decomposition of f while G and

H are DC components of f . The convex constraint x ∈ C can be incorporated in the

objective function of (Pdc) by using the indicator function on C denoted 𝜒C which is

defined by 𝜒C(x) = 0 if x ∈ C; +∞ otherwise.

The idea of DCA is simple: each iteration of DCA approximates the concave part

−H by its affine majorization (that corresponds to taking yk ∈ 𝜕H(xk)) and minimizes

the resulting convex function. The generic DCA scheme can be described as follows:

Initialization: Let x0 ∈ IRp
be a best guess, l ← 0.

Repeat
∙ Calculate yl ∈ 𝜕H(xl).
∙ Calculate xl+1 ∈ argmin{G(x) − H(xl) − ⟨x − xl, yl⟩} ∶ x ∈ IRp

.

∙ l ← l + 1.
Until convergence of {xl}.

Convergence properties of DCA and its theoretical basis can be found in [31, 32],

for instant it is important to mention that: DCA is a descent method (the sequences

{G(xk) − H(xk)} is decreasing) without linesearch. It has a linear convergence for

general DC programs and a finite convergence for polyhedral DC programs (a DC

program is called polyhedral DC program if either G or H is a polyhedral convex

function [31]).

5 DC Formulation and DCA for Problem (11)

Firstly, the approximation function 𝜑 is expressed as a DC function as follows:

𝜑(x) = g(x) − h(x), x ∈ ℝ (12)

where g(x) = a|x| and h(x) = a|x| − 1 + e−a|x| are convex functions [17, 20]. Using

this approximation, (11) can be expressed as follows:

min
𝛼∈𝛤

1
2
𝛼

Tℍ𝛼 − eT𝛼 + 𝜆g(𝛼) − 𝜆h(𝛼). (13)

Let G(𝛼) and H(𝛼) be the functions which are defined by:

G(𝛼) = 1
2
𝛼

Tℍ𝛼 − eT𝛼 + 𝜆g(𝛼) andH(𝛼) = 𝜆h(𝛼) (14)
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So, a DC formulation of (11) takes the form:

min
𝛼∈𝛤

G(𝛼) − H(𝛼) (15)

Since g and h are convex functions, so are G and H. Furthermore, since g(x) =
max(ax,−ax) is polyhedral convex, the function G is polyhedral convex and there-

fore, (15) is a polyhedral DC program [18, 20].

We now present the DC algorithm for (15). According to the DCA general

scheme, at each iteration k, the DCA for (15) amounts to computing a sub-gradient

Yk = (𝛼k) of H at Xk = (𝛼k) and then, solves the convex program:

minG(𝛼) − ⟨Yk
,X⟩ ∶ X = (𝛼) ∈ 𝛤 (16)

to obtain Xk+1
. The DCA for (15) is presented in details as follows:

FDPIE
Initialization Let ε be a tolerance sufficiently small, set k = 0.
Choose X0 = (α0) be a guess. Set a positive value for the parameter a.
Repeat
1. Compute Y k = (αk) = ∂H(Xk) = sgn(αk)λ(a − ae−a|αk|).
2. Compute Xk+1 = (αk+1) by solving the convex quadratic optimization problem

min
α∈Γ

1
2
αT

Hα − eT α + λa|α|− < αk, α > (17)

3. k ← k + 1.
Until ‖Xk+1 − Xk‖ ≤ ε(1 + ‖Xk‖).

Since (15) is a polyhedral DC program, FDPIE algorithm has a finite conver-

gence [17]. Moreover, the solution furnished by FDPIE satisfies the necessary local

optimality condition thanks to the differentiability of H [15].

6 Numerical Experiment

Our algorithm is compared with the standard algorithm for the support vector reduc-

tion in FSVM which applied the l1 norm (FSVM-L1). In this situation, the convex

optimization problem takes the form:

min
𝛼∈𝛤

1
2
𝛼

Tℍ𝛼 − eT𝛼 + 𝜆 ∥ 𝛼 ∥1 (18)

For solving this problem and the convex problems in FDPIE, we used the

CPLEX solver version 11.2 and tested on the computer Intel
R

core I5 2 × 2.6GHz,

4GB RAM. The algorithms are tested on the real-word datasets which obtained from
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Table 1 The description of testing datasets

Dataset #point #attribute #class

Thyroid 251 5 2

Breast cancer 263 9 2

Ionosphere 351 2 2

W60 569 30 2

Diabetis 768 8 2

German 1000 20 2

Splice 2991 60 2

Ringnorm 7400 20 2

IDA Benchmark Repository (http://mldata.org/repository/tags/data/IDA_Bench

mark_Repository/) and UCI Machine Learning Repository (Breast Cancer,

Ionosphere and W60). The datasets are presented in details in Table 1.

The parameters C and the scale 𝜎 of Gausian kernel are chosen by a five-folds

cross-validation. For the approximation function 𝜑, the parameter a is set to 1.5. The

membership values mi which are associated with training points xi are calculated by

(8). For each dataset, we applied the Boot Trap procedure to exact randomly 70%
of elements for training set and the remaining data for test set. This procedure is

repeated 10 times and the average of the number of support vectors (res. the accuracy

of classifiers) as well as its standard deviations are reported.

The turning parameter 𝜆 conducts the reducing of number of support vectors.

Obviously, the larger value of 𝜆 is, the smaller number of support vectors would be.

For evaluating the influent of 𝜆 to the sparsity of the solutions, in the experiment 1,

the parameter 𝜆 is varied in {0.1, 0.2, ..., 0.9} whereas all others parameters are fixed.

The results on the Thyriod are reported in Fig. 1. In this figure, the percentage of the

selected support vectors is calculated by dividing the number of selected support

vectors for n which is considered as the maximum number of support vectors.

Fig. 1 Selected support vectors (left) and corresponding accuracy of classifiers (right) obtained

from FDPIE and FSVM-L1 on Thyroid dataset

http://mldata.org/repository/tags/data/IDA_Benchmark_Repository/
http://mldata.org/repository/tags/data/IDA_Benchmark_Repository/
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Table 2 Selected support vectors and accuracy of classifiers

Dataset FDPIE FSVM-L1 FSVM

#SV (%) Acc (%) #SV (%) Acc (%) #SV (%) Acc (%)

Thyroid 9.03 ± 0.6 93.75 ± 1.97 26.22 ± 1.0 93.75 ± 1.51 38.73 ± 0.5 93.75 ± 2.96
Breast cancer 35.13 ± 0.3 72.31 ± 2.49 61.60 ± 6.8 72.30 ± 0.70 70.34 ± 0.0 68.46 ± 3.69
Ionosphere 12.25 ± 0.7 81.88 ± 1.65 30.48 ± 2.0 84.45 ± 0.72 39.72 ± 0.9 77.83 ± 0.71
W60 16.52 ± 0.0 91.01 ± 1.14 29.35 ± 0.4 94.71 ± 0.69 30.58 ± 0.8 88.88 ± 0.52
Diabetis 31.25 ± 1.6 72.61 ± 1.34 69.97 ± 0.1 72.61 ± 2.12 70.05 ± 0.0 72.09 ± 2.57
German 28.60 ± 0.3 71.53 ± 1.43 49.08 ± 1.9 69.20 ± 2.68 70.00 ± 0.0 69.13 ± 1.07
Splice 28.94 ± 0.5 73.85 ± 2.44 69.98 ± 0.0 73.54 ± 1.29 70.01 ± 0.0 73.33 ± 1.90
Ringnorm 11.18 ± 0.0 68.47 ± 0.65 64.49 ± 0.1 75.71 ± 0.43 64.69 ± 0.1 70.68 ± 0.41

We observe from this experiment that FDPIE reduces significantly the number of

support vectors even when 𝜆 takes a small value (more than 84% of support vectors

are reduced when 𝜆 is set to 0.1). The results obtained from FDPIE are better than

these of FSVM-L1 (71% of support vectors are reduced). However, when 𝜆 is larger

than 0.5, the number support vectors is dramatically reduced which negatively affects

on the accuracy of classifiers. Therefore, to compare the sparsity in the solutions

obtained from the l0 and l1 regularization with the same values of 𝜆, in the experiment

2, we fixed the value of 𝜆 = 0.5 for both FDPIE and the concurrent method (the

problem (18)). The results are reported in details in Table 2.

The experiment 2 shows that: with the same values of 𝜆, FDPIE helps to reduce

the number of support vectors (from more than 64% to more than 90%) while still

ensures a good accuracy of classifiers. These results are better than these of FSVM-

L1 which helps to reduce from more than 30% to more than 73% of the number of

support vectors.

7 Conclusion

In this paper, we have developed an efficient approach based on DC programming

and DCA for support vector reduction in Fuzzy Support Vector Machines. The l0
regularization term is added to the dual form of FSVM model. Using the Concave

function for approximation of zero-norm, we get a non-convex optimization problem.

A DC decomposition and a DCA, namely FDPIE is presented to solve the resulting

problem. Numerical results on several real datasets showed the robustness, effec-

tiveness of the DCA based scheme. The effectiveness of the proposed algorithm as

motivation for us to investigate other approximations of the zero norm and design

corresponding DCAs for this important issue.
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DC Programming and DCA for Transmit
Beamforming and Power Allocation
in Multicasting Relay Network

Hoai An Le Thi, Thi Thuy Tran, Tao Pham Dinh and Alain Gély

Abstract This paper concerns a single-group multicasting relay network compris-

ing of multiple amplify-and-forward relays forwarding signal from a single source

to multiple destinations. The source, relays and destinations are equipped by single

antennas. In this scenario, we deal with the problem of maximizing the minimum

Quality of Service (QoS) assessed by the Signal to Noise Ratio (SNR) of the desti-

nations subject to power constraints. This problem is actually a nonconvex optimiza-

tion one with nonconvex constraints, which can be reformulated as a DC (Difference

of Convex functions) program with DC constraints. We will apply an extension of

DC programming and DCA (DC Algorithms) for solving it. Numerical experiments

are carried out on several networks simulated under realistic conditions.

Keywords DC programming ⋅ DCA ⋅ Transmit beamforming ⋅ Power allocation ⋅
Multicasting relay network

1 Introduction and Related Works

To meet the higher and higher demand of wireless network users for quality of ser-

vice, the next-generation wireless networks should be developed in the direction of

offering more new techniques with the aim of achieving a better data rate compared
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to the currently deployed networks. Nevertheless, the difficulty of obtaining a good

data rate is often caused by the interference that arises due to the increased tem-

poral and spectral reuse of resources. As a result, the novel techniques that exploit

the spatial domain will contribute significantly in the efficient operation of future

networks. Among them, multiple-input multiple-output (MIMO) antenna configu-

rations, cooperative relays, and beamforming (BF) have been very active research

fields in recent years, as these techniques enable interference mitigation.

In general, the literature on cooperative relaying has witnessed a remarkable in-

crease in contributions recently. This technique plays an important role in improving

three critical parameters of wireless networks. With multihop transmission permis-

sion, transmitters are brought closer to the receiver, thus reducing the path loss atten-

uation of the signal. Moreover, shadowing can be restricted by placing relay nodes

in the positions of the obstacles that affect single-hop communications. In addition,

multipath fading is alleviated due to the provision of independent propagation paths.

In short, through cooperative relaying, coverage is extended, reliability is risen, and

diversity can be harvested.

Beamforming is actually a signal processing technique in which BF matrices are

used at transmitters and receivers for directional signal transmission and reception.

The entries of BF matrices are chosen in such a way to satisfy a particular objec-

tive, such as the mean square error (MSE) or the signal-to-noise ratio (SNR). The

beamforming technique is regarded as a powerful approach to receive, transmit, or

relay signal-of-interests in a spatially selective way in the presence of interference

and noise. Many recent works have used this technique to enhance coverage and

data rate performance in amplify-and-forward (AF) relay networks. It has been ap-

plied to various relay network architectures, ranging from single-user networks to

peer-to-peer networks and then to multi-user multicasting networks. This technique

can be classified into two categories: distributed beamforming through using non-

connected relays [1, 15] and centralized beamforming through using a connected

antenna array [6, 7].

To address the beamforming problem, which is in essence a nonconvex quadrati-

cally constrained quadratic optimization problem (QCCP), computationally efficient

various approaches in direction of approximating the feasible set have been applied

[14, 19, 20]. These methods tend to narrow the feasible set that may make the result-

ing problem infeasible. To overcome this difficulty, the technique of searching the

feasible initial point by introducing a slack variable into the approximated constraints

was mentioned in [3]. Another method, which should be considered, is the combina-

tion of penalty technique and method of introducing a slack variable as mentioned

above [9].

Another technique to solve the QCCP is the outer approximation which reformu-

lates the QCQP by a convex semidefinite program (SDP) that is tractable after elim-

inating the rank constraints. However, this semidefinite relaxation (SDR) technique

makes the feasible set larger, thus it only provides an upper/lower bound for objec-

tive value of maximization/minimization beamforming problem. In case the SDR

solution does not belong to the original feasible set, randomization techniques have

been deployed to generate feasible points that are in general suboptimal [17, 20].
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In this paper, we take account of a distributed beamforming scheme for single-

group multicasting using a network of amplify-and-forward (AF) relays. Our objec-

tive is that we not only design the BF vectors to form the beam to intended destina-

tion, but also find the scaling factors to control power between difference time slots

and between the source and the relays, with the purpose of maximizing the minimum

SNR subject to power constraints. The max-min fairness is the well-known criterion

and widely used in many works such as [2, 4, 18]. The model used in this paper

was introduced in [16] and was solved based on both SDR technique and concave-

convex procedure (CCCP) that is in fact a DCA based algorithm. In this paper, the

approach based on DC programming and DCA with a novel DC decomposition in

combination with the penalty technique is proposed to address this max-min fairness

optimization problem.

2 Transmit Beamforming and Power Allocation
in Multicasting Relay Networks

In this section, we briefly restate the problem formulated in [16].

Consider a wireless system comprising of a single source, R relays and M desti-

nations. The source, each relay and each destination are equipped by single antenna.

In this model, two data symbols are simultaneously processed in a four time slot

scheme. All channels in the network are supposed to be frequency flat and constant

over the considered four time slots.

In the first and second time slot, the source transmits the data symbols s1 and s∗2
to the relays and the destinations respectively. Both symbols are multiplied by the

same coefficient p1 ∈ ℝ before being sending. The relays, in the first and second

time slot, receive the following signals

r1 = fp1s1 + nR,1, r2 = fp1s∗2 + nR,2, (1)

where nR,1 ∈ ℝR
and nR,2 ∈ ℝR

are the relay noise vectors of the first and the second

time slot, respectively, and f ∈ ℝR
is the vector of the channel coefficients between

the source and the relays. The signal dm,1 and dm,2 received by the mth destination in

the first and second time slot are respectively computed by

dm,1 = hmp1s1 + nD,m,1, dm,2 = hmp1s∗2 + nD,m,2, (2)

where hm is the channel coefficient from the source to the mth destination and

nD,m,1, nD,m,2 are the noise at the mth destination in the first and second time slot,

respectively.

t3 = W1r1 +W2r∗2 , t4 = −W2r∗1 +W1r2, (3)

where W1 ≜ diag(wH
1 ),W2 ≜ diag(wH

2 ), and w1 =
[
w1,1, ...,wR,1

]T
,
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w2 =
[
w1,2, ...,wR,2

]T
are the complex R × 1 beamforming vectors. At the same

time, the source sends the signals p3s1 + p4s2 and −p4s∗1 + p3s∗2, respectively to

the destinations, where p3, p4 are complex weights. The signals received by the mth

destination in the third and fourth time slot are calculated by

dm,3 = gTmt3 + hm(p3s1 + p4s2) + nD,m,3,
dm,4 = gTmt4 + hm(−p4s∗1 + p3s∗2) + nD,m,4, (4)

where gm ∈ ℝR
is the vector of the complex channel coefficients between the relays

and the mth destination and nD,m,3, nD,m,4 are the receiver noise at the mth destination

in the third and fourth time slot, respectively. It is assumed that the noise processes

in the network are spatially and temporally independent and complex Gaussian dis-

tributed. The noise power at the destinations equals to E{|nD,m,q|2} = 𝜎

2
D, q ∈

{1, 2, 3, 4}, and the noise at the relays has distribution nR,1 ∼  (0R, 𝜎2
RIR), nR,2 ∼

 (0R, 𝜎2
RIR). Let us denote the vector of the received signals at the mth destination

by dm ≜

[
dm,1, d∗m,2, dm,3, d

∗
m,4,

]T
, the vector of the noise at the mth destination by nm,

the equivalent channel matrix by Zm and using the Eqs. (1), (3) and (2), the received

signals of the four time slots can be jointly written as

dm = Zms + nm (5)

where

s =
[
s1, s2

]T
, nm ≜

⎡
⎢
⎢
⎢
⎢⎣

nD,m,1
n∗D,m,2

wH
1 GmnR,1 + wH

2 Gmn∗R,2 + nD,m,3
−wT

2G
H
mnR,1 + wT

1G
H
mn

∗
R,2 + n∗D,m,4

⎤
⎥
⎥
⎥
⎥⎦

,Hm ≜

⎡
⎢
⎢
⎢⎣

p1hm 0
0 (p1hm)∗
zm,1 zm,2
−z∗m,2 z∗m,1

⎤
⎥
⎥
⎥⎦

(6)

with zm,1 ≜ p1wH
1 Gmf + p3hm, zm,2 ≜ p1wH

2 Gmf ∗ + p4hm, Gm ≜ diag(gm). It is easy

to verify that E(nmnHm) = blkdiag([𝜎2
DI2, 𝜎

2
m,34I2]), where

𝜎

2
m,34 ≜ 𝜎

2
R(w

H
1 mw1 + wH

2 mw2) + 𝜎

2
D, m ≜ GmGH

m .

The signal-to-noise ratio for both data symbols at the mth destination is shown in

[16] by the formula below

SNRm =
p21|hm|

2

𝜎

2
D

+
|zm,1|2 + |zm,2|2

𝜎

2
m,34

. (7)

By denoting p = 1
p21
,w = [wT

1 , p
∗
3∕p1,w

T
2 , p

∗
4∕p1]

T
,Bm = blkdiag([𝜎2

Rm, 0, 𝜎2
Rm, 0]),
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Am = blkdiag([am,1aHm,1, am,2a
H
m,2]), with am,1 =

[
Gmf
hm

]
, am,2 =

[
Gmf ∗
hm

]
and from

the formula of zm,1, zm,2, (7) can be rewritten in the following form

SNRm(w, p) =
wHAmw

(wHBmw + 𝜎

2
D)p

+
|hm|2

𝜎

2
Dp

. (8)

The optimization problem considered in [16] is of the following form

max
w,p

min
m∈{1,..,M}

SNRm(w, p) (9)

s.t. (w, p) ∈ 𝛺,

where 𝛺 = {(w, p)} satisfies the constraints below

positivity∶ p > 0
individual relay power∶ pr(w, p) = wHDrw∕p + wHErw ≤ pr,max ∀r ∈ {1, ...,R},

relay sum power∶
R∑

r=1
pr(w, p) =

R∑

r=1
(wHDrw∕p + wHErw) ≤ PR,max,

source power∶PS(w, p) = 2∕p + wHSrw∕p ≤ PS,max,

total power∶PT (w, p) = 2∕p + wHSrw∕p + 2
R∑

r=1
(wHDrw∕p + wHErw) ≤ PT ,max,

whereDr ≜ blkdiag

([
̂Dr,

̂Dr

])
,Er ≜ blkdiag

([
̂Er,

̂Er

])
and S ≜ blkdiag

([
̂S, ̂S

])
,

in which ̂Dr is a (R + 1) × (R + 1) matrix with all entries equal to zero except (r, r)-
entry equal to |fr|2, ̂Er is a (R+1)×(R+1) matrix having 𝜎

2
R as its rth diagonal entry

and zeros elsewhere, ̂S is a (R+1)×(R+1) diagonal matrix with (R+1,R+1)-entry

equal to 2 and zeros elsewhere.

In multicast networks, a trade-off between the transmitted power and the QoS

at the intended receivers has to be met. The best trade-off is achieved by solving

an optimization problem, where the beamforming weight vectors and power scaling

factors are the optimization variables. In this model, the objective is to find the beam-

forming weight vectors as well as power scaling factors (i.e. (w, p)) to maximize the

minimum QoS measured in terms of the SNR at the destinations subject to power

constraints. The worst SNR is an important limiting value in multicasting applica-

tion because it determines the common information rate. Maximizing the worst SNR

is to ensure fairness among users, avoid the existence of users with very poor SNR.

This max-min fairness criterion has been used in many previous works as mentioned

before.
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Note that the quadratic form wHAw and the fraction of the quadratic form wHAw
and the linear term p are convex provided that A is a Hermitian and semidefinite

matrix. Therefore the constraint set 𝛺 mentioned above is convex.

Denote 1∕t = min
m∈{1,..,M}

SNRm, then the problem (9) can be equivalently reformu-

lated as

min
w,p,t

t (10)

s.t. SNRm(w, p) ≥ 1∕t ∀m ∈ {1, ...,M}, (11)

(w, p) ∈ 𝛺, t > 0.

This problem is nonconvex with the nonconvex constraints (11) that can be refor-

mulated as a difference of two convex functions (called DC functions). Therefore, a

DC Programming and DCA based approach, which is shown by many works as an

efficient method for coping with the difficulty caused by the nonconvexity in opti-

mization problems, is an appropriate choice.

3 Solution Methods by DC Programming and DCA

3.1 A Brief Overview of DC Programming and DCA

DC Programming and DCA constitute the backbone of smooth/nonsmooth noncon-

vex programming and global optimization. They were introduced by Pham Dinh

Tao in 1985 in their preliminary form and have been extensively developed by Le

Thi Hoai An and Pham Dinh Tao since 1994 to become now classic and more and

more popular. DCA is a continuous primal dual subgradient approach. It is based

on local optimality and duality in DC programming in order to solve standard DC

programs, which are of the form

𝛼 = inf{f (x) ∶= g(x) − h(x) ∶ x ∈ ℝn}, (Pdc)

with g, h∈ 𝛤0 (ℝn), which is a set of lower semi-continuous proper convex functions

on ℝn
. Such a function f is called a DC function, and g−h, a DC decomposition of f ,

while the convex functions g and h are DC components of f . A constrained DC pro-

gram whose feasible setC is convex always can be transformed into an unconstrained

DC program by adding the indicator function of C to the first DC component.

Recall that, for a convex function 𝜙, the subgradient of 𝜙 at x0, denoted as 𝜕𝜙(x0),
is defined by 𝜕𝜙(x0) ∶=

{
y ∈ ℝn ∶ 𝜙(x) ≥ 𝜙(x0) + ⟨x − x0, y⟩,∀x ∈ ℝn}

.

The main principle of DCA is quite simple, that is, at each iteration of DCA, the

convex function h is approximated by its affine minorant at yk ∈ 𝜕h(xk), and it leads

to solving the resulting convex program.
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xk+1 ∈ arg min
x∈IRn

{g(x) − h(xk) − ⟨x − xk, yk⟩},with yk ∈ 𝜕h(xk). (Pk)

The computation of DCA is only dependent on DC components g and h but not

the function f itself. Actually, there exist infinitely many DC decompositions corre-

sponding to each DC function and they generate various versions of DCA. Choosing

an appropriate DC decomposition plays a key role since it influences on the proper-

ties of DCA such as convergence speed, robustness, efficiency, globality of computed

solutions,...DCA is thus a philosophy rather than an algorithm. For each problem we

can design a family of DCA based algorithms. To the best of our knowledge, DCA

is actually one of the rare algorithms for nonsmooth nonconvex programming which

allow to solve large-scale DC programs. DCA was successfully applied for solving

various nonconvex optimization problems, which quite often gave global solutions

and is proved to be more robust and more efficient than related standard methods

[11–13] and the list of reference in [8]. The convergence properties of DCA and its

theoretical basis is analyzed and proved completely in [10–12].

Recently, the extension of DC programming and DCA was studied in [9] to solve

general DC programs with DC constraints as follows

min
x

f0(x) (12)

s.t fi(x) ≤ 0 ∀i = 1, ...,m,
x ∈ C,

where C ⊆ ℝn
is a nonempty closed convex set; f , fi ∶ ℝn → ℝ(i = 0, 1, ...,m) are

DC functions. It is apparent that this class of nonconvex programs is the most general

in DC programming and as consequence it is more challenging to deal with than

standard DC programs. Two approaches for general DC programs were proposed in

[9] to overcome the difficulty caused by the nonconvexity of the constraints. Both

approaches are built on the main idea of the philosophy of DC programming and

DCA, that is approximating (12) by a sequence of convex programs. The former was

based on penalty techniques in DC programming while the latter was relied on the

convex inner approximation method. Because we use the second approach to solve

the problems mentioned in this article, we presented herein its main scheme.

Since fi(i = 0, ...,m) are DC functions, they can be decomposed into the difference

of two convex functions fi(x) = gi(x) − hi(x), x ∈ ℝn
, i = 0, ...,m. By linearizing the

concave part of DC decompositions of all DC objective function and DC constraints,

we derive sequential convex subproblems of the following form:

min
x

g0(x)− < yk0, x > (13)

s.t gi(x) − hi(xk)− < yki , x − xk > ≤ 0 ∀i = 1, ...,m,
x ∈ C,

where xk ∈ ℝn
is a point at the current iteration , yki ∈ 𝜕hi(xk) ∀ i = 0, ...,m.
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This linearization introduces an inner convex approximation of the feasible set of

(12). However, it may lead to infeasibility of convex subproblems (13). The relax-

ation technique was proposed to confront this difficulty. Instead of (13), we consider

the relaxed subproblem:

min
x

g0(x)− < yk0, x > +𝛽kt (14)

s.t gi(x) − hi(xk)− < yki , x − xk > ≤ t ∀i = 1, ...,m,
x ∈ C, t ≥ 0,

where 𝛽k is a penalty parameter. It is easy to realize that the relaxed subproblem (14)

is always feasible. Furthermore, the Slater constraint qualification is satisfied for

the constraints of (14), thus the Karush-Kuhn-Tucker (KKT) optimality condition

holds for some solutions xk+1, tk+1. Thus, there exits some 𝜆

k+1
i ∈ ℝ, i = 1, ..,m and

𝜇

k+1 ∈ ℝ such that

∙ 0 ∈ 𝜕g0(xk+1) − yk0 +
m∑

i=0
𝜆

k+1
i (𝜕gi(xk+1) − yki ) + N(C, xk+1),

∙ 𝛽k −
m∑

i=1
𝜆

k+1
i − 𝜇

k+1 = 0,

∙ gi(xk+1) − hi(xk)− < yki , x
k+1 − xk >≤ tk+1, 𝜆k+1i ≥ 0 ∀i = 1, ...,m, xk+1 ∈ C,

∙ 𝜆

k+1
i (gi(xk+1) − hi(xk)− < yki , x

k+1 − xk > −tk+1) = 0,∀i = 1, ...,m,
∙ tk+1 ≥ 0, 𝜇k+1

≥ 0, tk+1𝜇k+1 = 0.

The DCA scheme for the general DC program (12) is proposed as follows:

∙ Initialization. Choose an initial point x0; 𝛿1, 𝛿2 > 0, an initial penalty para-

meter 𝛽1 > 0. Set 0 ⟵ k.
∙ Repeat.
Step 1. Calculating yki ∈ 𝜕hi(xk), i = 0, ..,m,
Step 2. Compute (xk+1, tk+1) as the solution of (14), and the associated La-

grange multipliers (𝜆k+1, 𝜇k+1),
Step 3. Penalty parameter update.

compute rk = min{‖xk+1 − xk‖−1, ‖𝜆k+1‖1 + 𝛿1}

and set 𝛽k+1 =

{
𝛽k if 𝛽k ≥ rk,
𝛽k + 𝛿2 if 𝛽k < rk.

Step 4. k ← k + 1,
∙ Until xk+1 = xk and tk+1 = 0.
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The proof of global convergence of the above algorithm is shown in Theorem 2

of the article [9].

3.2 DC Programming and DCA for the Problem (10)

DC decomposition for nonconvex constraints (11)

We have

SNRm ≥
1
t
⟺

wHAmw
(wHBmw + 𝜎

2
D)p

+
|hm|2

𝜎

2
Dp

≥
1
t

⟺ Gm(w, p, t) − Hm(w, p, t) ≤ 0,

where

Gm(w, p, t) =

(
1 +

|hm|2

𝜎

2
D

)
t2 + (wHAmw)2 + (p + wHBmw + 𝜎

2
D)

2 +
|hm|2

𝜎

2
D

(wHBmw + 𝜎

2
D)

2

and

Hm(w, p, t) = (t + wHAmw)2 +
|hm|2

𝜎

2
D

(t + wHBmw + 𝜎

2
D)

2 + p2 + (wHBmw + 𝜎

2
D)

2).

The convexity of Gm and Hm are deduced from that of the quadratic form wHAw with

some Hermitian, semidefinite matrices A and that of its composition function.

A linear minorant of Hm(w, p, t) at (wk
, pk, tk) is given by

Hm(wk
, pk, tk) = M2

k + VN2
k + (pk)2 + C2

k + 2(Mk + VNk)(t − tk) + 2pk(p − pk)
+Re{(w − wk)HTkwk},

where Mk = tk + (wk)HAmwk
, Ck = 𝜎

2
D + (wk)HBmwk

, Nk = tk +Ck, V = |hm|2
𝜎

2
D
, Tk =

4MkAm + 4(VNk + Ck)Bm.

The main idea of the DCA is that, at each iteration, we replace the second convex

function of the DC function by its linear minorant, which raises sequential convex

subproblems of the following form

min
w,p,t

t (15)

s.t. Gm(w, p, t) − Hm(wk
, pk, tk) ≤ 0 ∀m ∈ {1, ...,M}, (16)

(w, p) ∈ 𝛺, t > 0.
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However, this linearization introduces an inner convex approximation of the feasi-

ble set of (10) since Gm(w, p, t) − Hm(w, p, t) ≤ Gm(w, p, t) − Hm(wk
, pk, tk), which

can lead to infeasibility of the convex subproblems. Thus, we propose a relaxation

technique to deal with the feasibility of subproblem. More specifically, we introduce

a slack variable for the constraints (16) and penalize it into the objective function

to prevent it from becoming large. As a consequence, instead of solving the convex

subproblem (15), we address the relaxed one below

min
w,p,t,s

t + 𝜏s (17)

s.t. Gm(w, p, t) − Hm(wk
, pk, tk) ≤ s ∀m ∈ {1, ...,M},

(w, p) ∈ 𝛺, t > 0,

where 𝜏 is a penalty parameter.

DCA scheme for DC program (10)

∙ Initialization. Choose an initial point x0 = (w0
, p0, t0), a penalty parameter

𝜏 = 𝜏0, and two tolerances 𝜖1, 𝜖2. 0 ⟵ k.

∙ Repeat.
Step 1. For each k, xk = (wk

, pk, tk) is known, solving the relaxed convex

subproblem (17) to find xk+1 = (wk+1
, pk+1, tk+1).

Step 2. k ← k + 1.

∙ Until either
tk−tk+1

tk+1
< 𝜖1 or

‖xk−xk+1‖
‖xk‖+1 < 𝜖2 and |s| < 𝜖2.

4 Experimental Results

In this section, we give the numerical performance obtained by DCA and then com-

pare them with those obtained by Max-Min-CCCP and SDR2D based algorithms,

which are mentioned in [16]. In all experiments, the average minimum achieved rate,

which is calculated by
1
2
log2(1+minm=1,...,M{SNRm}), is used for comparing among

algorithms.

4.1 Simulated Datasets and Parameter Setting

In our experiments, we consider a network with R = 10 relay nodes. The channel

coefficients are assumed to be independent from each other. Specifically, fi, dm, gm,i
are modeled as
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fi = f i +̂fi ∀i ∈ {1, ..,R},
dm = dm + ̂dm ∀m ∈ {1, ..,M},
gm,i = gm,i + ĝm,i ∀m ∈ {1, ..,M}, ∀i ∈ {1, ..,R},

where f i, dm, gm,i are complex channel mean and ̂fi, ̂dm, ĝm,i are zero-mean random

variables ∀m ∈ {1, ..,M}, ∀i ∈ {1, ..,R}. According to [5], the channel mean

f i, dm, gm,i can be modeled, respectively, as

f i =
exp(

√
−1𝛩i)√
𝛤f

, dm =
exp(

√
−1𝛺i)√
𝛤d

, gm,i =
exp(

√
−1𝛶m,i)√
𝛤g

,

where the random angles 𝛩i, 𝛺i, 𝛶m,i are chosen to be uniformly distributed on the

interval [0, 2𝜋] ∀m ∈ {1, ..,M}, ∀i ∈ {1, ..,R}, and 𝛤f , 𝛤d, 𝛤g are positive constants,

which indicate the uncertainty in the channel coefficients. Moreover, the variances

of the random variables are given by

E{|̂fi|2} =
𝛤f

𝛤f + 1
,E{|̂dm|2} =

𝛤d

𝛤d + 1
,E{|ĝm,i|2} =

𝛤g

𝛤g + 1
.

In this paper, we choose 𝛤f = 𝛤d = 𝛤g = −10 dB. The noise powers at the relays

and the destinations are set to 𝜎

2
R = 𝜎

2
D = 1. The maximum transmit power values

are chosen such that PS,max = PT ,max∕2,PR,max = PT ,max∕3 and pr,max = PT ,max∕15.

The total transmit power value, PT ,max, and the number of destinations, M, in the

network are set differently in various experiments. More particularly,PT ,max is chosen

from the set {5, 10, 15, 20} and M is chosen from the set {20, 40, 60, 80, 100}. The

tolerances in DCA scheme are set to 𝜖1 = 10−3, 𝜖2 = 10−8.

4.2 Numerical Results and Comments

Table 1 describes the average minimum rate versus the number of destinations M in

case of PT ,max = 5 dBm. It is observed from this table that the values of minimum

rate obtained by DCA are better than those obtained by Max-Min CCCP. In other

words, the minimum rate achieved by DCA is closer the upper bound of this value

achieved by R2-SDR2D based algorithm. The gap between minimum rate obtained

from DCA and R2-SDR2D based algorithm tends to be wider when M increases due

to the fact that the rank of SDR solution matrix increases with the rise of M.

Table 2 depicts the average minimum rate versus PT ,max in case of M = 100. It

can be realized from this table that DCA obtains the better minimum rates that are

closer to its upper bounds achieved by R2-SDR2D based algorithm, as compared to

Max-Min-CCCP.
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Table 1 Minimum rate versus number of destinations M
M Max-Min-CCCP DCA R2-SDR2D

20 0.4709 0.4846 0.4854

40 0.3320 0.3600 0.3705

60 0.2733 0.2837 0.3078

80 0.2480 0.2653 0.2965

100 0.2392 0.2439 0.2633

Table 2 Minimum rate versus total power PT ,max

PT ,max Max-Min-CCCP DCA R2-SDR2D

5 0.2392 0.2439 0.2633

10 0.4072 0.4242 0.4704

15 0.5391 0.5913 0.6139

20 0.7240 0.7388 0.7511

5 Conclusions

In this article, we propose a novel DC decomposition for DC constraints and use

DCA in combination with relaxation technique and penalty method to solve the max-

min fairness optimization problem. The results obtained by DCA are compared to

those obtained by two algorithms R2-SDR2D and Max-Min-CCCP mentioned in

[16]. The experimental performances show the efficiency of the proposed new DC

decomposition as well as the combination of DCA with the techniques mentioned

above. This approach can be applied to deal with numerous nonconvex optimization

problems with DC constraints, which are commonly encountered in communication

systems.
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Solving an Infinite-Horizon Discounted
Markov Decision Process by DC
Programming and DCA

Vinh Thanh Ho and Hoai An Le Thi

Abstract In this paper, we consider a decision problem modeled by Markov deci-

sion processes (written as MDPs). Solving a Markov decision problem amounts to

searching for a policy, in a given set, which optimizes a performance criterion. In

the considered MDP problem, we address the discounted criterion with the aim of

characterizing the policies which provide the best sequence of rewards. In the liter-

ature, there are three main approaches applied to solve MDPs with a discounted cri-

terion: linear programming, value iteration and policy iteration. In this paper, we are

interested in the optimization approach to the discounted MDPs. Along this line, we

describe an optimization model by studying the minimization of the different norms

of Optimal Bellman Residual. In general, it can be formulated as a DC (Difference of

Convex functions) program for which the unified DC programming and DCA (DC

Algorithms) are applied. In our works, we propose a new optimization model and

a suitable DC decomposition for the model of MDPs. Numerical experiments are

performed on the stationary Garnet problems. The comparative results with the lin-

ear programming method for the discounted MDPs illustrate the efficiency of our

proposed approach in terms of the quality of the obtained solutions.

Keywords Markov decision process ⋅ DC programming ⋅ DCA
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Markov decision processes (MDPs) are defined as controlled stochastic processes 
satisfying the Markov property and assigning reward values to state transitions [3, 
29]. Many problems such as (stochastic) planning problems, reinforcement learning
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problems, learning robot control, game playing problems and other learning prob-

lems in stochastic domains have successfully been modeled in terms of an MDP [4–7,

10]. Applications of the MDP framework to real-life problems are growing every-

day in various domains such as industrial processes management, agro-ecosystems,

robotics, military operations management [4–7, 10].

In this paper, we address the MDP problems with a discounted, infinite-time

horizon criterion. Formally, such a finite MDP can be described by the 5-tuple

<  ,,, , 𝛾 > where  = {si}i=1,…,N


is a finite state space of the process,

 = {ai}i=1,…,N


is a finite action space of the process,  ∶  ×  → ℝ is the

reward function defined on state-action transitions,  ∶  × ×  → [0, 1] is the

state transition probability function in which (s′|s, a) represents the probability of

transition from s ∈  to s′ ∈  upon taking action a ∈  and 𝛾 ∈ (0, 1) is a discount

factor. A stationary, deterministic policy 𝜋 for the MDP is a mapping 𝜋 ∶  → 

where 𝜋(s) is the action which the agent takes at the state s. In order to quantify the

quantity of policy 𝜋, we define the value function V𝜋
. For a given policy 𝜋, the value

function V𝜋 ∈ ℝ
is defined as

V𝜋(s) = 𝔼𝜋

[ ∞∑

i=0
𝛾
i
(si, 𝜋(si))|s0 = s

]

,∀s ∈  .

Moreover, the optimal policy 𝜋
∗ ∈ 


is defined as: for all s ∈  ,

𝜋
∗(s) ∈ argmax

𝜋∈V𝜋(s).

A policy 𝜋 ∈ 


is greedy with respect to a function V ∈ ℝ
if for all s ∈  ,

𝜋(s) ∈ argmaxa∈

(

(s, a) + 𝛾

∑

s′∈
(s′|s, a)V(s′)

)

.

The function V∗ ∈ ℝ
defined as V∗ = V𝜋

∗
is said the optimal value function. As

a result, the optimal policy 𝜋
∗

is greedy with respect to the optimal value function

V∗
. Specially, V∗

is a unique fixed-point of the contracting Bellman optimal operator

T∗ ∶ ℝ → ℝ
defined as follows: for any real function V defined on  , we have

T∗V(s) = max
a∈

{

(s, a) + 𝛾

∑

s′∈
(s′|s, a)V(s′)

}

,∀s ∈  . (1)

The value function is a specific feature of MDPs: the search for an optimal pol-

icy can be directly transformed into an optimization problem expressed in terms 
of value functions. In the literature, there are three efficient methods designed to 
solve MDPs with a discounted criterion: linear programming (LP), value iteration

and policy iteration [2, 3, 29, 31]. We are interested in the LP method which solves

MDPs by an optimization approach, in particular a linear programming. In fact, this
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approach always furnishes the global solutions but with rather long resolution times

in practice [3

the special property of the optimal value function V∗
. Indeed, as mentioned above,

V∗
is a unique solution of the following system of equations:

T∗V − V = 0.

Therefore, we get the simple idea of directly minimizing the different norms of the

Optimal Bellman Residual (OBR), T∗V −V . In general, the OBR problems are non-

applied. A so-called DC program is that of minimizing a DC function f = g−h over

a convex set with g and h being convex functions. The construction of DCA involves

the convex DC components g and h but not the DC function f itself. Moreover, a DC

function f has infinitely many DC decompositions g−h which have a crucial impact

on the qualities (speed of convergence, robustness, efficiency, globality of computed

solutions, and so on) of DCA. The search of a “good” DC decomposition is important

from an algorithmic point of views. How to develop an efficient algorithm based

on the generic DCA scheme for a practical problem is thus a judicious question

to be studied, the answer depends on the specific structure of the problem being

considered.

In this paper, our main contribution is threefold. Firstly, we present an 𝓁1-norm

optimization formulation of OBR, reformulated as a DC program. Secondly, we pro-

pose a suitable DC decomposition for the 𝓁1-norm optimization problem. Finally,

we test some numerical experiments in the stationary Garnet problem with small,

medium scale settings.

The rest of the paper is organized as follows. In Sect. 2, we describe an optimiza-

tion formulation of OBR. Section 3 first presents a short introduction of DC pro-

gramming and DCA and then shows a solution method for the optimization problem

by DC programming and DCA. Section 4 reports the numerical results on several

test problems which is followed by some conclusions in Sect. 5.

1]. This motivates us to study another optimization approach based on

convex and thus solving such a problem by global approaches is very difficult.

We investigate a new and efficient local optimization approach for solving these 
problems based on DC (Difference of Convex functions) programming and DCA 
(DC Algorithms). DC programming and DCA were introduced by Pham Dinh Tao 
in a preliminary form in 1985 and extensively developed since 1994 by Le Thi Hoai 
An and Pham Dinh Tao (see [15, 16, 25, 26] and the references therein). This work 
is motivated by the fact that DCA has been successfully applied to many (smooth or 
nonsmooth) large scale nonconvex programs in various domains of applied sciences, 
in particular in Machine Learning, for which they provide quite often a global solu-

tion and are proved to be more robust and efficient than the standard methods (see, 
e.g. [8, 9, 12, 14–16, 25–27, 30, 32] and the list of references in [13]).

We consider an optimization formulations of OBR with 𝓁p-norm, in particular 
𝓁1-norm. We prove that the 𝓁p-norm problem is a DC program and so DCA can be
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2 Optimization Formulations of Optimal Bellman
Residual Problems

As described above, the optimal value function V∗
is the fixed point of the operator

T∗
, we refer here to an optimization approach which aims at directly minimizing the

𝓁p-norm of the OBR over ℝ
:

Jp,𝜇(V) = ||T∗V − V||p,𝜇,

where p ∈ ℕ, p ≥ 1, 𝜇 is the probability distribution over  and ||V||p,𝜇 =

(
∑

s∈ 𝜇(s)|V(s)|p)
1
p . Obviously, V∗

is an optimal solution of Jp,𝜇. In theory, the per-

formance loss resulting from using the policy 𝜋 greedy with respect to V instead of

an optimal policy 𝜋
∗

is bound in terms of the 𝓁p-norm of OBR as follows.

||V∗ − V𝜋||p,𝜈 ≤
2

1 − 𝛾

C(𝜈, 𝜇)
1
p ||T∗V − V||p,𝜇, (2)

where C(𝜈, 𝜇) is a constant that measures the concentrability (relative to 𝜇) of the

discounted future state distribution (given that the initial state is sampled from 𝜈) of

the MDP (see [23, 3

the OBR Jp,𝜇 is well minimized, then the performance of the corresponding greedy

policy is close to the optimum.

Generally speaking, the optimization problem of 𝓁p-norm of OBR, Jp,𝜇, is non-

convex, nonsmooth. In general, the optimization problem

min
V∈ℝ

Jp,𝜇 = min
V∈ℝ

||T∗V − V||pp,𝜇 (3)

is a DC program (the proof in Sect. 3.2). In this paper, for finding an explicit DC

decomposition of (3), we consider the case of a uniform distribution 𝜇 over the state

space  and p = 1. Thus, we describe the optimization formulation to the empir-

ical 𝓁1-norm of OBR in more detail below. When p = 1, the empirical 𝓁1-norm

optimization formulation of OBR over ℝ
would be

min
V∈ℝ

{

F(V) ∶=
N
∑

i=1
|T∗V(si) − V(si)|

}

. (4)

Remark that the problem (3) and (4) are known to be NP-hard. Moreover, we can use

the power of DC programming and DCA for such difficult problems in particular and

many (smooth or nonsmooth) nonconvex programs in general.

In Sect. 3, we will prove that (3) is in general a DC program, present a new DC

decomposition for (4) and study DCA for solving it.

1] for a precise definition). This result tells us that if the norm of
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3 Solution Methods by DC Programming and DCA

Before discussing the algorithms based on DCA for problems (3) and (4), let us

introduce briefly DC programming and DCA. A complete study of DC programming

and DCA are referred to [15, 16, 25, 26] and the list of references in [13].

3.1 Introduction of DC Programming and DCA

DC Programming and DCA constitute the backbone of smooth/nonsmooth noncon-

vex programming and global optimization. They address the problem of minimizing

a function f which is a difference of convex functions on the whole space ℝp
. Gen-

erally speaking, a DC program takes the form

𝛼 = inf{f (x) ∶= g(x) − h(x) ∶ x ∈ ℝp} (Pdc) (5)

where g, h ∈ 𝛤0(ℝp), the set contains all lower semicontinuous proper convex func-

tions on ℝp
. Such a function f is called DC function, and g − h, DC decomposition

of f while g and h are DC components of f . The convex constraint x ∈ C can be

incorporated in the objective function of (Pdc) by adding the indicator function of C
(𝜒C(x) = 0 if x ∈ C, +∞ otherwise) to the first DC component g of the DC objective

function f .
A DC program (Pdc) is called polyhedral DC program when either g or h is a

polyhedral convex function (i.e. the sum of a pointwise supremum of a finite collec-

tion of affine functions and the indicator function of a nonempty polyhedral convex

set). Note that a polyhedral convex function is almost always differentiable, say, it is

differentiable everywhere except on sets of measure zero.

Recall that, for 𝜃 ∈ 𝛤0(ℝp) and x ∈ dom 𝜃 ∶= {u ∈ ℝp|𝜃(u) < +∞}, the

subdifferent of 𝜃 at x, denoted 𝜕𝜃(x), is defined as

𝜕𝜃(x) ∶= {y ∈ ℝp ∶ 𝜃(u) ≥ 𝜃(x) + ⟨u − x, y⟩,∀u ∈ ℝp} (6)

which is a closed convex set in ℝp
. Denote dom 𝜕𝜃 = {x ∈ ℝp|𝜕𝜃(x) ≠ ∅}. It

generalizes the concept of derivative in the sense that 𝜃 is differentiable at x if and

only if 𝜕𝜃(x) is reduced to a singleton set, i.e. 𝜕𝜃(x) = {∇𝜃(x)}. Each y ∈ 𝜕𝜃(x) is

called subgradient of 𝜃 at x.

The necessary local optimality condition for the primal DC program, (Pdc), is

𝜕h(x∗) ⊂ 𝜕g(x∗). (7)

This condition (7) is also sufficient for many important classes of DC programs,

for example, for polyhedral DC programs, or when function f is locally convex at x∗
[16, 25].
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A point that x∗ satisfies the generalized Kuhn-Tucker condition

𝜕g(x∗) ∩ 𝜕h(x∗) ≠ ∅ (8)

is called a critical point of g − h. It follows that if h is polyhedral convex, then a

critical point of g − h is almost always a local solution to (Pdc).
Based on local optimality conditions and duality in DC programming, the idea

of DCA is quite simple: each iteration k of DCA approximates the concave part −h
by its affine majorization corresponding to taking y ∈ 𝜕h(xk) and minimizes the

resulting convex function (that is equivalent to determining xk+1 ∈ 𝜕g∗(yk)).

Generic DCA scheme
Initialization: Let x0 ∈ ℝp

be a best guess, k ∶= 0.

Repeat

∙ Calculate yk ∈ 𝜕h(xk)
∙ Calculate xk+1 ∈ argmin{g(x) − h(xk) − ⟨x − xk, yk⟩ ∶ x ∈ ℝp} (Pk)
∙ k = k + 1

Until convergence of {xk}.

Convergence properties of the DCA and its theoretical basis are described in [16,

25, 26]. However, it is worthwhile to report the following properties that are useful

in the next section (for simplify, we omit here the dual part of these properties):

∙ DCA is a descent method without linesearch (the sequence {g(xk) − h(xk)} is

decreasing) but with global convergence (i.e. it converges from arbitrary starting

point).

∙ If g(xk+1) − h(xk+1) = g(xk) − h(xk), then xk is a critical point of g− h. In this case,

DCA terminates at kth iteration.

∙ If the optimal value 𝛼 of problem (Pdc) is finite and the infinite sequence {xk} is

bounded, then every limit point x∗ of this sequence is a critical point of g − h.

∙ DCA has a linear convergence for general DC programs. Especially, for polyhedral

DC programs the sequence {xk} contains finitely many elements and the algorithm

convergences to a solution in a finite number of iterations.

In the past years, DCA has been successfully applied in several works of various

fields among them learning machines, financial optimization, supply chain manage-

ment, etc. (see [14, 17–22, 24, 27] and the list of references in [13]).

3.2 The 𝓵p-norm Formulation of OBR Is a DC Program

In this subsection, we prove that for any p ∈ ℕ, p ≥ 1, the 𝓁p-norm formulation (3)

is certainly a DC program. Through the paper, for each i ∈
{
1,… ,N



}
, let fi be a

function from ℝ
to ℝ defined by
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fi(V) = T∗V(si) − V(si)

= max
j=1,…,N



(

(si, aj) + 𝛾

∑

s′∈
(s′|si, aj)V(s′)

)

− V(si).

Consequently, the problem (3) can be expressed as

min

{

Jp,𝜇(V) =
N
∑

i=1
𝜇(si)|fi(V)|p ∶ V ∈ ℝ

}

. (9)

Theorem 1 For any p ∈ ℕ, p ≥ 1, Jp,𝜇 is a DC function.

Proof We have

Jp,𝜇(V) =
N
∑

i=1
𝜇(si)|fi(V)|p. (10)

Since for each si ∈  and aj ∈ , the function

(si, aj) + 𝛾

∑

s′∈
(s′|si, aj)V(s′) − V(si)

is linear in V , the function fi, a finite maximum of linear functions, is polyhedral

convex.

Due to the fact that

|fi| = f +i − f −i ,

where f +i ∶= max{0, fi}, f −i ∶= max{0,−fi} is also nonnegative polyhedral func-

tions, the function |fi| is a DC function.

As both a finite product and a weighted sum of DC functions whose DC compo-

nents are nonnegative are also a DC function, then this proof is complete. □

Since Jp,𝜇 is a DC function, the problem (3) is a DC program. In general, DCA

can be applied to solve (3). In fact, in order to get an explicit DC decomposition,

we will consider an interesting case (p = 1), the 𝓁1-norm problem as mentioned

in Sect. 2. Recall that the empirical 𝓁1-norm optimization formulation of OBR over

ℝ
is

min
V∈ℝ

F(V) = min
V∈ℝ

N
∑

i=1
|fi(V)|.

Unlike the proof of Theorem 1, we consider the particular problem (4) with 𝓁1-

norm instead of 𝓁p-norm. We see that for i ∈
{
1,… ,N



}
,

|fi(V)| = 2f +i (V) − fi(V)
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and f +i (V), fi(V) are polyhedral convex. It follows that the following DC formulation

of (4) is of the form:

min
{
F(V) ∶= G(V) − H(V) ∶ V ∈ ℝ

}
, (11)

where

G(V) =
N
∑

i=1
2f +i (V), H(V) =

N
∑

i=1
fi(V).

It is clear that the functionF is a polyhedral DC function with both polyhedral convex

DC componentsG andH. Hence, the problem (11) is a polyhedral DC program. DCA

enjoys interesting properties in this case.

In the sequel, we will present how to apply DCA to the empirical 𝓁1-norm for-

mulation of OBR, specifically the 𝓁1-norm problem (11).

3.3 DCA for Solving the 𝓵𝟏-norm Problem (11)

According to the generic DCA scheme, at each iteration k, after computing a subgra-

dient wk ∈ 𝜕H(Vk), the calculation of Vk+1
is reduced to solve the convex program:

min

{ N∑

i=1
2f +i (V) − ⟨wk

,V⟩ ∶ V ∈ ℝN


}

. (12)

Solving the subproblem (12) amounts to solving the following linear program:

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

min
N
∑

i=1
2ti − ⟨wk

,V⟩,

s.t. V ∈ ℝN
 ,

ti ≥ 0,∀i = 1,… ,N

,

ti ≥ (si, aj) + 𝛾⟨(⋅|si, aj) − ei,V⟩,
∀i = 1,… ,N


,∀j = 1,… ,N


.

(13)

Compute 𝜕H: By the definition of H, we have

𝜕H(V) =
N
∑

i=1
𝜕fi(V)

=
N
∑

i=1
𝜕

[

max
j=1,…,N



(

(si, aj) + 𝛾

∑

s′∈
(s′|si, aj)V(s′)

)

− V(si)

]
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=
N
∑

i=1
co

{
𝛾(⋅|si, aji) − ei ∶ aji ∈ Ii(V)

}
, (14)

where co{} denotes the convex hull of a set of points  ; ei is the ith unit vector in

ℝN
 ; the vector (⋅|si, aj) =

(
(s1|si, aj),… ,(sN



|si, aj)
)
⊤ ∈ ℝN

 and

Ii(V) = argmaxa′∈
{
(si, a′) + 𝛾⟨(⋅|si, a′),V⟩

}
.

Let us define t = (t1,… , tN


)⊤ ∈ ℝN
 . From the generic DCA scheme described

in Sect. 3.1, DCA applied to (11) is given by Algorithm 𝓁1-DCA.

Algorithm 𝓁1-DCA (DCA for solving (11))

Initialization: Let 𝜀 be a sufficiently small positive number. Let V0 ∈ ℝd
. Set

k = 0.

repeat
1. Compute wk ∈ 𝜕H(Vk) by using (14).

2. Compute (Vk+1
, tk+1), an optimal solution of the linear program (13).

3. k = k + 1.

until |F(Vk+1) − F(Vk)| ≤ 𝜀(|F(Vk)| + 1) or ||Vk+1 − Vk||2 ≤ 𝜀max(1, ||Vk||2)
or F(Vk+1) = 0.

According to the properties of convergence of DCA mentioned above and observ-

ing that H is a polyhedral convex function, we deduce the following convergence

properties of 𝓁1-DCA.

Theorem 2 Convergence properties of 𝓁1-DCA
(i) 𝓁1-DCA generates the sequence {Vk} containing finitely many elements such

that the sequence {F(Vk)} is decreasing.
(ii) After a finite number of iterations, the sequence {Vk} converges to V∗ that is

a critical point of (11). Moreover, if Ii(V∗) is a singleton set for all i ∈
{
1, ...,N



}
,

then V∗ is a local minimizer to (11).
(iii) If F(V∗) = 0, then V∗ is a global minimizer to problem (11).

Proof (i) This property is direct consequences of the convergence properties of poly-

hedral DC programs.

(ii) Since H is a polyhedral convex function, the necessary local optimality con-

dition 𝜕H(V∗) ⊂ 𝜕G(V∗) is also sufficient. This inclusion holds when Ii(V∗) is a

singleton set for all i ∈
{
1, ...,N



}
.

(iii) It is evident due to the contracting operator T∗
.

The proof is then complete. □
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4 Numerical Experiments

In our experiments, 𝓁1-DCA was tested on stationary Garnet problems taken from

[1]. For a fair comparison, we compared 𝓁1-DCA with LP method as mentioned in

Sect. 1 with the optimization approach via solving a mathematical programming and

thus, other approaches were considered as another standard. All experiments were

implemented in the MATLAB R2013b and performed on a PC Intel(R) Core(TM)

i5-3470 CPU, 3.20GHz of 8GB RAM. Now, we give a brief presentation of Garnet

problems. A stationary Garnet problem with finite MDP is characterized by 3 para-

meters: Garnet(N

,N


,NB). The parameters N


and N


are the number of states and

actions respectively, andNB is a branching factor specifying the number of next states

for each state-action pair. In these experiments, a specific type of Garnets presenting
a topological structure relative to real dynamical systems [28] is considered. Those
systems are generally multidimensional state spaces MDPs where an action leads to

different next states close to each other. The fact that an action leads to close next

states can model the noise in a real system for instance. Hence, problems such as the

highway simulator [11], the mountain car or the inverted pendulum (possibly dis-

cretized) are particular cases of this type of Garnets. The state space  is considered

as  = {si}i=1,…,N


where each state si = (s(j)i )j=1,…,m is an m−tuple (m = 2) and

each component s(j)i is chosen out of all integer numbers between 1 and xi. Thus, the

number of states N


is
∏m

i=1 xi. The number of actions N


is set to 4. For each state

action couple (s, a), we can move to any next state s′ ∈  and thus, NB = N


. The

probability of going to each next state s′ is generated by partitioning the unit interval

at NB − 1 cut points selected randomly. For each couple (s, a), the reward (s, a) is

drawn uniformly between −1 and 1. The discount factor 𝛾 is set to 0.95 in all experi-

ments. For each size of N


, we drew independently 10 Garnet problems {Gp}1≤p≤10
described above.

In addition, for each experiment, our algorithm was started from the point V0 =
0 ∈ ℝN

 and taken the same stop criterion with the tolerance 𝜀 = 10−4. CPLEX 12.6

was used for solving linear programs. We are interested in the following aspects to

examine the effectiveness of the proposed algorithms: the CPU time (in seconds),

the value of objective functions ||F(V)||1 and the policy 𝜋 greedy with respect to

the output V of each algorithm. Specifically, for each Garnet problem, we use Diff to

denote the difference between the given policy and the optimal policy i.e. the number

of states on which the given policy generated by an efficient iterative method, Policy

Iteration, differs from the optimal policy obtained by LP method and 𝓁1-DCA. For

each size of N


, the experiment was conducted over 10 Garnet problems. The results

were reported in Table 1 by averaging over these 10 Garnet problems with different

small/medium sizes of N


, in particular N

∈ {25, 100, 225, 400, 625, 900, 1225}.

From the suitable starting point V0
, 𝓁1-DCA furnished the optimal solution after

exactly one iteration. This shows that the better the starting point is, the more efficient

our proposed algorithm would be.
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Table 1 Comparative results of 𝓁1-DCA and LP on all 10 Garnet experiments for each N


N


CPU (s) Val. Obj. ||F(V)||1 Diff

LP 𝓁1-DCA LP 𝓁1-DCA LP 𝓁1-DCA

25 0.0125 0.0001 2.52e-14 5.04e-14 0 0

100 0.1310 0.0936 1.39e-13 3.87e-13 0 0

225 0.6490 0.4758 4.00e-13 1.33e-12 0 0

400 2.0842 1.9391 8.42e-13 3.14e-12 0 0

625 7.0793 6.9218 1.48e-12 6.25e-12 0 0

900 99.073 93.621 2.36e-12 1.06e-11 0 0

1225 242.42 229.72 3.38e-12 1.67e-11 0 0

Comments on numerical results
We observe from the numerical results that concerning the value of objective func-

tion, both algorithms have the comparable results in all cases. In terms of the quality

of solutions, 𝓁1-DCA is very efficient: it furnished an optimal solution V with the

accuracy ||F(V)||1 less than 10−10 in all experiments. Moreover, observing the dif-

ference Diff, we see that the policy greedy with respect to the optimal solution V of

𝓁1-DCA is exactly the same as that of the LP method and the exact policy as well.

As a result, the proposed algorithm provides the good policy for the MDP problems.

Generally speaking, our algorithm works well on these Garnet problems. Regarding

the CPU time, 𝓁1-DCA is more effective: in all cases, it is faster than the LP method.

5 Conclusion

We have intensively studied DC programming and DCA for solving MDP problems.

Based on the optimization approach, an OBR minimization problem is considered

for which the DCA based approach can be used. By exploiting the special structure

of the considered problems, we have developed a DCA scheme with suitable DC

decompositions. Furthermore, from numerical experiments on the Garnet problem,

the comparative results show the efficiency of our proposed approach, in particular

𝓁1-DCA in the small/medium problems. In the future, by our proposed approach,

we are interested in the large scale problem without knowing the perfect dynamic (a

model of the state transition probability function and reward function) of the under-

lying MDP as well as various problems modeled in terms of an MDP.
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A Method for Transforming TimeER
Model-Based Specification into Temporal
XML

Quang Hoang, Tinh Van Nguyen, Hoang Lien Minh Vo
and Truong Thi Nhu Thuy

Abstract Time is an attribute of the phenomenon in the real world because the
information we receive always changes with time. In this paper, we propose a
method to transform specifications in TimeER model into XML schema by trans-
forming the temporal entities, temporal attributes and temporal relationships in a
TimeER model to XML schema. Our transformation approach is based on the
improvement of the transformation methods from ER model to XML schema and
the addition of the transforming rules for the temporal components of the TimeER
model.

Keywords Temporal database model ⋅ TimeEr model ⋅ Temporal XML doc-
ument ⋅ Temporal XML schema

1 Introduction

The value of database is not the size of data; that is the amount of information
which can be retrieved from it. Therefore, the information of the past or present is
very important. Temporal database was researched to store information of data at
different times. But when designing the temporal conceptual database, we must
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choose the simple form that can store time state. Using the ER models for designing
database will encounter difficulties because the requirement is to support the tem-
poral component, while the traditional ER model cannot meet those requirements.
To solve the problem of temporal conceptual schema design, the research com-
munity has developed many different temporal ER models such as TERM, RAKE,
MOTAR, TEER, STEER, ERT, TER, TempEER, TempRT, TERC+, and TimeER
[1]. In particular, the TimeER model which was proposed by Gregersen and Jensen
[1] is one of the relatively updated temporal conceptual model allowing supporting
quite fully the temporal component and is commonly used today. This model was
developed based on the EER model [1]—a version of extended ER proposed by
Elmasri and Navathe.

Currently, XML (eXtensible Markup Language) is quite popular; it is based on
HTML’s simplicity and ease to use of and SGML’s complexity and multi-function.
XML is designed to allow computers to exchange documents together via the Web
without losing semantics of data. The XML documents are suitable for presenting
the structured and semi-structured data. The structure and syntax of XML is quite
simple, but their application has great significance. Besides, to present the temporal
component of real world, the XML documents has been extended towards sup-
porting the temporal components, called the Temporal XML [2, 3]. Accordingly,
we need to build a method to design Temporal XML schema from the temporal
conceptual database models, namely, TimeER model, so that this transforming can
preserve information and avoid data redundancy. TimeER model is an extension of
EER model. Although there have been proposals for the transforming methods from
the traditional ER model into XML schema [4–8], the extending in temporal
database has not been mentioned in previous study. Therefore, this paper proposes a
method to transform specifications from TimeER model into Temporal XML.

Accordingly, this paper is organized as follows: in the next section, we present
an overview of components of TimeER model and Temporal XML schema. Sec-
tion 3 is about the rules of transforming from TimeER model into Temporal XML.
The last one is the conclusion.

2 An Overview of the TimeER Model and Temporal
Schema

2.1 TimeER Model

TimeER model is an extension of EER model by allowing quite fully support the
temporal components in comparing to other temporal ER models. Some temporal
aspects that this model supported are the lifespan of an entity, the valid time of a
fact, and the transaction time of an entity or a fact [1, 9–11].
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This model has a convention that temporal aspects of the entities in the database
can be either the lifespan (LS), or the transaction time (TT), or both the lifespan and
the transaction time (LT). The temporal aspects of the attributes of an entity can be
either the valid time (VT), or the transaction time (TT), or both the valid time and
the transaction time (BT). Besides, because a relationship type can be seen as an
entity type or an attribute, consequentially, the designer can define the temporal
aspects supported with this relationship type, if necessary.

Components that support the temporal aspect:

• Entity types: In TimeER schema, each entity type can support either the lifes-
pan, or the transaction time, or both the lifespan and the transaction time, by
placing a LS, or a TT, or a LT, respectively, behind the entity type name.

• Attributes: If an attribute supports the valid time, or the transaction time, or both
of them are captured, this is indicated by placing a VT, or a TT, or a BT
(BiTemporal), respectively, behind the attribute name.

• Relationships: For each relationship type, it can be decided by the database
designer whether or not to capture the temporal aspects of the relationships of
the relationship type. Specifically, the relationship can be seen as an entity type
(using the symbols LS, TT or LT) or an attribute (using the symbols VT, TT or
BT). If some temporal aspect is captured for a relationship type we term it
temporal; otherwise, it is called non-temporal (Fig. 1).

Fig. 1 An example of TimeER model [1]
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2.2 Temporal XML Schema

Temporal XML schema is an XML schema which allows adding the temporal
attribute declared in temporal components. Similarly, add two timestamp attributes
VTs and VTe for the supporting valid time; add timestamp attributes TTs and TTe
for transaction time and add VTs, VTe, TTs, TTe for both temporal supports [2, 3,
12–15].

Let’s consider an instance of Temporal XML with attribute Salary which sup-
ports valid time (for storage salary history of employee).

Element Salary is declared complex type. Declare <xs:complexContent>

indicates that element Salary can refer to data values only.
<xs:extension base="xs:long"> indicates the data values such as “long”. Two
lines <xs:attribute name= VTs" " type="xs:date"/> and
<xs:attribute name="VTe" type="xs:date"/> declare two timestamp attributes.

If the declaration of the datatype of the element/attribute is not concerned, the
temporal XML schema can be expressed as a tree as follows:

EMPLOYEE(ID, DoB, Name, Salary+)
Salary(VTs,VTe)
KEY(EMPLOYEE.ID)

Or it can be represented as Fig. 2.

<?xml version="1.0" encoding="utf-8"?>
<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema">
<xs:element name="EMPLOYEE">
<xs:complexType>

<xs:sequence>
<xs:element name="ID" type="xs:string"/>
<xs:element name="Name" type="xs:string"/>
<xs:element name="DoB" type="xs:date"/>
<xs:element name="Salary" minOccurs="1" maxOccurs="unbounded">

<xs:complexType>
<xs:complexContent>

<xs:extension base="xs:long">
<xs:attribute name="VTs" type="xs:date"/>
<xs:attribute name="VTe" type="xs:date"/>

</xs:extension>
</xs:complexContent>

</xs:complexType>
</xs:element>

</xs:sequence>
</xs:complexType>
<xs:key name="keyEmp">

<xs:selector xpath=".//EMPLOYEE"/>
<xs:field xpath="ID"/>

</xs:key>
</xs:element>

</xs:schema>
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3 Transformation of TimeER Model into Temporal
XML Schema

Franceschet et al. [6] have proposed a method to allow mapping almost all the
components in the ER model into XML Schema. The study introduces the trans-
formation rules for the entity types, attributes and relationships. When transforming
the traditional ER model into XML schema, Massimo Franceschet proposed two
different ways: (1) a maximum connectivity nesting that minimizes the number of
schema constraints used in the mapping of the conceptual schema reducing the
validation overhead. (2) a maximum depth nesting that lowers the number of
(expensive) joining operations necessary for the reconstruction of the information at
query time using the mapped schema. They proposed a graph-theoretic linear-time
algorithm to find a maximum connectivity nesting and proved that finding a
maximum depth nesting is a completed NP problem.

With the first proposal, the authors have introduced methods for basic mapping.
However, they have not come up with methods for converting the nested
multi-valued composite attributes [5]. The studies proposed a method to map the
nested multi-valued composite attributes of an entity type in ER model.

The method for transforming TimeER model into Temporal XML is presented in
this paper is extension of the method for transforming ER model into Tempo-
ral XML. This method adds the rules to transform the components of temporal ER
model, including: the temporal entity type, the temporal attribute of entity type, the
temporal relationship, and the temporal attribute of relationship.

Fig. 2 The hierarchical of
Employee structure
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3.1 The Transformation Rules

Rule 1: Transformation of temporal entity type

If: The entity type E* is the entity type which the temporal support of E is
indicated by an asterix (*) and key is KE.

Then:

• Create a complex element E.
• Create a complex element S_E nesting in the complex element E, add two

constraint attributes minOccurs = “0” and maxOccurs = “unbounded”
• Create a complex element W_E nesting in S_E and add the temporal attribute

correspond with timestamp * in Table 1, simultaneously create the attributes
corresponding with the key attributers of entity type E.

• Key of the complex element W_E includes the key KE of entity type E and the
partial key T’ of timestamp * which are shown in Table 1 (Table 2).

Example 1 TimeER model has an entity type EMPLOYEE which supports lifespan
shown in Fig. 3. In application of Rule 1, the result of transformation is Tempo-
ral XML schema shown in Fig. 4.

The illustration of the database corresponding to the TimeER model is shown in
Fig. 5.

Table 1 Abbreviation used for temporal support of entity types and relationship types

* = LS T = {LSs, LSe} and T’ = {LSs}
* = TT T = {TTs, TTe} and T’ = {TTs}
* = LT T = {LSs, LSe, TTs, TTe} and T’ = {LSs, LSe, TTs}

Table 2 Transformation of the temporal entity type

LS E(KE,S_E*)
S_E(W_E)
W_E(LSs, LSe, KE)
KEY(E.KE), KEY(W_E.LSs,W_E.KE)
CHECK(W_E.KE = E.KE)

TT E(KE,S_E*)
S_E(W_E)
W_E(TTs, TTe, KE)
KEY(E.KE), KEY(W_E.TTs,W_E.KE)
CHECK(W_E.KE = E.KE)

LT E(KE,S_E*)
S_E(W_E)
W_E(LSs, LSe, TTs, TTe, KE)
KEY(E.KE), KEY(W_E.LSs, W_E.LSe, W_E.TTs, W_E.KE)
CHECK(W_E.KE = E.KE)
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Corresponding XML document of Temporal XML schema as Fig. 6.

Rule 2: Transformation of temporal attributes of an entity type

If: The entity E has an attribute A* (the attribute A is supported with the tem-
poral aspect *)

Fig. 3 The TimeER model

Fig. 4 The result of transformation into Temporal XML schema

x (1, Ralls)

x (2, Mike)

x (1, Ralls)

x (3, Peter)

x (1, Ralls)

x (3, Peter)

x (2, Mike)
EMPLOYEE

Fig. 5 Database of TimeER model at three times
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Then:

• Create the complex element E.
• Create a complex element S_A which is nested in the complex element E,

simultaneously add two constraint attributes minOccurs = “0” and
maxOccurs = “unbounded”.

• Create a complex element W_A which is nested in S_A and add the temporal
attributes which correspond to the temporal aspect * shown in Table 3, simul-
taneously add the attributes which correspond to the key attributes of the entity
type E.

Fig. 6 XML document of
Temporal XML schema in
Fig. 4

Table 3 Set of timestamp attributes support for of entity types and relationship types

* = VT T = {VTs, VTe} and T’ = {VTs}
* = TT T = {TTs, TTe} and T’ = {TTs}
* = BT T = {VTs, VTe, TTs, TTe} and T’ = {VTs, VTe, TTs}
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• The primary key of the complex element W_A is created by combining the key
KE of the entity E with the partial key T’ of the temporal aspect * shown in
Table 3 (Table 4).

Example 2 TimeER model has an entity type EMPLOYEE and attribute Salary
which supports the valid time shown in Fig. 7. When Rule 2 is applied, the result of
transformation is shown in Fig. 8.

The illustration of the database corresponding to the TimeER model is shown in
Fig. 9.

Then the data which represent in XML document corresponding with XML
schema is shown in Fig. 10. For example, at the time of VTs is 1 and VTe is 8, the
salary of Ralls is 500; at the time of VTs is 9 and VTe is 12 then the salary of Ralls
is 800, the result of transformation is represented in XML document.

Rule 3. Transformation of temporal relationship

If: The relationship R* between two entity types E1 and E2 (the relationship R is
supported with the temporal aspect *)

Table 4 Transformation of temporal attribute

VT E(KE,S_A*)
S_A(W_A)
W_A(VTs, VTe, KE)
KEY(E.KE), KEY(W_A.VTs, W_A.KE)
CHECK(W_A.KE = E.KE)

TT E(KE,S_A*)
S_A(W_A)
W_A(TTs, TTe, KE)
KEY(E.KE), KEY(W_A.TTs, W_A.KE)
CHECK(W_A.KE = E.KE)

BT E(KE,S_A*)
S_A(W_A)
W_A(VTs, VTe, TTs, TTe, KE)
KEY(E.KE), KEY(W_A.VTs, W_A.VTe, W_A.TTs, W_A.KE)
CHECK(W_A.KE = E.KE)

Fig. 7 Temporal attribute of
an entity type
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Then:

• Create a complex element S_R which is nested in R, and add two constraint
attributes minOccurs = “0” and maxOccurs = “unbounded”.

• Create the complex elementW_R which is nested in S_R and add the timestamps
corresponding with the temporal aspect * shown in Table 1 or 3, simultaneously
add the attributes corresponding with the key attributes of the entity type in
relationship R.

• The primary key constraint for the complex element W_R is created by com-
bining the key of the entity types in relationship R and the partial key T’ of the
temporal aspect * shown in Table 1 or 3.

Fig. 8 The result of transformation into temporal XML schema

Fig. 9 Database of TimeER model at three times
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Because this relationship can be only many-to-many binary relationship (be-
cause when transformed relationship R*, the maximum cardinality constraints of
the entity types in the relationship must be changed into N), so that we present the
transforming rule of the many-to-many temporal relationship shown in Table 5.

Let us consider LS, the two transformations are equivalent in terms of the
number of the used constraints. Nesting of the element for one entity into the
element for another one is never possible in the mappings of many-to-many rela-
tionships; thus, nest and flat mappings coincide in cases.

Fig. 10 XML document of
Temporal XML schema in
Fig. 8
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Table 5 Transformation of the many-to-many temporal relationship E1 ← (0,N) → R←(0,
N) → E2
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Rule 4. Transformation of temporal attributes of relationship

If: The relationship between two entity types E1 and E2 has temporal aspect A*
(the attribute A is supported with temporal aspect *),

Then:

• Create the complex element S_A_R which is nested in R, and add two the
constraint attributes minOccurs = “0” and maxOccurs = “unbounded”.

• Create the complex element W_A_R which is nested in S_A_R and add the
timestamp attributes corresponding with temporal aspect * shown in Table 3,
simultaneously add the attributes corresponding with the key attributes of the
entity type in relationship R

• The primary key constraint of the complex element W_A_R is created by
combining the keys of the entity types in relationship R and the partial key T’ of
the temporal aspect * shown in Table 3.

3.2 Example

Figures 11 and 12 demonstrate an example for transformation of TimeER model
into Temporal XML schema.

Apply these rules, the result of transformation is Temporal XML schema which
is represented by the hierarchical model shown in Fig. 12.

Fig. 11 The original TimeER model
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4 Conclusion

In this paper, we have proposed a method of transformation the TimeER into
Temporal XML schema. This proposal is an extension of the method to transform
the traditional ER model into XML schema. Accordingly, the paper proposes the
rules which transform the temporal components into TimeER model.

Our further research will be the standardization of the Temporal XML schemas,
applying for designing the Temporal XML documents which are not redundancy
data. In addition, we are also interested in researching on design of temporal
ontology from the temporal conceptual databases.

Fig. 12 The result of transformation of Temporal XML schema
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Job Scheduling in a Computational Cluster
with Multicore Processors

Tran Thi Xuan and Tien VanDo

Abstract In this paper, we investigate a job scheduling problem in a heterogeneous

computing cluster built from servers with multicore processors. Dynamic Power

Management technique is applied, where the delay to bring a server from the sleep

to the active state is taken into account. Numerical results show that the computing

resources are utilized more efficiently if multi jobs are executed in parallel. Fur-

thermore, scheduling policy should investigate machine parameters at core-level to

achieve the best efficiency.

Keywords Heterogeneous cluster ⋅ Multi-core ⋅ Dynamic Power Management ⋅
Job scheduling

1 Introduction

The explosive advance of multi-core technology in processor design opens a new

era of computer science [1–4]. It is indicated that deploying multiple low-frequency

processors (cores) on the same chip space enhances the overall performance while it

retains the same power in comparison to a high-frequency single processor. More-

over, power management techniques can be applied at various levels as machine-,

CPU-, and core-level, which brings the most efficient manner of energy savings

[5–8].

Typically, present computing systems are heterogeneously built with multi-core

servers. Job scheduling is a critically serious problem in such those systems [9–12].

To deal with heterogeneity, energy and performance aware scheduling policies were

studied in [13] to provide either energy efficiency or high performance for systems.

Buffering schemes were investigated in a heterogeneous cluster in [14]. Energy
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management and job scheduling in computing clusters with multi-core servers,

however, have not been fully studied.

In this paper, we study the scheduling issue and energy consumption in a hetero-

geneous, multi-core cluster. Three job scheduling scenarios are investigated, where

either a job can occupy the entire computing resources of a server or multiple jobs

can be run concurrently on processing cores of a server. As servers are heteroge-

neous, previously studied Energy Efficiency (EE) and High Performance (HP) pri-

ority based scheduling policies [13, 14] are also subsequently applied and examined

in the context of multi-processing. For energy savings, Dynamic Power Management

technique is applied to wholly or partially switch off an idle server. A delay cost to

bring a sleeping server to its active state is taken into account.

The rest of paper is organized as follows. Section 2 presents cluster model, job

scheduling scenarios, and measured metrics. The numerical simulation results are

presented in Sect. 3. Finally, Sect. 4 concludes the paper.

2 System Model and Scheduling Scenarios

2.1 System Model

We consider a heterogeneous computing cluster of commercial multi-core servers,

of which parameters follow SPECpower_ssj2008 benchmark of the Standard

Performance Evaluation Corporation (SPEC) [15]. The cluster (illustrated in Fig. 1)

includes

Fig. 1 A common queue cluster of multi-core servers
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∙ K classes of identical servers, therein class i (i = 1, ...,K) consists of Mi servers;

∙ a common buffer to store waiting jobs when none server is available as proposed

in [14];

∙ and a local scheduler, which is aware of servers’ performance and power consump-

tion.

Let S denote set of server types, then |S| ≤ K. The considered parameters of server

type s (s ∈ S) are:

∙ Ns (the number of homogeneous cores),

∙ Cs (the ssj_ops value, defined by the number of operations per second),

∙ Pac,s (the average active power),

∙ and Pid,s (power consumption when server is active idle).

We assume that the considered system is capable for executing jobs that:

∙ have service demand unknown to the local scheduler,

∙ can be executed on any server,

∙ are attended to scheduler by the First Come First Served (FCFS) service policy,

and

∙ are uninterrupted during being executed (non-preemptible property).

We apply Dynamic Power Management (DPM) technique for energy efficiency.

In a previous study [16], authors addressed the issues of DPM and indicated that

a server should wait a certain period before going to sleep state. Authors in [17]

proposed SoftReactive policy where each server will independently decide its opti-

mal waiting time in idle state (twait) before switching off. The optimal waiting time

must ensure the equalization between waiting energy consumption (twait ∗ Pidle) and

energy consumption in setup mode (Tsetup ∗ Pmax). Thus, it can be calculated by:

twait =
Pmax

Pidle
∗ Tsetup (1)

If new job arrives in twait, server will be back to active immediately without any cost.

Otherwise, it will be set to sleep state with Psleep = 0W. In our study, we exploit the

best sleep state with the pair of Psleep = 0W and Tsetup = 20s, as indicated [16].

2.2 Job Distribution Scenarios

In this section, we investigate three scenarios to distribute jobs into the considered

cluster, where a single job or multiple jobs can be concurrently executed in a server.

We assume the symmetric multiprocessing (SMP) technology is deployed in scenar-

ios of multiple jobs; i.e. when a new job comes, job will be served immediately if

there exists unused core in system. Three scenarios are described as follows.
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∙ Single-job scenario: At one time, a server of type s (s ∈ S) is capable to handle a

single job at full workload capacity Cs and consume its maximum active power

Pac,s. DPM is deployed at machine-level to switch off one server of type s after it

waits twait,s seconds on idle state with no new incoming job.

∙ Full-active scenario: each core of a server can be considered as an individual com-

puting element to handle a job. The computing capacity of cores is assumed as

equal. That means a server type s enables Ns jobs to be simultaneously executed

with the performance capacity ofCs∕Ns. The DPM technique is applied at machine

level as same as Single-job scenario. Server stays fully active and consumes the

maximum active power Pac,s while jobs are processed.

∙ Dynamic-active scenario: The scheduling policy is as same as Full-active sce-

nario;Ns jobs can be executed in parallel in one server type s and each core handles

one job with the performance capacity of Cs∕Ns. The DPM dynamically switches

off idle server as well as unused cores for energy savings. That means when k cores

execute jobs concurrently in a server type s, the server performs at the capacity of

Ck
s and consumes power Pk

ac,s as the following formulas (according to the linear

model of energy consumption in [18]):

Pk
ac,s = Pid,s +

k
Ns

∗ (Pac,s − Pid,s), s = 1, ...,K (2)

Ck
s =

k
Ns

∗ Cs, s = 1, ...,K (3)

We should note that time to switch on cores from sleep state is too negligible to

impact on system.

After applying EE or HP policy, routing process is implemented as illustrated in

Algorithm 1.

Algorithm 1 Schedule

for i = 1 → K do
for j = 1 → Mi do

if server (i, j) is FREE then
if busy_cores of (i, j) are MAXIMUM then

free_server ← (i, j)
GOTO ALLOCATE

end if
end if

end for
end for
ALLOCATE:

if found free_server then
ROUTE job to free_server

else
ROUTE job to Common Queue

end if
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Table 1 Notations

K Number of server classes

Mi Number of servers in class i
𝜆 System arrival rate

𝜇i Service rate of each server in class i
𝜇system Service rate of entire system

U (𝜌system) Average system utilization

WT The average waiting time per job

RT The average response time per job

AIE The average idle energy consumption per job

AOE The average operating energy consumption per job

PJ The average number of processed jobs per second

2.3 Notations

All notations of system parameters and measurement metrics are listed in Table 1.

3 Numerical Results

We build a simulation software to implement our presented study approach. The

software is run with the stop condition of ten millions of completions. For reliability,

simulation is run with the confident level of 99 %. The accuracy (i.e. the ratio of the

half- width of the confidence interval and the mean of collected observations) is

less than 0.01 for all measured metrics. Computing servers and system loads are

described in Sect. 3.1. Numerical results are presented in Sect. 3.2.

3.1 Server Specifications

The studied cluster model has three server classes (K = 3), of which each consists of

eight identical servers (Mi = 8, i = 1, ...,K). Chosen server types and their parame-

ters are presented in Table 2. It is noted that computing capacity of server type i, Ci,

presented (ssj_ops) and its power consumption, Pac,i, are measured at 100 % target

load. The optimal waiting time twait,i is also calculated according to Eq. 1 and shown

in Table 2.
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Table 2 Server parameters

Server type N∗ C∗ Pac,∗ (W) C∗∕Pac,∗ Pid,∗ (W) twait,∗(s)

Fujitsu TX100 S3p (Intel Xeon E3-

1240V2) [19]

4 467481 72.5 6450 14.1 102.8

Acer AR380 F2(Intel Xeon E5-

2640) [20]

12 990555 254 3904 81.9 62.0

Acer AR380 F2(Intel Xeon E5-

2665) [21]

16 1347230 409 3298 103 79.4

Table 3 Ranks of servers
Server type HP based rank EE based rank

Intel Xeon E3-1240V2 rp(1) ≈ 0.35 re(1) = 1.0
Intel Xeon E5-2640 rp(2) ≈ 0.74 re(2) ≈ 0.61
Intel Xeon E5-2665 rp(3) = 1.0 re(3) ≈ 0.51

Servers are classified according to the ranking functions in [14] as shown in

Table 3. Based on the chosen priority, servers in class with higher rank are prior.

We assume that the inter-arrive time and the execution time of jobs are exponen-

tially distributed with means of 1∕𝜆 and 1∕𝜇, respectively. Let 𝜇1, 𝜇2 and 𝜇3 denote

the service rates, if jobs are scheduled to a server of type Intel Xeon E3-1240V2,

Intel Xeon E5-2640, and Intel Xeon E5-2665, respectively. Service rate of the whole

system can be calculated as

𝜇 =
K∑

i=1
Mi × 𝜇i, (4)

and traffic volume carried by system is defined as

𝜌 = 𝜆

𝜇

. (5)

If we assume that each job requires a computing capacity equivalent to 1347230

(ssj_ops) in average, which means the average execution time of jobs is one second if

jobs are routed to an Intel Xeon E5-2665 server. According to priority classification,

we achieve 𝜇1 = 0.35∕s 𝜇2 = 0.74∕s, and 𝜇3 = 1∕s. Hence, the total service rate of

system equals to 8 ∗ (0.35 + 0.74 + 1) = 16, 72. We apply the system traffic volumes

equal to 0.20, 0.30, 0.40, 0.50, and 0.60 in our simulation runs. It is also worth to

note that in multi-job scenarios, without losing generality, every core of machine

type i has the same ssj_ops value. That means each core handles jobs with service

rate 𝜇i∕Ni, see Table 4.
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Table 4 Capacity per core
Server type C∗∕core 𝜇∗∕core
Intel Xeon E3-1240V2 116870 ≈1.7e − 3
Intel Xeon E5-2640 82546 ≈1.2e − 3
Intel Xeon E5-2665 84202 ≈1.22e − 3

3.2 Obtained Results

We present the system performance in term of mean response time per job, mean

waiting time per job, and average number of processed jobs per second when EE

and HP policy are subsequently applied.

Figure 2 shows the average response time regarding to scheduling scenarios

(single-job, full-active, and dynamic-active), when the system changes from low to

high loads. It is obvious that when a job occupies the whole computing resources

of a server (single-job scenario), it is processed fastest. However the average num-

ber of processed jobs per second indicates that scheduling scenarios do not impact

the overall performance of system (see Fig. 3). Figure 4 shows that job have to wait

longest in single job scenario due to the lack of available computing resource in sys-

tem. Furthermore, the HP scheduling policy does not achieve the advantage of high

performance if it is considered at machine-level while the computation is performed

at core-level in multi-job scenarios.

Figure 5 plots the average of energy consumption in operation (i.e. the sum of

energy consumption in both idle state and processing state) when the two policies

(EE and HP) are alternatively applied.

The result shows that keeping a server fully active when its utilization is less (in

Full-active scenario) causes a energy waste, while dynamic-active scheduling can

yield significant savings. It is also observed that server-level applied EE policy may

loose the advantage in multi-job scenarios.
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4 Conclusion

In this paper, we investigate various scheduling scenarios in a heterogeneous compu-

tational cluster of multi-core servers. The Dynamic Power Management technique

is appropriately deployed with setup cost at server-level or even at core-level for

the purpose of energy savings. Energy Efficiency (EE) and High Performance (HP)

policies are also applied for evaluation.

The numerical results show that as multi-processing is applied in multi-core sys-

tem, the computing resources are utilized efficiently with the same overall perfor-

mance. It is observed that the scheduling policies may loose their properties in the

multi-processing context if the scheduler is aware of machine characteristics at server

level. Therefore, a core-level awareness may play a key role for job scheduling in

multi-core computing system.
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Modeling Multidimensional Data Cubes
Based on MDA (Model-Driven
Architecture)
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Abstract As data warehouse (DWH) expands its scope increasingly in more and
more areas, its application development processes still have to face significant
challenges in semantically and systematically integrating heterogeneous sources into
data warehouse. In that context, we propose an ontology-based multi dimensional
data model, aiming at populating data warehousing systems with reliable, timely,
and accurate information. Furthermore, in our approach, MDA (Model-Driven
Architecture) principles and AndroMDA system are utilized to specify as well as to
generate source code from UML (Unified Modeling Language) class diagrams,
which are used to model the ontology-based multi dimensional data model in the
context of object oriented concepts. As a result, this approach enables interoper-
ability among a class of DWH applications, which are designed and developed based
on our proposed solution.
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1 Introduction

MDA is a software design approach to develop information systems [1, 2]. It pro-
vides a set of guidelines for the structuring of specifications, which are expressed as
models. MDA is a kind of domain engineering and supports model-driven engi-
neering of software systems [2]. At the heart of the MDA approach are models which
represent the information system developed while the implementation in a certain
technology is obtained through model transformation [1–3]. From the benefits of
MDA: productivity, interoperability, portability, etc., especially the modeling, many
organizations are now looking at the ideas of MDA as a way to organize and manage
their application solutions. Tool vendors are explicitly referring to their capabilities
in terms of “MDA compliance”, and the MDA lexicon of platform-specific and
platform-independent models is now widely referenced in the industry [1, 2].
Besides, many researchers also have examined many of their works on MDA [1, 3].

DWH and OLAP are essential elements of decision support [4–10]. OLAP
systems organize data using the multidimensional paradigm in the form of data
cubes, each of which is a combination of multiple dimensions with multiple levels
per dimension [8, 11].

The main contribution of this paper is to propose a semantic ontology-based
model approach for multi dimensional databases, which is the fundamental part of
in DWH system. In the proposed approach, a combined use of both semantics in
terms of ontology—based multidimensional data model up to MDA-based frame-
work will be introduced, providing well-defined integrated, semantic foundation for
interoperability of various aspects of the DWH application development processes.
In this context, the AndroMDA software, which is an instance of the MDA-based
concept, is used to generate source code from class diagrams of process modeling.
Moreover, the integrated use of MDA and ontology provides abilities to develop a a
class of data warehousing applications in a systematic and sematic manner. Thus,
the well-defined descriptions of schema-based and content-based semantics in
ontology can facilitate the truly interoperability in DWH environments.

The remainder of this paper is organized as follows: in Sect. 2, we discuss about
related works. Then in Sect. 3, we introduce the ontology-based multidimensional
conceptual model and some related theories. In Sect. 4, we present how to modeling
multidimensional data cubes based on MDA, how to use AndroMDA to generate
source code and architecture of MDA-based and Ontology-based framework. The
paper concludes with Sect. 5, which presents our current and future works.

2 Related Work

There is some research works on multi-dimensional data model is mentioned in [10,
12–17]. In particular, in our previous research works have proposed a suitable
mutidimensional data model for OLAP. Besides, we have also proposed the very
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elegant manners of definitions of three cube operators, namely jumping, rollingUp
and drillingDown, the modeling of the conceptual multidimensional data model in
term of classes by using UML [8, 9, 18], which is a key in the MDA approach
[4–6]. In MDA models are more than abstract descriptions of systems as they are
used for model transformations and code generation—they are the key part defining
a software system [2, 3, 19, 20].

Currently, there are some software platforms which enable software architects and
developers to build and integrate software applications in an automated and indus-
trialized way, such as: OpenMDX, Rational XDE (Rational Extended Development
Environment), etc. [1–3]. In particular, recently AndroMDA is an open source of
MDA framework [21]—it takes any number of models (usually UML models stored
in XMI produced from case-tools) combined with any number of AndroMDA plu-
gins (cartridge and translation-libraries) and produces any number of custom com-
ponents. It can generate components for any language: Java, .Net, HTML, PHP, etc.,
that we just write (or customize existing) plugins to support it [2, 20].

Meanwhile, various researches have been done to bridge the gap between the
metamodel-based integration and semantic technology, supporting the business
model interoperability [5, 10, 22, 23]. To the best of our knowledge, in the
state-of-the-art research and practice, little related research on the argument in this
paper is found. From our point of view, these proposals are oriented to the con-
ceptual and logical design of the data warehouses development, and do not seriously
taking into account important aspects such as the challenges of software devlopment
processes with structural and semantic heterogeneity, the main focus of this research.

In our work, using AndroMDA means one main thing: write less code. Not only
that, AndroMDA also lets us create better applications and maintain better order on
large projects. With AndroMDA, classes diagram become a living part of our appli-
cation. They are used to generate large portions of our application, and hence always
reflect the current state of the system.Whenwe need tomodify application, we change
the model first, regenerate the code, and then add or update custom code as necessary.
We get a production quality application out of assets that we had to create anyway.

3 Multi Dimensional Conceptual Model

In our previous work [5, 6, 8], we have introduced hierarchical relationships among
dimension members by means of one hierarchical domain per dimension. A hier-
archical domain is a set of dimension members, organized in hierarchy of levels,
corresponding to different levels of granularity. It allows us to consider a dimension
schema as a partially ordered set of levels. In this concept, a hierarchy is a path
along the dimension schema, beginning at the root level and ending at a leaf level.
Moreover, the recursive definitions of two dimension operators, namely ancestor
and descendant, provide abilities to navigate along a dimension structure. In a
consequence, dimensions with any complexity in their structures can be captured
with this data model.
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In this section, we present briefly the concepts and basic ideas of proposed multi
dimensional data model based on ontology, especially the ontology-based
descriptions of dimensions, dimension hierarchies, facts, measures and cubes in
data warehouse. Then the ontology-driven framework can solve main structural and
semantic problems at graph-based components in term of illustrated examples.

3.1 Motivating Example

The GAINS data warehouse [9–11, 18] from hundreds of regions is presented as a
running example. The calculated Emission data are stored in the warehouse in a
large table, called fact table. The warehouse contains a set of dimensions (Fuel
Activity, Sector, Region, Scenario, Pollutant and Time) describing information
related to the fact table. The dimension schemas with hierarchical levels of these
dimensions are described in Fig. 1.

In addition, for this warehouse, a possible fact includes calcualted Emission data.
This fact can be analyzed with respect to a given pollutant, a GAINS region, and a
selected year within a given GAINS scenario. Thus, a fact table Emissions can be
illustrated in following table Table 1.

Fig. 1 Examples of dimension schemas
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3.2 Multidimensional Model

Multi dimensional data model is defined as MD = < fDCxg, fFCg>
• DCx: is a set of concepts defining a dimension and its related concepts in

D= D1, . . . , Dxf g, x∈N.
• FCy: is a set of concepts each of which defines a fact in

F = F1, . . . , Fy
� �

, y∈N.

3.2.1 The Modeling of Dimensions

DimensionMember. This class describes the hierarchical domain of a dimension,
consists of a finite set of dimension members, organized in hierarchy of levels,
corresponding to different levels of granularity.

description—value of data member in dimension. Figure 2 show an example of
the fuel activity dimension, which is developed in NEO4 J [24] and stored in term
of graph-based data.

parent (higher-level) and child (lower-level)—provide hierarchical relations
between dimension members. For example COAL is parent of HC2, HC3, BC1,
BC2 (Fig. 2).

DimensionLevel. This class describes a detailed level of a dimension denoted as

DLCx = <Lname, domðDLCxÞ> , where:

Lname—name of a level, e.g. IDActivity, Activity Type
ancestor (higher-level) and descendant (lower-level)—provide the descriptions

of ordered relation in level of detail.
hasDimensionMembers (symmetric property)—provide the relationship between

level and its corresponding dimension members (domðDLCxÞ).

Table 1 The Emissions fact table
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RootLevel. This class defines Root level of a dimension:

DRLCx = <All, dom(DRLCxÞ>

• All—name of a root level, e.g. AllActivities
• dom(DRLCx) has one and only one instance
• The value of ancestor is NULL.

LeafLevel. This class describes Leaf level of a dimension:

DLLCx = < Leafname, domðDLLCxÞ>

• Leafname—name of a leaf level. For example, IDActvity is a leaf level.
• The value of descendant is NULL in this case.

DimensionHierarchy. This class describes a hierarchy of detailed levels of a
dimension:

DHCx = <Hname, DRLCx, fDLCxg, DLLCx >

• Hname—name of a hierarchy
• ContainLevels (symmetric property)—provide the relationship between hierar-

chy and its corresponding level ðDRLCx, fDLCxg, DLLCxÞ
In this context, the fuel activity dimension is hierachically organized as follows
AllActivities- > ActType- > IDActivity

Fig. 2 An example of the graph-based fuel activity dimension
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DimensionSchema. This class describes a dimension schema:

DSCx = <DSname, fDHCxg>

• DSname—name of the dimension’s schema
• hasHierarchies (symmetric property)—provide the relationships between sche-

mas and corresponding dimension hierarchies ({DHCx})

Dimension. This class describes a dimension as

DCx = <Dname, DSCx, domðDCxÞ>

• Dname—name of a dimension
• hasSchema (symmetric property)—provide the relationship between dimension

and its corresponding schema ðDSCxÞ
• hasLevels (symmetric property)—provide the relationship between dimension

and its corresponding levels.
• dom ðDCxÞ=⋃∀l∈DCx

domðlÞÞ

3.2.2 The Modeling of Facts

Fact. This class describes a fact, reflects information that have to be analyzed

FCy = <Fname, dom(FCyÞ> :

• Fname—name of a fact
• hasValue—specify a numerical domain where a fact value is defined dom

(ðFCyÞ)

3.2.3 Dimension Constraints

Each multidimensional data model covers a number of dimensions, among which,
there could be a dimension member of a dimension xmay be may be associated with
a number of different dimension members of a dimension y. Hence, in such data
model, dimension constraints are specified by x-y combinations. For example, as
illustrated in Fig. 3, in the sector ‘industrial boilers’(IN_BO) the associated fuel
activities are the various fuels that are used in industrial boilers, i.e., COAL, OIL, etc.

Fuel activities may be further subdivided, e.g., hard coal grade 1 (BC1), hard
coal grade 2 (BC2). Some case studies about dimension constraints have been
introduced in [11].
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4 Modeling Multidimensional Data Cubes Based on MDA

We extend megamodel in [19] later to illustrate the relationships between MDE
concepts and ontology technologies. Afterwards, AndroMDA is proposed to gen-
erate source code from the UML class diagrams. AndroMDA generate entity
classes, data access objects, and service interfaces and base classes. In order to have
a common framework and solutions based on AndroMDA, ontology-based models
has been taken into consideration in modeling, creating tool(s) and presented in
session 3. In this context, concepts and ontologies will be used to generate the API,
so that enables software modeler easily in specifying problem, reusing the linked
design patterns. Therefore, it will help to standardize and speed up modeling as well
as interoperability among DW and OLAP applications.

4.1 AndroMDA Concepts

MDA is an approach to software development based on modelling and automated
transformation of models to implementations, starting at a computation independent

Fig. 3 An example of the graph-based fuel activity—sector combinations
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model (CIM) towards a platform independent model (PIM) and refining those to
platform specific models (PSM) from which the source codes can be generated
[2, 20]. UML is the standard for developing industrial software projects and a key
in the MDA approach [1–3]. MDA models are more than abstract descriptions of
systems as they are used for model transformations and code generation—they are
the key part defining a software system [1, 19].

In this context, AndroMDA is an open source MDA Framework, which takes
UML models stored in XMI produced from case-tools combined with any number
of AndroMDA plugins (cartridge and translation-libraries) and produces any
number of custom components. We can generate components for any language:
Java, .Net, HTML, PHP, we just write (or customize existing) plugins to support it
and you’re good to go [20]. Figure 4 is the diagram maps various application layers
to Java technologies supported by AndroMDA.

• Presentation Layer: AndroMDA currently offers two technology options to
build web based presentation layers: Struts and JSF. It accepts UML activity
diagrams as input to specify page flows and generates Web components that
conform to the Struts or JSF frameworks [2, 20].

• Business Layer: The business layer generated by AndroMDA consists pri-
marily of services that are configured using the Spring Framework. These ser-
vices are implemented manually in AndroMDA-generated blank methods,
where business logic can be defined. These generated services can optionally be
front-ended with EJBs, in which case the services must be deployed in an EJB

Fig. 4 Diagram maps
various application layers to
java technologies supported
by AndroMDA
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container (e.g.: Jobs). Services can also be exposed as Web Services, providing
a platform independent way for clients to access their functionality. AndroMDA
can even generate business processes and workflows for the jBPM workflow
engine [2].

Data Access Layer: AndroMDA leverages the popular object-relational map-
ping tool called Hibernate to generate the data access layer for applications.
AndroMDA does this by generating data access objects (DAOs) for entities defined
in the UML model. These data access objects use the Hibernate API to convert
database records

• into objects and vice versa. AndroMDA also supports EJB3/Seam for data
access layer (pre-release) [2, 19].

• Data Stores: Since AndroMDA generated applications use Hibernate to access
the data, you can use any of the databases supported by Hibernate [19].

The modeling of the ontology-based conceptual multidimensional data model in
term of classes will be used in the context of AndroMDA to generate a class of DW
applications as illustrated in Fig. 5. In the next section, three main steps will be
specified.

4.2 Architecture of MDA-Based and Ontology-Based
Framework

In this section, the proposed architecture MDA-based approach is applied in the
development of DW applications, interoperability among DW applications. Our
architecture uses AndroMDA in order to takes UML models from CASE-tool(s)
and generates fully deployable applications and other components that manipulate
with DW. With the MDA approach, combination with capable of applying the
design patterns during construction class diagrams will reduce complexity, and
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Fig. 5 Overview of the use of AndroMDA in the proposed system
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improve reusability. Besides, this architecture also allows the transformation of
Model-Driven Engineering (MDE) models and models in ontology technologies
with the aim of increasing the interoperability and integration of data in applications
DW, Fig. 6 is overview of our propose architecture.

Modeling dimensions, measures and data cubes in context of an object oriented
data model we used UML. All conceptual components are mapped as classes, that
we have proposed in [10], this class diagram is PIM in our architecture.

According to the our architecture, an comprehensive PIM allows modelers to
target multiple PSMs from a single PIM and to synchronize PIM changes into the
PSM on demand and vice versa. Then, PSM generate code for several platforms
and technologies: Microsoft.Net 2.0 application, Java/RMI, EJB…with the help of
plug-in cartridges. The mapping between the model PIM, PSM in MDA and
Ontology model using transformation rules.

Our architecture in accordance with the stages of the MDA software life cycle
and take advantage of MDA approach is increased productivity, MDA can generate
a large of code from models, so it saves time and delivers software solutions faster.
Besides, MDA can incorporate the design patterns, templates, etc. in order to
produce higher quality code and best practices of leading software experts [3].

This proposed architecture use existing tools MDA: OpenMDX, Rational
XDE…in order to create applications from models. Specifically, we use tool
AndroMDA—an open source code generation framework that follows the MDA
paradigm. AndroMDA takes model(s) from CASE-tool(s) and generates fully
deployable applications and other components [16]. AndroMDA is a great choice
when we are starting a new project, and we want to save time by generating as
much code as possible, besides we are building an application that stores its data in
a database [16].

Fig. 6 Architecture of MDA-based and ontology-based framework
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5 Conclusion and Future Works

This paper introduced, described and proposed an ontology-based multi dimen-
sional data model, aiming at populating data warehousing systems with reliable,
timely, and accurate information. The combined use of both semantics in terms of
ontology—based multidimensional data model up to MDA-based framework has
been be introduced. In this context, the AndroMDA software is used to generate
source code from class diagrams of process modeling.

Future work of our approach could then be able to support users in building data
warehouses in cost efficient and elastic manner that spans all aspects of cube
building lifecycle, i.e. cube definition, cube computation, cube evolution as well as
cube sharing. Furthermore, we will focus on the implementation of the user-driven
approach among linked data cubes to make use of our concepts.
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Time Series Methods for Synthetic
Video Traffic

Christos Katris and Sophia Daskalaki

Abstract The scope of this paper is the creation of synthetic video traffic using
time series models. Firstly, we discuss the procedure for creating video traffic with
FARIMA models. However, the created traffic displays the LRD characteristic of
real traffic, but underestimates its moments (mean, sd, skewness and kurtosis). We
present two approaches for improving the popular FARIMA model for the creation
of synthetic traffic. The first approach is to apply FARIMA models with
heavy-tailed errors for traffic creation. The second is a two step procedure, where
we build a FARIMA model with normal innovations and then we provide a sta-
tistical transformation for its projection in order to catch a desired marginal prob-
ability distribution. Using this procedure we approximated Student t and
LogNormal as marginal distributions. The above procedures are applied to the
performance evaluation of three real VBR traces.

Keywords Synthetic traffic ⋅ FARIMA ⋅ Non normalmarginals ⋅ Lognormal ⋅
Performance evaluation ⋅ VBR traffic

1 Introduction

Nowadays VBR traffic is a major portion of Internet traffic. Video streaming, high
definition TV, and video conferencing are some of the widely used applications
today and the traffic they create still requires attention. Designing models that
generate traffic with their characteristics is valuable for many purposes such as
forecasting, bandwidth allocation or performance evaluation. It is known that most
forms of Internet traffic carry certain statistical characteristics, such as
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self-similarity and Long Range Dependence (LRD) [3, 16], quite often co-existing
with Short Range Dependence (SRD) [19]. Stochastic models that capture these
characteristics have been developed and applied quite successfully mainly to predict
video traffic data. Amongst them FARIMA models [9, 10] are the most popular and
have been extensively used for predicting video traffic [6, 13]. Moreover, one can
find applications of FARIMA models for traffic performance evaluation in [4, 8].

Following [1], a successful traffic model can be evaluated by its ability to
approximate statistical characteristics of real video trace such as probability density
function (pdf), mean, variance, peak, coefficient of variation and autocorrelation.
Moreover, the model should be able to produce synthetic traffic imitating a wide
range of video sources, and all these with reasonable computational effort. Briefly, a
successful traffic model not only has to capture the characteristics of video traffic,
but also to predict accurately its network performance (e.g. queuing behavior of the
network) [20].

We notice that a classical FARIMA model may capture basic characteristics
such as mean and variance, correlation structure (i.e. short range dependence-SRD
and long range dependence-LRD) but fails to capture the pdf of real traffic, thus to
produce synthetic traffic similar to the real trace. There are papers such as [12, 14],
where heavy-tailed innovations instead of Gaussian were used. Such approaches
may sometimes lead to more accurate results with additional computational effort.

In this paper, we propose two procedures that may improve FARIMA model for
generating synthetic traffic. The first approach is the FARIMA model with non
normal (Student’s t or Normal Inverse Gaussian) errors. Following this approach
we succeed in generating synthetic traffic which displays statistics closer to real
traffic, however the pdf of the real traffic cannot be captured accurately. The second
is our proposed approach for creating synthetic traffic and uses a FARIMA model
for generating traffic and also specify a pdf model which describes accurately the
real traffic trace. Then we perform a projection of the synthetic traffic to the dis-
tribution of the original trace through percentiles. The goal is to maintain the
dependence structure which was captured by the FARIMA model and at the same
time capture the pdf of the real trace. We can approximate any marginal distribution
(pdf regardless of time) we wish, but in this work we create traffic with Student t
and LogNormal marginal distributions which need only 2 parameters for their
characterization. The LogNormal distribution especially, is suitable for the
description of internet traffic data, as it can describe data with heavy-tails and
skewness. Synthetic trace from such a traffic model seems capable to capture
queuing dynamics of real traffic. We notice that this approach is valid when the time
series are stationary, which means that the marginal distribution is the same over
time and the parameters are constant. In addition, according to [4] the pdf of traffic
plays the most important role to queuing behavior, while SRD has a lower effect
and LRD plays the least important role. According to this hierarchy, this second
approach seems promising for accurate results.

For the remaining of the paper, Sect. 2 describes and analyzes the different
procedures for creating synthetic traffic, Sect. 3 describes the performance evalu-
ation analysis, while in Sect. 4 we test the procedures to real traffic traces, which are
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aggregated at the level of 12 frames, and compare their ability to capture queuing
dynamics. Finally, in Sect. 5 the conclusions and main results of this work are
highlighted.

2 Generation of Synthetic Video Traffic

Modeling Internet traffic is known to require self-similar processes due to the LRD
dependence structures it displays, and occasionally autoregressive models due to
co-existence of SRD. As a result FARIMA models have been widely used since
they can capture both properties at the same time.

A FARIMA time series model is formulated as:

ΦpðLÞ ð1−LÞdXt =ΘqðLÞεt, where L is the lag operator,
ΦpðLÞ=1−φ1L− . . . −φpL

p andΘqðLÞ=1+ θ1L+ . . . + θqLq.
ð1Þ

Moreover, ð1− LÞd = ∑
∞

j=0

d
j

� �
ð−LÞ j,

and the error terms εt are typically assumed to be Normal white noise with mean 0
and variance σ2.

FARIMA models have been used extensively for forecasting video traffic and
other time series that exhibit LRD. Examples of papers which model data with the
use of FARIMA model are [6, 15, 19]. When it comes to generating traffic for
performance evaluation, however, apparently it cannot capture the marginal dis-
tribution and queuing dynamics of the real traffic. The fitting of a FARIMA model
may follow the procedure that is described in [15]. Briefly, the series are demeaned
first and then the fractional parameter d is estimated using the Geweke and
Porter-Hudak estimator. We then decide the order (p, q) of the best ARMA model
for the data using BIC (Bayesian Information Criterion). For computational com-
plexity reasons, we restrict orders (p and q) to be less or equal than five. The
selected order is the order for the FARIMA model too. Lastly, the remaining
parameters (φi, θi) are estimated using a Maximum Likelihood procedure.

At this point we present two approaches for generating synthetic Internet traffic,
which use as base simulated data from a FARIMA model and then through suitable
transformations we attempt to add characteristics that are detected in real video traces.

2.1 FARIMA Models with Non Normal Errors

At first, we simulate observations from the fitted FARIMA model. Then, we ignore
the data which are smaller than a lower threshold we define. Using this approach,
we avoid negative and very low values which do not represent real traffic. After
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these two steps, we obtain synthetic traffic that approximates the mean and variance
of the real trace, as well as the dependence structure i.e. SRD and LRD. The
weakness in this approach lies to the fact that real traffic deviates from normality,
something that the conventional FARIMA model assumes as a prerequisite. An
alternative approach is to consider FARIMA models with non normal errors. For
this work, the considered error distributions are the location-scale Student t and the
Normal Inverse Gaussian.

In the first case, we assume that the errors follow Student-t distribution in its
location-scale version:

f ðx; a, β, vÞ= Γ v+1
2

� �

ffiffiffiffiffiffiffiffi
βvπ

p
Γ v

2

� � 1+
ðx− αÞ2

βv

" #− v+ 1
2ð Þ

with location parameter α, scale parameter β and shape parameter v, while Γ is the
Gamma function. The location parameter α is the mean which is 0 and the variance
is Var(x) = βv

ðv− 2Þ.
In the second case, the errors are assumed to follow a subclass of Generalized

Hyperbolic distribution, the Normal Inverse Gaussian (NIG) distribution [2]:

f ðx; μ, α, β, δ, γÞ=
αδK1 a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
δ2 + ðx− μÞ2

q� �

π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
δ2 + ðx− μÞ2

q eδγ + βðx− μÞ

with location parameter μ, tail heaviness parameter α, asymmetry parameter β, scale
parameter δ and γ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 − β2

p
. Also,K1 is amodifiedBessel function of the third kind.

Using the above models as error distributions, we obtain synthetic traffic that
approximates not only the dependence structure i.e. SRD and LRD, but also the
heavy tails of the real traffic.

2.2 Approximating the Marginal Distribution of the Data

From studying the marginal distributions of Internet traffic traces it is certain that
they display heavy tails and high variability. A probability distribution, which
carries such characteristics, is therefore essential for any procedure that attempts to
generate synthetic traffic. In addition, a model with small number of parameters,
such as the LogNormal(LN) distribution suggested in [5] is a preferable choice.
LogNormal is the distribution of a continuous random variable whose logarithm is
normally distributed. It requires two parameters, μ and σ2, the mean and variance of
its logarithm. The LogNormal distribution display right skewness and heavy tails
and its pdf is:
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f ðxÞ= 1

xσ
ffiffiffiffiffi
2π

p e−
ðlnðxÞ− μÞ2

2σ2 ð2Þ

More details about the LogNormal distribution can be found in [18]. Except
from the LogNormal distribution, we project the FARIMA model to the Student t
distribution which was described above.

We now present a 2 stage procedure which leads to the generation of synthetic
Internet traffic by projecting simulated FARIMA data to a LogNormal distribution.
Such generation appears to approximate reasonably well the mean, variance and
also shape of the marginal, as well as the dependence structure of the real traffic
trace.

Like previously, at the first stage N traffic observations ðyi, i=1, . . . ,NÞ are
simulated from the FARIMA model. Based on the assumptions of this model the
simulated data will carry SRD and LRD dependencies, however, their marginal
distribution will be approximately normal (yi ∼Nðμ, σÞ), with mean μ and standard
deviation σ that are estimated from the real traffic trace. On the contrary, we assume
that the original data follow a LogNormal distribution with parameters the mean
and variance of the logarithms of the original data. Therefore, at the 2nd stage we
consider a transformation of the simulated data using percentiles, which allows to
project the created traffic of the FARIMA model, to the considered LogNormal
distribution.

More specifically, the probabilities pi 0s that correspond to the yi 0s are all cal-
culated using the Normal distribution (i.e. pi =FNðyiÞ). Then the percentiles xi that
correspond to the pi′s on the horizontal axis of the LogNormal distribution are
found, using the inverse cumulative function: xi =F − 1

LN ðpiÞ. The new values xi are
distributed according to LNðμ  logyi , σ  logyiÞ and constitute the synthetic traffic that as it
turns out emulate quite nicely the behavior of the real traces, at least in a queuing
situation.

The motivation for this transformation is that when we simulate a sequence of
data from a model with certain dependence structure properties, the simulated data
will exhibit the same structure. However, the simulated data are certain points on
the horizontal axis of their CDF that correspond to their marginal distribution (for
example Normal). A sequence of points on the horizontal axis of the desired CDF
distribution that corresponds to the same probabilities as the simulated ones will
exhibit approximately the dependence structure of the original sequence. So, with
the use of such transformation, we can obtain points with a desired marginal
distribution and also dependence structure similar to that of the simulated data.

The procedure just presented assumes that for start there is a real trace where a
FARIMA model is fit. In case of a new video however, this will not be possible. So
for the task of evaluation of a new video, we can assume a FARIMA(1, 1) as
reference model, with coefficients p1 = 0.5, q1 = 0.25 and d= 0.3, which corre-
sponds to H = 0.8, quite a realistic assumption for real traces. With such choice the
moving average component of the model will carry a less important role than its
autoregressive counterpart. Still we will have to specify a mean and a variance of
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the new trace. Then, we can apply the proposed transformation, in order to capture
the LogNormal marginal of the traffic. The parameters of the corresponding
LogNormal distribution are estimated through the MCMC method. In the experi-
mental analysis presented in Sect. 4 this procedure will be referred as “Projected
FARIMA (1, 1) to LN”.

3 Performance Evaluation Analysis

The procedures presented in Sect. 2 focus on generating traffic that carry charac-
teristics of real video traffic and play significant roles in performance evaluation.
We now describe a possible queuing framework where we can evaluate the per-
formance of traffic traces.

Let’s consider a single server FIFO queue with deterministic service rate and
finite buffer. The queue is fed with traffic which is either from the real traces, or
traffic generated from one of the procedures described previously. At each time
period traffic arrives carrying a certain load (in KB) and requests the corresponding
bandwidth. If the traffic load exceeds the available service capacity, the excess is
placed in the buffer; however if the buffer size is also exceeded then loss is realized.
The traffic that should be served at time t (TRt) is the new traffic that arrives at time
t (NTt) plus the buffered traffic up until time t − 1 (QTt-1).

TRt =NTt +QTt ð3Þ

The performance measure that is used for the queuing system under study is the
loss probability Pr[TRt > SC+BS�, where SC is the service capacity and BS the
buffer size.

The goal for each traffic model is to be as close as possible to the real traffic
trace, with the closeness referring not only to the descriptive statistics, but also to
the dependence structure characteristics, i.e. SRD and LRD, and also its queuing
behavior for a wide range of service rates and buffer sizes.

4 Modeling of Real Traces

We now apply the procedures described in Sect. 2 to three VBR traces in order to
generate synthetic traffic that can mimic the corresponding real traces in queuing
situations. The traces used are publically available from TU-Berlin [7] and have
been used extensively for different studies. These are H.263 traces with VBR target
rate. For uniformity purposes, each trace was aggregated so to give KB per 12
frames and from each trace we used a dataset of 4000 12-frame samples.

Table 1 displays the descriptive statistics for each dataset, i.e. number of data
considered, mean, standard deviation, skewness, kurtosis and coefficient of
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variation. These statistics are static and ignore the effect of time, something which is
acceptable because data can be assumed stationary according to ADF test. All three
traces,are shown to be right skewed and leptokurtic. Comparing the coefficients of
variation (CV), one may observe that variability is different among traces, with that
of Mr. Bean carrying the lowest and that of the Silence of the Lambs carrying the
highest. The CV can be seen as a measure of difficulty in approximating success-
fully a trace. Larger CV implies larger variability and thus additional difficulty to
approximate the queuing behavior of the traffic trace. Table 2 presents character-
istics that describe the dependence structure in the data. More specifically, auto-
correlation is checked using the Ljung-Box test and long memory is measured using
the Hurst exponent (H), calculated via the R/S method [11, 17]. Since
0.75<H <1.0 and the p-values of Ljung-Box tests were all very small, we con-
clude that all three traces exhibit strong long-memory and significant autocorrela-
tion. Next FARIMA models were fit to all traces and Table 3 gives the final values
for the parameters of the fitted models. Specifically, the order p for the autore-
gressive, q for the moving average components, and d for the corresponding
fractional parameter are shown.

Table 1 Descriptive statistics of data

Trace Count Mean Sd Skewness Kurtosis CV Stationarity*
ADF test
(p-value)

Silence
of the
Lambs

4000 32.108 31.343 3.256 19.438 0.976 −8.9462
(<0.01)

Mr
Bean

4000 31.608 16.977 1.922 10.453 0.537 −8.8663
(<0.01)

Star
Trek

4000 17.640 12.799 2.518 14.158 0.725 −9.9472
(<0.01)

*stationarity is the alternative hypothesis

Table 2 Characteristics of the dependence structure

Trace Autocorrelation Ljung-Box (p-value) Hurst exponent (H)

Silence of the Lambs 3496.505 (<0.01) 0.9173369
Mr Bean 2779.975 (<0.01) 0.7148368
Star Trek 3026.608 (<0.01) 0.8155737

Table 3 Parameters for the fitted FARIMA models

Trace Order (p, q) Fractional parameter (d)

Silence of the Lambs (3, 1) 0.4711255
Mr Bean (1, 4) 0.3289572
Star Trek (1, 3) 0.3131650
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Given the FARIMA models created from the fitting procedure we now create
synthetic traffic with the procedures which were described in Sect. 2 (i.e. FARIMA
with Student t and Normal Inverse Gaussian errors and the 2-stage approximation
of the marginal distribution of the data). For each model, traffic traces with 100,000
points were created initially, but we keep only the values which exceed the mini-
mum value of each trace. Table 4 presents the number of data of the created traffic,
the statistical characteristics, i.e. mean, standard deviation, skewness, kurtosis and
Hurst exponent for LRD, for the real data and for the data generated from the traffic
models. We can see that all three synthetic traces indicate existence of long
memory, although the estimated Hurst exponents are slightly different. We notice
that all created traces display significant autocorrelation according to the Ljung-Box
statistical test.

According to the results, the estimated locations (means) and dispersions
(standard deviations) are relatively close, with the FARIMA with student t errors
and especially the 2-stage FARIMA to LN distribution to be closer than the other
models. The classical FARIMA model underestimates these parameters mainly for
the Silence of the Lambs, less for Mr. Bean and is close for Star Wars. A major
discrepancy of the classical FARIMA can also be detected in the shape parameters
(i.e. skewness and kurtosis) for all traces. Such an observation indicates that the

Table 4 Comparison of real with generated traces

Trace # of
data

Mean Sd Skewness Kurtosis H

Silence of the Lambs 4000 32.108 31.343 3.256 19.438 0.9173
FARIMA 16845 22.820 17.605 1.158 4.242 0.8790
FARIMA—Student t 25055 33.801 33.565 3.381 26.634 0.9403
FARIMA—NIG 17774 32.790 30.473 2.030 9.451 0.7380
2 stage FARIMA—
Student t

86990 39.611 25.012 1.258 6.316 0.8536

2 stage FARIMA—LN 99997 31.750 29.310 3.010 18.676 0.8424

Mr Bean 4000 31.608 16.977 1.922 10.453 0.7148
FARIMA 91527 27.518 14.572 0.451 2.865 0.6937
FARIMA—Student t 86672 28.983 17.544 1.166 7.261 0.9094
FARIMA—NIG 95283 28.101 14.152 0.795 4.614 0.9124
2 stage FARIMA—
Student t

96452 33.164 14.985 0.970 7.962 0.7601

2 stage FARIMA—LN 100000 31.813 17.879 1.896 10.129 0.7938
Star Trek 4000 17.640 12.799 2.518 14.158 0.8156
FARIMA 79343 17.002 10.172 0.619 3.063 0.7022
FARIMA—Student t 75075 19.128 14.356 2.861 31.820 0.9230
FARIMA—NIG 85898 17.423 10.733 0.953 4.603 0.7516
2 stage FARIMA—
Student t

92775 19.636 10.726 1.266 9.564 0.6448

2 stage FARIMA—LN 100000 17.876 13.889 2.905 21.605 0.7822
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marginal distribution of the traffic generated with this procedure differs significantly
from the actual. The FARIMA with NIG errors also underestimates skewness and
kurtosis, while FARIMA with student t errors cannot capture accurately these
characteristics. The 2-stage FARIMA student t also underestimates 3rd and 4th
moments (skewness and kurtosis). It is interesting to notice that the 2-stage
FARIMA to LN approximates the descriptive characteristics of the real traffic better
than the other models. For the dependence structure, all models display significant
autocorrelation. The classical FARIMA model is closest to the actual long memory
as displays the Hurst exponent, but traffic from all models displays long-memory.

The next step is to measure the queuing performance of the traces and monitor
the ability of the proposed traffic modeling procedure to create traffic that can
capture the queuing dynamics of real VBR traffic traces. For each real trace we
consider a FIFO queuing system with service capacity (SC) equal to the 80 % of the
sample mean plus one standard deviation x  + sð Þ. Then we estimate the queuing
performance for different buffer sizes, from 50 up to 450 KBs. Furthermore, we
consider a fixed buffer size equal to 100 KB and estimate the queuing performance
for different service rates. For each trace we consider initially value of x  + sð Þ as
service capacity and subsequently considered several fractions of that value.

Figure 1 displays the queuing performance of the real trace, indicated as
“Loss-Trace”, and those of the models which used for simulating synthetic traffic,
FARIMA models with Student t and NIG errors and 2 step FARIMA models with
projection to Student t and LogNormal marginal distributions. We observed that
there is an increasing difficulty in capturing the queuing behavior of the real traces,
as CV increases. For that reason, we have 3 traces with different levels of difficulty
in capturing queuing dynamics. The Silence of the Lambs trace is the most difficult
to approximate its queuing behavior and has the highest CV, while Mr. Bean is
approximated better than the rest and the trace carried the lowest CV. Star Trek
trace represents an intermediate situation.

In Fig. 1 we observe that the loss probability achieved using the traffic generated
by alternative models is more accurate than that of the classic FARIMA model,
which fails to accurately capture the queuing behavior of real traffic across buffer
sizes in all cases, while for service rates was accurate only for Mr. Bean trace. All
other models displayed a better overall approach, however only the 2-stage FAR-
IMA to LN model was always close to the real trace queuing behavior for all cases.
Even with the most difficult situation for the Silence of the Lambs trace, the model
estimated quite accurately the queuing dynamics of the real traffic. As for the other
models, the 2-stage FARIMA-Student t failed to describe traffic of the Silence of the
Lambs trace, FARIMA with NIG errors failed to capture the behavior of actual
traffic for the Mr. Bean trace and FARIMA with Student t errors failed to describe
accurately the behavior of Star Trek trace. Overall, the approaches improved the
ability of classical FARIMA model and the best approach is certainly the 2-stage
FARIMA to LN.

The 2-stage FARIMA to LN model found to be accurate for measuring the
performance of an existing video. In case of a new video, we only need to know or
to estimate the mean value and the standard of the video trace. Then, we apply a
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‘Projected FARIMA (1, 1) to LN’ model, as described in Sect. 2.2. Figure 2 dis-
plays the performance of the model for capturing real traffic compared with the
classical FARIMA model and the 2-stage FARIMA to LN model.

Fig. 1 Performance evaluation of models
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From Fig. 2, we observe that the ‘Projected FARIMA (1, 1) to LN’ model is a
very accurate approximator for VBR traffic traces, only a little bit poorer than 2
stage FARIMA to LN, as we expected, because the model does not use fitting, but
displays clearly better results than classical FARIMA model for Mr. Bean and Star
Trek traces. This is evidence that the 2-stage FARIMA to LN model can be used
successfully for the evaluation of new videos.

Fig. 2 Performance evaluation for a new video
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5 Conclusions

In this paper we studied the problem of generating synthetic traffic that behaves like
a real video trace in a queuing situation. Such a generator could then be used for
performance analysis evaluation and network design. Since video traces carry
specific characteristics that have to do either with the marginal distribution or the
dependence structure and autocorrelation function of the time series three proce-
dures are examined, all based on FARIMA models (classical FARIMA, FARIMA
with non normal errors and a procedure which projects FARIMA to a desired
distribution). We suggest that a traffic model may approximate the dynamics of real
traffic if it is capable of approximating its queuing behavior for a wide range of
buffer sizes and service rates. Using three real VBR traces, aggregated into
12-frame batches we evaluated and compared the performance of the three pro-
cedures. The study indicates that a traffic generating procedure can be successful if
it matches location, dispersion and shape statistics of the traffic, and at the same
time maintains SRD and LRD. Such a procedure has been detected and described
here (2-stage FARIMA to LN) and involves the projection of FARIMA sequences
to a desired distribution—the LogNormal used as an appropriate approach for video
traffic—using inverse transformation technique. Lastly, we show that the CVs
calculated from the real traces can be used as measure of difficulty in matching its
queuing behavior. The proposed procedure followed quite closely the examined
traces and found to perform better than the classical FARIMA model. Finally, for
the challenging task of evaluating the performance of a new video trace, we found
from empirical results that a FARIMA (1, d, 1) can be used as reference and then
apply the proposed transformation using only an estimate of the mean and variance.
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A Constraint Solver for Equations over
Sequences and Contexts

Mariam Beriashvili and Besik Dundua

Abstract In this paper we propose a solving algorithm for equational constraints

over unranked terms, contexts, and sequences. Unranked terms are constructed over

function symbols which do not have fixed arity. For some function symbols, the order

of the arguments matters (ordered symbols). For some others, this order is irrelevant

(unordered symbols). Contexts are unranked terms with a single occurrence of hole.

Sequences consist of unranked terms and contexts. Term variables stand for single

unranked terms, sequence variables for sequences, context variables for contexts,

and function variables for function symbols. We design an terminated and incom-

plete constraint solving algorithm, and indicate a fragment for which the algorithm

is complete.

1 Introduction

Unranked terms are built over function symbols which do not have a fixed arity

(unranked symbols). They are nearly ubiquitous in XML-related applications [18].

They model variadic procedures used in programming languages [2, 22, 23]. More-

over, they appear in rewriting [10], knowledge representation [9, 20], theorem prov-

ing [12, 14], program synthesis [3], just to name a few.

When working with unranked terms, it is a pragmatic necessity to consider vari-

ables which can be instantiated by a finite sequences of terms (called sequences).

Such variables are referred to as sequence variables. An example of an unranked

term is f (x, f , x, y), where f is an unranked function symbol, x and y are sequence

variables, and x is a usual term variable which can be instantiated by a single term.

We can match this term, e.g., to the term f (f , a, f , b) in two different ways, with the

substitutions {x ↦ ( ), x ↦ a, y ↦ (f , b)} and {x ↦ (f , a), x ↦ f , y ↦ b}, where ( ) is

the empty sequence and (f , a) is a sequence consisting of two terms f and a. Terms

are singleton sequences.

M. Beriashvili ⋅ B. Dundua (✉)

Vekua Institute of Applied Mathematics, Tbilisi State University, 0183 Tbilisi, Georgia

e-mail: bdundua@gmail.com

© Springer International Publishing Switzerland 2016

T.B. Nguyen et al. (eds.), Advanced Computational Methods
for Knowledge Engineering, Advances in Intelligent Systems

and Computing 453, DOI 10.1007/978-3-319-38884-7_9

115



116 M. Beriashvili and B. Dundua

Sequences can be concatenated to each other. In this way, sequences can “grow

horizontally” and sequence variables help explore it by filling gaps between siblings.

However, such a concatenation has limited power, since it does not affect the depth

of sequences, i.e., it does not permit sequences “to grow vertically”. To address this

problem, Bojańczyk and Walukiewicz [1] introduced forest algebras, where along-

side sequences (thereby called forests), context also appears. Contexts are sequences

with a single occurrence of the hole symbol placed in some leaf. Contexts can be

composed by putting one of them in the hole of the other. Moreover, context can

apply to a sequence by putting it into the hole, resulting in a sequence. One can intro-

duce context variables to stand for such contexts, and function variables to stand for

function symbols.

Reasoning about sequences gives rise to constraints which should be solved. This

turned out to be quite a difficult task. Even if we consider unification problems, in the

presence of sequence variables or context variables alone they are infinitary [13, 17].

They both generalize word unification [19]. Several finitary fragments and variants of

context and sequence unification problems have been identified. Solving in a theory

which combines both context and sequence variables is relatively less studied, with

the exception of context sequence matching [15] and its application in rule-based

programming [8].

We may have function symbols whose argument order does not matter (unordered

symbols): A kind of generalization of the commutativity property to unranked terms.

The programming language of Mathematica [23] is an example of successful appli-

cation in programming of both syntactic and equational unranked pattern matching

(including unordered matching) algorithms with sequence variables.

Various forms of constraint solving are in the center of declarative programming

paradigms. Unification is the main computational mechanism for logic program-

ming. Matching plays the same role in rule-based and functional programming. Con-

straints over special domains are in the heart of constraint logic programming lan-

guages.

In [7] we have studied a constraint solver for unranked sequences built over

ordered and unordered function symbols. In this paper, we generalize this approach

by combining contexts and unranked sequences in a single framework. Such a lan-

guage is rich, possesses powerful means to traverse trees both horizontally and ver-

tically in a single or multiple steps, and allows the user to naturally express data

structures (e.g., trees, sequences, multisets) and to write code concisely. We propose

a solving algorithm for constraints over terms, contexts, and sequences. The algo-

rithm works on the input in disjunctive normal form and transforms it to the partially

solved form. It is sound and terminating. The latter property naturally implies that

the solver is incomplete for arbitrary constraints, because the problem it solves is

infinitary: There might be infinitely many incomparable solutions to constraints that

involve sequence and context variables, see, e.g., [11, 17]. However, there are frag-

ments of constraints for which the solver is complete, i.e., it computes all the solu-

tions. One of such fragments is the so called the well-moded fragment [7], where
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variables on one side of equations (or in the left hand side of the membership atom)

are guaranteed to be instantiated with ground expressions at some point. This effec-

tively reduces constraint solving to sequence matching and context matching (which

are known to be NP-complete [16, 21]), plus some early failure detection rules.

2 The Language

The alphabet  contains the sets of term variables 𝖳, sequence variables 𝖲, func-
tion variables 𝖥, context variables 𝖢, unranked unordered function symbols 𝗎

and ordered function symbols 𝗈. All these sets are assumed to be mutually dis-

joint. Henceforth, we shall assume that the symbols: x, y and z range over 𝖳; x, y, z
over 𝖲; X,Y ,Z over 𝖥; X∙,Y∙,Z∙ over 𝖢; f𝗎, g𝗎, h𝗎 over 𝗎 and f𝗈, g𝗈, h𝗈 over 𝗈.

Moreover, function symbols denoted by f , g, h are elements of the set  = 𝗎 ∪ 𝗈,

a variable is an element of the set  = 𝖳 ∪ 𝖲 ∪ 𝖥 ∪ 𝖢 and a functor F is a com-

mon name for a function symbol or a function variable. The alphabet also contains

the special constant ∙, the propositional constants 𝗍𝗋𝗎𝖾, 𝖿𝖺𝗅𝗌𝖾, the logical connectives
¬,∧,∨,⇒,⇔, the quantifiers ∃,∀ and the binary equality predicate ≐.

Definition 1 We define inductively terms, sequences, contexts and other syntactic

categories over  as follows:

t ∶∶= x ∣ F(S) ∣ X∙(t) Term

T ∶∶= t1,… , tn (n ≥ 0) Term sequence

s̃ ∶∶= t ∣ x Sequence element

S ∶∶= s̃1,… , s̃n (n ≥ 0) Sequence

C ∶∶= ∙ ∣ F(S,C, S) ∣ X∙(C) contexts

For readability, we put parentheses around sequences, writing, e.g., (f (a), x, b)
instead of f (a), x, b. The empty sequence is written as ( ). Besides the letter t, we

use also r and s to denote terms. Two sequences are disjoint if they do not share a

common element. For instance, (f (a), x, b) and (f (x), f (b, f (a))) are disjoint, whereas

(f (a), x, b) and (f (b), f (a)) are not.

A context C may be applied to a term t (resp. context C′
), written C[t] (resp. a

contextC[C′]), and the result is the term (resp. context) obtained fromC by replacing

the hole ∙with t (resp. withC′
). Besides the letterC, we use alsoD to denote contexts.

The set of terms is denoted by  ( ,) and the set of contexts is denoted by

( ,).

Definition 2 A formula over the alphabet  is defined inductively as follows:

1. 𝗍𝗋𝗎𝖾 and 𝖿𝖺𝗅𝗌𝖾 are formulas.

2. If t and r are terms, then t ≐ r is a formula.

3. If C and D are contexts, then C ≐ D is a formula.
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4. If 𝐅1 and 𝐅2 are formulas, then so are (¬𝐅1), (𝐅1 ∨ 𝐅2), (𝐅1 ∧ 𝐅2), (𝐅1 ⇒ 𝐅2), and

(𝐅1 ⇔ 𝐅2).
5. If 𝐅 is a formula and v ∈ 𝖲, then ∃v.𝐅 and ∀v.𝐅 are formulas.

The formulas defined by the items (2) and (3) are called primitive constraints. A

constraint  is an arbitrary formula built over 𝗍𝗋𝗎𝖾, 𝖿𝖺𝗅𝗌𝖾 and primitive constraints.

A substitution is a mapping from term variables to terms, from sequence vari-

ables to sequences, from function variables to functors, and from context variables

to contexts, such that all but finitely many term, sequence, and function variables

are mapped to themselves, and all but finitely many context variables are mapped to

themselves applied to the hole. Substitutions extend to terms, sequences, contexts,

formulas. The sets of free and bound variables of a formula 𝐅, denoted 𝚏𝚟𝚊𝚛(𝐅) and

𝚋𝚟𝚊𝚛(𝐅) respectively, are defined in the standard way as can be seen in [6].

3 Semantics

For a given set 𝖲, we denote by 𝖲∗ the set of finite, possibly empty, sequences

of elements of 𝖲, and by 𝖲n the set of sequences of length n of elements of 𝖲.

Given a sequence 𝗌 = (𝗌1, 𝗌2,… , 𝗌n) ∈ 𝖲n, we denote by 𝑝𝑒𝑟𝑚(𝗌) the set of sequences

{(𝗌
𝜋(1), 𝗌𝜋(2),… , 𝗌

𝜋(n)) ∣ 𝜋 is a permutation of {1, 2,… , n}}. The set of functions from

a set 𝖲1 to a set 𝖲2 is denoted by 𝖲1 ⟶ 𝖲2. The notion f ∶ 𝖲1 ⟶ 𝖲2 means that f
belongs to 𝖲1 ⟶ 𝖲2.

A structure𝔖 for a language () is a tuple ⟨,⟩ made of a non-empty carrier
set of individuals  and an interpretation function  that maps each function symbol

f ∈  to a function (f ) ∶ ∗ ⟶ . Moreover, if f ∈ 𝗎 then (f )(𝗌) = (f )(𝗌′)
for all 𝗌 ∈ D∗

and 𝗌′ ∈ 𝑝𝑒𝑟𝑚(𝗌). Given such a structure, we also define the operation

c ∶ (∗ ⟶ ) ⟶ ∗ ⟶ ∗ ⟶ ( ⟶ ) ⟶ ( ⟶ ) by c(𝜓)(𝗌1)
(𝗌2)(𝜙)(𝖽) ∶= 𝜓(𝗌1, 𝜙(𝖽), 𝗌2) for all 𝜓 ∶ ∗ ⟶ , 𝗌1, 𝗌2 ∈ ∗

, 𝖽 ∈ , and 𝜙 ∶
 ⟶ .

A variable assignment for such a structure is a function with the domain  that

maps term variables to elements of ; sequence variable to elements of ∗
; function

variables to functions in ∗ ⟶ ; and context variables to functions in  ⟶ .

The interpretations of our syntactic categories with respect to a structure 𝔖 =
⟨,⟩ and variable assignment 𝜌 is shown below. The interpretation of simple

sequences [[S]]𝔖,𝜌

and of contexts [[C]]𝔖,𝜌

are defined as follows:

[[x]]𝔖,𝜌

∶= 𝜌(x).
[[f (S)]]𝔖,𝜌

∶= (f )([[S]]𝔖,𝜌

).
[[X(S)]]𝔖,𝜌

∶= 𝜌(X)([[S]]𝔖,𝜌

).
[[X∙(t)]]𝔖,𝜌

∶= 𝜌(X∙)([[t]]𝔖,𝜌

).
[[x]]𝔖,𝜌

∶= 𝜌(x).
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[[(s̃1,… , s̃n)]]𝔖,𝜌

∶= ([[s̃1]]𝔖,𝜌

,… , [[s̃n]]𝔖,𝜌

).
[[∙]]𝔖,𝜌

∶= 𝐼𝑑


.

[[f (S1,C, S2)]]𝔖,𝜌

∶= c((f ))([[S1]]𝔖,𝜌

)([[S2]]𝔖,𝜌

)([[C]]𝔖,𝜌

).
[[X(S1,C, S2)]]𝔖,𝜌

∶= c(𝜌(X))([[S1]]𝔖,𝜌

)([[S2]]𝔖,𝜌

)([[C]]𝔖,𝜌

).
[[X∙(C)]]𝔖,𝜌

∶= 𝜌(X∙) � [[C]]𝔖,𝜌

, where � stands for composition.

Note that terms are interpreted as elements of , sequences as elements of ∗
,

and contexts as elements of  ⟶ . We may omit 𝜌 and write simply [[E]]𝔖 for

the interpretation of a variable-free (i.e., ground) expression E.

Formulas with respect to a structure𝔖 and a variable assignment 𝜌 are interpreted
as follows:

𝔖 ⊧

𝜌

𝗍𝗋𝗎𝖾.

Not 𝔖 ⊧

𝜌

𝖿𝖺𝗅𝗌𝖾.

𝔖 ⊧

𝜌

t1 ≐ t2 iff [[t1]]𝔖,𝜌

= [[t2]]𝔖,𝜌

.

𝔖 ⊧

𝜌

C1 ≐ C2 iff [[C1]]𝔖,𝜌

= [[C2]]𝔖,𝜌

.

Interpretation of an arbitrary formula with respect to a structure and a variable

assignment is defined in the standard way. Also, the notions 𝔖 ⊧ 𝐅 for validity of

an arbitrary formula 𝐅 in 𝔖, and ⊧ 𝐅 for validity of 𝐅 in any structure are defined as

usual.

An intended structure is a structure ℑ with a carrier set  ( ) (the set of ground

simple terms) and interpretation  defined for every f ∈  by (f )(S) ∶= f (S).
It follows that c((f ))(S1)(S2)(C) ∶= f (S1,C, S2). Thus, intended structures iden-

tify terms, sequences and contexts with themselves. Also, [[𝚁]]ℑ is the same in all

intended structures, and will be denoted by [[𝚁]]. Other remarkable properties of

intended structuresℑ are:ℑ ⊧

𝜌

t1 ≐ t2 iff t1𝜌 = t2𝜌 andℑ ⊧

𝜌

C1 ≐ C2 iffC1𝜌 = C2𝜌.

A ground substitution 𝜌 is a solution of a constraint  if ℑ ⊧ 𝜌 for all intended

structures ℑ.

4 Solved and Partially Solved Constraints

We say a variable is solved in a conjunction of primitive constraints  = 𝐜1 ∧⋯ ∧
𝐜n, if there is a 𝐜i, 1 ≤ i ≤ n, such that

∙ the variable is x, 𝐜i is x ≐ t, and x occurs neither in t nor elsewhere in , or

∙ the variable is x, 𝐜i is x ≐ S, and x occurs neither in s̃ nor elsewhere in , or

∙ the variable is X, 𝐜i is X ≐ F and X occurs neither in F nor elsewhere in , or

∙ the variable is X∙, 𝐜i is X∙ ≐ C, and X∙ occurs neither in C nor elsewhere in , or
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In this case we also say that 𝐜i is solved in. Moreover,  is called solved if for any

1 ≤ i ≤ n, 𝐜i is solved in it.  is partially solved, if for any 1 ≤ i ≤ n, 𝐜i is solved in

, or has one of the following forms:

∙ (x, S1) ≐ (y, S2) where x ≠ y, S1 ≠ ( ) and S2 ≠ ( ).
∙ (x, S1) ≐ (S, y, S2), where S is a sequence of terms, x ∉ 𝑣𝑎𝑟(S), S1 ≠ ( ), and S ≠ ( ).

The variables x and y are not necessarily distinct.

∙ f𝗎(S1, x, S2) ≐ f𝗎(S3, y, S4) where (S1, x, S2) and (S3, y, S4) are disjoint.

∙ X∙(t) ≐ r where r ≠ X∙(t′) contains term, context or sequence variables,

∙ X∙(C1) ≐ C2 where C2 ≠ X∙(C3) and C2 is not strict.

A constraint is solved, if it is either 𝗍𝗋𝗎𝖾 or a non-empty quantifier-free disjunction

of solved conjunctions. A constraint is partially solved, if it is either 𝗍𝗋𝗎𝖾 or a non-

empty quantifier-free disjunction of partially solved conjunctions.

5 Solver

In this section we present a constraint solver. It is based on rules, transforming a

constraint in disjunctive normal form (DNF) into a constraint in DNF. We say a

constraint is in DNF, if it has a form 1 ∨⋯ ∨n, where ’s are conjunctions of

𝗍𝗋𝗎𝖾, 𝖿𝖺𝗅𝗌𝖾, and primitive constraints. The number of solver rules is not small (as it is

usual for such kind of solvers, cf., e.g., [4, 5]). To make their comprehension easier,

we group them so that similar ones are collected together in subsections. Within each

subsection, for better readability, the rule groups are put between horizontal lines.

Before going into the details, we introduce a more conventional way of writing

expressions, some kind of syntactic sugar, that should make reading easier. We write

F1 ≐ F2 instead of F1() ≐ F2(), X∙ ≐ C instead of X∙(∙) ≐ C. The symmetric closure

of ≐ is denoted by ≃.

5.1 Logical Rules

The logical rules perform logical transformations of the constraints and have to be

applied in constraints, at any depth modulo associativity and commutativity of dis-

junction and conjunction. 𝐅 stands for any formula. We denote the whole set of rules

by Log.
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5.2 Failure Rules

In the second group there are rules for failure detection. The first two rules detect

function symbol clash:

The next three rules perform occurrence check. Peculiarity of this operation for

our language is that the variable occurrence into a term/context does not always

leads to failure. For instance, the equation x ≐ X∙(x), where the variable x occurs in

X∙(x), still has a solution {X∙ ↦ ∙}. Therefore, the occurrence check should fail on

equations of the form var ≐ nonvar only if no instance of the non-variable expression

nonvar can become the variable var. To achieve this, the rules below require the non-

variable terms to contain F (the first two rules) and t (the third rule), which can not

be erased by a substitution application:

Further, we have two more rules which lead to failure in the case when the hole

is unified with a context whose all possible instances are nontrivial contexts (guar-

anteed by the presence of F), and when the empty sequence is attempted to match to

an inherently nonempty sequence (guaranteed by t):

We denote this set of rules (F1)–(F7) by Fail.

5.3 Deletion Rules

There are five rules which delete identical terms, sequence variables or context vari-

ables from both sides of an equation. They are more or less self-explanatory. Just

note that under unordered head, we delete an arbitrary occurrence of a term (that is

not a sequence variable).
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We denote the set of rules (Del1)–(Del5) by Del.

5.4 Decomposition Rules

Like the membership rules, each of the decomposition rules operates on a conjunc-

tion of constraint literals and gives back either a conjunction again, or a disjunction

of conjunctions. These rules should be applied to disjuncts of constraints in DNF, to

preserve the DNF structure.

We denote the set of rules (D1)–(D4) by Dec.

5.5 Variable Elimination Rules

This set of rules eliminate variables from the given constraint, keeping only a single

equation for them. The first four rules replace a variable with the corresponding

expression, provided that the variable does not occur in the expression:
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The rules (E5) and (E6) for sequence variable elimination assign to a variable an

initial part of the sequence in the other side of the selected equation. The sequence

has to be a sequence of terms in (E5). In (E6), only a split of the prefix of the

sequence is relevant. The rest is blocked by the term t due to occurrence check:

No instantiation of x can contain it.

The rules (E7) and (E8) below can be seen as counterparts of (E5). In the rule

(E8) we need conservative decomposition of contexts. Before giving those rules, we

define the notion of conservativity.

We will speak about the main path of a context as the sequence of symbols (path)

in its tree representation from the root to the hole. For instance, the main path in

the context f (X∙1(a),X(X∙2(b), g(∙)), x) is fXg, and in f (X∙1(a),X(X∙2(b),X∙3(∙)), x) −
fXX∙3. A context is called strict if its main path does not contain context variables. For

instance, the context f (X∙1(a),X(X∙2(b), g(∙)), x) is strict, while f (X∙1(a),X(X∙2(b),
X∙3(∙)), x) is not, because X∙3 is in its main path fXX∙3. We say that a context C is

decomposed in two contexts C1 and C2 if C = C1[C2].
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We say that a context C is conservative, if for any instance C𝜌 of C and for

any decomposition D1[D2] of C𝜌 there exists a decomposition C1[C2] of C such

that D1 = C1𝜌 and D2 = C2𝜌. Strict contexts satisfy this property. Non-strict con-

texts violate it, as the following example shows: The context C = X∙(∙) has two

decompositions into C1[C2] with C1 = ∙, C2 = X∙(∙) and C1 = X∙(∙), C2 = ∙. Let

𝜌 = {X∙ ↦ f (g(∙))}. Then C𝜌 = f (g(∙)). One of its decomposition with D1 = f (∙),
D2 = g(∙) is not an instance of any of the decompositions of C.

The rules (E7) and (E8) are formulated now as follows:

Finally, there are two rules for function variable elimination. Their behavior is

standard:

We denote the set of rules (E1)–(E10) by Elim.

The constraint solver rewrites a constraint with respect to the rules specified in

this section into a constraint in partially solved form. First, we define how rewriting

is done in a single step:

𝗌𝗍𝖾𝗉 ∶= first(Log, Fail, Del, Dec, Elim).

When 𝗌𝗍𝖾𝗉 is applied to a constraint, it will transforms the constraint by the first
successful rule from the sets Log, Fail, Del, Dec, and Elim. If none of the rules apply,

then the constraint is said to be in a normal form with respect to 𝗌𝗍𝖾𝗉.

The constraint solving method implements the strategy 𝗌𝗈𝗅𝗏𝖾 which is defined as

a repeatedly application of the 𝗌𝗍𝖾𝗉:

𝗌𝗈𝗅𝗏𝖾 ∶= NF(step).

That means, 𝗌𝗍𝖾𝗉 is applied to a constraint repeatedly as long as possible.
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It remains to show that this definition yields an algorithm, which amounts to prov-

ing that a normal form is reached by NF(step) for any constraint .

6 Properties of the Constraint Solver

In this section, we present theorems and lemmata which demonstrate that the con-

straint solver is terminated, sound and partially complete. The proofs are omitted and

can be easily obtained from the proofs of the similar theorems and lemmata given

in [6].

The solver halts for any input constraint and a normal form is reached.

Theorem 1 𝗌𝗈𝗅𝗏𝖾 terminates on any input constraint.

Here we state that the solver reduces a constraint to its equivalent constraint.

Lemma 1 If 𝗌𝗍𝖾𝗉() = , thenℑ ⊧ ∀
(
 ⇔ ∃

𝑣𝑎𝑟()
)
for all intended structuresℑ.

Theorem 2 If 𝗌𝗈𝗅𝗏𝖾() = , thenℑ ⊧ ∀
(
 ⇔ ∃

𝑣𝑎𝑟()
)
for all intended structures

ℑ, and  is either partially solved or the 𝖿𝖺𝗅𝗌𝖾 constraint.

Theorem 3 If the constraint is solved, thenℑ ⊧ ∃ for all intended structuresℑ.

7 Well-Moded Constraints

A sequence of primitive constraints 𝐜1,… , 𝐜n is well-moded if the following condi-

tions are satisfied:

1. If for some 1 ≤ i ≤ n, 𝐜i is t1 ≐ t2, then 𝑣𝑎𝑟(t1) ⊆
⋃i−1

j=1 𝑣𝑎𝑟(𝐜j) or 𝑣𝑎𝑟(t2) ⊆⋃i−1
j=1 𝑣𝑎𝑟(𝐜j).

2. If for some 1 ≤ i ≤ n, 𝐜i is C1 ≐ C2, then 𝑣𝑎𝑟(C1) ⊆
⋃i−1

j=1 𝑣𝑎𝑟(𝐜j) or 𝑣𝑎𝑟(C2) ⊆⋃i−1
j=1 𝑣𝑎𝑟(𝐜j).

A conjunction of primitive constraints  is well-moded if there exists a sequence

of primitive constraints 𝐜1,… , 𝐜n which is well-moded and  =
⋀n

i=1 𝐜i modulo

associativity and commutativity of ∧. A constraint  = 1 ∨⋯ ∨n is well-moded

if each i, 1 ≤ i ≤ n, is well-moded.

The following Theorem states, that, the solver brings any well-moded constraints

to a solved form or to 𝖿𝖺𝗅𝗌𝖾.

Lemma 2 Let  be a well-moded constraint and 𝗌𝗍𝖾𝗉() = ′, then ′ is either well-
moded, 𝗍𝗋𝗎𝖾 or 𝖿𝖺𝗅𝗌𝖾.
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Theorem 4 Let  be a well-moded constraint and 𝗌𝗈𝗅𝗏𝖾() = ′, where ′ ≠ 𝖿𝖺𝗅𝗌𝖾.
Then ′ is solved.
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Hyperpath Centers

Mehmet Ali Balcı, Sibel Paşalı Atmaca and Ömer Akgüller

Abstract Path centers play an important role for several kinds of networks. In this

study we present a novel approach to find a path center for a spatial data set modelled

as a hypergraph. For this purpose, we first present a simple graph representation of

a hypergraph, then determine the central path by eccentricities.

1 Introduction

The notion of the centrality in a network has the key role to model real world appli-

cations typically involve problems of finding optimal locations in a network and has

been studied by many researchers. In several studies such as [8, 13, 14], finding the

optimal location of a facility is studied by considering the central paths. Examples

of such facilities railroad lines, highways, pipelines, transit routes, are presented in

Slater [17]. Also the path center has clear applications to social network theory [7],

and biochemical networks. In Junker et al. [9], it is shown that central elements of

biological networks have been found to be essential for viability.

Hypergraphs are generalization of the simple graphs that more efficiently model

complex systems since they are one of the most general mathematical structures

for representing relationships. They are applied in several areas as image process-

ing [20], cybernetics [23], to machine learning [21, 22]. The concept of hyperpath

and its applicaitons can also be found in [10, 11, 19]. Hypergraphs are also essen-

tial tools in modeling spatial data sets since they provide more benefits rather than

simple graphs. One of the major advantages is that the hypergraph model allows us

to effectively represent important relations among data points in data structure on

which computationally efficient clustering approaches can be used to find clusters of

related data points [3].
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In this study we briefly studied the central path for a hypergraph. There are sev-

eral ways to represent a hypergraph as a simple graph [1]. The most common ones

are the bipartite and path graphs. Even though the hypergraphs can model a network

more efficiently, calculation of some basic concepts such as paths or hypertrees can

cost much more effort. To deal with this problem, we present a new simple graph

representation of a hypergraph called neighborhood graph. To the best of our knowl-

edge, this kind of simple graph representation is the first in the literature. Since it is

directly depend on the connectivity of each vertices, the hypergraph analogues of

the concepts such as paths, centralities, and vulnerability measures can be studied

more efficiently. In Sect. 2 we first give some basic definitions to obtain our goal. In

Sect. 3, we first introduce the neighborhood graph of a hypergraph then a method

to find central hyperpaths. We also give the results of our method for the randomly

generated 30 spatial points by using the Delaunay triangulation and its hypergraph

representation.

2 Preliminaries

An undirected graph G is the tuples (V ,E), where V is the set of vertices and E is the

set of edges. Each elements of E is an unordered pair of vertices for an undirected

graph G. For V ′
⊂ V and E′

⊂ E, the tuples G′ = (V ′
,E′) is called the subgraph of V .

For u, v ∈ V , a distance d(u, v) in G = (V ,E) is the shortest path, that is the shortest

sequence of edges which connect a sequence of vertices, between them. For any

vertex v in G and the subgraph G′
, the distance d(v,G′) is the minimum distance

from v to a vertex in G′
. The eccentricity of G′

is the distance to a vertex farthest

from G′
and shown as e(G′). Therefore, for v ∈ G, e(G′) = max{d(v,G′)}.

Definition 1 A path P is a path center of G if P has minimum eccentricity and has

minimum length among such paths [2].

For the tree in Fig. 1, paths v2v3v4v5 and v3v4v5v6 have eccentricity 3 and 2,

respectively. The central path is v4v5v6 with eccentricity 2.

An algorithm for finding the path center of a simple graph is briefly introduced

in [4]. Here Latin and Floyd algorithms are both used. The adjacency matrix of the

graph and a text file which hold the paths can be found in the graph that is used. The

complexity of the algorithm is O(n3). So it is much more useful in the solution of

such problem models rather than other solution methods.

A hypergraph = ( , ) consists of a non-empty vertex set = {vi|i = 1,… , p}
and a non-empty family of hyperedges or hyperarcs  = {ej|j = 1,… , q}.

In a hypergraph, a hyperpath is defined as follows:

Definition 2 A hyperpath between two vertices u and v is a sequence of hyperedges

{e1, e2,… , em} such that u ∈ e1, v ∈ em, and ei ∩ ei+1 ≠ ∅ for all i = 1, 2,… ,m − 1.

A hyperpath is simple if non-adjacent hyperedges in the path are non-overlapping [6].



Hyperpath Centers 131

v1

v2

v3 v4 v5 v6

v7

v8

v9v10

v11v12

Fig. 1 A tree to illustrate path center

v1

v2

v3

v4

v5

v6

e1

e3

e2

e1 = {v1, v2, v3}
e2 = {v3, v4, v5}
e3 = {v5, v6}

Fig. 2 A Hypergraph  with  = {v1, v2, v3, v4, v5, v6} and  = {e1, e2, e3}

For the hypergraph in Fig. 2, the paths {v1 = e1, e2, e3 = v6} and {v2 = e1, e2,
e3 = v6} yield the same sequence but have different initial vertices.

The spatial data sets are the sets of data or an information system that identify

the location of features that could be the city locations of the global route map, the

locations of the natural or constructed features, or even the locations of modules

in an integrated circuit chip. In mathematics, the Delaunay triangulation for a set

 of points in the plane is a triangulation D() such that no point in  is inside

the circum circle of any triangle in D(). This kind of triangulation of spatial data

sets has varieties of applications from Geographic Information systems [12, 16],

to remote sensing [15]. For the given set of data points  = {p1, p2,… , pn} the

Voronoi region of is the locus of points which have as a Euclidean nearest neighbor;

i.e., {x ∈ ℝ2|∀j ≠ i, dE(x, pi) ≤ dE(x, pj)}, where dE is the Euclidean distance. The

regions are convex polygons, and their interiors are disjoint [5]. The Delaunay trian-

gulation D() of  is a planar graph embedding such that the nodes of D() consist

of the data points of  , and two nodes pi, pj are joined by an edge if the boundaries of

the corresponding Voronoi regions share a line segment. By considering the Voronoi
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regions for 2D spatial data sets, there are several different algorithms for computing

the Delaunay triangulation. In [18]; Dwyers divide and conquer algorithm, Fortunes

sweepline algorithm, several versions of the incremental algorithms, an algorithm

that incrementally adds a correct Delaunay triangle adjacent to a current triangle in

a manner similar to gift wrapping algorithms for convex hulls, and Barbers convex

hull based algorithm are briefly examined.

3 Central Hyperpaths

In this section, we give the algorithmic procedure that to obtain central hyperpaths in

any hypergraph. Even this procedure can be executed for any hypergraph, we apply

our method to the hypergraph representation of the Delaunay Triangulation of a spa-

tial data set. Since the main goal is to obtain hyperpaths, we first introduce a simple

graph representation that is depending on the connectivity of the hypergraph.

Definition 3 Let  = ( , ) be a hypergraph with || = n. The matrix Bek =
[aij]n×n whose entries are

aij =
{

1, {vi, vj} ⊂ ek for i ≠ j
0, otherwise

is called the neighborhood matrix of the edge ek ∈  .

Definition 4 Let = ( , ) be a hypergraph with || = n and || = m. The simple

graph G


with the adjacency matrix

AG
= Be1 ⊕ Be2 ⊕…⊕ Bem ,

where ⊕ is the element-wise Boolean sum of neighborhood matrices is called the

neighborhood graph of the hypergraph .

We may remark that the neighborhood graph of any simple graph is itself. Also

any non-cyclical path between two vertices in neighborhood graph corresponds a

non-overlapping hyperpath in .

To determine a central hyperpath in a given hypergraph , we execute the fol-

lowing procedure:

Input: A hypergraph H = (V, E)
Step 1: Construct the neighborhood graph GH
Step 2: Determine all non-cyclical path with

length k between all vertices in GH
Step 3: For each path Pi, calculate the eccentricities
Step 4: List the Pi which have minimum eccentricity
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Table 1 Algorithm for step 1

Input: H = (V, E)
for k = 1 to |E|

for i = 1 to |V|
for j = 1 to |V|
if vi ∧ vj ∈ ek then Bk(i, j) = 1 else Bk(i, j) = 0
end if
end for

end for
end for

AdjH =
|E|

k=1

Bk

GH ← the graph with the adjacency matrix AdjH
Output: The neighborhood graph GH of H

The construction of the neighborhood graph G


is given algorithmically in

Table 1. Finding all paths with k length in G


can be executed in the time com-

plexity O(||2|EG
|), where |EG

| is the cardinality of the edge set of G


. In the

real world applications, |EG
| is expected to be greater and equal than ||, hence

the purposed algorithm has the time complexity O(||3) in the worst case. In this

study we used the algorithm that is introduced in [4] for all possible k length paths

in G


. For any vertex v in G


and the path Pi, the distance d(v,Pi) is equivalent to

the Hausdorff distance dH(v,′), where ′
is the sub-hypergraph that Pi yields in

. Therefore, the neighborhood graph is pretty useful to determine central paths.

3.1 Application to a 2D Spatial Data Set

Let us consider the hypergraph  = ( , ) that is obtained from the Delaunay Tri-

angulation of randomly generated 30 points in ℝ2
. Randomly generated points and

their Delaunay Triangulation is given in Fig. 3.

⎧
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪⎩

(−8.68431,−19.4597) (−12.0276,−13.777) (17.4263,−12.4599)
(7.36626,−16.1525) (−13.6486,−19.299) (−16.1117, 8.16653)
(−5.44457,−13.5817) (−10.5417,−18.0569) (−6.49097,−3.18305)
(16.1358,−17.3538) (−18.7413,−0.719729) (−12.2643,−14.7403)
(3.78991,−2.05521) (3.81862,−8.40079) (10.172,−18.0924)
(18.4567,−2.525) (−8.76905,−12.7824) (−5.3373, 4.11666)
(18.9651,−4.26288) (−19.2284, 11.2134) (3.1219,−7.02531)
(12.2673, 6.68884) (−4.14705,−0.892884) (12.8148,−13.9107)
(−7.16532, 11.5893) (−9.11853,−7.90572) (−1.49457,−6.06677)
(−16.6969, 17.0202) (−0.163445, 13.8095) (12.851,−7.69346)

⎫
⎪
⎪
⎪
⎪
⎪
⎬
⎪
⎪
⎪
⎪
⎪⎭



134 M.A. Balcı et al.

Fig. 3 Left side is the 2D spatial data randomly generated between [−30, 30] and right side is the

Delaunay Triangulation

Each hyperedge ek ∈  , connects vertices of a triangle in the Delaunay Triangu-

lation of the data points. Hence, it involves three data points connected. To consider

the low ordered relationship among the spatial data points, we discard the hyperedge

corresponding the triangle that has the total length of three edges larger than other

ones.

Afterwards the obtained hypergraph with || = 40, we can construct the corre-

sponding neighborhood graph, then obtain the central path by using the procedure

given in Sect. 3. The obtained neighborhood graph is given in Fig. 4.

The algorithm determines 429 distinct path with 4 vertices inG


. For the different

values of k up to 30 can also be analyzed. By considering the distance matrix, it is

possible to determine paths with minimum eccentricities. These paths are given in

Table 2, and the three of them are visualized on the neighborhood graph of G


and

Delaunay Graph of the spatial data points (Fig. 5).

Fig. 4 The neighborhood graph of the hypergraph obtained from the Delaunay Triangulation and

its sparse adjacency matrix
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Table 2 Central paths with minimum eccentricities in G


(v1, v6, v11, v20, v17) (v1, v6, v11, v22, v9) (v1, v6, v11, v24, v28) (v1, v6, v22, v9, v8)
(v1, v11, v24, v28, v19) (v2, v17, v8, v9, v22) (v2, v17, v8, v9, v30) (v2, v17, v13, v20, v3)
(v2, v17, v13, v20, v11) (v2, v17, v20, v3, v4) (v2, v17, v20, v3, v15) (v2, v17, v20, v3, v16)
(v2, v17, v20, v11, v6) (v3, v20, v2, v17, v18) (v3, v20, v2, v18, v17) (v3, v20, v17, v8, v5)
(v4, v3, v20, v2, v17) (v4, v3, v20, v17, v8) (v4, v3, v20, v17, v13) (v5, v8, v9, v22, v6)
(v5, v8, v9, v22, v11) (v6, v1, v7, v18, v17) (v6, v1, v11, v22, v9) (v6, v1, v11, v24, v28)
(v6, v11, v20, v17, v8) (v6, v11, v22, v9, v25) (v6, v11, v24, v28, v19) (v7, v1, v6, v22, v9)
(v7, v1, v11, v20, v17) (v7, v1, v11, v24, v28) (v8, v9, v21, v22, v11) (v8, v9, v22, v6, v23)
(v8, v9, v22, v6, v26) (v8, v9, v22, v11, v12) (v8, v9, v22, v11, v27) (v9, v8, v17, v20, v11)
(v10, v24, v3, v20, v17) (v11, v6, v22, v9, v25) (v11, v6, v22, v24, v28) (v11, v20, v13, v28, v19)
(v12, v1, v11, v24, v28) (v12, v11, v22, v9, v25) (v12, v11, v24, v28, v19) (v15, v3, v20, v2, v17)
(v16, v3, v20, v2, v17) (v17, v2, v20, v3, v24) (v17, v2, v20, v3, v30) (v17, v2, v20, v11, v22)
(v17, v8, v9, v30, v26) (v17, v20, v3, v15, v23) (v21, v9, v22, v11, v27) (v21, v9, v24, v11, v22)
(v22, v6, v11, v24, v28) (v23, v6, v11, v24, v28) (v26, v6, v11, v24, v28)

Fig. 5 The central hyperpaths end their representations. The upper graphs are the neighborhood

graphs and the lowers are the Delaunay Graph representation of the spatial data points. The chosen

hyperpaths are (v1, v6, v11, v20, v17) (v6, v1, v11, v22, v9) and (v21, v9, v22, v11, v27) respectively from

left to the right

4 Conclusions

In this paper, we have presented a novel method which finds central hyperpaths in a

hypergraph model. The discussed hypergraph is initially constructed from the Delau-

nay triangulation graph of the data set and can capture the relationships among sets
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of 2D data points. The hyperpaths playing central role in the hypergraph model are

obtained by the minimum eccentricities among all possible paths in the presented

neighborhood graph representation. This method is promising since it can also be

extended to the data sets in 3D by considering the Delaunay Tetrahedralization, or

even to the data sets in 4D where the time is the codimension.
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Analysis Techniques for Feedback-Based
Educational Systems for Programming

Nguyen-Thinh Le

Abstract Over the last three decades, many educational systems for programming
have been developed to support learning/teaching programming. In order to help
students solve programming problems, many educational systems use the means of
meaningful feedback that is resulted through an accurate analysis of student pro-
grams. In this paper, I review and classify analysis techniques that are required to
analyze errors in a student program. This paper also proposes several research
directions.

Keywords Educational systems for programming ⋅ Feedback ⋅ Analysis
techniques

1 Introduction

Programming skills are becoming a core competency for almost every profession1

and thus, Computer Science education is being integrated in the curriculum of almost
every study subject. Not only the president of the United States of America2 and the
vice chancellor of Germany, Mr. Gabriel,3 pleaded in favor of learning coding for
everyone, but also the industry also calls for mandatory computer classes at schools.
However, it is well-known that programming courses, which constitute an
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indispensable part of studies related to Computer Science, are considered a difficult
subject by many students [1, 2]. Addressing this problem, various approaches have
been proposed to help students learn solving programming problems. One of the
solutions to these problems lies with effective technology-enhanced learning and
teaching approaches. As a consequence, researchers have identified this gap and
have been developing various types of educational systems for programming that are
able to analyze students’ programming solutions and provide feedback.

Since late 1970s/early 1980s there were the first attempts of developing envi-
ronments that support students’ programming activities. In 1988, Ducassé and
Emde [3] reviewed 18 environments and classified them: (1) systems related to
tutoring task, (2) general purposes debugging systems, (3) enhanced Prolog tracers.
Although the purpose of this review was to classify debugging knowledge and
techniques deployed in these systems, there were only seven systems for educa-
tional purposes among 18 reviewed systems.

One decade later, Deek and McHugh [4] published a survey in 1998 that
reviewed 29 computer-supported systems for learning programming and identified
four categories of tools: (1) programming environments, (2) debugging aids,
(3) intelligent tutoring systems, and (4) intelligent programming environments. This
review identified more types of computer-supported systems for learning pro-
gramming (programming environments, intelligent tutoring systems, and intelligent
programming environments) than in the review of Ducasse and Emde [3]. However,
the authors summarized that these systems are limited in two respects: (1) func-
tionality and (2) practical application. That is, in terms of functionality, most of
these systems lacked facilities to assist students in performing problem formulation,
planning, design and testing of programs. The knowledge base of the intelligent
tutoring systems was incomplete. In terms of practical application, the authors
reported that there were only few reports on the evaluation of tools or their inte-
gration into the classroom.

Since the detailed survey of [4], there were several other smaller surveys on
computer-supported systems for learning programming and most of them focused
on specific aspects. For instance, Deek et al. [5] reviewed web-based environments
for program development. Guzdial [6] investigated programming environments for
novices. Douce et al. [7] reviewed computer-supported systems that automatically
assess student programming assignments. While these surveys focused on intelli-
gent features (e.g., program analysis, assessment of programming assignments) of
systems for supporting students, it is worth noting, on the contrary,
Gomez-Albarran [8] focused their survey on less sophisticated and less intelligent
approaches. That is, those approaches to learning/teaching programming do not
support automatic program analysis nor automatic diagnosis of errors in student
programs. Gomez-Albarran reviewed nearly 20 “most outstanding” tools of the
following types: (1) tools including a reduced development environment (e.g. BlueJ
[9]), (2) example-based environments (e.g. ELM-ART [10]), (3) tools based on
visualization and animation (e.g. ANIMAL [11]), and (4) simulation environments
(e.g. Karel++ [12]). Another survey that was conducted by Le et al. [13] reviewed
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AI-supported instructional approaches for learning programming and classified
them into: example-based, simulation-based, collaboration-based, dialogue-based,
program analysis-based, and feedback-based approaches.

I see the necessity to investigate analysis techniques that have been deployed in
existing educational systems for programming to provide effective feedback due to
two reasons. First, feedback is one of the most important features of educational
systems (especially, for the domain of programming). It is used by programming
learners to revise a solution for a programming problem. Whether a feedback is
useful, this depends on feedback’s quality (e.g., accurate diagnosis). Second, since
the last three decades, not only new systems have been developed, new program
analysis approaches have been proposed, while most conducted surveys of edu-
cational systems for programming rather focused on classifying the systems
[3, 4, 8]. This paper focuses on a wide spectrum of analysis approaches that are
used to identify errors in student programs accurately and to provide feedback.

The remainder of this paper is structured as followed. In the next section, I
categorize the analysis approaches. In Sect. 3, I discuss the findings of the reviewed
analysis approaches. In the last section, I summarize our conclusions and discuss
potential research directions.

2 Analysis Techniques for Feedback-Based Educational
Systems for Programming

In general, approaches to error diagnosis in programs can be classified into two
groups. The first group includes the approaches, which are specific to the domain of
programming: plan and bug-based, transformation-based techniques, weighted
constraint-based model, and strategy-based model tracing. I use the term “program”

to describe the solution for a programming problem when discussing these specific
approaches. The second group includes general approaches, which can be applied
in general domains: model-tracing, data-mining based, and data-driven approaches.

2.1 Programming-Specific Approaches

2.1.1 Library of Plans and Bugs

Although PROUST [14], ELM-ART [10], and APROPOS2 [15] diagnose errors in
programs that are implemented in different programming languages (Pascal, Lisp
and Prolog), these systems work on the same principles: (1) modeling the domain
knowledge using programming plans and buggy rules, (2) identifying the intention
by matching the student program against anticipated programming plans, and
(3) detecting errors using buggy rules, which represent common bugs made by
students.
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In PROUST, each programming problem, which is posed to the student, is
represented internally by a set of programming goals and data objects. Program-
ming goals are the requirements, which must be satisfied and data objects are
manipulated by the program. A programming plan or an algorithm represents a way
to implement a corresponding programming goal. To realize a goal, there might be
more than one possible plan.

In contrast to PROUST, APROPOS2 uses the concept of algorithms instead of
programming plans. The author argues that the representation of programming
plans is suited best for imperative languages like PASCAL where keywords for
programming constructs, e.g., FOR-DO, or WHILE-DO, can be used to anchor
program analysis. Thus, he proposed to use algorithms as high level concepts in
Prolog, and defined this notion as follows: “An algorithm is a particular way of
solving a problem that specifies a strategy for the problem’s solution but leaves out
details of the implementation”. According to this definition, an algorithm is com-
parable to a composition of several programming plans.

Common bugs are normally collected from empirical studies and represented as
buggy rules. While PROUST contains only buggy rules, ELM-ART adds two more
types: good and sub-optimal rules which are used to comment good programs and
less efficient programs (with respect to computing resources or time), respectively.
APROPOS2 uses another representation of common bugs which are referred to as
buggy clauses. Both buggy clauses and buggy rules serve the same purpose.

In general, a system of this class performs error diagnosis by synthesis in three
steps. First, it looks up the problem description and identifies goals to be imple-
mented. Second, it generates a variety of different ways to implement each goal, and
derives hypotheses about the plans the programmer may have used to satisfy each
goal. Each hypothesis is a possible correct program of the corresponding goal.
Third, if the hypothesized plan matches the student program, the goal is imple-
mented correctly. Otherwise, the system looks up the database of buggy rules to
explain the plan discrepancies. The procedure of error diagnosis in APROPOS2
exploits algorithms as high level programming concepts instead of programming
plans and is carried out in a similar way. First, appropriate algorithms for a given
problem are selected, and various possible programs are generated. Second, each
generated program is matched against the student program, and the best algorithm is
identified using a heuristic search technique. The third step employs buggy clauses
to identify errors. In principle, all three systems are able to identify the intention
implemented in the student program using plan/algorithm matching, and detect
errors using buggy rules/buggy clauses.

This approach has been proven useful to identify the intention underlying stu-
dent program using programming plans. However, it is often criticized as being
laborious, because a programming goal can be implemented according to many
different programming plans. In addition, if a programming problem consists of
many programming goals to be satisfied, the space of combinations of program-
ming plans would be very large. In addition, specifying buggy rules or buggy
clauses requires an extensive study of misconceptions of the students. Such a study
normally needs a large corpus of student programs. However, a library of buggy
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rules or buggy clauses might be specific to a certain population of students. Studies
have shown that bug libraries cannot be used effectively with a new student pop-
ulation [16]. Johnson [14] stated that PROUST was able to analyze the intention in
81 % of the programs for the Rainfall problem, which was assigned to a class of
novice programmers (maybe at the Yale University, where the author was work-
ing). When this system was evaluated at two Belgian universities (UFSIA,
Antwerpen and K.U. Leuven Campus Kortrijk), Vanneste [17] reported that this
rate dropped to less than 10 %. To improve the ability to analyze programs created
by a new student population, PROUST’s library of buggy rules needs to be
extended considering additional erroneous programming behaviors of the students.

2.1.2 Program Transformation

While the approach of using plan and bug libraries compares student programs to a
set of anticipated correct programs and bugs, the transformation approach uses a
single reference program to check the correctness of the student’s one. The trans-
formation approach can be divided into two classes: program-to-abstraction and
program-to-program. In the first class, a student program and a reference program
are transformed to higher level abstractions, which are then compared to each other.
In the second class, a reference program in normal form is transformed to the best
representative one, which is then compared to the student program.

Hong’s Prolog [18] belongs to the first class. This system intends to transfer two
kinds of programming knowledge to students: high level programming techniques
and basic programming concepts of logic programming. The domain model of the
system consists of several high level programming techniques and each of them is
represented by a set of grammar rules which are used to parse the student program.
The system iteratively uses the sets of grammar rules to parse the student program.
If the parsing procedure does not finish successfully, that means, the selected set of
grammar rules has not been completely exploited and the strategy of the student
program cannot be identified. In this case, the system uses one of the possible
solution strategies specified for a given problem to guide the student. Otherwise, the
solution strategy has been identified, and the system diagnoses errors in the student
program. The system uses the same set of grammar rules, with which the solution
strategy has been identified, to parse a corresponding reference program. For each
possible solution strategy specified for a problem, there is a corresponding reference
program. The parse tree of the student program is compared against the one for the
reference program. The differences between the two parse trees indicate errors in
the student program.

Whereas Hong’s Prolog transforms both the student and the reference program to
higher-level abstractions, ADAPT transforms a Prolog program to another one [19].
The error diagnosis process is divided into two steps. First, for a given problem, the
system begins with a single reference program in normal form, generates a set of
representative programs using a set of Prolog schemata. Then the algorithm
underlying ADAPT transforms the most appropriate representative program into a
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structure that best matches the student program. The second step detects errors by
matching the student program and the most representative one. If there are no
mismatches, the student program is correct. Otherwise, the system attempts to
explain mismatches by searching rules in the bug library. The program-to-program
transformation model of ADAPT and the program-to-abstraction transformation
model of Hong’s tutor are illustrated by Fig. 1.

The transformation approach is very comfortable for the author of an exercise
because only one or a few reference programs are required, and specifying a ref-
erence program in normal form is a simple task. However, to the best of our
knowledge, none of the systems mentioned above has been evaluated with respect
to its effectiveness of tutoring. A possible explanation might be that a transfor-
mation algorithm is difficult to develop because it has to be verified that the
transformed program produces the same results as the initial one. Even if there is a
transformation algorithm, it can only be used for a small class of programs. For
example, ADAPT is only able to accept a class of programs for the list reversal
problem.4

2.1.3 Weighted Constraint-Based Model

Instead of the “ideal solution paths” concept used in other tutoring systems, Le and
his colleagues [20] proposed to model a semantic table that represent solution
strategies for a given problem. Each solution strategy is described by a set of
semantic elements required by its implementation. If a semantic element contains an

Fig. 1 Transformation-based
analysis

4The class of programs is defined by: “(1) remove a single element from the front or back of their
input list, (2) use simple variations of standard append 3 for input decomposition and output
composition, (3) restrict the use of increasing arguments (i.e., arguments increase in length on each
pass) to those that are necessary for the computation (e.g., accumulators) for outputs, (4) use a
single recursive clause” [19, p. 8].
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arithmetic expression, transformation rules can be used to generate all possible
implementation variants. The second modeling technique proposed by Le and
colleagues is weighted constraints to compare the semantics between the student
program and the requirements of the semantic table and to check general
well-formedness conditions. Since for a programming problem there might be many
alternative solution strategies, constraints, which are solely based on a binary logic
(violated or not), do not contain sufficient information to select the most plausible
solution strategy and the most relevant error hypotheses from a multitude of
competing ones. Therefore, Le and colleagues enhanced the capability of the
classical constraint-based modeling approach [21] by adopting the idea of a
probabilistic approach to softening constraints in a constraint satisfaction problem.
Constraint-based error diagnosis is a constraint satisfaction problem whose goal is
to identify inconsistencies between an erroneous program and a constraint system.
Constraint weights are taken from the interval [0, 1], which can be conceived of as a
measure of importance with 0 indicating the most important requirements.
Weighted constraints allow us to hypothesize the solution strategy possibly pursued
by the student, and to examine the semantic correctness of her program. Beyond
that, constraint weights can be used to determine the order in which feedback is
presented to the student. The authors used semantic tables, weighted constraints,
and transformation rules to model knowledge of the domain logic programming.
This model has been applied to analyze logic programs.

2.1.4 Strategy-Based Model Tracing

Instead of using a semantic table, which represents alternative solution strategies for
a programming problem [20], Gerdes et al. [22] model alternative solution strate-
gies in the system ASK-ELLE through several model programs. Then, the system
derives the intended solution strategy of the student using the set of pre-specified
model programs. ASK-ELLE uses a strategy language to represent programming
strategies [23]. Then, using the identified programming strategy of the model
program, many variants are generated. All generated programs are normalized
before they are used to compare with the student program. Through the comparison
between the student program and the generated programs, the system not only has
the ability of analyzing the student’s intention underlying a program, but also is
able to analyze the student program on the code level. The system is able to provide
different types of feedback based on the identified intention of the student. It can
provide a description of a particular reference program, propose an implementation
for a function, or emphasize one particular implementation method.
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2.2 Domain-Independent Analysis Approaches

2.2.1 Model-Tracing

Production rules comprise the core of a model-tracing tutoring system. They rep-
resent problem-solving behaviors of experts and typical erroneous behaviors of a
population of students. Problem-solving behaviors of experts and typical erroneous
behaviors of students are referred to as “ideal” and “buggy” solution paths,
respectively [24]. An ideal solution path consists of problem solving steps, which
lead to a correct program, while a buggy one anticipates possible erroneous stu-
dents’ problem solving steps. When the student inputs a program, the system
monitors her action symbol by symbol and generates a set of possible correct and
buggy solution paths. Whenever a student’s action can be recognized as belonging
to a correct path, the student is allowed to go on. If the student’s action deviates
from the ideal solution paths, the system generates hints to guide the student
towards a correct program. With respect to analyzing errors in student programs, the
model-tracing approach has demonstrated the its strengths the educational system
JITS for programming Java [25].

2.2.2 Analysis Using Machine Learning

In addition to various analysis techniques that make use of domain knowledge,
different machine learning techniques have been applied in order to generate a
library of errors that are usually made by novice programmers (JavaBugs [26] and
MEDD [27]). Sison et al. [27] applied in MEDD a machine learning technique to
learn classes of correct programs, where each class represents a different intention.
This technique is based on the exemplar-based approach proposed by Bareiss et al.
[28]. The exemplar-based approach determines the similarity between exemplars by
matching surface as well as abstract features and exemplars are programs in
MEDD. Not only using machine learning to classify correct programs, MEDD also
was able to classify incorrect programs in order to represent different classes of
knowledge-level errors. For this purpose, an incremental relation clustering tech-
nique was used to consider causal relationships in the background knowledge and
regularities in the data. That is, the technique clustered discrepancies between
incorrect novice programs and their associated intentions (i.e., classes of correct
programs) in order to characterize knowledge-level errors. Similarly, JavaBugs [26]
used machine learning to build trees of misconceptions using similarity measures
and background knowledge.

2.2.3 Data-Driven Approach

Instead of taking much time for modeling expert knowledge (e.g., production rules,
ideal solutions, semantic table, properties of solution correctness for a programming
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problem), the data-driven approach uses a mass of correct student programs. The
data-driven approach use correct student programs in order to construct a solution
space that contains all solution states students have created in the past (e.g., in the
former semesters of a programming course). The solution states build many pos-
sible paths to correct solutions.

FIT Java Tutor [29] deploys experts’ model programs in addition to correct
student programs. The authors proposed to apply machine learning (clustering and
classification) techniques in order to select meaningful student programs, which are
classified into clusters. By comparing the student’s program with one of the
pre-specified experts’ model programs or solution examples in the clusters of stu-
dent programs, errors in the student’s program can be analyzed. Feedback is gen-
erated based on the analysis results. This approach is also applicable in other
domains (e.g., sequential data in Chromosomes, Mokbel et al. [30].

ITAP [31] extended the concept of data-driven to overcome the challenge of
modeling open-ended solution space that covers many possible solution paths. For
this purpose, the system requires two kinds knowledge: (1) at least one reference
program for a given programming problem and (2) a test method that can score,
e.g., pairs of expected input and output of code. The process of error analysis and
hint generation is based on the combination of algorithms for state abstraction, path
construction, and state reification. Based on a reference program, the system con-
structs a solution space for a problem. The authors defined a solution space as a
graph of intermediate states that students pass through as they work on a given
problem. Each state is represented by the student’s current code. The system starts
the process of path construction by inserting new “correct” states into the solution
space. The correct states are checked by the test methods. These “correct” states
serve to define the optimal path of actions to solve a given problem and to generate
feedback by recommending the action a student should take to move from their
incorrect state to a correct one. The authors stated that the system is capable to
identify errors and to provide hints in any state of student’s programs by using a
single reference program and the analysis performance of the system (i.e., the
accuracy of analysis) can be improved by collecting data over time.

3 Discussion

An interesting finding is that although many various modeling techniques have
been devised, but each modeling technique has been used in a single system. That
is, the developed modeling techniques do not have widespread use in practice or
across several tools for programming education. Several reasons for this phe-
nomenon can be derived. First, each developed modeling technique might be
applicable for a specific programming concept or for a specific programming lan-
guage, whereas the number of programming concepts of a programming paradigm
is high and the number of programming language is not predictable. Second, time
required for devising a modeling technique for a programming language or a
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programming concept might be very high, so that researchers, after have tested a
devised modeling technique, do not have resources (time or human forces) for
testing the devised modeling technique with a new programming language or a new
programming concept.

One thing in common between these analysis approaches is that they use at least
one reference program to compare the difference between a reference program and a
student’s program or an abstract representation capturing required components to
analyze students’ programs (e.g., PROUST, Hong’s PROLOG, INCOM). The ref-
erence program and the abstract representation of required components are required
to understand a student’s program and to detect errors in a student’s program.

4 Conclusion

In order to be able to provide students appropriate feedback that is intended to
scaffold the problem solving process of students during programming, an educa-
tional system needs effective one or a combination of several analysis techniques. In
this paper, I have reviewed various analysis approaches that have been devised for
educational systems for programming. I have identified following major analysis
approaches that have been validated and tested. The programming-specific
approaches include library of plans and bugs, transformation, weighted
constraint-based model, strategy-based model tracing and the domain-independent
approaches include model tracing, data mining-based, and data-driven based.

I pointed out that a wide variety of analysis techniques that are required to
diagnose student programs and to provide feedback exist. However, mostly they
were only used in individual systems. They did not have widespread use in practice,
neither were they tested across several tools or domains. As a research direction,
researchers could investigate analysis techniques (e.g., model-tracing, weighted
constraint-based model, data mining-based) in new domains (i.e., new program-
ming languages or new programming paradigms). This is necessary to prove that a
devised analysis technique is universally applicable or limited to a specific domain.
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Exploring Drivers of Urban Expansion

Anna Shchiptsova, Richard Hewitt and Elena Rovenskaya

Abstract Spatial patterns in urban land development are linked with the level and

type of economic activity. Here, we develop a statistical model to explore the rela-

tionship between the spatially explicit population density and the type of land use in

a region. The relationship between the type of land use (urban/non-urban) and the

level of economic activity is modeled at the scale of a single cell on the geographical

map. Thus, the statistical model should be tested against large samples of data points

on the high-resolution maps. The challenge here is that the original socio-economic

data is given at a coarser resolution than the land use (200× 200 m cells) We present

results of our spatial modeling exercise for the case study of the Seville Province,

Spain.

Keywords Land use model ⋅ Urban sprawl ⋅ Multiple regression

1 Introduction

In recent decades urban systems have undergone rapid development. We have seen

a transition in the population distribution from the population mostly dispersed in

rural areas to a highly urbanized society, where people are concentrated in cities.

Today more than 50 % of people worldwide live in a city [1] and this figure is likely

to grow more in the future.
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At the regional scale we observe territory expansion of the urbanized centers.

However, this process typically unfolds non-uniformly with respect to the city bor-

der. Much of this development has occurred as dispersed, low density growth outside

of the major centers but within their area of economic influence. Such type of urban

development is typically referred to as urban sprawl [2]. While sprawling develop-

ments are not necessarily in themselves always undesirable, they bring a range of

issues such as increased energy consumption through encouragement of the use of

private vehicles, causing traffic congestion and air pollution, and irreversible dam-

age to ecosystems, caused by scattered and fragmented urban development in open

lands [3].

A large body of research is dedicated to the analysis and prediction of urban

expansion. Studies on land use change are based on different modeling principles

including such techniques as cellular automata [4, 5], Markov chains [6] and logis-

tic regression [7, 8]. This study focuses on the dependence between spatial patterns

in land use and population distribution (without the temporal dimension). By using

spatial data, we investigate whether part of the variance of the population density is

explained by the land use type of the corresponding cell and the types of its imme-

diate neighbors and if, in this way, we can capture spatial interactions.

Geographic data frequently shows spatial dependence, i.e., values at close dis-

tances are more similar than expected for independent observations. This property

limits the use of the multiple linear regression model for spatial data analysis. An

alternative is to incorporate a spatial lag into the model specification (e.g., spatial

lag model or spatial error model). A comprehensive introduction to the economet-

ric spatial modeling can be found in [9, 10]. But estimation of the spatial models is

not easily computable. This research focuses on application of certain filtering tech-

niques to spatial data in order to meet assumptions of standard linear regression and

use conventional statistical methods to test and interpret results of spatial analysis.

We perform a case study on the Spanish Province of Seville. The choice of this

region is motivated by the fact that Spain is one of Europe’s urban sprawl hotspots,

with problems of urban sprawl being particularly acute in the area of economic influ-

ence of major cities like Madrid and Valencia and along the Mediterranean coast.

2 Study Area

The Province of Seville is located in the Mediterranean region of Andalusia in the

southwestern part of Spain. Its territory is 14,000 km
2
. The terrain in this region

is made up almost exclusively of river basin. The Guadalquivir river crosses the

province from east to west. In the north territory includes parts of the Sierra Morena

mountain range and to the very south the foothills of the Cordillera Subbetica moun-

tain range.

The population of the region is close to two million inhabitants (2010). The

province is subdivided into 105 municipalities. The large part of the population

lives in the capital city Seville. The Seville municipality has the population of about
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700,000 people (2011, INE), which is much larger than any other municipality; for

example, the second largest municipality, Dos Hermanas, has the population of about

130,000 inhabitants (2014).

2.1 Land Use Maps

Seville has experienced notable urban development in recent years. In this region, as

well as overall in Spain, urban expansion has been especially acute since the restora-

tion of democracy in 1978, joining the EU in 1986 and skyrocketing per capita

incomes in the second half of 1980s and the decade before the 2008 crisis; after

the 2008 crisis, the speed of development has slowed down.

Figure 1 shows the urban/non-urban land distribution in this region from the year

1956 when Spain was an autocratic country to the post-crisis year 2013. The GIS

data represents the territory of the region as a regular grid of cells. We classify all the

cells into two major categories: urban land and non-urban land (vegetation, wetlands,

agricultural land and water). This figure illustrates the urbanized centers territory

expansion unfolding over the last 60 years. Table 1 provides some basic statistics

illustrating the spread of urbanization.

2.2 Economic Data

This study focuses on land use distribution in Seville region for the year 2003. As

candidate drivers for the land use change in Seville, various socio-economic factors

have been identified from the papers analyzing case studies of land conversion in

the New Castle County, the USA [8], Wuhan City, China [7], Ecuador [11], San

Francisco Bay and Sacramento areas [12] (CUF model), and San Francisco Bay

area [4] (SLEUTH model). We have included those drivers of land conversion from

these case studies, which are relevant for the Seville province. These potential land

use drivers include socio-economic factors defined on the GIS-based maps (with

200× 200 m cells) and those obtained from the census data. Where the data for the

year 2003 was not available, the closest year, for which the data was available, has

been chosen.

The GIS-based maps in the collected dataset include data on transportation net-

works (i.e., the distance to the nearest road (2005) and the distance to the nearest

airport (2006)), biophysical factors (i.e., the distance to the nearest waterfront (2005)

and the distance to the nearest area of forest (2006)), data on physical proximity to

different infrastructure objects (i.e., the distance to the nearest area of commercial

or industrial land use (2006), the proximity to a city center with more than 10,000

inhabitants (2011) and the proximity to a city center with more than 50,000 inhabi-

tants (2011)).
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Fig. 1 Historical transformation of land use in the Province of Seville, Spain
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Table 1 Spread of urbanization in the Province of Seville estimated from the GIS data

Year Number of urban cells % of urban cells in the map (%) Relative growth (%)

1956 2461 0.71 –

1999 9218 2.63 274.56

2003 10,105 2.88 9.62

2007 12,289 3.50 21.61

2013 13,674 3.89 11.27

The census data on potential factors includes several types of records charac-

terizing the social and economic activity in the region. Namely, the group of gen-

eral economic factors includes data on the income per capita (2003, Euros, Source:

SIMA), people employed (2001, number of people, Source: SIMA), and economi-

cally active population (2001, number of people, Source: SIMA). Population factors

are composed from the percentage of population younger than 20 years old, the per-

centage of population between 20 and 64 years old, and the percentage of popula-

tion older than 65 years (2001, number of people, Source: Instituto de Estadistica y

Cartografia de Andalucia, Consejeria de Economia, Innovacion, Ciencia y Empleo).

Land economic factors include data on the real estate transactions (2004, number of

transactions, Source: Diputacion de Sevilla, Anuario Estadistico de la Provincia de

Sevilla) and the number of dwellings built (2001, number of houses, Source: Insti-

tuto Nacional de Estadistica). Finally, social factors are represented by the number

of secondary schools (2005, number of centers, Source: SIMA).

3 Modeling

Here, we put forward a multiple regression model that relates the expansion of urban

territories with the spatial population growth in the following form

y = X𝛼 + Z1𝛽1 + Z2𝛽2 + 𝛾 + 𝜖

𝜖 ∼ N(0, 𝜎2In) (1)

In (1) y contains a n × 1 vector of the section-based dependent variable, X is a

n × p matrix of the GIS-based explanatory variables describing the land use types

of the given cell and its neighboring cells, Z1 represents a n × k1 matrix of the

socio-economic GIS-based explanatory variables and Z2 is a n × k2 matrix of the

municipality-based explanatory variables. 𝛼, 𝛽
1

and 𝛽

2
are p × 1, k1 × 1 and k2 × 1

vectors of the corresponding coefficients respectively and 𝛾 is an intercept. The error

term 𝜖 is a n×1 vector of independent identically normally distributed variables with

mean equal zero and variance equal 𝜎
2
. In denotes a n × n identity matrix. Observa-

tions are accounted at the level of a single cell. Thus, the number of cells defines the

sample size n.



158 A. Shchiptsova et al.

We take the population density as dependent variable in the regression equation

(1). Note that population density is defined at the lowest level of administrative divi-

sion for the census data in Spain (census tracts called sections). As the section level

is coarser than the cell level, we assign the value of the population density in a given

section to every cell that belongs to this particular section. In the same way, we also

extend the municipality-level socio-economic data to the level of a single cell on a

GIS-based map.

Note also, that in general, X includes the type of land use in a focal cell and

the types of land use in its Moore neighborhood, which comprises the eight cells

surrounding a central cell on a two-dimensional square lattice. Alternatively, the

information about the cell neighborhood can be aggregated and represented just by

a number of urban cells in it (including the type of a focal cell). In what follows, we

employ the latter aggregation for defining X.

3.1 Implementation

The computations are done in the Clojure programming language (version 1.6.0).

Regression estimates are obtained using Incanter 1.9.0, a Clojure-based, R-like sta-

tistical computing and graphics environment for the JVM. For principal component

analysis, we use R version 3.0.3.

The input GIS-based maps are stored in an ESRI ArcInfo ASCII raster file format.

The census data is given as tabular records in a csv file format.

3.2 Pre-processing of the GIS-based Explanatory Variables

Before performing the regression analysis, we rescale and clean the source GIS-

based maps. We use the rule that if either any of neighboring land use types of a

cell are undefined or socio-economic data is not set for the corresponding section

or municipality, we exclude the cell from the sample. The algorithm of GIS data

cleaning is done sequentially:

Step 1. Exclusion of cells with neighborhoods containing undefined values—we

exclude cells, which either belong to the border of the studied area or have

undefined values in their neighborhood in any of the given maps in the

dataset.

Step 2. Normalization of the GIS-based explanatory variables—we bring all the val-

ues of these variables into the range [0, 1].
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Step 3. Exclusion of cells, which fall into protected natural areas in the Seville

province, or cells whose neighborhood contains cells belonging to these

areas.

Step 4. Exclusion of cells, which do not have a specified value of the population

density in the section they belong to.

Note that protected natural areas include UNESCO World Heritage sites, Ramsar

wetland sites, Nature network 2000 sites, biosphere reserves, protected areas and

European Diploma sites. Since urban development is not allowed at all of these sites,

they have been excluded from the sample.

3.3 Principal Component Analysis

First, we find out that the municipality-based variables exhibit strong pairwise corre-

lation as shown in Table 2. Note that in case of moderate- and big-size samples (i.e.,

those containing more than 80 points), the critical Pearson correlation coefficient

that ensures the statistical significance at 0.05 level is near 0.25.

Because of a large number of highly correlated variables, the principal compo-

nent analysis is applied to reveal interrelationships and remove multicollinearity in

the set of the municipality-based economic factors. This kind of transformation of

the original variables allows obtaining orthogonal factors, which certainly do not

correlate with each other.

In this case, we are able to reduce the number of factors to the first two principal

components, which explain 99 % of the total sample variance. The first component

represents the average yield of 9 out of 10 variables. The second principal component

correlates with the remaining original explanatory variable—income per capita. The

intuition behind the revealed two first principal components is the following. The first

principal component separates municipalities with a high number of inhabitants (by

assigning bigger values) from the underpopulated territories. The second principal

component separates observations from the municipalities with medium population

(in terms of the Seville Province) from other points in the sample.

3.4 Data Compilation

After the procedure described in Sect. 3.2, we have a dataset with 235,678 observa-

tions, which fall into 99 different municipalities with 1,219 sections. In contrast to

the GIS data, municipalities and sections do not divide territory uniformly and vary

in size significantly. In highly populated areas section size coincides with one cell,

while the upper value of the size can exceed 20,000 cells in other territories.

Table 3 contains a list of variables, which serve as an input to the multiple regres-

sion analysis.
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Table 3 Variables included in the multiple regression analysis

Variable Range

GIS-based

Number of cells with urban land use in the

neighborhood

0…9

Distance to the nearest road [0, 1]
Distance to the nearest area of commercial or

industrial land use

[0, 1]

Distance to the nearest airport [0, 1]
Distance to the nearest waterfront [0, 1]
Distance to the nearest area of forest [0, 1]
Distance to the nearest city with more than

10,000 inhabitants

[0, 1]

Distance to the nearest city with more than

50,000 inhabitants

[0, 1]

Municipality-based

PC1 (first principal component) [−28.44, 0.89]
PC2 (second principal component) [−4, 1.45]
Section-based

Population density (people per cell, 2001) [0, 2704]

4 Results

In what follows, we take the log transformed population density as the dependent

variable in the model.

The advantage of the classical multiple linear regression is that we can easily

interpret the estimated coefficients if the standard assumptions of the model are ful-

filled. However, the latter is rarely a case for the spatial data, and this study is not

an exception. Figure 2c shows that residuals are not statistically independent and

substantial heteroscedasticity is present when we apply regression (1) to all cells

from the GIS-based maps which remain in the dataset after the pre-processing step

described in Sect. 3.2.

A non-uniform administrative division of the territory is one of the reasons that

may cause the violation of the error independence assumption. Sections necessar-

ily represent the entire province, including areas where human economic activity is

very low due to difficult or undeveloped terrain. As a rule, these sections contain

many cells (more than 100) and are characterized by a low population density and

monotonic change in the distance-related explanatory variables.

Unlike in, e.g., [9, 11], we do not use more advanced statistical models that can

incorporate spatial autocorrelation in these areas, but apply a certain filtering to deal

with non-independence and heteroscedasticity of the residuals. For this purpose, two

filters have been constructed:
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Fig. 2 Residuals (y-axis) versus predicted values (x-axis). a Filter 1—Model 1. b Filter 2—Model

1. c All cells—Model 1. d Filter 2—Model 2

Filter 1. Exclude all cells, which have either all non-urban or all urban cells in their

Moore neighborhoods (including the focal cell itself).

Filter 2. Exclude all cells, which have all urban neighbors around them (including

the focal cell itself) as in Filter 1, and additionally, exclude all sections,

where the share of non-urban cells in the total number of cells is more than

70 % and the number of non-urban cells in this section exceeds 100.

Note that in both filters we exclude the urbanized cells with entirely urbanized

neighborhoods, because the population density in these cells is likely to be highly

dependent on some other (missing in this study) independent variables (for all urban-

ized cells with entirely urbanized neighborhoods, the distance to roads remains zero

and the distance to commercial centers changes insignificantly to capture the popu-

lation density variance).

4.1 Results of Multiple Regression

In the current exploratory research, we perform the regression analysis applying

either Filter 1 or Filter 2, and also varying the number of the GIS-based explanatory

variables. Figure 2a, b shows the residual plots against predicted values after apply-

ing Filter 1 and Filter 2 correspondingly. In case of the original GIS-based maps,
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Table 4 Multiple regression results (Filter 2)

Variable Coefficient

Model 1

Number of urban neighbors 0.23 (0.22, 0.24)

Distance to roads −8.42 (−10.86, −5.97)

Distance to the commercial centers −1.46 (−2.44, −0.49)

PC1 0.02 (0.01, 0.02)

PC2 0.29 (0.26, 0.32)

R2
(adjusted R2

) 0.42 (0.42)

Model 2

Number of urban neighbors 0.22 (0.21, 0.23)

Distance to roads −6.65 (−9.06, −4.25)

Distance to the commercial centers* −0.07 (−1.02, 0.88)

Distance to airport −1.45 (−2.28, −0.61)

Distance to waterfront −0.35 (−0.7, 0.0)

Distance to forest 0.52 (0.31, 0.73)

Distance to the city with >10 ths people −1.59 (−2.06, −1.13)

Distance to the city with >50 ths people 3.05 (2.27, 3.82)

PC1 0.01 (0.0, 0.02)

PC2 0.28 (0.25, 0.31)

R2
(adjusted R2

) 0.47 (0.46)

*Not significant (p-value > 0.05)

the sample size n is 235,678 cells (case c in Fig. 2). Filter 1 reduces this number to

17,351 cells, while Filter 2 leaves 4,138 points for the regression analysis.

Here, we present two models, which differ in the number of explanatory variables.

Model 1 includes two GIS-based explanatory variables, which have a visually iden-

tifiable correlation trend with the population density on the respective scatterplots.

Model 2 takes all available factors as explanatory variables. Figure 2d presents the

residual plot for Model 2 after Filter 2 has been applied.

Table 4 presents the estimates obtained from Model 1 and Model 2. In both cases

we use the sample obtained from Filter 2.

4.2 Discussion

Figure 2 illustrates that filtering of the original observations facilitates the fulfillment

of the standard multiple regression assumptions regarding the error independence

and homoscedasticity. Note that a well-recognized problem in the analysis of spatial

data is the presence of spatial autocorrelation in the dataset. The effects of spatial

dependence on the conventional statistical methods are various, including a likely
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overestimation of R2
and the unreliability of the significance tests. Filtering helps

to deal with the spatial autocorrelation in such a way, that we select a sample of

(presumably) independent observations (cells) from the original GIS-based land use

map consequently removing spatial correlations in the sample.

Coefficient estimates in Table 4 indicate that the population density is higher in

the cells with more urbanized neighborhoods and is lower in the cells which are far

away from the transportation routes. The closer a cell is to commercial centers, the

higher the population density is, but this variable has a lesser impact. All estimates

in Table 4 are statistically significant (p-value < 0.05).

The R2
coefficient suggests that about 40 % of the total variance in the popula-

tion density is explained by Model 1 using Filter 2. This value almost doubles com-

pared to the case when Filter 1 is used. Despite the fact that we cannot explain most

of the variance of the population density using the collected set of socio-economic

indicators inside the urban areas (and for the whole territory in general), the results

obtained so far suggest, that the land use neighborhood partly captures the spatial pat-

tern of the population distribution, which is caused by unknown drivers not included

in this study.

5 Conclusion

We have showed that filtering procedures can be used to deal with a non-

independence of observations in case of spatial data. Heteroscedasticity and correla-

tion have been detected in the residuals of the standard multiple regression model in

the case study of the Seville province. We have constructed special filters to isolate

the territory at the borders of urban areas, where spatial correlation is not present.

The obtained results have showed a more random pattern in the residuals of the

regression model.

The model suggests that for the remaining part of the spatial data (after filtering), a

decent part of the variance of the population density can be explained by the abundant

land use types in the neighborhood of the focal cell. This finding can help obtain

new insights related to the phenomenon of urban sprawl, which occurs at the fringe

of urban areas outside of the city centers with high population densification.
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The Cropland Capture Game: Good
Annotators Versus Vote Aggregation
Methods
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Abstract The Cropland Capture game, which is a recently developed Geo-Wiki

game, aims to map cultivated lands using around 17,000 satellite images from the

Earth’s surface. Using a perceptual hash and blur detection algorithm, we improve

the quality of the Cropland Capture game’s dataset. We then benchmark state-of-

the-art algorithms for an aggregation of votes using results of well-known machine

learning algorithms as a baseline. We demonstrate that volunteer-image assignment

is highly irregular and only good annotators are presented (there are no spammers

and malicious voters). We conjecture that the last fact is the main reason for surpris-

ingly similar accuracy levels across all examined algorithms. Finally, we increase

the estimated consistency with expert opinion from 77 to 91 % and up to 96 % if we

restrict our attention to images with more than 9 votes.
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1 Introduction

Crowdsourcing is a new approach for solving data processing problems for which

conventional methods appear to be inaccurate, expensive, or time-consuming. Nowa-

days, the development of new crowdsourcing techniques is mostly motivated by so

called Big Data problems, including problems of assessment and clustering of large

datasets obtained in aerospace imaging, remote sensing, and even in social network

analysis. For example, by involving volunteers from all over the world, the Geo-

Wiki project tackles the problems of environmental monitoring with applications

to flood resilience, biomass data analysis and forecasting, etc. The Cropland Cap-

ture game, which is a recently developed Geo-Wiki game, aims to map cultivated

lands using around 17,000 satellite images from the Earth’s surface. Despite recent

progress in image analysis, the solution to these problems is hard to automate since

human-experts still outperform the majority of learnable machines and other artifi-

cial systems in this field. Replacement of rare and expensive experts by a team of

distributed volunteers seems to be promising, but this approach leads to challenging

questions: how can we aggregate individual opinions optimally, obtain confidence

bounds, and deal with the unreliability of volunteers?

The main goals of the Geo-Wiki project are collecting land cover data and creating

hybrid maps [14]. For example, users answer ‘Yes’ or ‘No’ to the question: ‘Is there

any cropland in the red box?’ in order to validate the presence or absence of cropland

[13]. In the paper [1], which is related to use of Geo-Wiki data, researchers studied

the problem of using crowdsourcing instead of experts. The research showed that it

is possible to use crowdsourcing as a tool for collecting data, but it is necessary to

investigate issues such as how to estimate reliability and confidence.

This paper presents a case study that aims to compare the performance of several

state-of-the-art vote aggregation techniques specifically developed for the analysis

of crowdsourcing campaigns using the image dataset obtained from the Cropland

Capture game. As a baseline, some classic machine learning algorithms such as

Random Forest, AdaBoost, etc., augmented with preliminary feature selection and a

preprocessing stage, are used.

The rest of the paper is structured as follows. In Sect. 2, we give a brief overview

of efforts related to the vote aggregation in crowdsourcing. In Sect. 3, we describe the

general structure of the dataset under consideration. In Sect. 4, we propose quality

improvements for the initial image dataset, introduce our vote aggregation heuristic

and existing state of the art algorithms. Finally, in Sect. 5, we analyse the dataset

and present our benchmarking results. Then we use annotator models to classify

volunteers.



The Cropland Capture Game: Good Annotators Versus Vote . . . 169

2 Related Work

In the theoretical justification of crowdsourcing image-assessment campaigns, there

are two main problems of interest. The first one is the problem of ground truth estima-

tion from crowd opinion. The second one, which is equally important, deals with the

individual performance assessment of the volunteers who participated in the cam-

paign. The solution to this problem is in the clustering of voters with respect to their

behavioural strategies into groups of honest workers, biased annotators, spammers,
malicious users, etc. Reflection of this posterior knowledge by reweighting of indi-

vidual opinions of the voters can substantially improve the overall performance of

the aggregated decision rule.

There are two basic settings of the latter problem. In the first setup, a crowdsourc-

ing campaign admits some quantity of images previously labeled by experts (these

labels are called golden standard). In this case, the problem can be considered as a

supervised learning problem, and for its solution, conventional algorithms of ensem-

ble learning (for example, boosting [6, 10, 18]) can be used. On the other hand, in

most cases, researchers deal with the full (or almost full) absence of labeled images;

ground truth should be retrieved simultaneously with estimation of voters’ reliabil-

ity, and some kind of unsupervised learning techniques should be developed to solve

the problem.

Prior works in this field can be broadly classified in two categories: EM-algorithm

inspired and graph-theory based. The works of the first kind extend results of the

seminal paper [2], applying a variant of the well known EM-algorithm [3] to a

crowdsourcing-like setting of the computer-aided diagnosis problem. For instance,

in [12], the EM-based framework is provided for several types of unsupervised

crowdsourcing settings (for categorical, ordinal and even real answers) taking into

account different competency level of voters and different levels of difficulty in the

assessment tasks. In [11], by proposing a special type of prior, this approach is

extended to the case when most voters are spammers. Papers [7, 9, 15] develop

the fully unsupervised framework based on Independent Bayesian Combination of

Classifiers (IBCC), Chinese Restaurant Process (CRP) prior, and Gibbs sampling.

Although EM-based techniques perform well in many cases, usually, they are criti-

cized for their heuristic nature since in general there are no guarantees that the algo-

rithm finds a global optimum.

Furthermore, in [5], an efficient reputation algorithm for identifying adversarial

workers in crowdsourcing campaigns is elaborated. For some conditions, the rep-

utation scores proposed are proportional to the reliabilities of the voters given that

their number tends to infinity. Unlike the majority of EM-based techniques, the listed

results have solid theoretical support, but conditions for which their optimality is

proven (especially the graph-regularity condition) are too restrictive to apply them

straightforward in our setup.

A highly intuitive and computationally simple algorithm, Iterative Weighted

Majority Voting (IWMV), is proposed in [8]. Remarkably, for its one step version,

theoretical bounds on the error rate is obtained. Experiments on synthetic and real-
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life data (see [8]) demonstrate that IWMV performs on a par with the state-of-the-

art algorithms and around one hundred times faster than the competitors. Since the

dataset of the Cropland Capture Game contains around 4.6 million votes, this com-

putational effectiveness makes IWMV the most suitable representative among the

state-of-the-art methods for the benchmark.

The aforementioned arguments have motivated us to carry out a case study on

the applicability of several state-of-the-art vote aggregation techniques to an actual

dataset obtained from the Cropland Capture game. Precisely, we compare the clas-

sic EM algorithm [2], methods proposed in [5], IWMV [8], and a heuristic based

on the computed reliability of voters. As a baseline, we use the simple Majority

Voting (MV) heuristic and several of the most popular universal machine learning

techniques.

3 Data

The results of the game were captured as shown in two tables. The first table contains

details of the images: imgID is an image identifier; link is the URL of an image;

latitude and longitude are geo-coordinates which refer to the centroid of the image;

zoom is the resolution of an image (values: 300, 500, 1000 m). The following table

shows some sample of image data.

imgID link latitude longitude zoom
3009 http://cg.tuwien.ac.at/~sturn/crop/img_-112.313_42.8792_1000.jpg 42.8792 −112.313 1000

3010 http://cg.tuwien.ac.at/~sturn/crop/img_-112.313_42.8792_500.jpg 42.8792 −112.313 500

3011 http://cg.tuwien.ac.at/~sturn/crop/img_-112.313_42.8792_300.jpg 42.8792 −112.313 300

All votes, i.e. ‘a single decision by a single volunteer about a single image’ [13],

were collected in the second table: ratingID is a rating identifier; imgID is an image

identifier; volunteerID is a volunteer’s identifier; timestamp is the time when a vote

was given; rating is a volunteer’s answer. The possible values for rating are as fol-

lows: 0 (‘Maybe’), 1 (‘Yes’), −1 (‘No’). The following table shows some sample of

vote data.

ratingID imgID volunteerID timestamp rating
75811 3009 178 2013-11-18 12:50:31 1

566299 3009 689 2013-12-03 08:10:38 0

641369 3009 1398 2013-12-03 17:10:39 −1

3980868 3009 1365 2014-04-10 16:52:07 1

During the crowdsourcing campaign, around 4.6 million votes were collected. We

convert the votes to a rating matrix. The matrix consists of ratings given to images

http://cg.tuwien.ac.at/~sturn/crop/img_-112.313_42.8792_1000.jpg
http://cg.tuwien.ac.at/~sturn/crop/img_-112.313_42.8792_500.jpg
http://cg.tuwien.ac.at/~sturn/crop/img_-112.313_42.8792_300.jpg
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(matrix columns) by the volunteers (matrix rows)

R =
(
rv,i

)|V|,|I|
v=1,i=1, (1)

V—the set of all volunteers; I—the set of all images with at least 1 vote; rv,i—a vote

given by a volunteer to an image. Due to an unclear definition, the ‘Maybe’ answer

is hard to interpret. As a result, we treat ‘Maybe’ as a situation when the user has not

seen the image; both situations are coded as 0. If a volunteer has multiple votes for

the same image, then only the last vote is used.

4 Methodology

4.1 Detection of Duplicates and Blurry Images

Since the dataset collected via the game was formed by combining different sources,

it is possible that almost the same images can be referenced by different records.

In order to check this, we download all 170041 .jpeg images (512*512 size). The

total size of all images is around 9 GB. Then we employ perceptive hash functions

to reveal such cases. Examples of such functions are aHash (Average Hash or Mean

Hash), dHash, and pHash [17]. Perceptual hashing aims to detect images such that a

human cannot see the difference. We find that pHash performs much better than com-

putationally less expensive dHash and aHash methods. Note that for a fixed image,

the set of all images that is similar according to pHash will contain all images with

the corresponding MD5 or SHA1 hash. To summarize, we detect duplicates for 8300

original images; votes for duplicates were merged.

Accepting the idea of the wisdom of the crowd, in order to make a better decision

for an image, we need to collect more votes for each image. The detection of all simi-

lar images increases statistically significant effects and decreases the dimensionality

of the data. In addition, if the detection is performed before the start of the campaign,

there is a reduction in the workload of the volunteers.

A visual inspection of images shows the presence of illegible and blurry (unfo-

cused) images. As expected, these images bewildered the volunteers. Thus, we apply

automatic methods for blur detection. Namely, by using the Blur Detection algorithm

[16], we detect 2300 poor quality images such that it is not possible to give the right

answers even for experts. Note that for those images, voting inconsistency is high;

volunteers change their opinions frequently. After consultation with the experts, we

remove all images of poor quality to decrease the noise level and uncertainty in

the data. Finally, we reduce number of images from 170041 to 161752. Note that

|I| = 161752 and |V| = 2783.
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4.2 Majority Voting Based on Reliability

In this subsection we present a conjunction of MV and the widely used notion of

reliability (see, for example [5]). It is a standard to define reliability wv of volunteer

v as

wv = 2pv − 1

where pv is the probability that v gives a correct answer; it is assumed that it does not

depend on the particular task. Obviously, wv ∈ [−1, 1]. We use traditional weighted

MV with weights obtained by the above rule. The heuristic admits a refinement;

one may iteratively remove a volunteer with the highest penalty, then recalculate

penalties, and obtain new results for the weighted MV.

Algorithm 1 Weighted MV

Input: V — the set of all volunteers;

I — the set of all images with at least 1 vote;

R =
(
rv,i

)|V|,|I|
v=1,i=1 — rating matrix (see (1));

E — the set of images with ground truth labels;

(ei)i∈E ∈ {−1; 1}|E| — ground truth labels for images from E.

Initialization:
for v ∈ V ∶ do

if
∑

i∈I∩E 𝟏(rv,i ≠ 0) ≠ 0 then
wv ← 2 ×

∑
i∈I∩E 𝟏(rv,i=ei)∑
i∈I∩E 𝟏(rv,i≠0)

− 1
else

wv ← 0
Repeat
Calculate penalties for volunteers according to Algorithm 2. The algorithm takes I,V ,R as inputs

and gives a vector (dv)v∈V as output. For volunteer v̂ with the highest penalty, we set

wv̂ ← 0,

rv̂,i ← 0 ∀i ∈ I
Until convergence or reaching S iterations

Output: the predicted labels (yi)i∈I

yi = arg max

k∈{−1;1}

∑

v∈V
wv𝟏(rv,i = k) ∀i ∈ I

The proposed heuristic is presented in Algorithm 1 relying on Algorithm 2 [5,

Hard penalty], for which we also provide pseudocode. We now briefly describe an

optimal semi-matching (OSM) used in Algorithm 2. Let B = (Nleft ∪ Nright,E) be

a bipartite graph with Nleft the set of left-hand vertices, Nright the set of right-hand

vertices, and edge setE ⊂ Nleft × Nright. A semi-matching inB is a set of edgesM ⊂ E
such that each vertex in Nright is incident to exactly one edge in M. We stress that it

is possible for vertices in Nleft to be incident to more than one edge in M.
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Algorithm 2 Hard penalty [5]

Input: V — the set of all volunteers;

I — the set of all images with at least 1 vote;

R =
(
rv,i

)|V|,|I|
v=1,i=1 — rating matrix (see (1));

Initialization:
Obtain Ics, the set of all (conflict) images with both labels (1 and −1);

Create a bipartite graph cs
as follows:

1: Each volunteer vi ∈ V is represented by a node on the left;

2: Each image tj ∈ Ics is represented by two nodes on the right t+j and t−j
3: For each volunteer vi and image tj:

if ri,j = 1 then
add the edge (vi, t+j )

else if ri,j = −1 then
add the edge (vi, t−j ).

Compute an optimal semi-matching (OSM) [4] for cs ∶

for vi ∈ V ∶ do
di ← degree of volunteer vi in the OSM

Output: Penalties for volunteers {d1, d2,… , d|V|}.

An OSM is defined using the following cost function. For u ∈ Nleft, let degM(u)
denote the number of edges in M that are incident to u and let

costM(u) =
degM (u)∑

i=1
i =

(degM(u) + 1)degM(u)
2

.

An optimal semi-matching then, is one which minimizes
∑

u∈Nleft
costM(u). This def-

inition is inspired by the load balancing problem studied in [4]. We also benchmark

the Iterative Weighted Majority Voting algorithm (IWMV) introduced in [8]; see

pseudocode of Algorithm 3.

5 Benchmark

To evaluate the volunteers’ performance, a part of the dataset (854 images) was anno-

tated by an expert after the campaign took place. For these images 1813 volunteers

gave 16,940 votes in total. We then sampled two subsets for training and testing

(70/30 ratio). We now empirically assess the irregularity of volunteer-image assign-

ment in the expert dataset. First, using Fig. 1, we answer the question ‘How many
volunteers voted some specified number of times?’ Second, using Fig. 2, we answer

the question ‘What is the percentage of volunteers who voted some specified number
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Algorithm 3 The iterative weighted majority voting (IWMV) [8]

Input: V — the set of all volunteers;

I — the set of all images with at least 1 vote;

R =
(
rv,i

)|V|,|I|
v=1,i=1 — rating matrix (see (1));

Initialization: wv = 1 ∀v ∈ V; Tv,i = 𝟏(rv,i ≠ 0) ∀v ∈ V , ∀i ∈ I;
Repeat

yi ← arg max

k∈{−1;1}

∑

v∈V
wv𝟏(rv,i = k) ∀i ∈ I, (2)

pv ←
∑

i∈I 𝟏(rv,i = yi)∑
i∈I Tv,i

, wv ← 2pv − 1 ∀v ∈ V .

Until convergence or reaching S iterations;

Output: the predicted labels (yi)i∈I (see (2)).

Fig. 1 The figure contains information on the images per volunteer distribution and answers the

question ‘How many volunteers voted some specified number of times?’. Namely, the number of

images assessed by a volunteer is on the horizontal axes. The number of volunteers is on the vertical

axes. Thus, one can see that 566 volunteers labeled only one image from the expert dataset

of times or less?’. Finally, by means of Fig. 3, we answer the questions ‘How many
images were labeled a specified number of times?’ and ‘What percentage of images
were labeled some specified number of times or less?’.

The baseline. To use some conventional machine learning algorithms, we first
apply SVD to the whole dataset to reduce dimensionality. A study of the explained

variance helps us to make an appropriate choice for the number of features: 5, 14,

35. Then we transform the feature space of the testing and training subsets accord-

ingly. On the basis of 10-fold cross-validation of the training subset, we fit parameters

for the AdaBoost and Random Forest algorithms. For Linear Discriminant Analy-

sis (LDA), we use default parameters. The accuracy of the algorithms with fitted

parameters was estimated using the testing subset; see Table 1.
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Fig. 2 The figure contains information on the images per volunteer distribution and answers the

question ‘What is the percentage of volunteers who voted some specified number of times or less?’.

Namely, the maximum number of images assessed by a volunteer is on the horizontal axes. The

number of volunteers is on the vertical axes. Thus, one can see that around 49 % of all volunteers

saw 2 images or less from the experts dataset. Moreover, around 70 % of volunteers saw 5 images

or less from the experts dataset; 90 % of volunteers saw 15 images or less; and 95 % of volunteers

saw less than 26 images

Fig. 3 The figure contains information on volunteers per image distribution. The left plot answers

the question ‘How many images were labeled a specified number of times?’. Here one can find that

71 images were labeled by exactly 7 volunteers, 11 images were labeled by 59 volunteers, and 5

images were labeled by 69 volunteers. The right plot answers the question and ‘What percentage
of images were labeled some specified number of times or less?’. One can see that around 27 % of

images have 5 votes or less, 52 % of images have 9 votes or less, and 75 % of images have 25 votes

or less

Benchmarking of algorithms for an vote aggregation is performed as follows.

We feed the expert dataset to the algorithms and check their accuracy on the same

test subset as above. Note that the transformation of a feature space is not required

in this case. In this section, we experimentally test the heuristic based on reliabil-

ity and compare it with the state-of-art algorithms designed for crowdsourcing. We
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Table 1 Accuracy of baseline algorithms corresponding to different number of features

Number of features Random forest LDA AdaBoost

5 89.92 87.60 89.15

14 89.14 90.70 89.92

35 88.37 89.53 91.08

Table 2 Accuracy for ‘crowdsourcing’ algorithms without image thresholding

MV EM Weighted MV IWMV

Base 89.81 89.81 90.63 89.81

1 90.05 90.16 91.45 89.81

2 90.05 90.05 91.45 –

3 89.67 89.58 91.22 –

4 89.34 89.46 90.98 –

5 89.93 89.81 91.10 –

6 89.81 89.93 90.98 –

7 90.16 90.05 90.98 –

8 90.16 89.93 90.87 –

9 90.16 89.81 90.75 –

use publicly available code
1

that was developed for experiments in [5]. The code

implements MV and EM algorithm [2] in conjunction with reputation Algorithm 2

(Hard penalty [5]). During each iteration, the reputation algorithm helps to exclude

the volunteer with the highest penalty and recalculates the penalties for the remain-

ing volunteers. We also benchmark IWMV [8]. Note that iterations in IWMV have

different meanings. The accuracy of the compared algorithms on the test sample

is presented in Table 2. Remarkably, IWMV converges right after 1 iteration with

exactly the same predictions as MV. Though we observe a change of voters’ weights

(some are even flipped from 1 to −1), it does not influence the aggregated score of

any image enough to alter the decision of MV. More surprisingly, all crowdsourcing

algorithms perform on a par with MV. A possible explanation is the irregular task

assignment leading, in particular, to a high percentage of images with only a few

votes. To deal with this issue, we continue our analysis using image thresholding.

Namely, we perform the same benchmarking for two subsets of the expert dataset.

The subsets were obtained by filtering images with the number of votes less than the

threshold; see Tables 3 and 4. Another possible explanation is that we mostly deal

with reliable volunteers, and thus, crowdsourcing algorithms cannot profit from the

detection of spammers or from flipping votes of malicious voters. To analyze the

hypothesis, in the next subsection we classify volunteers using the annotator model

proposed in [11].

1
https://github.com/ashwin90/Penalty-based-clustering.

https://github.com/ashwin90/Penalty-based-clustering
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Table 3 Accuracy for ‘crowdsourcing’ algorithms with image thresholding

MV EM Weighted MV IWMV

Base 90.95 91.08 91.63 90.95

1 91.08 91.36 92.18 90.95

2 91.08 91.36 92.18 –

3 91.63 91.36 92.32 –

4 91.22 91.08 91.77 –

5 91.22 91.22 92.04 –

6 91.08 91.36 91.91 –

7 91.08 91.36 91.91 –

8 91.08 91.08 91.91 –

9 90.81 91.08 91.91 –

Only images with at least 4 votes are left in the expert dataset. In this case we have 729 images

annotated by 1812 volunteers

Table 4 Accuracy for ‘crowdsourcing’ algorithms with image thresholding

MV EM Weighted MV IWMV

Base 94.55 94.55 95.05 94.55

1 94.55 94.55 95.05 94.55

2 94.55 94.55 95.05 –

3 94.55 94.55 95.05 –

4 94.55 94.55 95.05 –

5 94.55 94.55 95.05 –

6 94.55 94.80 95.30 –

7 94.55 94.80 95.30 –

8 94.55 94.80 95.30 –

9 94.80 94.80 95.54 –

Only images with at least 10 votes are left in the expert dataset. In this case we have 404 images

annotated by 1777 volunteers

5.1 Annotator Models

As it was proposed in [11], a spammer is a person who labels randomly. A possible

explanation is that a volunteer ignores images while labeling or does not comprehend

the labeling criteria. ‘More precisely an annotator is a spammer if the probability of
an observed label is independent of the true label’ [11]. In what follows we define

two important concepts, the sensitivity and the specificity. If the true label is 1, then

the sensitivity 𝛼

j
is defined as the probability that the volunteer j votes 1 (this proba-

bility corresponds to the true positive rate). If the true label is −1, then the specificity

𝛽

j
is defined as the probability that the volunteer j votes −1. Note that volunteer j is

a spammer if

𝛼

j + 𝛽

j = 1.
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Fig. 4 We depict ROCs for volunteers having more votes than defined by a threshold. Threshold =
0 (the upper left plot), 12 (the upper right plot), 44 (the lower left plot), and 100. These thresholds

leave 1813, 262, 52, and 24 volunteers, respectively. ROCs of spammers lie on the red line

This property suggests an easy way for detection of spammers. Namely, we simply

depict the Receiver Operating Characteristic (ROC) plot containing details of indi-

vidual performance; see Fig. 4. Since the task assignment was highly irregular, it is

important to study how voting activity of volunteers influences the ROCs. Namely,

Fig. 4 contains not one, but four ROCs, where each of them is obtained according to

a different level of volunteer thresholding. This thresholding helps to remove volun-

teers that had a total number of votes less than that defined by the threshold. Figure 4

provides plausible observations for the dataset: there are no spammers among voters

with more than 12 votes; good annotators prevail over all other types of annotators;

we detect frequently voting volunteers (more than 100 votes) showing better accu-

racy than any examined algorithm, while there are no malicious voters. We conjec-

ture that these are exactly the reasons why advanced algorithms (EM, IWMV) are

on a par with MV.
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6 Discussion

Comparing the results in Tables 1 and 2, it is remarkable that ‘general purpose’ learn-

ing algorithms slightly outperform ‘special purpose’ crowdsourcing algorithms.

Moreover, the naïve heuristic (see Algorithm 1) based on reliability shows the best

result. Also, numerical experiments show that MV performs on a par with all other

algorithms (see Tables 1, 2, 3 and 4). The analysis of the ROCs of the volunteers sug-

gests that surprisingly high accuracy of frequently voting volunteers coupled with

the absence of spammers is a possible explanation for this result. The irregularity of

volunteer-image assignment in the dataset with and a high percentage of images with

a low number of votes may also contribute to this fact. Note that image thresholding

by number of votes helps to improve the results of the ‘crowdsourcing’ algorithms

(see Tables 2, 3 and 4) although the results are still on a par with MV. To summa-

rize, good annotators and the irregularity eliminate any advantages of state of the art

algorithms over MV. Thus, future research on the problem of aggregation of votes

will benefit from a systems analysis approach capturing tradeoffs similar to the one

shown in this paper.
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The Formal Models for the Socratic
Method

Nico Huse and Nguyen-Thinh Le

Abstract In this paper, we present three formal models of three phases of the
Socratic Method that is suggested by Nelson to be employed in teaching. The three
phases are searching for examples, searching for attributes and generalizing the
attributes. These formal models are intended to serve in a computerized learning
environment where users can train with a chatbot to stimulate their critical thinking.
This paper demonstrates the applicability and the usefulness of the formal models
of the Socratic Method by showing an application that has been developed for
group discussion where the chatbot acts as a discussion leader who applies the
Socratic Method. The contribution of this paper is twofold. First, in the dialogue
models, we integrated critical questions using the question taxonomy of Paul and
Elder in the three phases of the Socratic Method. Second, the formalization of the
three phases of the Socratic Method using state diagrams is a new innovation.

Keywords Socratic questioning ⋅ Socratic discussion ⋅ Critical thinking

1 Introduction

Asking questions is an important skill that is required in many institutional settings,
e.g., interviews conducted by journalists [6], medical settings [7], courtrooms [1].
For teachers, asking questions is almost an indispensable teaching technique. Dillon
[8] investigated questions generated by teachers in 27 upper classrooms in six
secondary schools in the USA and reported that questions accounted for over 60 %
of the teachers’ talk. The benefits of using questions in instruction are multi-faceted
and have been reported in many research studies [13, 14, 22]. Not only teachers’
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questions can enhance learning, but also students’ question asking can benefit
learning. The evidence from research studies provides a solid empirical basis to
support the inclusion of students’ question asking in teaching in order to enhance
comprehension [21], cognitive and metacognitive strategies use [23], and
problem-solving abilities [3] of students. Researchers suggested that teachers
should pose questions that encourage higher-level thinking of students because they
need to be familiarized with different levels of thinking and to use knowledge of the
lower-level productively [5]. In addition, Morgan and Saxton [14] demonstrated
that well-chosen higher-order questions can not only be used to assess student’s
knowledge but also to extend his/her knowledge, to improve his/her skills of
comprehension and application of facts and also to develop his/her higher-order
thinking skills. Yet the evidence is that the majority of questions teachers use in
their classrooms in order to check knowledge and understanding, to recall of facts or
to diagnose student’s difficulties [5], and only about 10 % of questions are used to
encourage students to think [4].

Socratic dialogue is considered an effective teaching approach that is used to
stimulate critical thinking [18]. Paul defined “critical thinking” as: “Thinking
explicitly aimed at well-founded judgement, utilizing appropriate evaluative stan-
dards in an attempt to determine the true worth, merit, or value of something.”
Based on the definition of “critical thinking” Paul argued that “critical thinking
provides us with definitive and specific tools”. He linked the relationship between
critical thinking and the Socratic Method as follows: “Critical thinking […] is the
key to Socratic questioning because it makes the intellectual moves used in Socratic
dialogue explicit and accessible to anyone interested in learning it, and willing to
practice it.” There exists a huge body of literature about Socratic dialogues and the
Socratic teaching approach. However, the research gap is how to formalize the
process of Socratic teaching. In this paper, we present our attempt to formalize the
three steps of the Socratic Method: searching for examples, searching for attributes,
and summarization.

2 State of the Art of Computer Modeling of Critical
Thinking

2.1 The Socratic Method

The Socratic Method is rooted back to the philosopher Socrates about whom we
know from the books of Platon, one of Socrates’ disciplines. “He [Socrates] is best
known for his association with the Socratic method of question and answer, his
claim that he was ignorant (or aware of his own absence of knowledge)”.1 It may be
true that Socrates was highly skilled at questioning. However, it is not easy to

1http://www.iep.utm.edu/socrates/.
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emulate the types of questions he asked at any given point in a discussion. By
studying dialogues of Socrates, Paul and Elder [18] explicated the components and
processes underlying Socrates’ dialogues. They identified a classification of six
classes of Socratic questions: (1) questions that require clarification, (2) questions
probing assumptions, (3) questions probing reasoning and evidence, (4) questions
probing perspective, (5) questions probing implications, (6) questions about the
question. This question taxonomy provides us with specific tools for critical
questioning.

Nelson [15] analyzed the questioning technique of Socrates and developed the
so-called Socratic Method. A Socratic dialogue, according to Nelson, starts with a
self-experienced example. Nelson identified in the habit of Socrates’ dialogues that
Socrates used observations of daily life as examples and pre-conditions of certain
judgment to lead the dialogue partner to the less certain judgment. This is referred
to as the abstraction process. Horster [11] investigated the theoretical assumptions
of the Socratic Method, modified the abstraction process proposed by Nelson and
extracted the Socratic dialogue in the following steps.

Given a discussion topic (e.g., freedom, happiness, sense of life, etc.), the first
step is to ask the dialogue partner to give self-experienced examples for the
specified topic. The attributes and features of the topic should be contained in each
example (i.e., to be sure that the example is relevant to the topic). The second step is
to collect those attributes and features. As the third step, the collected attributes and
features will be summarized. These three steps of the Socratic Method have been
being applied widely not only in dialogues, but also in group discussion in the sense
of Socratic teaching.

2.2 Applications that Support the Socratic Method

Several educational applications support tutorial dialogues. Olney and colleagues
[16] presented a method for generating questions for tutorial dialogue. This
involves automatically extracting concept maps from textbooks in the domain of
Biology. Five question categories were deployed: hint, prompt, forced choice
question, contextual verification question, and causal chain questions. Also with the
intention of supporting students using conversational dialogues, Person and
Graesser [19] developed an intelligent tutoring system that improves students’
knowledge in the areas of computer literacy and Newtonian physics using an
animated agent that is able to ask a series of deep reasoning questions according to
the question taxonomy proposed by Graesser and Person [9]. Lane and VanLehn
[12] developed PROPL, a tutor, which helps students build a natural-language style
pseudo-code solution to a given problem. All these educational applications
deployed some kinds of dialogues, however, they did not apply the Socratic
Method.

Hoeksema [10] developed a group discussion environment that was intended to
serve virtual Socratic dialogues. The author used the collaborative learning
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environment Cool Modes (“Collaborative Open Learning Modelling and Designing
System”, Pinkwart et al. [20]). The Socratic dialogues using this discussion envi-
ronment were intended to be held similarly in a usual face-to-face environment.
Whereas this work focused on developing an environment for Socratic group dis-
cussions, our goal is to formalize the Socratic Method in order to help students
develop critical thinking.

Otero and Graesser [17] developed a computational mechanism for triggering
questions. Based on the computational model of a given topic text, the computer
should be able to decide for which situation which question can be posed to the
student. For this purpose, a formalism for describing conditions of posing questions
is required. Otero and Graesser [17] proposed to use production rules. These rules
specify which particular questions should be generated when particular elements or
configurations of information in the text occur. Each production rule is an “if state,
then action” expression. If a particular state (or Boolean configuration of states)
exists, then an action or action sequence is performed [2].

The goal of our work is to formalize the dialogue steps of the Socratic Method.
Whereas Otero and Graesser used production rules as a formalism, we propose to
apply state diagrams, because the dialogue steps could be mapped to the dialogue
states intuitively. To our best knowledge, no formalization for the Socratic Method
has been developed yet. The formalization of the Socratic Method for dialogues
described in this paper contributes both to the Socratic teaching community
(through the integration of critical questions of Paul and Elder in the Socratic
Method) and the community of educational technologies.

3 The Formal Models of the Socratic Method

In this section, we present the formal models for the Socratic Method that was
suggested by Nelson [15] and extended by Horster [11] and is applied in dialogues
or in group discussions. In the developed models, a computer agent is required in
order to start conversation by imitating the role of the discussion leader. The
computer agent is called “chatbot” in the developed models who attempts to apply
the Socratic Method in order to stimulate the discussion participants to critically
think about the discussion topic by searching for examples, searching for attributes,
and searching for generalized attributes. The dialogue starts when the chatbot
explains the phases of the discussion (search for examples, search for attributes, and
summarizing the attributes) and gives a discussion topic.

The first phase starts when the chatbot asks all participants to give examples (cf.
Fig. 1). After a participant Tx gives an example, the chatbot asks Tx to explain
more about the example by applying the question class “clarification”. At this time,
Tx thinks about the given example again and may dismiss it or elaborate on it. As
the next step, the chatbot asks other participants if they have any concern about the
example given by Tx. If any questions arise, Tx needs to explain his/her example
again. Otherwise, the given example can be added to the collection of examples for
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the discussion topic and this collection will be shown to other participants. If the
example collection is enough (the chatbot may determine the threshold for
“enough”, for instance, the threshold is equal the number of participants minus 1),
the chatbot asks the participants to vote the best example that will be worked out in
the next phase (i.e., searching for attributes). After this vote, the first dialogue phase
is finished.

The best voted example is used in the second phase to elicit relevant attributes.
First, the chatbot repeats all collected examples (cf. Fig. 2). The chatbot indicates the
list of elicited attributes as if the discussion leader uses a whiteboard or flipchart to
collect attributes given by the discussion participants (assuming that at the begin-
ning, the flipchart is empty). Then, the chatbot asks the participants to elicit attributes

Fig. 1 Search for an example
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from the examples. If a participant Tx gives feedback (i.e., he/she wants to name an
attribute), the chatbot asks Tx to explain the attribute using the question class
“clarification” (cf. Paul and Elder [18]). After Tx has elaborated on the named
attribute, the chatbot asks other participants about their opinion or whether they have
any question concerning the named attribute. If any participant Ty has a question, the
chatbot asks him/her about his/her question using the class “questions about the
question”. If any participant Ty has an opinion, the chatbot asks about his/her
opinion using the class “questions about viewpoints and perspectives”. The question
(of the class “questions about the question” or of the class “questions about view-
points and perspectives”) scrutinize the question/opinion of Ty and help him/her to
think about his/her question/opinion again. In case, the participant Ty has a question,

Fig. 2 Search for attributes
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the chatbot forwards this question to the participant Tx and requests him/her to
answer the Ty’s question. This cycle is repeated until no questions from other
participants arise. In case, the participant Ty has an opinion, the chatbot forward this
opinion to Tx. Tx may dismiss his/her named attribute, change it or remain with that
attribute. If neither questions nor opinions arise, the named attributed of the par-
ticipant Tx will be added to the list of collected attributes. The chatbot decides to
finish this discussion phase if the list of collected attributes is “enough” (e.g., the
threshold can be determined by the number of participants minus 1). Similar to the
threshold for searching examples, here, the chatbot may determine that the threshold
for attributes is equal the number of participants minus 1.

Similar to the previous two phases, at the beginning of the third phase (cf.
Fig. 3), the chatbot takes the role of the discussion leader and explains the rules of
this phase. Then, the chatbot presents the list of collected attributes for the dis-
cussion topic and asks the participants to generalize two or more attributes. If a
participant Tx notifies that he/she wants to generalize the attributes, the chatbot asks

Fig. 3 Generalizing the attributes
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him/her which attributes on the list he/she wants to generalize and which rule he/she
wants to apply. Horster [11] suggested three ways of summarizing the attributes:
(1) an attribute is more general than another, (2) a hypernym is used for two or
several attributes, and (3) an attribute is a pre-condition for another attribute. The
participant Tx will have the option to select two or more attributes from the attribute
list and select one of the three generalization rules. After Tx has selected a gen-
eralization rule, the chatbot will apply the class of “questions that probe reason and
evidence” to ask the participant Tx to explain his/her decision.

Then, the chatbot asks other participants about their opinions or whether they
have any questions. If a participant Ty notifies that he has a question, first he needs
to summarize the status of the discussion in his/her own words, and then asks a
question or gives his/her opinion. If the participant Ty asks a question, the chatbot
asks about his/her question using the class “questions about the question”. If the
participant gives an opinion, the chatbot asks a question about this opinion using
the question classes “questions that probe reason and evidence”. After the partic-
ipant Ty answers the question of chatbot, his/her answer is forwarded to the par-
ticipant Tx. Then, the chatbot asks the participant Tx to summarize the state of the
discussion in his/her own words. Then, the chatbot asks a question about his/her
position. Upon on this question, the participant Tx may withdraw his/her argument
for generalization of attributes, change or remain the argument (for generalizing the
attributes). In case, all other participants agree with the argument for the general-
ization of attributes (i.e., no question, no opinion), the chatbot updates the list of
generalized attributes. If the list of generalized attributes is “enough”, the chatbot
can stop the discussion. Horster [11] proposed an extension of the Socratic Method
that the discussion leader goes back to the phase 2 (searching for attributes) and
take the next best example to be discussed in the phases 2 and 3.

4 Implementation

In order to verify the applicability of the formal models for the three phases of the
Socratic Method, we have decided for an application that is designed to support
group discussion. The application provides a chatbot who acts as a discussion
leader applying the Socratic Method to stimulate the discussion participants
thinking about a discussion topic. In order to show the scalability of the three
models of the Socratic Method, in this group discussion scenario, the number of
participants will be more than two. The architecture of the application consists of
three modules: the user interface, the message handling module, and the chatbot
module.

Since the intended application should support group discussion, we decided to
use WhatsApp Messenger, a social media frontend that is being used widely by
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more than one billion users.2 Many people are familiar with the user interface of
WhatsApp. Thus, users can focus on the discussion. Most users have their own
Smart phones or tablets and thus, can join the group discussion from everywhere.

In order to communicate with a group of users, we need an interface to the server
of WhatsApp. The message handling module is implemented using Yowsup3 (a
Python program), which is responsible for sending and receiving messages.
Yowsup receives messages from each user and forward them to all discussion
participants. Yowsup imitates to WhatsApp as a normal user that requires a user ID
and a password. Each WhatsApp account is associated with a telephone number.
Using this number, the user ID and a password will be generated. In order to get a
WhatsApp account for the chatbot, we use the following Yowsup commado
“yowsup-cli” that sends an account request for the telephone number
4930XXXXXXX: yowsup-cli registration –requestcode voice
–phone 4930XXXXXXX –cc 49 –mcc 123 –mnc 456.

In order to send messages using Yowsup, we use the commando tool:
yowsup-cli demos -l 4930XXXXXXX:XXXPASSWORDXXX -s
Receiver TEXT. As receiver of a message, we need to fill the placeholder
“Receiver” with a complete telephone number with country code. For a group of
receivers, instead using the telephone number of each receiver, we need a group ID
that is created by WhatsApp.

In order to receive messages, we modified the echo-client that is provided by
Yowsup so that WhatsApp only gets the latest available message. The original
version of the echo-client runs permanently after each message sending commando
has been initiated.

The chatbot module, which is the main module of the application, implements
the developed formal models of the Socratic Method (cf. Sect. 3). This module
controls the discussion phases. The tasks of the chatbot include explaining and
observing the phases of the dialog and its rules as a discussion leader for a Socratic
group discussion would do. The chatbot controls and drives the conversation. It
receives messages from Yowsup and makes sure that only active participants are
allowed to participate in the discussion. It manages the list of examples in the phase
of searching examples, the list of attributes in the phase of searching attributes and
the list of generalized attributes in the generalization phase. The chatbot chooses
questions based on the state of the dialogue model. For each state in the diagrams of
the dialogue models, the chatbot has a set of questions it can ask. These questions
are mostly chosen by random choice. The chatbot mostly ignores to understand the
context of user’s input. Only in some situations, it tries to identify specific word or
even groups of words by checking the input against regular expressions. These are
situations where the Chatbots needs a “yes” or “no” answer from a participant. For
example, the adjectives “free”, “relaxed”, “calm”, “happy” are specific for the topic

2http://blog.whatsapp.com/615/WhatsApp-kostenlos-und-n%C3%BCtzlicher-machen (Access:
07/03/2016).
3https://github.com/tgalal/yowsup/wiki.
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“happiness”. In case, the users use one of these adjectives in their answers, the
chatbot will pose a corresponding question: “What do you mean with free?”, “Why
were you so relaxed?”, “Why were you so calm?”, “Why did you fell happy?” The
authors tried to use this technique in the first phase of the dialogue (the phase of
collecting examples) to catch specific adjectives which we thought are specific for
the topic of the dialogue. If the chatbot detects one of the topic-specific adjectives,
there would be a chance that the chatbot asks a pre-specified question. In addition to
the task of controlling the conversation, another task of the chatbot is archiving the
history of discussion.

5 A Case Study: A Socratic Group Discussion Application

The app has been used by six users. The chatbot initiates the discussion by giving
the topic “What is happiness?” In the first phase (searching for examples) (cf.
Fig. 4), the chatbot collects examples for the topic “happiness” and update the list
of examples (the list represents a whiteboard or a clip chart for a discussion leader
to take notes). The colored marks were intentionally used to anonymize the name of
the users. Figure 4 demonstrates how the chatbot acts as a discussion leader
applying the Socratic Method to help users think about examples for the given
discussion topic.

After finishing the first phase (i.e., the chatbot has collected five examples,
because in this scenario we have six users), the chatbot initiates the phase of
searching attributes (cf. Fig. 5).

Fig. 4 A demonstration of phase “searching for examples” of the Socratic group discussion
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After collecting five attributes for the topic “happiness”, the chatbot asked the
users to generalize the attributes (cf. Fig. 6). On the left side of this figure, a
participant generalized the attributes “love” and “satisfaction”.

These three figures (Figs. 4, 5 and 6) show only six screenshots of the discussion
of six participants that participate in the evaluation study within about 2 h. After the
discussion session, we asked the users to answer a questionnaire in order to evaluate
the usefulness of the models for Socratic Method in general and to evaluate the
specific questions/dialogue moves initiated by the Socratic chatbot. After this
evaluation, we can learn that the questions asked by the Chatbot sometimes were
not in the context of the discussion. During the course of the dialogues, some

Fig. 5 A demonstration of phase “searching for attributes” of the Socratic group discussion

Fig. 6 A demonstration of phase “generalizing the attributes” of the Socratic group discussion
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participants started to take the Chatbot less serious. Another fact we have learned
was that the Chatbot was very rigid in controlling the dialogues, which led to fact
that there was no real discussion between the participants. Due to space limit, the
detailed results of the evaluation will be published in another article.

6 Conclusions and Future Work

In this paper, we have presented three models for three dialogue phases of the
Socratic Method by applying state diagrams. These models have been validated in a
group discussion scenario using the WhatsApp frontend. This validation showed
that the models not only can be used for dialogues between two persons but also for
a group of more than two discussion participants. The models are intended to help
students develop critical thinking for a given discussion topic. Since no formal
model for the Socratic Method has been proposed until now, to our best knowledge,
the introduced models for three dialogue phases are the contribution of this paper.
In addition, the integration of critical questions using the question taxonomy
developed by Paul and Elder [18] in the steps of the Socratic Method can be
considered a second contribution in the paper.

At the time of writing this paper, we are conducting a study to evaluate the
usefulness of these three dialogue models. We will analyze data from a question-
naire regarding the usefulness of the Socratic dialogue models and data from the
discussion protocols.
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Using Local Weather and Geographical
Information to Predict Cholera
Outbreaks in Hanoi, Vietnam

Nguyen Hai Chau and Le Thi Ngoc Anh

Abstract In 2007, repeated outbreaks of cholera in Hanoi have raised the need to

have up-to-date evidence on the impact of factors on cholera epidemic, which is

essential for developing an early warning system. We have successfully built mod-

els to predict cholera outbreaks in Hanoi from 2001 to 2012 using Random Forests

method. We found that geographical factors—the number of cholera cases of a dis-

trict of interest and its neighbours—are very important to predict accurately cholera

cases besides the weather factors. Among weather factors, temperature and relative

humidity are the most important. We also found that prediction accuracy of our mod-

els, measured in adjusted coefficient of determination, will decrease by 0.0076 if

prediction length increases by one day.

Keywords Cholera outbreaks prediction ⋅ Random forests ⋅ Geographical

information ⋅ Time series

1 Introduction

Cholera is a global public health issue despite the decrease of morbidity and mor-

tality in recent years [1, 2]. Cholera is an acute watery diarrhea caused by a multi-

plication of gram-negative toxigenic bacterium namely Vibrio Cholera (V. Cholera)

in human intestine [3, 4]. It is estimated that approximately 200 serotypes of V.

Cholera are available, of which O1 and O139 are the primary cause of cholera epi-

demics and endemics worldwide [2, 4]. Cholera is regularly considered in the rela-

tions with unclean water and poor sanitation infrastructures, especially in low and
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middle-income countries [4, 5]. Annually, about 2.9 million cases and 91,000 deaths

occur as a consequence of cholera infection.

Along with water and hygiene status, previous studies demonstrated that climate

variability partly contributes to the widespread of V. Cholera [6]. For example, stud-

ies in Africa indicated that the increase of temperature and rainfall results in the

rise of cholera cases [7, 8]. Furthermore, studies in Bangladesh showed that tem-

perature and sunshine hours might relate with cholera occurrence [9]. In a recent

report, the World Health Organization has underlined that climate variables have

the central role on the temporal and spatial distribution of infectious diseases, rais-

ing the need to develop an early warning system based on meteorological factors

[10, 11]. Therefore, establishing climate-based predictive models for cholera epi-

demic are necessary for prompt prevention and intervention in the longer run.

Vietnam experienced cholera epidemics in the twentieth century, especially in

1960s and 1990s, and most of cases were reported in Southern regions [2]. How-

ever, in 2007 and 2008, the cholera outbreaks occurred with the majority of affected

provinces in Northern regions, including Hanoi [3, 12, 13]. Until April 2008, there

were 3,271 cases reported from 18 provinces [3]. The reasons for this epidemic were

argued not to rest only with water or food contamination [12]. Therefore, understand-

ing the association between cholera cases and other factors as climate variability is

necessary to develop the strategies to control, monitor and prevent the cholera out-

breaks.

2 Related Works

Ali et al. [14] studied cholera data of Matlab, Bangladesh from 1988 to 2001 and

concluded that the number of cholera cases in the study area is strongly associated

with local temperature and sea surface temperature (SST). Time series analysis is

the method used in this research.

Reiner et al. [15] successfully build a model that is able to predict the number of

cholera cases in Matlab, Bangladesh 11 months in advance. Data sets used in this

research are local weather, southern oscillation index (SOI) and flooding condition

from 1995 to 2008. As a result from the research, SOI and flooding condition are

main positive factors to the number of cholera cases in Matlab. Prediction method

used in this research is simulation using multidimensional inhomogeneous Markov

chain (MDIMC).

Min et al. [16] used MaxEnt model, a maximum expectation like model, to ana-

lyze China’s cholera outbreaks from 2001 to 2008. As their results, precipitation,

temperature and the location’s altitude are strongly linked to the number of cholera

cases. Distance of the location to the sea coast, relative humidity and atmospheric

pressure are also linked to the number of cholera cases. The sun hours and river

height discharge are independent to the number of cholera cases.
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In another research, Min et al. [17] used satellite and geographical data to find

influences of SST, sea surface height (SSH) and ocean chlorophyll concentration

(OCC) to the number of cholera cases in China from 1999 to 2008. Results show

that changes in SST and SSH are associated immediately to the number of cholera

cases while OCC has 1 month lag effect.

Emch et al. [18] studied effects of local weather parameters to the number of

cholera cases in Matlab, Bangladesh from 1983 to 2003 and in Nha Trang, Hue

(Vietnam) from 1985 to 2003. Results show that high OCC have positive association

to the number of cholera cases in Matlab, increasing SST correlates with the number

of cholera cases in Hue and increasing of river height correlates with the number of

cholera cases in Nha Trang. In the research, the authors show that local weather has

2 months lag effect. They use univariate and multivariate statistical analysis methods.

The above works show that local weather parameters such as temperature, relative

humidity, SOI, SST, SSH have different association to number of cholera cases in

different areas.

In Vietnam, several previous studies mentioned the association of local environ-

ment with occurrence of cholera cases. A study of Kelly-hope et al. in Vietnam

suggested the significant link of precipitation and cholera outbreaks at 0-month lag

during 1991–2001 [5]. Emch et al. found that the significant predictors of cholera

infected included increasing SST and river height [6]. However, the outbreak of

cholera from 2007 to 2009 in Hanoi has raised the need to have more reliable evi-

dence about the impact of climate factors along with traditional environment indi-

cators. In order to provide more comprehensive and up-to-date evidence, this paper

aimed to investigate the relationships of cholera incidence with weather, geographi-

cal factors and the SOI climate change indicator in Hanoi during 2001–2012.

The rest of this paper is organized as follows. In Sect. 3, we describe Hanoi local

information and data sets used for research. Prediction models building is presented

in Sect. 4. We analyze prediction results in Sect. 5 and concludes the paper in Sect. 6.

3 Description of the Study Area and Data Sets

To build prediction models of cholera prediction in Hanoi, Vietnam, we use the fol-

lowing data sets: Cholera cases, local weather, geographical data of Hanoi and SOI

data set. In the following we describe Hanoi local information and the data sets.

3.1 Study Area

Hanoi, located at 21◦01′42.5′′N, 105◦51′15.0′′E, is the capital and the second largest

city of Vietnam. Its population in 2009 is approximately 2.6 millions in urban dis-

tricts and 6.5 millions in metropolitan areas. From 2001 to 2012, Hanoi is divided

into 11 urban districts, a district-level town and 17 metropolitan districts. The
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Fig. 1 Hanoi administrative
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districts and the town are further subdivided into more than five hundreds communes,

wards and commune-level town. For simplicity, in this research we refer administra-

tive level 2 as “district”, level 3 as “commune” assuming that Hanoi’s administrative

level is 1.

Hanoi is located in the northern region of Vietnam. It is embraced by the Red

River and roughly 100 km far from coastal area. Hanoi’s climate is warm humid

subtropical, identified as Cwa in Köppen climate classification system. It has four

distinct seasons: spring (February–April), summer (May–August), fall (September–

October) and winter (November–January).

3.2 Geographical Data Sets

The data set contains administrative boundaries of districts and communes, roads,

rivers and water areas at 1:50,000 scale. Map of Hanoi and its 29 districts is in Fig. 1.

3.3 Cholera Data Set

The data set contains all observed cholera cases of Hanoi from Jan 01, 2001 to Dec

31, 2012. Each record of the data set contains patient’s name, age, sex, date of infec-

tion and his/her home address at least to commune administrative level. We aggregate
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Fig. 2 Cholera cases of Hanoi from 2001 to 2012. Left Daily cholera cases of Hanoi. Right daily

cholera cases by district; size of black circles is proportional to the number of cholera cases

the data set to calculate the number of daily cholera case per district. Daily aggre-

gated cholera cases of Hanoi and daily aggregated cholera cases per district are in

Fig. 2. The data set shows that there were five cholera outbreaks in Hanoi in 2004,

2007, 2008, 2009 and 2010. The other years are cholera-free.

3.4 Local Weather Data Set

This data set contains daily relative humidity (min, max and mean), daily tempera-

ture (min, max and mean), daily sun hours, daily wind speed and daily precipitation

measured by Lang weather station in Hanoi. The Lang weather station locates in Cau

Giay district of Hanoi as shown in Fig. 1 and its measurements are representative for

Hanoi weather. Figure 3. illustrates the local weather data set.

3.5 SOI Data Set

We use SOI data collected from a website of Queensland government, Australia [19].

The data set contains daily SOI measurement from 1991 to the day of getting data.

Daily SOI data from 2001 to 2012 is plotted in Fig. 4.
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4 Features Selection and Models Building

4.1 Features Selection

In previous works of cholera prediction, researchers often use monthly aggregated

data as their main data sets. We use daily aggregated data. The reasons include spar-

sity and the number of data points in our monthly aggregated data set. If we aggregate

the cholera and weather data sets by month, we have 144 observations among which

19 are with cholera. In addition, the maximum length of each cholera outbreak of

Hanoi in month is only three, making “positive” data series very short and difficult

to predict.

We aggregate data sets described in Sect. 3, except the geographical data set, by

day and mix them into one. We consequently have a final data set, denoted as FS, with

35 variables and 4383 observations. Six of the variables are weather ones including

temperature, relative humidity, precipitation, sun hour, wind speed and SOI. The

others are daily cholera cases of 29 districts. Figure 5 shows a correlogram of the FS

data set. It is obvious that the weather variables have very close to zero correlation
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Fig. 5 Correlogram of the FS data set. Temperature, relative humidity, precipitation, sun

hour, wind speed and SOI variables are denoted as tavglang, havglang, preciplang,
sunlang, windlang and soi, respectively. Other variables, named after districts names, are

daily cholera cases corresponding to districts
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with the cholera case variables. However the cholera case variables are correlated.

Cholera case variables of geographically closed districts are generally more corre-

lated. This fact suggests us to use subsets of cholera case variables as additional

predictors in combination with weather variables for building prediction models.

However, the cholera case variables of districts are also outcomes. Therefore, we

can only use the past values of cholera variables for prediction. In the following, we

describe the building of our prediction models.

4.2 Models Building

While other studies on cholera outbreak prediction mainly consider study areas

as atomic, we use districts of Hanoi as geographical units. For each district of

Hanoi, we build three predictive models namely complete, weather-independent and

geographical-independent, abbreviated as CP, WI and GI, respectively. Our purpose

is twofold. Firstly, we want to choose the best model for all districts. Secondly, we

want to evaluate effects of geographical and weather variables to the accuracy of

prediction. Table 1 explains the predictor groups of each model. All the models has

the number of cholera case as an outcome.

Each model has a lag parameter l measured in day. The parameter means that we

use the number of cholera cases of the current and previous l − 1 days in a district

of interest as a predictor for the model. It also means that we predict the number

of cholera case of the district in next l days. For each model, we also use the past

number of cholera cases of all neighbours of the district of interest and past weather

information as additional predictors. Two districts are neighbours if they share parts

Table 1 Description of predictors for CL, WI and GI models

Predictor group Model

CP WI GI

Weather information Mean temperature Not used Mean temperature

Mean relative

humidity

Mean relative

humidity

Precipitation Precipitation

Sun hours Sun hours

Wind speed Wind speed

SOI SOI

Geographical

information

The number of cholera

cases of a district D
The number of cholera

cases of a district D
Not used

The number of cholera

cases of D’s neighbour

districts

The number of cholera

cases of D’s neighbour

districts
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Table 2 An example of sliding window training and testing for the CP model

w1 w2 w3 w4 w5 w6 w7 w8

d4 d5 d6 d7 d8 d9 d10 d11
n1 n2 n3 n4 n5 n6 n7 n8
Training data set 1 Testing data set 1

Training data set 2 Testing data set 2
Training data set 3 Testing data set 3

In this example, lag parameter l is 3

of their administrative borders. Using SQL spatial queries in PostgreSQL/PostGIS

we easily define neighbours of each district in Hanoi.

Instead of using statistical techniques for model building in many other studies,

we adopt a machine learning approach. After a process of try and error, we found

that the Random Forests (RF) regression method is the most suitable for our pre-

diction models. RF regression is a supervised learning method. It learns on train-

ing data sets and predict on testing ones. Since all variables of the FS data set is

time series, we apply the rolling forecasting origin techniques by Hyndman and

Athanasopoulos [20]. Using this technique, we first create an initial window that

has s1 data points as the first training data set. The testing data set is next s2 data

point. Note that each data point in the training data set contains all predictors and

the outcome, and each data point in the testing data set contains only predictors.

The window is then shifting along the time axis until no data point left. The super-

vised model is built during the shifting and improved along the time axis. We set

s1 = s2 = l in all models.

Table 2 illustrates training and testing data sets of a CP model with lag parame-

ter l = 3 of a district D. In the table, w1,w2, ...,w8 are values of weather variables,

n1, n2, ..., n8 are values of cholera cases of all D’s neighbours; and d4, d5, ..., d11 are

values of cholera cases of D. Indices of these variables indicate points in time. The

model’s first training data set is {w1,w2,w3, n1, n2, n3, d4, d5, d6} and first testing data

set is {w4,w5,w6, n4, n5, n6}. The outcome of this model is {d7, d8, d9}. Point in time

to start training the CP model is 6.

5 Prediction Results Analysis

We built 29 × 3 RF regression models based on the FS data sets for 29 districts.

Measures for regression models assessment are often root mean square error (RMSE)

and adjusted coefficient of determination (adj-R2
) [20]. We calculate RMSE and adj-

R2
for all 29 × 3 models. In the following subsections, we first compare effects of

weather and geographical predictors based on CP, WI and GI models and the two

measures RMSE, adj-R2
. We then perform statistical analysis to find relationship of
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prediction accuracy and prediction length; and evaluate the importance of weather

variables in 29 × 3 RF models.

5.1 Effects of Weather Predictors and Geographical
Predictors to the Accuracy of Prediction

To compare the effect of weather and geographical predictors to prediction accuracy,

measured in RMSE and adj-R2
, we use Tukey method for 3, 7, 14 and 30-day in

advance prediction.

RMSE comparison in Fig. 6 does not show any statistical difference in models’

prediction accuracy: all the 95 % confidence interval contains 0. In addition, p-values

of RMSE comparison model are larger than 0.05. Thus using RMSE we cannot

define which model among CP, WI and GI is the best. We will use adj-R2
for models

comparison.
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Fig. 6 Tukey multiple comparison of RMSE of CP, WI and GI models. From left to right, top to

bottom: Comparison for 3, 7, 14 and 30-day in advance prediction
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Fig. 7 Tukey multiple comparison of adj-R2
of CP, WI and GI models. From left to right, top to

bottom: Comparison for 3, 7, 14 and 30-day in advance prediction

With reference to GI-CP and WI-CP means and confidence interval in Fig. 7, we

see that the CP models with highest adj-R2
are the best. The GI models having the

smallest adj-R2
are the worst. It means that the number of cholera case in neighbours

of a district strongly influences the number of cholera cases in that district. Figure 8

compares 3-day in advance prediction accuracy of CP, WI and GI models for Badinh,

Dongda, Socson, Thanhxuan and Unghoa districts.

5.2 Relationship of Prediction Accuracy and Prediction
Length

As mentioned above, the CPs are best models. We then apply CP models for final

prediction of cholera cases on 29 districts of Hanoi, compare prediction results to

observed data for l = 3, 7, 14, 30 and calculate adj-R2
measures. Details of adj-R2

measures are in Table 3. To observed change of prediction accuracy versus length of
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Fig. 8 Comparison of 3-day in advance prediction accuracy of CP, WI and GI models for Badinh,

Dongda, Socson, Thanhxuan and Unghoa districts
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Table 3 Adj-R2
of each district for difference prediction length using CP models

District Prediction length

30-day 14-day 7-day 3-day

Badinh 0.0092 0.0448 0.3126 0.3592

Bavi −0.0001 0.0015 −0.0002 0.0186

Caugiay 0.0107 0.0623 0.2323 0.4142

Chuongmy 0.0015 0.1117 0.0745 0.2343

Danphuong 0.0003 0.0088 0.0177 0.2331

Donganh −0.0002 0.0434 0.0085 0.0476

Dongda 0.0491 0.1325 0.4133 0.6214

Gialam −0.0002 0.0007 0.0509 0.0831

Hadong 0.0106 0.0314 0.2248 0.3998

Haibatrung 0.0085 0.0719 0.209 0.4544

Hoaiduc 0.0037 0.0386 0.2188 0.5297

Hoankiem 0.024 0.0739 0.2466 0.4122

Hoangmai 0.0254 0.0458 0.1821 0.3372

Longbien 0.007 0.0121 0.1152 0.2316

Melinh −0.0001 −0.0002 0.0666 0.0017

Myduc −0.0002 0.0171 0.0169 0.3762

Phuxuyen −0.0001 0.0003 0.0335 0.0281

Phuctho 0.0005 0.0214 0.0248 0.013

Quocoai 0.0012 0.0161 0.0553 0.0785

Socson 0.002 0.007 −0.0002 0.0642

Sontay −0.0002 −0.0002 −0.0002 −0.0002

Tayho 0.0086 0.0735 0.2706 0.4905

Thachthat 0.0005 −0.0002 0.0051 0.15

Thanhoai 0.0094 0.0439 0.1588 0.2535

Thanhtri 0.0152 0.0159 0.0386 0.0967

Thanhxuan 0.0277 0.0551 0.287 0.4969

Thuongtin 0.0196 0.1813 0.1243 0.3211

Tuliem 0.0137 0.0699 0.2345 0.4197

Unghoa −0.0002 0.0137 0.0008 0.01

prediction, we built a multiple linear regression model. The model’s predictors are

districts and the number of day to predict in advance. Outcome of the model is the

adj-R2
measure. Details of the model is in Listing 1.
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Listing 1 Model for relationship of prediction accuracy and prediction length.

## C a l l :

## lm ( f o r m u l a = a d j r s q ~ d i s t r i c t + day , d a t a = tmp )

##

## R e s i d u a l s :

## Min 1Q Median 3Q Max

## −0.16773 −0.06615 −0.01686 0 .05959 0 .25176

##

## C o e f f i c i e n t s :

## E s t i m a t e S td . E r r o r t v a l u e Pr ( > | t | )

## ( I n t e r c e p t ) 0 .2846737 0 .0538533 5 . 286 9 . 3 4 e−07 ∗∗∗

## d i s t r i c t b a v i −0.1765346 0 .0740029 −2.386 0 .0193 ∗

## . . .

## d i s t r i c t u n g h o a −0.1753860 0 .0740029 −2.370 0 .0200 ∗

## day −0.0076452 0 .0009427 −8.110 3 . 1 7 e−12 ∗∗∗

## −−−
## S i g n i f . codes : 0 ’∗∗∗ ’ 0 . 0 0 1 ’∗∗ ’ 0 . 0 1 ’∗ ’ 0 . 0 5 ’ . ’ 0 . 1 ’ ’ 1

##

## R e s i d u a l s t a n d a r d e r r o r : 0 .1047 on 86 d e g r e e s o f f reedom

## M u l t i p l e R−s q u a r e d : 0 . 6 1 7 9 , A d j u s t e d R−s q u a r e d : 0 .4891

## F− s t a t i s t i c : 4 . 796 on 29 and 86 DF , p−v a l u e : 7 .651 e−09

c o n f i n t ( f i t , ’ day ’ )

## 2.5% 97.5%

## day −0.009519223 −0.005771201

The multiple linear regression model shows that, if everything else remains

and prediction length increases by one day, the adj-R2
measure will decrease by

0.0076 with [−0.0095,−0.0057] 95 % confidence interval. The p-value is very small

(3.17−12) indicating the statistical significant of the multiple linear model. The

model’s explained variation is 49 %. Figure 9 compare accuracy of CP models for

3, 7 and 14-day in advance prediction.

5.3 Importance of Weather Variables

From the 29 CP models built by RF regression method, we easily extract the impor-

tance of weather variables. The boxplots in Fig. 10 show that the daily mean tempera-

ture, relative humidity are the most important weather variables with approximately

50 % importance in comparison to other weather variables and cholera case vari-

ables. The precipitation and sun hour variables are about 30–35 % importance. The

wind speed and SOI are less than 20 % importance.
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Fig. 9 Comparison of accuracy of CP models for 3, 7 and 14-day in advance prediction for Badinh,

Dongda, Socson, Thanhxuan and Unghoa districts
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6 Conclusions

We have successfully built supervised learning models based on RF regression

method for short-term prediction of cholera outbreaks in Hanoi from 2001 to 2012.

To the best of our knowledge, this research is probably the first one that uses a

machine learning approach to predict cholera outbreaks in Hanoi, Vietnam. The

models built in this paper show that geographical factors of Hanoi, here are the num-

bers of cholera cases of a district of interest and its geographical neighbours, are very

important ones to predict cholera outbreaks besides the weather variables. Among

weather variables, daily mean temperature and daily mean relative humidity are the

most important. SOI is least important weather factor to cholera in Hanoi. We also

found that the prediction accuracy of our models, measured in adj-R2
, will decrease

by 0.0076 if prediction length increases by one day.
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Effect of the Text Size
on Stylometry—Application on Arabic
Religious Texts
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Abstract In stylometry, there are two important technical questions: Firstly, does
the text size affect the authorship attribution performances? and secondly, what
could be the effect of the language on that attribution? To respond to those ques-
tions, we have conducted several experiments of authorship attribution applied on
multi-size text documents. The text size varies from 100 words to 3000 words per
document. For that purpose, a specific Arabic dataset has been conceived (i.e. A4P
corpus). The corpus is made available for the scientific community and is suitable
for the task of stylometry since the genre and theme are quite similar. Two types of
features are investigated: character n-grams and words, in association with several
classifiers, namely: SVM, MLP, Linear regression, Stamatatos distance and Man-
hattan distance. During the experiments, 2 types of scores are proposed: the “Score
of Good Attribution” and “Robustness against Size Reduction” ratio. Results are
quite interesting, showing that the minimum text size required for performing a fair
authorship attribution, depends on the feature and classification method that are
employed. For the evaluation task, a specific application of authorship attribution
has been conducted on 7 religious books, where the main purpose was to check
whether the Quran and Hadith could have the same Author or not. Results have
clearly shown that those two books should have 2 different Authors.
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Keywords Natural language processing ⋅ Authorship attribution ⋅ Stylometry ⋅
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1 Introduction and Related Work

Authorship Attribution (AA) is a research field concerned with the automatic
classification of text documents with regards to their author(s). It tries to respond to
the following question: Who is the author of this document?

Many studies have been reported during the last decades as described in [1–3],
where many disputes were reported and several types of features and techniques
were proposed too. In most cases the amount of data was big enough to bring
significant characteristics to the author.

However, in 2001, de Vel et al. [4] reported a challenging research work of
author identification on small texts such as in emails. The problem in such works is:
was the small data provided by an email sufficient enough to make a fair author
identification? Even though several works conducted on email documents reported
quite good results too, their works were not so convincing since the scientific
community agree that an efficient authorship attribution requires a quite big amount
of text. In other words: the longer is the text, the higher is the precision of
authorship attribution.

Now, what could be the minimum/optimum data size for that purpose? Some
recent studies developed by Kim Luyckx and Walter Daelemans in 2011 [5] tried to
investigate the size issue and showed the real effect of author data size in authorship
attribution. Afterward, an interesting work was reported by Maciej Eder in 2013 [6],
giving several responses to the problem by providing some key solutions to the
minimum data size required for different cases and different languages, except for
the oriental languages such as Arabic for instance (i.e. those types of languages
were not investigated).

The results of Eder were interesting and useful, but we cannot extend them to all
the languages that were not investigated, such as Arabic. Moreover, certain features
were not tested by the author, which make his results, even though interesting, not
extensible to every feature or classifier either.

That is, by the present investigation, we try to find out the minimum text size
required to get a consistent authorship characterization for the Arabic Language.
For that purpose, different types of features, distances and classifiers are tested and
commented.
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2 Dataset

The corpus used in our experiments consists of 45 text documents from 5 different
authors, namely: 9 texts per author. These texts were written by five ancient Arabic
philosophers (without translation) from various regions and date from the 11th,
12th and 13th centuries. Moreover, those texts have somewhat the same genre and
topic. The original texts are quite long, but are divided herein into medium and
short texts, so that we get several fixed sizes: the shortest text is about only 100
words and the longest one is about 3000 words. Hence, the different text sizes are
100, 500, 1000, 1500, 2000, 2500 and 3000 words per text.

Those different texts (the 5 philosophers) are extracted from the Universal
Library (Elwaraq). During our experiments, the corpus was arbitrarily divided into
two subsets, one subset for the training and another one for the testing. The training
corpus, used to train each author model is composed of 10 long texts of 3000 words
and the testing corpus is composed of 35 different texts.

To our knowledge, most researchers, in the literature, used their own text corpus
for the task of author attribution. Although the Greek corpus of [7] and the Chinese
corpus of [8] were included in Keselj works [9] for instance, unfortunately they
were forced, like us, to assemble their Arabic corpus from classical texts (eg. Ibn
Roched, Elfarabi, etc.). Finally, for purposes of further comparison, the entire
corpus, which we built (A4P), has been made freely available on our personal
website.

3 Authorship Attribution Methodology

In this section, we will explain the different steps of our approaches and the overall
experimental protocol. As explained previously, two types of features (i.e. words
and character 5-g) are used and five types of classifiers are employed (i.e. SVM,
MLP, Linear Regression, Stamatatos distance and Manhattan distance).

3.1 General Algorithm

The general steps used for modeling the known authors (training) and identifying
an unknown document (testing), during this investigation, are described in the
following (Pseudo-Code) algorithm:
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As we can see in the previous algorithm, the first step consists in selecting the
appropriate classifier to employ, then, in the second step, we proceed with features
extraction from the text document. Note that in order to handle Arabic documents,
we must use a UTF8 encoding.

The third step consists in building the Authors models (i.e. known authors). In
the fourth step, which represents the testing, we redo the same tasks and then inject
all the features to the classifier to make a decision. Finally, according to the
obtained decision, we display the author identity and compute the performances
scores.

3.2 Conventional Classifiers

The 3 conventional classifiers are described here below.

Manhattan Distance
This distance [5] is very reliable in text classification. The corresponding distance
between two vectors X and Y is given by the following formula:
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dX, Y = ∑
n

i=1
Xi −Yij j ð1Þ

where n is the length of the vector.
In this investigation, the different samples of the training are employed to build

the centroid vector, which will be used, as reference, to compute the required
distance with the previous formula (also called KNN method). Manhattan distance
is simple to implement and very efficient for text classification.

Stamatatos distance
This distance represents a judicious way to measure the similarity between two
texts. The distance between two vectors f and g is given by the following formula:

∑
n

i = 1
½2 fi − gið Þ ̸ fi + gið Þ�2 ð2Þ

where n is the length of the vector.

Multi-layer Perceptron (MLP)
The MLP (Multi-Layer Perceptron) is a classical neural network classifier that uses
the errors of the output to train the neural network [10]. The MLP can use different
back-propagation schemes to ensure the training of the classifier. It is trained by the
different texts of the training set, whereas the remaining texts are used for the
testing task. Usually the MLP is efficient in supervised classification, however in
case of local minima; we usually can get some errors of classification.

Sequential Minimal Optimization based Support Vector Machine (SMO-SVM)
In machine learning, support vector machines (SVMs) are supervised learning
models with associated learning algorithms that analyze data and recognize pat-
terns, which are used for classification and regression analysis. The basic SVM
takes a set of input data and predicts, for each given input, which of two possible
classes forms the output, making it a non-probabilistic binary linear classifier.
Given a set of training examples, each marked as belonging to one of two cate-
gories, a SVM training algorithm builds a model that assigns new examples into
one category or the other. A SVM model is a representation of the examples as
points in space, mapped so that the examples of the separate categories are divided
by a clear gap that is as wide as possible. New examples are then mapped into that
same space and predicted to belong to a category based on which side of the gap
they fall on.

In addition to performing linear classification, SVMs can efficiently perform
non-linear classification using what is called the kernel trick, implicitly mapping
their inputs into high-dimensional feature spaces.
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The SVM is a very accurate classifier that uses bad examples to form the
boundaries of the different classes [11]. Concerning the Sequential Minimal Opti-
mization (SMO) algorithm, it is used to speed up the training of the SVM [12].

Linear Regression
Linear Regression is the oldest and most widely used predictive model. The method
of minimizing the sum of the squared errors to fit a straight line to a set of data
points was published by Legendre in 1805 and by Gauss in 1809. Linear regression
models are often fitted using the least squares approach, but they may also be fitted
in other ways, such as by minimizing the “lack of fit” in some other norms (as with
least absolute deviations regression), or by minimizing a penalized version of the
least squares loss function as in ridge regression.

4 Authorship Attribution Experiments

Two types of features are employed in our authorship attribution experiments: once,
using character n-grams [13] (5-g) and another time, using words.

In order to estimate the Authorship Attribution performances, we define the
score of good Authorship Attribution (AAS), as follows:

AAS=
Number of texts that are well attributed

Total number of tested documents
ð3Þ

4.1 Authorship Attribution Using Character Penta-Grams

Wepresent theAAperformances of the different classifiers with their tendency curves
using character penta-grams as features in the following Figs. (1, 2, 3, 4 and 5).

As we can see the score of 100 % has been reached with the size of 3000 words
for almost all the classifiers and distances, showing the pertinence of the character
penta-gram as feature. Another interesting result concerns the minimum text size for
which the AA score remains still high (≅100 %). For this point, we noticed that the
different classifiers present different behaviors. For instance, the MLP appears to be
very interesting since its performances are stable and remain unchanged until the size
of 1500 words (i.e. a score of 100 % is noted for documents of 3000, 2500, 2000 and
1500 words). The SMO-SVM and Linear Regression seem less interesting since
their performances are stable until the size of 2500 words. Less accurately but with a
great stability, the Centroid Manhattan distance presents a constant AA score of
80 % from 3000 words down to 1000 words. This interesting result shows that this
last distance could be recommended for short text documents, since a limited amount
of data seems to be quite sufficient to fairly recognize an author.
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Fig. 2 Score of good author attribution with the MLP using character 5-g
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Fig. 3 Score of good authorship attribution of the linear regression using character 5-g
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Fig. 4 Score of good authorship attribution of Stamatatos centroid distance using char. 5-g
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Fig. 1 Score of good authorship attribution with the SMO-SVM using character 5-g
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4.2 Authorship Attribution Using Words

We present the AA performances got by using the words as features (Figs. 6, 7, 8, 9
and 10).

In this second series of experiments, we can notice that quite good performances
have been obtained with the Linear Regression and MLP (score of 100 % for long
texts) showing that the size limit is about 2500 words per document. The
SMO-SVM appears to be less accurate with a maximal AA score of 80 %.

20%

40%

60%

80%

100%

0 500 1000 1500 2000 2500 3000

A
A

 S
co

re
 %

SMO-SVM

Tendency

Fig. 6 Score of good authorship attribution of the SMO-SVM using words

20%

40%

60%

80%

100%

0 500 1000 1500 2000 2500 3000

A
A

 S
co

re
 %

MLP

Tendency

Fig. 7 Score of good authorship attribution of the MLP using words
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Fig. 5 Score of good authorship attribution of Manhattan centroid distance using char. 5-g
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However, we notice that the best performances are provided by the Centroid
Manhattan distance, for which the AA score remains equal to 100 % for 3000, 2500
and even 2500 words. Again, Stamatatos distance appears to be quite interesting
too, due to its stability with regards to the size reduction. Hence a constant score of
80 % is reached for 3000, 2500, 2000, 1500, 1000 and even 500 words (i.e. a
constant score).
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Fig. 8 Score of good authorship attribution of the linear regression using words
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Fig. 9 Score of good authorship attribution of the Stamatatos centroid distance using words
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Fig. 10 Score of good authorship attribution of the Manhattan centroid distance using words
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4.3 Robustness Against Size Reduction Ratio: RSR

In order to assess the behavior of our attribution methods with regards to the size
reduction, we defined a specific ratio, which we called “Robustness Against Size
Reduction” ratio or RSR. The higher is this ratio, the more efficient is the attribution
method with short texts. The RSR ratio is computed as follows.

RSR=
∑N

j=1 AASj.Sizej

∑N
j=1 Sizej

ð4Þ

where N represents the number of documents (with different sizes) per author; and
Sizej represents the size of the jth text document. For instance, in our experiments,

Size1 = 3000, Size2 = 2500, Size3 = 2000, etc…. and then ∑
N

j=1
Sizej = 10600.

By applying the RSR equation to the entire AAS scores, we get the following
figure (Fig. 11). This figure shows interesting information, where we can visually
evaluate the robustness of the different classifiers during the different experiments.

As we can see in this figure, we notice two different cases:

• For character 5-g, the most robust classifier (i.e. the most suitable for short texts)
is the Multi-Layer Perceptron, with a RSR of 0.97 %;

• For words, it appears that Manhattan distance is the most robust classifier (i.e.
the most suitable for short texts), with a RSR of 0.94 %.

0.
85

0.
97

0.
81 0.
82

0.
78

0.
73 0.

78 0.
83

0.
79

0.
94

20

30

40

50

60

70

80

90

100

SV
M

M
L

P

L
in

 R
eg

St
am

at

M
an

ha
t

R
SR

 %

Char 5-gram Word

Fig. 11 RSR ratio for the
different classifiers and
features

224 S. Ouamour et al.



Consequently, for relatively short text documents (i.e. less than 2000 words), it
would be highly recommended to employ those two combinations of classifier/
feature. In other words, when using character 5-g, the MLP appears to be the most
interesting classifier to use in AA; and when using words, Manhattan distance
appears to be the most interesting one. However, we limit this deduction to our set
of features/ classifiers used in our experimental conditions.

5 Application of Authorship Attribution
on Religious Books

In this application, seven Arabic religious books are investigated and analyzed in
order to make a classification of the text documents per author: the experimented
corpus is called SAB-1. Those texts have a size of about 2900 words per document
so that the previous conditions (of Sect. 4) are well respected (>2500 words).

There are seven different books written by seven different authors: the holy
Quran (book of God), Hadith (statements of the Prophet) and 5 other books written
by 5 religious scholars, namely: Mohammed al-Ghazali al-Saqqa, Yusuf al-Qar-
adawi, Omar Abdelkafy, Aaidh ibn Abdullah al-Qarni and Amr Mohamed Helmi
Khaled.

We also recall that several classifiers are employed in the experiments of
authorship attribution by using the words as feature.

5.1 Experiments of Authorship Attribution Using
Conventional Classifiers

In this section we report the different results obtained by using conventional clas-
sifiers. The different experimental results are exposed in Table 1.

Table 1 displays the different results obtained with the following classifiers:
Manhatan centroid, MLP and SMO-SVM. Furthermore, the “Total identification
error” summarizes the overall error of attribution for the 7 books. This indication
gives us an interesting idea on the overall performances of authorship attribution.

We can see that the best classifier is the Manhattan centroid, which gives an error
of only 1.05 %, the other classifiers present different performances (total identifi-
cation errors ranging between 1.05 and 4.2 %). The three authors: Aaid-Alkarni,
Abdelkafy and Alquaradawi present some problems of authorship attribution
depending on the choice of the classifier. These two first ones are often confused
with other authors. However, we can note that the Quran and Hadith books are
attributed without any error (error of 0 %).
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5.2 Experiments of Authorship Attribution Using
Fusion Techniques

In order to further enhance the authorship attribution performances, a fusion
technique has been proposed and implemented, namely: the Classifier-based
Decision Fusion (CDF). The CDF technique fuses the decisions given by the
different classifiers in order to produce a more accurate decision. Concerning the
choice of the features, the word descriptor has been used because it has been shown
that this type of feature presented relatively good performances during our exper-
iments. Hence, We can see in Table 2 the corresponding results of this fusion
technique.

As we can see in Table 2, by using the fusion technique, the authorship attri-
bution error is equal to zero for every author. Te total identification score is 100 %,
showing the superior performances of the fusion technique over the conventional
classifiers as expected in theory. This result is very interesting since it shows that a
combination of different features and/or classifiers can lead to high AA
performances.

5.3 Comments

By observing the different experimental results, we can see that the 7 different
books have been discriminated (let us say) correctly with regards to the
writer/author: the corresponding text segments have been attributed to the correct
authors with a small error of identification. Moreover, by using the fusion approach
the attribution error have been reduced to 0 %. This important result shows that the
classical features and classifiers that are usually employed in English and Greek
languages got good results for the Arabic language too and appear to be utilizable
for the authorship attribution of texts that are written in Arabic.

Table 1 Identification error
in %

Character-tetragram (%) Word (%)

Manhatan centroid 1.05 1.05
MLP classifier 2.1 1.05
SMO-SVM
classifier

3.1 2.1

Table 2 Identification performances, in %, on the Arabic religious books

Classifier-based decision fusion (%) Number of books/authors

Identification error in % 0 7
Accuracy in % 100 7

226 S. Ouamour et al.



The first conclusion we can state is that the fusion approach is quite interesting in
multi-classifier or multi-feature authorship attribution.

Another important conclusion, one can deduce, is that the two religious books
Quran and Hadith appear to have two different Authors.

6 Conclusion

In this investigation, we tried to respond to the following question: what could be
the minimum text size for a given document to ensure a reliable AA task in Arabic
language? To respond to that question, we conducted several experiments of
authorship attribution applied on multi-size text documents: from 3000 words down
to only 100 words per document. For that purpose, an Arabic dataset was con-
structed and collected from the books of 5 ancient Arabic philosophers.

Two types of features were investigated: character 5-g and words. Furthermore,
several classifiers and distances were employed: SVM, MLP, Linear regression,
Stamatatos distance and Manhattan distance.

Results have shown that the minimum text size required, for performing a fair
authorship attribution, depends on the feature type and authentication method that
are employed. But, in general, the size of 2500 words per document seems to be the
minimum amount of textual data required for a fair AA in many cases. This result
confirms the results reported by Eder in 2013 for the English language [6].

Furthermore, concerning the Robustness versus Size-Reduction, an interesting
conclusion has been deduced. For instance, when using character 5-g, the MLP
classifier appears to be one of the most robust classifier to use in AA; while when
using words, Manhattan distance appears to be more suitable.

In the overall, character penta-grams seem to be more efficient than words,
showing much better performances than this last one for almost all the classifiers
used in this investigation. The unique exception is noticed with Manhattan distance,
which presented a paradoxical result during the experiments.

Concerning the second application of stylometric analysis of the 7 religious
books, results showed that the fusion technique has further improved the perfor-
mances by reaching the accuracy of 100 % on the 7 books. By observing the
obtained results, we could confirm that the 7 investigated books are stylistically
distinct and should have different authors. As a consequence, we could also deduce
that the Quran and Hadith should have 2 different Authors (i.e. The Quran’s Author
is different from the Hadith’s Author).
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Personalized Facets for Faceted Search
Using Wikipedia Disambiguation
and Social Network

Hong Son Nguyen, Hong Phuc Pham, Trong Hai Duong,
Thi Phuong Trang Nguyen and Huynh Minh Triet Le

Abstract The main aim of this paper is to deal with semantic search based on
personalized facets using Wikipedia disambiguation data which can help to solve
lexical ambiguity. User profile is learned from his/her activities and preferences in
Facebook social network. Faceted graph visualization for result collaborative fil-
tering is proposed. The facets are vertices representing ontological concepts. Other
vertices represent instances belonging to the concepts, which are known as facets
values. The vertices are highlighted by matching with user profile using TF-IDF
feature vector model in order to individually produce search interfaces. The ties
between vertices are ontological relations or properties considering as
variables/attributes of facets. An algorithm to construct the faceted graph visual-
ization and collaboratively filter search result is also provided. The faceted search
method presented here is implemented to demonstrate these ideas.
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1 Introduction

The brain of human being connects the knowledge into a huge network of ideas,
memories, definitions, perceptions. We can fully understand the meaning of a word
even though it has ambiguous meaning, we can understand the same thing based on
various terms. It is easy for human being but it is a big problem for computer. The
major problem is shortage of specification of semantic heterogeneousness and
ambiguity. We aim to look the “apple fruit” by putting the word “apple” in today
famous search engines including Google, Yahoo! and Bing. We could not find the
page which mentions “apple fruit” easily; most of the top results are about the “Apple
Inc.”, an American multinational corporation. All Google, Yahoo! or Bing are search
engine not knowledge engine. They are good at returning a small number of relevant
documents from a tremendous source of webpages on the Internet; but they still
experience the lexical ambiguity issue, the presence of two ormore possiblemeanings
within a single word. Another problemwith today search engines is that their filtering
for their search results is not enough. In the process of finding the word “apple”, we
have observed that three big search engine only provide one visible criterion which is
time to refine the result. In summary, there are two problems in today search engines:

• Lexical ambiguity: the question is that can the search engine return the correct
meaning of the word that we are looking for when limited information of search
query is provided?

• Search results filtering: Can the search engine offer better search results filtering
such as collaborative filtering or content-based filtering?

In recent years, we have witnessed the emergence of Human-Computer infor-
mation retrieval program where user can interact with the program to bring more
complex information-seeking tasks.1 Facets play the major part of this program. It is
a way of classifying information and it also helps to solve the weakness of earlier
knowledge representations. The faceted classification has been developed by sci-
entists to offer an approach of knowledge representation which are rich and prac-
tical. However, the Faceted classification is only a solution to knowledge
representation. We also need a mean which help to utilize that information, that
mean is called Faceted Search. Faceted Search is becoming more and more popular
especially in online shopping sites and site search. However, the facet types (cat-
egory, price, brand, etc.) and the possible values for each facet are usually manually
defined for a specific e-commerce site. For general purpose retrieval, automatic
facet and facet-value recommendations are needed [1].

Facebook is now the most famous social networking site. It contains an extensive
data of each member. The availability and extent of the profile data depends on the
user’s attitude towards entering and making the information visible in his profile [2].
The following data from Facebook can be utilized as user preferences: age, gender,
group, geography data, posts, comments and likes. In Facebook, when user clicks the

1http://www.alexa.com/siteinfo/wikipedia.org.
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“Like” button on an object such as fan page. That object is stored as an item in user
profile. And certainly, the first thing that comes to mind when thinking about user
preferences is likes as they explicitly express affinity. The same is for groups where
many people with same interest gather as a small community. The geography data can
point out the location-related affinity. In general, with the help of social networks, the
many online services have the opportunity to know the users and get close to them in
order to providemore relevant results. The valuable insights from networking sites are
useful in many areas such as searching, recommendation or advertising.

Wikipedia is a free access and free content internet encyclopedia. Wikipedia is
ranked as among the most popular website and constitutes the Internet’s largest and
most popular general reference work. In Wikipedia, internet users can freely create
or edit a Wikipedia page’s content. This “freedom of contribution” has a positive
impact on both the quantity (fast-growing number of articles) and the quality
(potential mistakes are quickly corrected within the collaborative environment) of
this online resource [1].

To address the mentioned problems, this article’s approach is to build a smart
search that will utilize wiki disambiguation data and the information of social
networks from user, the search is supposed to return the most relevant results with
collaborative filtering. This approach includes the following:

• Provide the search results related to user’s intentions based on his social network
data. In particular, the faceted search program will solve the lexical ambiguity
problem in current search engines.

• Based on the search results, provide a filtering that assists user to choose the
correct result.

2 Related Works

Dynamic queries defined as interactive user control of visual query parameters that
generate a rapid animated visual display of database search results [2–14]. The
authors emphasize the interface with outstanding speed and interactivities. Ahlberg
and Shneiderman built Film Finder to explore the movie database [1]. The graphical
design contains many interface elements; parametric search is also included in a
faceted information space. However, the results of Film Finder returning to users
are not proactive and users are still able to select unsatisfactory combination. Later
on, Shneiderman and his colleagues addressed the above problem on query pre-
views. Query Previews are prevent wasted steps by eliminating zero-hit queries.
That is mean the parametric search is replace by faceted navigation. In general, it
helps user to have an overview over the selected documents. The mSpace project
[7] described as an interaction design to support user-determined adaptable content
and describe three techniques, which supports the interaction: preview cues,
dimensional sorting and spatial context. Parallax was developed by David Huynh,
its interface provides a “set-based browsing”, that extends faceted search to shift
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views between related sets of entities. When user is browsing a set of results,
Parallax provides the connections to related entities along with filter-base for cur-
rent search result. Parallax is more like a semantic-web browser than a faceted
search, because it supports more general ontology. Parallax made an important step
that makes semantic web explore able, using many of the same techniques that have
made faceted search successful [4]. In our previous work [15], we proposed an
effective method to build a faceted search for unstructured documents that utilizes
wiki disambiguation data to build the semantic search space; the search is to return
the most relevant results with a collaborative filtering. The faceted search also can
solve the lexical ambiguity problem in current search engines.

3 Personalized Facets for Faceted Search Using Wikipedia
Disambiguation and Social Network

We present a proposed personalized facets methodology for faceted search using
Wikipedia disambiguation and social network:

• Phase 1: Data Preparation: The data was not available for our experiment. In
order to obtain the Wikipedia disambiguation data, we decided to download the
Wikipedia dumps file which contain Wikipedia contents. And we will edit it to
find a suitable data for our method.

• Phase 2: Prepare User Profile: We made user profile from user Facebook profile.
It contains an extensive data of each member.

• Phase 3: Search visualization: we present a semantic search method using facets
and user profile to automatically provide the most expected results in Wikipedia
Disambiguation.

3.1 Phase 1: Data Preparation

The disambiguation pages [16] in Wikipedia are extracted from the main page file;
each disambiguation entity contains list of all existing Wikipedia article of the give
word; for example Java, an island, a programming language, an animal. Each
meaning is categorized into facets/sub-facets.

In the Fig. 1, facets and sub-facets of Java disambiguation are:

• Facets: Places, Animal, Computing, Consumables, Fictional characters, Music,
People, Transportation, Other uses.

• Sub-facets: Indonesia, United States, Other are sub-facets of facet Places.
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In order to obtain the Wikipedia disambiguation data, we decided to download
the Wikipedia dumps file which contain Wikipedia contents and load them into a
MySQL database server (see Fig. 2).

After importing Wikipedia, a Disambiguation extraction process is carried out.
All the disambiguation pages are extracted out from the database based on template
of Disambiguation; for every disambiguation entity, an algorithm is applied to get
the feature vector of its documents. Each document also includes its facet infor-
mation. The process is as below Fig. 3.

Fig. 1 Sample facet structure
of java

Fig. 2 Data preparation overview

Fig. 3 Document features extraction process
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The feature vectors of documents will also be used as search data.

3.2 Phase 2: Prepare User Profile

We use the information from Facebook page include: Category, Name, Description.
In our method, only the Likes of user are used as user preferences which includes
all the pages which have been liked by user [17, 18]. For each page, the associated
information Name, Category and Description are extracted to form user profile data,
the same will be used for matching with search results. We use Facebook Spring
Social tool to enables the connection between our program with Facebook’s
Graph API which helps to get data from Facebook.

3.3 Phase 3: Search Visualization

The sample of partial Apple disambiguation
Figure 4 shows an example of a surfing user browses web to get more infor-

mation about Apple Inc. which produces the iPhone and iPad that he is using. As
modern search engines are keyword-based, user may get the correct “apple” that he
is looking for.
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The search program is designed to solve the above user query. As query is
entered, the program will return all the related result, the most relevant results are
highlighted. Along with search result, the facet function is provided for result
filtering, on selecting a facet, only its facet values are left.

Beside the search input, the user search graph interface includes two sections.
The Facet graph which has a list of facets, the same is displayed in tree format gives
user an overview about the result. Each facet has a list of available values associated
with it. Every facet is displayed as a rectangle.

The second section Document Graph visualization is a graph to present results
R Vr, Erð Þ on which each vertex v∈Vr presented with different sizes. Here, we
proposed the Algorithm 1 [10] to compute the size of vertices. Let Rw V ′

r,E
′

r

� �
be a

new result after matching R with User Profile. Out of which,
V ′

r = f vi,wi, sið Þjvi ∈Vrg with si is the size and wi is the weight of vertex vi. This
algorithm uses two loops to compute the weight of each vertex wi and determine the
maximum weight wmax. Then, it computes the size of each vertex (si) by using
following equation:

si = Smin +wi ×
Smax − Smin

wmax
ð1Þ

where SmaxSmin stand for the constant of minimum and maximum size.

Fig. 4 Sample of partial Apple disambiguation
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4 Experiment

In this section we present experimental evaluations for our techniques. We first
evaluate our disambiguation extraction process that we used to create data for our
search program. Then, we evaluate the search results in term of efficiency, effec-
tiveness and performance. Finally, we examine the algorithm which was used to
compute the size of vertices. In order to implement the search program for the
demonstration, we use Spring Tool Suite2 as development tool.

4.1 Disambiguation Extraction Evaluation

There are 158613 disambiguation pages in total as of 11/2014. Each disambiguation
page contains zero or more facets. The evaluation was carried out by comparing the
raw data with extracted result. Two important aspects are considered during this
duration: the first aspect is the number of extracted facets along with their structures
in a one disambiguation entity so that our semantic search can benefit from this
information, a list of facets is provided so that user can base on that to seek for
correct documents; another thing is number of documents in one disambiguation

2https://spring.io/tools.
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entity, the information from these document are used for matching the query
entered by user, the same are indexed to be used as the search data for the program.
Below is a same extracted data for Places facet in Java (Table 1).

In Wikitext, raw content of Wikis page stored in database, the Facets are within
double equal symbols “== ==”, sub-facets are within triple equal symbols “===
===”, the documents start with asterisk symbols “*” and are within pairs of double
square “[[]]” brackets. We based on those notations to pull out the data. Six sample
disambiguation entities are taken for extraction “apple”, “obama”, “java”, “joker”,
“iphone”, “alien”.

According to Table 2, the number of extracted facets are always the same as
original one, however when extracting the documents from disambiguation page,
the results are not completely correct, this is because the complexity of structure of
page in raw format. In general, the result of extraction is quite accurate; it can retain
the information from original disambiguation entity.

Table 1 Sample extracted
data for places facet in Java
disambiguation

Facet Document

Java->Places->Indonesia Java sea
Java->Places->Indonesia Java trench
Java->Places->Other Java (town)
Java->Places->Other Java road
Java->Places->Other Java, São Tomé and Príncipe
Java->Places->Other Java district
Java->Places->Other Java eiland
Java->Places->United States Java, New York
Java->Places->United States Java, Virginia
Java->Places->United States Java, Ohio
Java->Places->United States Java, South Dakota
Java->Places->United States Coffee County, Alabama

Table 2 Extracted facets/documents compared to original data

Disambiguation
page

Extracted
facets/original
facets

Facets
accuracy
(%)

Extracted
documents/original
documents (%)

Documents
accuracy
(%)

Java 12/12 100 45/48 93.76
Apple 8/8 100 46/46 100
Obama 3/3 100 14/14 100
Joker 11/11 100 58/59 98.3
Iphone 0/0 100 14/14 100
Alien 6/6 100 39/39 100
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4.2 Search Result Evaluation

In this section, we will evaluate our search program, we analyze the personalization
aspect of the program, how it accommodates the differences between individuals.
The accuracy is evaluated using precision and recall technique; finally we evaluate
the satisfaction of user about our program.

4.2.1 Personalization Evaluation

To perform this evaluation, we created three test users; Facebook offers test user
feature, a test user can experience the app as regular user but it is invisible to normal
users, furthermore the app can be granted any permission from test user without the
approval from Facebook. Our three test users have liked various pages in Facebook;
Richard has interests in Java programming language, Apple Inc., and United States;
for Tom, they are Indonesia, Java sea and Apple fruit. The last user, Patricia, has
showed no interests on Facebook. In order to examize how the program reponses to
different profiles, we use two queries: “java” and “apple” (Table 3).

Six tests were executed and the search program behaves differently for different
profiles; in the search results, sizes of vertices for specific documents are varied for
various users (Tom, Richard and Patricia).

4.2.2 Accuracy Evaluation

In the Fig. 5, the effectiveness of the returned results of our program is evaluated. In
most of cases, all the relevant documents are retrieved but the accuracy is not very
good, many times the irrelevant documents are shown to user.

4.2.3 Filtering Evaluation

Because of the problem when matching words together, there will be the cases that
user is not able to get his interested results (Table 4); in these situation, user can
refine search results by selecting facet or sub facets in the facet graph.

Table 3 Test users with different interests

User Interests (Likes)

Richard Java programming language, Apple Inc., United States
Tom Indonesia, Java sea, Apple fruit
Patricia None
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In a common flow, user will be able to select the correct information after two
steps in our search program; the first is to enter search query, next step is to refine
the search result based on facet value on facet graph. This is considered very fast.

4.3 Vertices Size Effectiveness

To evaluate the algorithm that was used to compute the size of vertices, we compare
the original graph (G1) and the matched graph (G2). In G1, let the size of each
vertex be 75 px. And in G2, the size of each vertex is computed by using Eq. 1 with
s_min = 50 px and s_max = 100 px.

The comparison was considered with tasks named apple. The detailed results of
this comparison were presented in Fig. 1. To have more conviction, we expanded 10
other tasks. For each task, we compute the rate between the total size of G2 and G1:

r =
Totalsizeof graph2
Totalsizeof graph1

× 100%

A graph of rates is shown in Fig. 6.

Fig. 5 Measure search result using precision and recall

Table 4 Search result summary

User Query Most highlighted vertices

Richard Java Java programming language, java software platform, java virtual
machine

Apple Apple Inc., Apple II series, Apple store
Tom Java Coffee, java (an island), java (DC Comics)

Apple Apple (fruit), tomato, Apple Inc.
Patricia Java None (all vertices are at default size)

Apple None (all vertices are at default size)
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According to this results, we realize that G2 not only uses less resources (oc-
cupies less pixel on screen) than G1 does, but also facilitates exploring of the
expected results.

5 Conclusions

We have presented a methodology regarding personalized facets for semantic
search using two data sources, the first one is Wikipedia Disambiguation, a dataset
that helps to solve lexical ambiguity; the other one is Facebook user profile.
A complex process was carried out to make the data available for experiment from
raw Wikis data. The graph with modern user interface was implemented to show
individualized search results by matching facet values as documents with Facebook
user profile.

In experiment, firstly we evaluate the effectiveness of our process to extract the
disambiguation data from Wiki. The result shows that the process retains most of
the information of disambiguation page from Wikipedia. Secondly the evaluations
for effectiveness and efficiency our search program is conducted. The program not
only helps to solve the ambiguity of words when searching but also help user to
seek for the information quickly with few interactions.
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Fig. 6 Compare the size of G1 and G2
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Readiness Measurement Model (RMM):
Mathematical-Based Evaluation
Technique for the Quantification
of Knowledge Acquisition, Individual
Understanding, and Interface Acceptance
Dimensions of Software Applications
on Handheld Devices

Amalina F.A. Fadzlah

Abstract This paper presents a mathematical-based evaluation technique as a new
method in assessing the readiness of handheld application usage. This research
considers specifically the quantification of readiness parameters useful to express
and estimate the overall readiness of handheld application usage. As a result, a new
and simple mathematical-based evaluation model for assessing the readiness of
handheld application usage, namely Readiness Measurement Model (RMM), was
established. The proposed model integrates three dimensions for evaluating hand-
held application usage readiness including knowledge acquisition, individual
understanding, and interface acceptance.

Keywords Readiness evaluation ⋅ Assessment metric ⋅ Readiness measurement
model ⋅ Handheld application

1 Introduction

The handheld device (also known as handheld computer or simply handheld), has
been a growth area in computing for over ten years and its development continues
today. These devices have become accessible and feature-rich for use in different
fields, such as engineering and construction. The devices can be used for multiple
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purposes. People of diverse academic and professional backgrounds can use these
devices to run many types of application software, known as apps. Handheld
applications were originally offered for general productivity and information
retrieval. However, public demand and the availability of developer tools drove
rapid expansion into other categories. The explosion in number and variety thus
made handheld application usage a challenge, which in turn led to the creation of a
wide range of readiness evaluation methods [1]. Past studies offer a variety of
evaluations on the uses of handheld applications [2–14].

With the advancement of technology, there has been a convergence of com-
putation and communication capabilities in mobile devices. There is a substantial
growth of different applications. In case of handheld applications, battery life plays
a crucial role. Hence, it is important for the designers to make architecture
enhancements power efficient [11]. As per the fact, mobile devices have drastically
boosted the enhancements in algorithms, being them a requirement of integration in
various mobile applications, and for multi-purposes [15]. Although there are many
methods to guide towards evaluation of handheld application usage readiness,
unfortunately there is no effort to develop an evaluation model based on mathe-
matical approaches. Mathematical-based modelling is an important and funda-
mental method for assessing readiness: not only to optimise the process and predict
the results, but also to evaluate the burden of using handheld applications.

To circumvent the high demands of mathematical model-based evaluation
methods, a reliable and accurate relative quantification model is needed in assessing
the handheld application usage readiness. Therefore this research focuses on
specification and measurement of readiness in order to derive a mathematically
based scheme for evaluating handheld application usage outcomes. The advance-
ment in technology has made it possible for the mobile devices to perform sig-
nificant computations based on events triggered from sources of information and
input devices. The events carry the information about the conditions and context of
the user [14]. It facilitates the network nodes and the mobile devices to adapt the
mode of communication on the basis of these events. This research considers the
relative quantification of readiness parameters that usefully express and estimate
quantitatively the overall readiness of handheld application usage. As a result, a
new and simple mathematical-based evaluation model for assessing the readiness of
handheld application usage, namely Readiness Measurement Model (RMM), was
established.

2 Methods and Materials

The advancement in technology has made it possible for the mobile devices to
perform significant computations based on events triggered from sources of
information and input devices. The events carry the information about the condi-
tions and context of the user [14]. It facilitates the network nodes and the mobile
devices to adapt the mode of communication on the basis of these events. Ziarati
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et al. [9] proposed characteristics of virtual organization based on three axes. These
included core competencies, cooperation instrument, and cooperation culture.
These axes formed the basis for the assessment of the readiness of the company.
The idea of virtual maturity indicates the preparedness of an organization to enter
the world of virtual collaboration.

The advancement in technology has made it possible for the mobile devices to
perform significant computations based on events triggered from sources of
information and input devices. The events carry the information about the condi-
tions and context of the user [14]. It facilitates the network nodes and the mobile
devices to adapt the mode of communication on the basis of these events. Ziarati
et al. [9] proposed characteristics of virtual organization based on three axes. These
included core competencies, cooperation instrument, and cooperation culture.
These axes formed the basis for the assessment of the readiness of the company.
The idea of virtual maturity indicates the preparedness of an organization to enter
the world of virtual collaboration.

Said et al. [10] conducted a study on the user technology readiness measurement.
They analysed the fingerprint system for monitoring the attendance in the organi-
sation. Statistical analysis was performed to study the variables optimism, inno-
vativeness, insecurity, and discomfort. The findings of the study showed that user
readiness is positively correlated with optimism and innovativeness. The findings
also showed that insecurity and discomfort are negatively correlated with user
readiness. The main purpose of this study was to develop a model describing a
mathematical-based evaluation technique for assessing the readiness of using
handheld applications. This model extended the conceptual and empirical
relationship-driven Readiness Measurement Framework (RMF) developed by
Fadzlah [8].

Figure 1 shows the structure of RMF, which describes users’ needs and
requirements when encountering the assessment of handheld application usage
readiness. This framework discusses the three distinct attributes of Knowledge
Acquisition, Individual Interpretation and Interface Acceptance. The first attribute,
Knowledge Acquisition, enables users to effectively acquire the knowledge nec-
essary to perceive readiness towards handheld application usage. This attribute is
measured by the metrics Skills Integrated, Problems Solved, Meanings Understood,
and Reasons Explained. The second attribute enables users to effectively interpret
their individual perceptions of readiness towards handheld application usage. This
Individual Interpretation attribute is measured by the metrics Answers Supplied,
Examples Provided and Questions Given. The third attribute enables users to
effectively accept the design of a user interface in perceiving readiness towards
handheld application usage. This Interface Acceptance attribute is measured by the
metrics Information Memorized, Representations Recalled, and Layouts
Recognized.

A positive metrics value results in a positive attribute value, which ultimately
leads to a positive readiness value in using handheld applications. Table 1 displays
readiness attributes and standardised definitions of their contributing metrics. All
attributes and metrics in the framework were found statistically significant in
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assessing the readiness of handheld application usage. In order to develop a
mathematical model in assessing the readiness of using handheld applications, this
study was designed to achieve five major objectives: develop scale items for
evaluating the importance of measuring the readiness of handheld application
usage, analyse the weightage between metrics and attributes towards assessing the
readiness of handheld application usage, determine suitable metrics and attributes
code with which to assess the readiness of handheld application usage, construct
equations of readiness metrics and attributes in order to assess the handheld
application usage, and finally develop a model within which to structure the
readiness measures in order to assess the handheld application usage readiness.

Fig. 1 Readiness
Measurement Framework
(RMF)
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Technology gadgets, such as handheld devices, have proved quite efficient in the
field work [12]. Examples include participant engagement and survey data col-
lection. Such devices permit quick information sharing and evaluation with a low
cost. The benefits of these devices can be acquired in improved data validation,
reduced data collection errors, and reduced data cleansing time. Roth and Unger
[13] proposed a platform that was developed for running groupware applications on
handhelds. It was a novel idea because the usual approach in groupware applica-
tions is to assume desktop computer as the hardware platform. The findings showed
significant differences in the execution of groupware applications due to the plat-
form change. These included resource constraints, network stability, and privacy
considerations.

2.1 Scale Development

The iterative development of Readiness Measurement Scale (RMS) was designed
based upon a number of proposed metrics for measuring readiness of handheld
applications. These metrics were collected and gathered by considering multiple
theories to integrate both objective and subjective measures for readiness evalua-
tion. The construction of RMS items further includes conceptual mapping based
upon the principle that readiness can be measured by items of knowledge acqui-
sition, individual understanding and interface acceptance dimensions [8].

The original items were modified to address the requirements for assessing the
importance of measuring the readiness of handheld-based application system and

Table 1 Attributes and metrics of handheld application usage readiness

Attribute Metric

Knowledge
Acquisition

Skills Integrated depends on the number of skills integrated correctly
Problems Solved depends on the number of problems solved correctly
Meanings Understood depends on the number of meanings understood
correctly
Reasons Explained depends on the number of reasons explained
correctly

Individual
Interpretation

Answers Supplied depends on the number of answers supplied correctly
Examples Provided depends on the number of examples provided
correctly
Questions Given depends on the number of questions given correctly

Interface
Acceptance

Information Memorized depends on the amount of information
memorized correctly
Representations Recalled depends on the number of representations
recalled correctly
Layouts Recognized depends on the number of layouts recognized
correctly
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specific user tasks. For example, to modify the readiness metric into question,
‘number of skills integrated correctly’. Thus result, ‘I think, it is important to
measure the number of skills integrated correctly by handheld application user
within session or treatment’ question. This RMS consisted of 10 items rated on a
five-point Likert scale from extremely agree, slightly agree, neutral, slightly dis-
agree and extremely disagree (refer Table 2).

2.2 Weightage Extraction

Weightage extraction was performed based on previous work regarding the iden-
tification and determination of measures for assessing the readiness of handheld
application usage. This RMS was used to gather information from respective users
to indicate their level of agreement towards the importance of each readiness
measure, based on their experience and perception of handheld application usage.
Data collected were entered into the statistical software program for analysis.
Relationship evaluation tests carried out in the software program to determine the
strength between measures in different hierarchical levels in order to assess the
overall readiness of handheld application usage.

Data analyses were conducted using latest version of SPSS V.23 for descriptive
analysis and relationship test. Result of the relationship test thus generalized
weightage values for both metrics and attributes for measuring readiness of hand-
held application usage. Results for this study are presented in the following order of

Table 2 Readiness
measurement items

Measurement item

Knowledge Acquisition
(I think, it is important to measure the … made by handheld
application user within session or treatment)

… number of skills integrated correctly
… number of problems solved correctly
… number of meanings understood correctly
… number of reasons explained correctly

Individual Interpretation
(I think, it is important to measure the … made by handheld
application user within session or treatment)

… number of answers supplied correctly
… number of examples provided correctly
… number of questions given correctly

Interface Acceptance
(I think, it is important to measure the … made by handheld
application user within session or treatment)

… amount of information memorized correctly
… number of representations recalled correctly
… number of layouts recognized correctly
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descriptive analysis, confirmation of premier weightage, linearity code of param-
eters, equation of readiness metrics and attributes as well as mathematical model for
readiness quantification.

A total number of 397 targeted participants responded. After exclusion of
duplicate entries and missing entries (more than 3.27 % of incomplete data), there
were 384 valid responses. This study used list wise deletion for missing and
duplicate data, therefore only valid responses were used. The perceived mobile
usage competency of the respondents was high. Results reported more than 50 % of
respondents somewhat agreeing, strongly agreeing and extremely agreeing that they
were competent. The handheld application usage backgrounds of the respondents
are summarized in Table 3.

The relationship tests revealed that the Skills Integrated, Problems Solved, and
Meanings Understood metrics were all weighted towards the Knowledge Acqui-
sition attribute with a value higher than 0.5 at 0.580, 0.527, and 0.564 respectively,
with only the Reasons Explained (0.463) metric being below 0.5. As the results of
the relationship strength tests revealed, Skills Integrated, Problems Solved,
Meanings Understood and Reasons Explained metrics contributed sequentially
towards the Knowledge Acquisition (KA) attribute in assessing the readiness of
handheld application usage, where weight values for subsequent metrics were
symbolised as wKA1, wKA2, wKA3, and wKA4. The Answers Supplied (0.553),
Examples Provided (0.579) and Questions Given (0.622) metrics were similarly
weighted higher than 0.5 which was interpreted as having a strong relationship
value towards the Individual Interpretation attribute in assessing the handheld
application usage readiness. These metrics, Answers Supplies (m = 1), Examples
Provided (m = 2), and Questions Given (m = 3), which were found to contribute

Table 3 Handheld
application usage background

Usage background n %

Expertise Beginner 6 1.6
Intermediate 126 32.8
Advanced 141 36.7
Expert 111 28.9

Experience Less than 1 year 21 5.5
Between 1 and 3 years 45 11.7
Between 3 and 5 years 78 20.3
More than 5 years 240 62.5

Duration Less than 1 h 24 6.3
Between 1 and 3 h 40 10.4
Between 3 and 5 h 107 27.9
More than 5 h 213 55.5

Frequency Rarely 30 7.8
Often 81 21.1
Sometimes 84 21.9
Always 189 49.2
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significantly towards the Individual Interpretation (II) readiness attribute, were
labelled wII1, wII2, and wII3 respectively to represent the weight value of metrics
which contributed to attribute Individual Interpretation.

In contrast, the Information Memorized (0.388), Representations Recalled
(0.442), and Layouts Recognized (0.309) metrics were found to contribute towards
the Interface Acceptance attribute with a weight of less than 0.5, which means that
these metrics were having less strength with smaller extent in influencing the
readiness of handheld application usage. Finally, according to the obtained rela-
tionship weight results, sequentially labelled as wIA1, wIA2, and wIA3, Information
Memorized, Representations Recalled, and Layouts Recognized were found first,
second and third metrics respectively to contribute towards the Interface Accep-
tance (IA) attribute value in assessing the readiness of handheld application usage.
In summary, only six readiness metrics were identified as having a high relationship
weight value (i.e., over 0.5) towards their corresponding readiness attributes, with
the remaining four readiness metrics associated with a weight value lower than 0.5.
The extraction of weight value as well as weight symbol for each readiness metric
towards their corresponding readiness attributes are depicted in Table 4.

The relationship strength test conducted also determined that the Knowledge
Acquisition, Individual Interpretation, and Interface Acceptance attributes con-
tributed to the measurement of handheld application usage readiness with rela-
tionship weight values of 0.483, 0.395, and 0.454, respectively. Each of the
attributes were labelled wRDN1, wRDN2, and wRDN3 respectively, as results found that
Knowledge Acquisition, Individual Interpretation, and Interface Acceptance con-
tributed first, second and third towards the measurement and assessment of

Table 4 Weight value and symbol of readiness metrics

Attribute Metric Value Symbol

Knowledge
Acquisition

Skills Integrated (number of skills integrated correctly) 0.580 wKA1

Problems Solved (number of problems solved correctly) 0.527 wKA2

Meanings Understood (number of meanings understood
correctly)

0.564 wKA3

Reasons Explained (number of reasons explained
correctly)

0.463 wKA4

Individual
Interpretation

Answers Supplied (number of answers supplied
correctly)

0.553 wII1

Examples Provided (number of examples provided
correctly)

0.579 wII2

Questions Given (number of questions given correctly) 0.622 wII3

Interface
Acceptance

Information Memorized (amount of information
memorized correctly)

0.388 wIA1

Representations Recalled (number of representations
recalled correctly)

0.442 wIA2

Layouts Recognized (number of layouts recognized
correctly)

0.309 wIA3
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handheld application usage readiness RDN. In addition, all three readiness attributes
were found to exhibit a low relationship weight value in assessing the readiness of
handheld application usage. The results of the relationship test for each attribute
towards assessing the readiness of handheld application usage are presented in
Table 5.

2.3 Code Specificity

Formula for calculating the readiness of handheld applications usage could also be
constructed by applying weights. Weight values were coded either as wATTm for
representing weight value of metric, or wRDNa for representing weight value of
attribute. The generic symbol wATTm represents the weight code of metric mth that
contributes towards its corresponding attribute ATT. Meanwhile, symbol wRDNa

represents the weight code of attribute ath that contributes towards measuring the
overall readiness of handheld application usage, RDN.

2.4 Optimisation of Parameters

Lists of codes were produced to represent each readiness metric and attribute towards
assessing the readiness of handheld application usage, presented as Mm∙ Aa ∙ CRDN

and Aa ∙ CRDN, respectively. M represents metric, meanwhile A represents attribute,
whereas C represents readiness as the goal for assessing the handheld application
usage. Based on the rank order for each metric towards its corresponding attribute,
presented asMm ∙Aa ∙CRDN,m represents the sequential series (mth) of themetric, such
as 1, 2, …, m, that contributed towards a particular attribute, a, in assessing the
handheld application usage readiness. In addition, presented asAa ∙CRDN, a represents
the sequential series (ath) of the attribute, such as 1, 2,…, a, that contributed towards
the goal for assessing the handheld application usage readiness, in which RDN
represents the abbreviation of readiness.

Linearity code was developed based on previous work [8] regarding the iden-
tification and determination of the rank order of metrics and attributes towards
assessing the handheld application usage readiness, as presented in Fig. 1. As
derived from the study, results revealed that the Skills Integrated, Problems Solved,
Meanings Understood and Reasons Explained metrics were ranked first (m = 1),

Table 5 Weight value and
symbol of readiness attributes

Goal Attribute Value Symbol

Readiness Knowledge Acquisition 0.483 wRDN1

Individual Interpretation 0.395 wRDN2

Interface Acceptance 0.454 wRDN3
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second (m = 2), third (m = 3), and fourth (m = 4), which together contribute
towards the Knowledge Acquisition attribute (a = 1) in assessing the readiness of
handheld application usage (CRDN), with linearity codes of M1 ∙ A1 ∙ CRDN, M2 ∙ A1

∙ CRDN, M3 ∙ A1 ∙ CRDN, and M4 ∙ A1 ∙ CRDN respectively. The Answers Supplied,
Examples Provided, Questions Given metrics were coded in the order M1 ∙ A2 ∙
CRDN, M2 ∙ A2 ∙ CRDN, and M3 ∙ A2 ∙ CRDN. It contributed towards the Individual
Interpretation attribute (a = 2), ranked first (m = 1), second (m = 2), and third
(m = 3) in assessing the handheld application usage readiness, labelled RDN.

Regarding the three metrics contributing towards the Interface Acceptance
attribute (a = 3) in the assessment of handheld application usage readiness (CRDN),
Information Memorized ranked first (m = 1), Representations Recalled second
(m = 2), and Layouts Recognized third (m = 3), and were therefore coded as M1 ∙
A3 ∙ CRDN,M2 ∙ A3 ∙ CRDN, andM3 ∙ A3 ∙ CRDN. The linearity code of each readiness
metric towards its corresponding attribute in assessing the readiness of handheld
application usage is depicted in Table 6. Finally, the attributes Knowledge
Acquisition coded as A1 ∙ CRDN, Individual Interpretation (A2 ∙ CRDN) and Interface
Acceptance (A3 ∙ CRDN) ranked first (a = 1), second (a = 2), and third (a = 3),
respectively, in the assessment of handheld application usage readiness, labelled as
CRDN. The linearity code of each readiness attribute is shown in Table 7.

An equation of readiness metric was formulated to determine the relative
quantification of a target activity in comparison to a reference activity. The readi-
ness metric expression ratio (Mm ∙ Aa ∙ CRDN) of a target activity is calculated based

Table 6 Linearity code of readiness metrics

Attribute Metric Code

Knowledge
Acquisition

Skills Integrated (number of skills integrated correctly) M1 ∙ A1 ∙
CRDN

Problems Solved (number of problems solved correctly) M2 ∙ A1 ∙
CRDN

Meanings Understood (number of meanings understood
correctly)

M3 ∙ A1 ∙
CRDN

Reasons Explained (number of reasons explained
correctly)

M4 ∙ A1 ∙
CRDN

Individual
Interpretation

Answers Supplied (number of answers supplied
correctly)

M1 ∙ A2 ∙
CRDN

Examples Provided (number of examples provided
correctly)

M2 ∙ A2 ∙
CRDN

Questions Given (number of questions given correctly) M3 ∙ A2 ∙

CRDN

Interface
Acceptance

Information Memorized (amount of information
memorized correctly)

M1 ∙ A3 ∙
CRDN

Representations Recalled (number of representations
recalled correctly)

M2 ∙ A3 ∙
CRDN

Layouts Recognized (number of layouts recognized
correctly)

M3 ∙ A3 ∙
CRDN
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on the number of activities performed correctly (Εtarget), where the deviation is the
difference between an actual activity and an expected activity (Δtarget (actual – ex-

pected)). This was expressed in comparison to a reference activity calculated based
on the total number of activities performed (Εreference) and the total number of
expected activities (Treference (expected)).

Equation 1 shows a mathematical model of relative expression ratio in quanti-
fying readiness metrics. The ratio is expressed as an expected versus actual target
activity, in comparison to a reference expected activity. Ε target is the observed
readiness metric of target activity transcript, Ε reference is the observed readiness
metric of reference activity transcript, Δ target is the deviation of actual—expected
of the target activity transcript, and T reference is the total of expected reference
activity transcript. The expected activity could be a constant and a regulated
transcript, which means that for the calculation of readiness metric ratio (Mm ∙ Aa ∙
CRDN), the individual target expected activity, target(expected) and the reference
expected activity, reference(expected) of the investigated transcript must be known,
and only dependent on the target actual activity target(actual).

=
Etarget
� �Δ target actual− expectedð Þ

Ereferenceð ÞT reference expectedð Þ

" #

ð1Þ

Table 8 shows detailed representation for quantifying the readiness metrics that
contribute towards its corresponding attribute in measuring the readiness of hand-
held application usage.

An equation for assessing readiness attributes of handheld application usage was
formulated by determining the relative summation of the product of weight and
value in comparison to the average of weight. In detail, the attribute expression ratio
(Aa ∙ CRDN) of handheld application usage readiness is calculated based on the total
product of each metric weightage (wATTm) multiplied by the corresponding metric
values (Mm ∙ Aa ∙ CRDN), and expressed in comparison to the average weightage of
metric (wATTm). Equation 2 shows a mathematical model of relative expression ratio
in quantifying readiness attributes of handheld application usage.

=
∑
M

m=1
wATTm Mm ⋅Aa ⋅CRDNð Þ

∑
M

m=1
wATTm

� �

2

6664

3

7775
ð2Þ

Table 7 Linearity code of
readiness attributes

Goal Attribute Code

Readiness Knowledge Acquisition A1 ∙ CRDN

Individual Interpretation A2 ∙ CRDN

Interface Acceptance A3 ∙ CRDN
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Equation 2.1 shows detailed representation for quantifying readiness attribute
Knowledge Acquisition (A1 ∙ CRDN) that contributes towards assessing the readi-
ness (CRDN) of handheld application usage as

=
∑
4

m=1
wKAmðMm ⋅A1 ⋅CRDNÞ

∑
4

m=1
wKAm

� �

2

6664

3

7775
ð2:1Þ

This involved the proportion of the accumulated product of weight and value of
each contributed readiness metric (i.e., Skills Integrated [(wKA1) × (M1 ∙ A1 ∙
CRDN)], Problems Solved [(wKA2) × (M2 ∙ A1 ∙ CRDN)], Meanings Understood
[(wKA3) × (M3 ∙ A1 ∙ CRDN)], and Reasons Explained [(wKA4) × (M4 ∙ A1 ∙ CRDN)])
that contributed towards attribute Knowledge Acquisition (A1 ∙ CRDN) divided by
the total metric weights ([(wKA1 + wKA2 + wKA3 + wKA4)].

Table 8 Representation of readiness metrics

Representation

Knowledge Acquisition
Skills Integrated
(M1 ∙ A1 ∙ CRDN)

=
Δ skills integrated correctly actual− expectedð Þ Eskills integrated correctlyð Þ

T skills integrated expectedð Þ Eskills integratedð Þ
� �

Problems Solved
(M2 ∙ A1 ∙ CRDN)

=
Δ problems solved correctly actual− expectedð Þ Eproblems solved correctlyð Þ

T problems solved expectedð Þ Eproblems solvedð Þ
� �

Meanings Understood
(M3 ∙ A1 ∙ CRDN)

=
Δmeanings understood correctly actual− expectedð Þ Emeanings understood correctlyð Þ

Tmeanings understood expectedð Þ Emeanings understoodð Þ
� �

Reasons Explained
(M4 ∙ A1 ∙ CRDN)

=
Δ reasons explained correctly actual− expectedð Þ Ereasons explained correctlyð Þ

T reasons explained expectedð Þ Ereasons explainedð Þ
� �

Individual Interpretation
Answers Supplied
(M1 ∙ A2 ∙ CRDN)

=
Δ answers supplied correctly actual− expectedð Þ Eanswers supplied correctlyð Þ

T answers supplied expectedð ÞðEanswers supplied

� �

Examples Provided
(M2 ∙ A2 ∙ CRDN)

=
Δ examples provided correctly actual− expectedð Þ Eexamples provided correctlyð Þ

T examples provided expectedð Þ Eexamples providedð Þ
� �

Questions Given
(M3 ∙ A2 ∙ CRDN)

=
Δ questions given correctly actual− expectedð Þ Equestions given correctlyð Þ

T questions given expectedð Þ Equestions givenð Þ
� �

Interface Acceptance
Information Memorized
(M1 ∙ A3 ∙ CRDN)

=
Δ informationmemorized correctly actual− expectedð Þ Einformationmemorized correctlyð Þ

T informationmemorized expectedð Þ Einformationmemorizedð Þ
� �

Representations Recalled
(M2 ∙ A3 ∙ CRDN)

=
Δ representations recalled correctly actual− expectedð Þ Erepresentations recalled correctlyð Þ

T representations recalled expectedð Þ Erepresentations recalledð Þ
� �

Layouts Recognized
(M3 ∙ A3 ∙ CRDN)

= Δ layouts recognized correctly actual − expectedð Þ Elayoutsrecognizedcorrectlyð Þ
Tlayouts recognized expectedð Þ Elayoutsrecognizedð Þ

� �
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Equation 2.2 shows detailed representation for quantifying the readiness attri-
bute Individual Interpretation (A2 ∙ CRDN) that contributes towards assessing the
readiness of handheld application usage (CRDN) as

=
∑
3

m=1
wIIm Mm ⋅A2 ⋅CRDNð Þ

∑
3

m=1
wIIm

� �

2

6664

3

7775
ð2:2Þ

This involved the proportion of the accumulated product of weight and value of
each contributed readiness metrics (i.e., Answers Supplied [(wII1) × (M1 ∙ A2 ∙
CRDN)], Examples Provided [(wII2) × (M2 ∙ A2 ∙ CRDN)], and Questions Given
[(wII3) × (M3 ∙ A2 ∙ CRDN)]) that contributed towards attribute Individual Inter-
pretation (A2 ∙ CRDN) divided by the total metric weights ([(wII1 + wII2 + wII3)].

Equation 2.3 shows detailed representations for quantifying readiness attribute
Interface Acceptance (A3 ∙ CRDN) that contributes towards assessing the readiness of
handheld application usage (CRDN) as:

=
∑
3

m=1
wIAm Mm ⋅A3 ⋅CRDNð Þ

∑
3

m=1
wIAm

� �

2

6664

3

7775
ð2:3Þ

This involved the proportion of the accumulated product of weight and value of
each contributed readiness metrics (i.e., Information Memorized [(wIA1) × (M1 ∙ A3 ∙
CRDN)], Representations Recalled [(wIA2) × (M2 ∙ A3 ∙ CRDN)], and Layouts Rec-
ognized [(wIA3) × (M3 ∙ A3 ∙ CRDN)]) that contributed towards attribute Interface
Acceptance (A3 ∙ CRDN) divided by the total metric weights ([(wIA1 + wIA2 + wIA3)].

As a result of quantifying the metrics and attributes, a mathematical model for
quantifying the overall readiness of handheld application usage was developed. An
equation for assessing readiness of handheld application usage was formulated by
determining the relative summation of the product of weight and value in com-
parison to the average of weight. In detail, the readiness expression ratio (CRDN) of
handheld application usage is calculated based on the total product of each attribute
weightage (wRDNa) multiplied by the corresponding attribute values (Aa ∙ CRDN),
and expressed in comparison to the average weightage of attribute (wRDNa).
Equation 3 shows a mathematical model of relative expression ratio in quantifying
readiness of handheld application usage.

=
∑
A

a=1
wRDNa Aa ⋅CRDNð Þ

∑
A

a=1
wRDNa

� �

2

6664

3

7775
ð3Þ
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Equation 3.1 shows detailed representation for quantifying the readiness of
handheld application usage (CRDN) as

=
∑
3

a= 1
wRDNa Aa ⋅CRDNð Þ

∑
3

a= 1
wRDNa

� �

2

6664

3

7775
ð3:1Þ

This involved the proportion of the accumulated product of weight and value of
each contributed readiness attribute (i.e., Knowledge Acquisition [(wRDN1) × (A1 ∙
CRDN)], Individual Interpretation [(wRDN2) × (A2 ∙ CRDN)], and Interface Acceptance
[(wRDN3) × (A3 ∙ CRDN)]) that contributed towards assessing the readiness of
handheld application usage (CRDN) divided by the total value of readiness weights
([(wRDN1 + wRDN2 + wRDN3)].

2.5 Readiness Measurement Model (RMM)

As a result of these quantification methods, a model, namely Readiness Measure-
ment Model (RMM), has been proposed which suggests how handheld application
usage readiness should be evaluated. The model is organized by metrics, attributes
and readiness as the goal. For each attribute, the model describes relevant readiness
metrics appropriate for measurement and potential evaluation measures. The clas-
sification scheme in Fig. 2 summarizes the construct and the measures proposed
throughout this research, and advance the readiness evaluation by providing a
quantitative approach in assessing the readiness of handheld application usage.

The existence of interrelations between metrics and attributes should be taken
into account in determining the level of readiness of handheld applications. Due to
the linear and hierarchical structure of the RMM, any changes to metrics will result
in changes to the attributes and consequently on the overall readiness of the
handheld applications usage. For example, a low score on the matric (i.e. Skills
Integrated (M1 ∙ A1 ∙ CRDN)) will directly affect the score of the attribute Knowledge
Acquisition (A1 ∙ CRDN) and results in significant implications for the overall
readiness (CRDN) of handheld applications usage, and vice versa.

However, to obtain the precise numeric value is as tangible as the likelihood of
occurrences is impossible. Fortunately, exact figures for measuring readiness are
not needed since the numbers are mostly used for comparison purpose only. Thus,
prioritizing the readiness can be done by converting the values into words or
sentences with which the evaluator from various background and understanding can
interpret the information accurately and comprehensively.
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Fig. 2 Readiness
Measurement Model (RMM)
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Prioritizing overall readiness usage can be categorized into five distinct classi-
fications (refer Table 9). The lowest level indicates the most badly absence or
shortage of a desirable usage readiness whilst the highest level represents out-
standing or fulfilment a desirable usage readiness with high distinction of
proficiency.

It is important to note that prioritizing the level for measuring the readiness of
handheld applications usage mentioned above is flexible and does not fixed to the
stated figures. The scores for each level are open for customization and tailored to
specific requirements according to the maturity of the handheld applications itself or
based on the evaluator’s wishes.

3 Case Study and Results

One important aspect of developing a model is to test the applicability with respect
to the real world issues. As a result, a case study was used as it can verify the
functionality and behaviour of the designed model in some real life context. The
findings may conclude the applicability of the model to be implemented as a tool
for measuring the readiness of handheld applications.

Three important criteria for the selection of a case study were used and these
criteria are described as follows: context of use—case studies must be based on the
context of actual users, tasks, equipment and environments; measures of readiness
—case studies were also chosen on the basis of the type of quantitative readiness
measures that was about to be evaluated; and comparison of studies—case studies
must involve comparisons between two or more experimental studies. These criteria
were chosen as a basis of its potential to be working within evaluating the overall
readiness of handheld applications usage.

Table 9 Analysis representation of overall usage readiness

Score Level Status Description

CRDN < 0.200 1 Worst Most badly absence or shortage of a desirable
usage readiness that results users unable to
perform comprehensively

CRDN < 0.400 2 Inadequate Lack of a desirable usage readiness that results
users with the least excellent to perform task

CRDN < 0.600 3 Acceptable Average of a desirable usage readiness that can be
tolerable to be considered as good enough

CRDN < 0.800 4 Excellent Complete the specific requirements of a desirable
usage readiness that achieves almost in a state of
being practical

CRDN ≤ 1.000 5 Outstanding Fulfilment of all requirements of desirable usage
readiness that achieves very high distinction of
proficiency
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A use-in-motion scenarios evaluation was conducted as a case study. This case
study aims to validate the appropriateness of handheld applications usage that
varies in representative of mobility. The evaluation of this study was performed
either walking around or on a treadmill at a constant speed. Four groups of six
participants were asked to perform one set of tasks; walking with high light
brightness; walking with low light brightness; using treadmill with high light
brightness; or using treadmill with low light brightness. Participants were assigned
to perform two tasks on a stylus input. The first involved reading comprehension
and the second intended to be representative of a seek-and-find task.

Two readiness measures were recorded for the reading comprehension task (i.e.
number of examples provided, and number of answers supplied). In order to
evaluate reading comprehension task, participants were asked to read passages via a
storybook-liked application and instructed to answer a total number of twenty-five
questions in 15 min treatment. A par value of expected number of answers correctly
provided by participants was set to be 20 % out of the total number of questions
provided. Participants were also instructed to provide example for each of the
questions in 10-minute treatment and a par value of expected number of correct
examples provided by participants was set to be 15 % out of the total number of
questions provided.

As for evaluating the searching task, firstly participants were given a number of
20 riddles and asked to search and highlight the answers (in word) on the same
storybook-liked application in 15 min. Second, participants were required to search
lists of 30 objects in the pictures and highlight the hidden objects in 5 min treat-
ment. Two measures were recorded for the searching task (number of problems
solved, and number of information memorized). The expected par value for both
treatments was set to be 15 %. Table 10 shows the data for each experimental
condition, comparing treadmill with walking scenario and high and low brightness.

The summarization of metrics, attributes, and overall readiness scores for each
experimental condition, comparing treadmill with walking scenario and high and
low brightness is shown in Table 11. Results from the experiment showed that the
average score of examples provided by participants using treadmill with low light
brightness was slightly higher if compared to participants using treadmill with high
light brightness and both low and high light brightness for walking scenario. As can
be observed in Table 11, the average score of information memorized by partici-
pants using treadmill with low light brightness was also higher if compared to
participants using treadmill with high light brightness and both brightness for
walking scenario. However, both the ability of participants to supply answers and
solve problems, the average scores were significantly higher for walking scenario in
low brightness.

The analysis of the readiness attribute Individual Interpretation found that the
score for performing comprehension task while walking around with low brightness
was slightly higher than using treadmill with the same brightness. Results also
found that walking around with high brightness was a higher than using treadmill
with high brightness. The scores for each readiness attribute Knowledge Acquisi-
tion and Interface Acceptance remained the same, as Problems Solved was the only
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metric that corresponded to attribute Knowledge Acquisition whilst Information
Memorized was the only metric that corresponded to attribute Interface Acceptance.
Therefore, results concluded that participants can concentrate more on the software
application to obtain more knowledge while walking with low light brightness.
Meanwhile, participants accepted more on the interface of the software application
while on the treadmill with low light brightness.

The final scores indicate that the handheld application used in the study com-
pletes the specific requirements of a desirable usage readiness that achieves almost
in a state of being practical for the comprehension task. However, comparing to the
experimental scenarios thus confirmed that the readiness of handheld application
usage is significantly higher by walking around than using treadmill at a constant
speed. Results also found that there are significant effects between different
brightness where the readiness of handheld application usage is significantly higher
with low brightness compared to the high light brightness.

The searching task scores also indicate that the handheld application used in the
study completes the specific requirements of a desirable usage readiness that
achieves almost in a state of being practical for the walking scenarios. However,
comparing to the lighting brightness thus confirmed that the readiness of handheld
application usage is significantly lower by using treadmill in high light brightness
which can be considered good enough to be used in high brightness for searching

Table 10 Collection of experimental data

Scenario Treadmill Walking
Brightness High Low High Low

Comprehension Task
T expected examples provided 25 25 25 25
Actual correct examples provided 20.83a 22.83a 21.17a 22.5a

Expected correct examples provided 3.75b 3.75b 3.75b 3.75b

Δ examples provided correctly 17.08 19.08 17.42 18.75
T expected answers supplied 25 25 25 25
Actual correct answers supplied 19.17a 21.83a 21.17a 22.5a

Expected correct answers supplied 5b 5b 5b 5b

Δ answers supplied correctly 14.17 16.83 16.17 17.5
Searching Task
T expected problems solved 20 20 20 20
Actual correct problems solved 16.33a 16.83a 16.5a 17.17a

Expected correct problems solved 3b 3b 3b 3b

Δ problems solved correctly 13.33 13.83 13.5 14.17
T expected information memorized 30 30 30 30
Actual correct information memorized 20.33a 24.17a 20.33a 24.0a

Expected correct information memorized 4.5b 4.5b 4.5b 4.5b

Δ information memorized correctly 15.83 19.67 15.83 19.5
aMean scores of target activity, bPar value of target activity
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task. Table 12 shows the summarization of the analysis of each experimental
condition by comparing treadmill versus walking scenario and high versus low
brightness.

Table 11 Metrics, attributes and overall readiness scores

Comprehension Task Searching Task

Scenario Brightness Examples
Provided
(M2 ∙ A2 ∙
CRDN)

Answers
Supplied
(M1 ∙ A2 ∙
CRDN)

Problems
Solved
(M2 ∙ A1 ∙ CRDN)

Information
Memorized
(M1 ∙ A3 ∙ CRDN)

Treadmill High 0.6832 0.5668 0.6665 0.5277
Low 0.7632 0.6732 0.6915 0.6557

Walking High 0.6968 0.6468 0.6750 0.5943
Low 0.7500 0.7000 0.7085 0.6500

Comprehension Searching
Scenario Brightness Individual Interpretation

(A2 ∙ CRDN)
Knowledge
Acquisition
(A1 ∙ CRDN)

Interface
Acceptance
(A3 ∙ CRDN)

Treadmill High 0.6263a 0.6665b 0.5277c

Low 0.7193a 0.6915b 0.6557c

Walking High 0.6723a 0.6750b 0.5943c

Low 0.7256a 0.7085b 0.6500c

Comprehension Searching
Scenario Brightness Readiness

(CRDN)
Readiness
(CRDN)

Treadmill High 0.6263d 0.5993e

Low 0.7193d 0.6742e

Walking High 0.6723d 0.6359e

Low 0.7256d 0.6801e
a[((wII2) × (M2 ∙A2 ∙ CRDN) + (wII1) × (M1 ∙A2 ∙ CRDN))/(wII2 + wII1)] = [((0.579) × (M2 ∙A2 ∙
CRDN) + (0.553) × (M1 ∙ A2 ∙ CRDN))/(0.579 + 0.553)], b[(wKA2) × (M2 ∙ A1 ∙ CRDN)/
(wKA2)] = [(0.527) × (M2 ∙ A1 ∙ CRDN)/(0.527)],

c[(wIA1) × (M1 ∙ A3 ∙ CRDN)/(wIA1)] = [(0.388)
x (M2 ∙ A1 ∙ CRDN)/(0.388)],

d[(wRDN2) × (A2 ∙ CRDN)/(wRDN2)] = [(0.395) × (M2 ∙ A1 ∙ CRDN)/
(0.395)], e[((wRDN1) × (A1 ∙ CRDN) + (wRDN3) × (A3 ∙ CRDN))/(wRDN1 +
wRDN3)] = [((0.483) × (A1 ∙ CRDN) + (0.454) × (A3 ∙ CRDN))/(0.483 + 0.454)]

Table 12 Analysis of overall
readiness

Scenario Brightness Comprehension Searching

Treadmill High Excellent Acceptable
Low Excellent Excellent

Walking High Excellent Excellent
Low Excellent Excellent
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4 Conclusion

Both the theory and practice of quantifying handheld application usage readiness
have been hampered by the absence of a thorough mathematically based model as a
method for evaluation. As a result, this research effort has been in a position to
derive a preliminary mathematically based specification and measurement scheme
specifically for assessing the handheld application usage readiness. The ultimate
value for developing a mathematical oriented approach is to provide a systematic
and quantitative method for conducting handheld application usage readiness
evaluation research.
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Triple Extraction Using Lexical
Pattern-based Syntax Model

Ai Loan Huynh, Hong Son Nguyen and Trong Hai Duong

Abstract This work proposed a new approach to extract relations and their
arguments from natural language text without knowledge base. Using the grammar
of English language, it allows detecting sentence based on verb types and phrasal
verb in terms of extraction. In addition, this approach is able to extract the properties
of objects/entities mentioned in text corpus, which previous works have not yet
explored. Experimental result is performed by using various real-world datasets
which were used by ClausIE and Ollie, and other text were found in the Internet. The
result shows that our method is significant in comparison with ClausIE and Ollie.

Keywords Tripe extraction ⋅ Semantics ⋅ Open information extraction ⋅
Relations extraction

1 Introduction

Today, the fast growth of Web as well as the variety of data formats and language
enables challenges for both Information Retrieval and Natural Language Processing
in finding relevant documents which satisfy the needs of users. This fact leads us to
the necessity of discover structured information from unstructured or semi-structured
sources to retrieve information. Indeed, the growth demand of searching systems
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induces the development of Information Extraction (IE) systems that analyze text
written in plain natural language and to find facts or events in the text.

In IE system, its methods can be used to build knowledge representation models
that report relations between words like ontology, semantic network, etc. The tra-
ditional IE systems learnt an extractor for each target relation as an input from
labeled training examples [7, 10, 11]. Moreover, this approach did not scale to
corpora where the number of target relations is very large, or where the target
relations cannot be specified in advance [5].

Aiming to overcome the above problem, the Open Information Extraction (Open
IE) where relation phrases are identified was introduced with Text Runner system
[1]. Open IE systems extracted a large number of triples (arg1, rel, arg2) from text
based on verb-based relations, where arg1 and arg2 are the arguments of the
relation and rel is a relation phrase. Unlike other relation extraction methods which
focused on a pre-defined a set of target relations, Open IE systems based on
unsupervised extraction methods. They did not require any background knowledge
or manually labeled training data.

The two tools that made up the Open IE state-of-the art, Ollie [9] and ClausIE
[3], which intended to export the largest number of relations from the same sen-
tence. They generated triples which are near to reproductions of the text. However,
they lost the minimality of triple as mentioned in CSD system [2]. Because Subject
or Object may consist of one or more entities in the same relation, Ollie and
ClausIE did not identify the fact of each entity with its relation. For instance, a give
sentence “Anna and Jack have a meeting”. Two entities “Anna” and “Jack” refer to
the relation “have a meeting.” A correct decomposition of this sentence would yield
the triples “Anna, have, a meeting” and “Jack, have, a meeting”

The recent system LSOE [14] improves the precision of previous Open IE. It
performs rule-based extraction of triples using POS-tagged text by applying lexical
syntactic patterns based on Pustejovsky’s qualia structure and generic patterns for
non-specified relationships. But it takes the limitation of qualia-based patterns. In
addition, LSOE as well as CSD use POS-tagged as the input.

Another issue is due to Verb phrase (VP) parsing. Most of Open IE systems
relied on verb-based relation. The starting point of a VP in a clause is recognized
but the VP is not fully parsed. VP words are simply connected together to create
relations so that OIE methods create several relations that have the same meaning
but different grammar forms, such as “is the author of” and “are the authors of”;
“is”, “are”, “was”, “were” and “has been”; “have”, “has”, “had”… Voice and
affirmative of verbs are also not processed. Phrasal verbs often require complex
grammar structures.

The motivation for our approach comes from the grammar structure of a sen-
tence in English as well as verb-phrase patterns. In this paper, according to the
approach presented in [8], a triple in a sentence expressed the relation between
subject and object, in which the relation is as a verb phrase. The goal of the
proposed algorithm is to extract the sets of triple with form {Subject, Verb-Phrase,
Object} out of syntactically parsed sentences based on Syntax Model (SM) of
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English language by determining verb usage pattern (VUP). With SM, not only the
relationship between subject and object, but also the relationship between entity and
its properties are pointed out in triples.

2 Related Works

In recent years, the process of Open Information Extraction has been improved in
some systems such as TextRunner [1], Reverb [5], Ollie [9], ClausIE [3], CSD-IE
[2] and LSOE [14]. In the following, we shortly summarize how the old systems
(including Reverb, Ollie, ClausIE, CSD-IE and, LSOE) were implemented.

Reverb was a shallow extractor that reduced the incoherent extractions and
uninformative extractions in previous open extractors by proposing two concepts on
relation phrases including syntactic and lexical constraints. Firstly, Reverb
extracted relation phrases that satisfied these two constraints, and then identified
arguments as noun phrases that were positioned left and right of the extracted
relations. The relation was the longest sequence of words staring from a verb
satisfied all constraints.

Ollie improved the Open IE systems by addressing two important limitations of
extraction quality: relations not mediated by verbs and relations expressed as a
belief, attribution or other conditional context. It used Reverb to make a set of seed
tuples and then bootstrapped the training set to learn “open pattern templates” that
determined both the arguments and the extract relation phrase as Reverb. Ollie
reached from 1.9 to 2.7 times bigger area under precision-yield curve, compared
with Reverb and WOE systems.

ClausIE simply detected clauses and clause types via the dependency output
from a probabilistic parser. A clause was understood as a part of a sentence,
constituted by SVO (subject, verb, object) and some adverbs. Relied on dependency
parser, ClausIE recognized one of 12 patterns of 5 verb types (copular verb,
intransitive verb, di-transitive verb, mono-transitive verb and complex-transitive
verb) to discover the clause types. The verb phrase was not parsed and used as the
relation name. The results of this system were done in three datasets and presented
as “the number of correct extractions/the total number of extractions”: 1706/2975
for 500 sentences from Reverb dataset; 598/1001 for 200 sentences from Wiki-
pedia; and 696/1303 for 200 sentences from New York Times.

CSD-IE decomposed a sentence into sentence constituents by defining a set of
rules on the parsed tree structure manually. Then, the identified sentence con-
stituents were combined to form the context, and extract triples from the resulted
context. The authors compared their method with Reverb, ClausIE and Ollie with
New York Times and Wikipedia datasets used in [3] and obtained an average of
70 % precision.

Xavier and Lima [15] extracted noun compounds and adjective-noun pairs from
noun phrase, interpret extracted information by lexical-syntactic analysis and
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exports relations. This method enhanced the extraction of relations within the noun
compounds and adjective-noun pairs which is the gap in Open IE.

LSOE was the most recent OIE system which used POS-tagged text as input and
applies a pattern-matching technique with using lexical syntactic patterns. It defined
two kinds of patterns: generic patterns to identify domain specific non-specified
relations and Qualia-based patterns. The weaknesses of LSOE were about the limit
number of qualia-based patterns and generic patterns defined manually. Therefore,
it missed the extraction of relations expressed by verbs. The authors reported that
LSOE extracted less tuples than Reverb, but it achieved 54 % of precision while
Reverb obtained 49 %.

3 Triple Extraction Using Lexical Pattern-based
Syntax Model

3.1 Observation

The methodology of this approach is proposed via the analysis of English grammar
structure. As same as Open IE systems like ClausIE or Ollie, which uses verb-based
relation to extract triples, the new approach also depends on the verb type or the
phrasal verb in use in order to transfer a sentence into its syntax model.

Considering some English sentences as below:
From three above tables Tables 1, 2 and 3, it is given that a sentence has at least

one main clause. Each clause is constituted by subject, verb and objects. A subject
can be either noun phrases or clause. An object can be a noun phrase, an adjective
phrase, or a clause in Table 4.

A noun phrase starts with a head noun. It may contain pre-modifier or
post-modifier of this head noun. Pre-modifier can be a noun, an adjective phrase or
a participle. Post-modifier can be a subordinate clause or prepositional phrase
(shown in Table 5).

Table 1 The grammar
structure of a simple sentence

A simple sentence
He Is Handsome

Subject Verb Object

Table 2 The grammar
structure of a sentence with
multiple clauses

A sentence with multiple clauses

I Have a shirt ; It Is Beautiful

Subject Verb Object Subject Verb Object
Clause 1 Clause 2
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A prepositional phrase is subdivided into a preposition and a complement. In
which, complement may be an adverb, a noun phrase or a subordinate clause
(shown in Table 6).

Table 3 The grammar structure of a complex sentence

A complex sentence is constituted by subordinate clause and main clause

Since we can’t go You can have the tickets.

Subordinator Subject Verb
Subordinate Clause Main Clause
Adverbial Subject Verb Object

Table 4 The grammar structure of an object as a clause

A subordinate clause functioning as object

I Know that you lied.

Subordinate Clause
Subject Verb Direct Object

Table 5 The grammar structure of a noun phrase

Some Examples of the Noun Phrase

Function Determiner Pre-modifier Head Post-modifier
1 Lions
2 The Information Age
3 Several new mystery Books which we recently enjoyed
4 A Marvelous data bank filled with information
FORMS Pronoun Participle Noun Prepositional Phrase

Article Noun Noun Relative Clause
Quantifier Adjective Phrase Pronoun Nonfinite Clause

Complementation

Table 6 The grammar
structure of prepositional
phrase

Some Examples of the Prepositional Phrase
Function Preposition Complement

1 With Her
2 On The table
3 From what I can see
FORMS Preposition Adverb

Noun Phrase
-ing Clause or Relative Clause
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An adjective phrase begins with an adjective as a head word. It also has
pre-modifier and post-modifier to help the adjective word to be more clearly as
given examples in Table 7.

In general, the analysis method on the grammar structure of a sentence is based
on the observations in Fig. 1. These observations are concluded by examining the
sentence writing of human being as in previous examples.

The simple sentence only has one clause which contains subject and predicate
(for exp: I have a book). But the complex sentence includes many clauses which are
linked together via subordinators, coordinating conjunctions or semi-colon. And the
format of sentence depends on the human writing style. For instance, some writers
prefer to use coordinating conjunction “and” replaced to semi-colon in order to
connect multiple independent clauses of a sentence.

There are several verb types, e.g. transitive, intransitive, linking, etc. For each
verb type, a grammar structure is required in usage. For example, an intransitive
verb does not have a direct object but a transitive verb requires a noun or noun
phrase as a direct object. However, a di-transitive verb requires two nouns or noun
phrases as direct and indirect objects. A verb can have several verb types, for

Table 7 The grammar
structure of adjective phrase

Some Examples of the Adjective Phrase
Function Pre-modifier Head Post-modifier
1 Happy
2 Young in spirit
3 Too Good to be true
4 Excited Indeed
FORMS Adverb Adjective Prepositional Phrase

Infinitive Clause
Adverb

a) A sentence can be one of the below forms:
a1. Sentence = Subject + Predicate
a2. Sentence = Independent Clause + coordinating conjunction +

Independent Clause
a3. Sentence = Adverbial Clause + Main Clause

b) Clause (C) = Subject (Subj) + Predicate (Pre)
c) Subject can be a noun phrase (NP) or a clause
d) Predicate = Verb + Direct Object (Dobj) + Indirect Object (Iobj) or 

Complement (Comp)
e) DO can be the list of NP or Clause or Pronoun
f) IO can be the list of NP or Clause or Pronoun
g) Comp can be the list of NP, list of Adjective Phrase (AdjP), an Adverb 

Phrase (AdvP) , a Prepositional Phrase (PrepP) or a Clause

Fig. 1 The observations
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examples, “remember” can be transitive as well as intransitive verb. Therefore, as in
observation (d), the predicate should follow the predefined grammar structure of
that verb and its verb type.

3.2 New Triple Extraction Algorithm

Following the observation in Fig. 1, it is given that a sentence has at least a clause.
In addition, depending on the verb type or phrasal verb, a verb requires a particular
grammar structure called Verb Usage Pattern (VUP). Whether a verb is used in a
sentence, the grammar structure of the sentence has to be satisfied the current used
VUP of this verb. For instance, word “remember” is both transitive and intransitive
verb. A sentence made by this verb has one of two VUPs: Subject + Verb or
Subject +Verb + Object. For another example, the separable phrasal verb “switch
on” has two patterns in grammar structure of the sentence: John switches on the
radio (Subject + Verb + particle + Object) or John switches the radio on (Sub-
ject + Verb + Object + particle).The construction of VUP(s) is based on Internet
resources from Oxford Online Dictionary,1 the Free Dictionary2 or collected from
linguistic resources in [6, 12, 13].

In this paper, triple extraction system performs in three steps as Fig. 2. Firstly,
the sentence is divided into many clauses. In the second step, each clause is pro-
cessed to decompose into clause elements and convert into Syntax Model (SM) by

Step 1: Pre-process sentence
A sentence is split into the many clauses 

Step 2: Clause decomposition
2a. Analyze the verb phrase of a clause to extract the clause elements.
2b. Analyzed clause elements to convert into Syntax Model (SM)

Step 3: Triple extraction with the below format
( [Subject]; [Verb]; [Object]; [AdverbPhrase]; [voice of verb])

Fig. 2 Steps process a sentence

1www.oxforddictionaries.com.
2www.thefreedictionary.com.
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applying VUP. Finally, the tree constituents by clause elements are combined to
extract triples.

Step 1: Sentence does pre-processing to divide into multiple clauses. As men-
tioned in part 3.1, the format of sentence relies on the human writing. Therefore, the
sentence firstly detects whether it has multiple independent clauses via semi-colon.

Clause(s)

Subject Predicate

Sentence

Sbar

NP

Preposition

determiner

premodifier

headNoun

RefSubj

Predicate

Subject

PrepP(s)

Sbar

SingleNP(s)

Sbar

NP(s)

Subject

Fig. 3 Syntax model (part 1)
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Next, each independent clause plays the role as a simple sentence; and this sentence
continues to check whether it has format type a3 in observation Fig. 1 through
subordinators. Finally, the list of clauses is gotten to do the analysis in next steps.

Step 2: Clause Decomposition consists of two main sub-tasks: (2a) parsing a
verb phrase (VP) and (2b) converting into SM

• Sub-task 2a: a probabilistic parser is called to produce the parsed structure,
which can be a phrase structure trees or a typed dependencies. The method can
work on both forms of parsed structure, but in this paper, only the Stanford
typed dependencies are used to illustrate. This task starts with searching main

Adv

NP

PrepP

Sbar

AdvP

Predicate

AdvP

PrepP

adj

NP(s)

Sbar

NP(s)

Sbar

AdjP

Sbar

NP (s)

AdvP
PrepP

Comp

Iobj

Dobj

Verb

VerbPhrase

Fig. 4 Syntax model (part 2)
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verb of clause based on ROOT and COP typed dependencies using Stanford
Parser. Applying the defined VUP before, parts of clause such as Subject, Verb
and Object are identified.

• Sub-task 2b: Each of extracted elements in previous task is sub-divided and
mapped into smaller elements like Noun Phrase, Adjective Phrase, Prepositional
Phrase … etc. as same as syntax model (SM) in Figs. 2 and 3.

Step 3: Triples with above format are extracted for each clause as well as for
whole sentence (Fig. 4)

With SM, more detail triples which describe the relationship between
sub-elements with each part of clause are given. For instance, a noun phrase
consisting of prepositional phrase as a modifier like “a girl with blond hair” can
also have a triple which shows the meaning in relation between these two elements.
In this case, triple {a girl, is (complemented by), with blond hair} is given.
Moreover, SM can identify more specific elements in objects compared with Ollie
and ClausIE. It separates Objects into lists of noun phrase, list of preposition
phrases supporting for clause or adverb phrase. Therefore, it makes enhancement in
the accuracy of extracted triples as well as their minimality [2].

4 Experimental Result Comparison

We compare the proposed system against the two Open IE systems Ollie and
ClausIE. This system was implemented as describe in Sect. 3, using the Stanford
Constituent Parser [4]. ClausIE was run in default mode to extract triples.

Datasets used for this experience are: 200 random sentences from English
Wikipedia and 200 random sentences from New York Time which are the exact
same datasets as in [3]. Our results are summarized in Table 8.

Table 8 shows the total number of correct extractions as well as the total number
of extractions for each method and each dataset. These result numbers are evaluated
by human experience.

This algorithm achieves the better results in giving the detailed triples compared
with previous Open IE systems. However it still remains some limitations in the
improvement of quality and quantity of triples because of parser failure and the
complexity of sentence.

Table 8 Number of correct
extractions and total number
of extractions

Ollie ClausIE New system
New York dataset 270/500 662/926 1119/1542
Wiki dataset 357/573 602/794 1008/1323
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4.1 Good Points

There are two main points that new algorithm give a better result compared with
Ollie and ClausIE. They will be described in some examples as below:

Example 1 “the girl with blond hair is beautiful”
Firstly, both Ollie and ClausIE did not give any triples which show the rela-

tionship between the modifier and its noun phrase, or between noun phrase and its
properties. In example 1, “blond” is a property of “hair” (Table 9).

The extracted triple in this case has formats:

([adjective], “be property of”, [head Noun])
([single NP], “be complemented by”, [prepPhrase])

Considering two another examples:

Example 2 “LaBrocca scored his first goal for the club in a 4-1 home victory vs.
Chicago Fire.”

Example 3 “Jack and Janny went to school”
Secondly, the problem of ClausIE and Ollie is still missing the details of an
extraction. It means that the extracted fact by both systems may be described in
more facts. Our system has the same idea in improve quality of extraction in the
minimality of the extracted facts. It is proved in example 2 and example 3 obviously
(Tables 10 and 11).

4.2 Weak Points

Mausam et al. [9] and Del Corro and Gemulla [3] claimed that most of the
extraction errors are due to two problems: parser failures and inability to express
relationships in the text into binary relations. And this approach also takes the
mistakes related to these issues:

Table 9 Result of example 1

System Output

ClausIE (“the girl with blond hair”, “is”, “beautiful”)
Ollie (the girl; is; beautiful)

(beautiful; be the girl with; blond hair)
New algorithm {girl with blond hair; be; beautiful;; active}

{girl; be (complemented by); with blond hair;; active}
{blond; is property of; hair;;}
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Example 4 “Judy laughed and Jimmy cried”

Stanford Parser shows that

(ROOT 
  (S 
    (NP (NNP Judy) (NNP laughed) 
      (CC and) 
      (NNP Jimmy)) 
    (VP (VBD cried)))) 
nn(laughed-1, Judy-0) 
nsubj(cried-4, laughed-1) 
conj_and(laughed-1, Jimmy-3) 
root(ROOT-0, cried-4) 

In this example, the failure in extraction is due to the error of Stanford depen-
dency in Stanford parser. The word “laughed” should be a VP instead of
NNP. Therefore, the output of this sentence as below in new algorithm is not
correct:

Table 10 Result of example 2

System Output

ClauseIE (“LaBrocca”, “scored”, “his first goal for the club”)
(“LaBrocca”, “scored”, “his first goal in a 4-1 home victory vs. Chicago Fire”)
(“LaBrocca”, “scored”, “his first goal”)
(“his”, “has”, “first goal”)

Ollie (LaBrocca; scored for; the club)
(LaBrocca; scored; his first goal)

New
algorithm

{LaBrocca; score; his first goal;; active}
{LaBrocca; score; for club;; active}
{LaBrocca; score; his first goal for club;; active}
{LaBrocca; score; in 4-1 home victory vs. Chicago Fire;; active}
{LaBrocca; score; his first goal in 4-1 home victory vs. Chicago Fire;; active}
{4-1 home victory; be (complemented by); vs. Chicago Fire;; active}
{first; is property of; goal;;}
{he; have; first goal;;}

Table 11 Result
of example 3

System Output

ClausIE (“Jack and Janny”, “went”, “to school”)
Ollie (Jack and Janny ; went to ; school)
New algorithm {Jack ; go to ; school ; ; active}

{Janny ; go to ; school ; ; active}
{Jack, Janny ; go to ; school ; ; active}
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{Judy laughed ; cry ; ; ; active}
{Jimmy ; cry ; ; ; active}
{Judy laughed , Jimmy ; cry ; ; ; active}

Another issue is due to the sentence writing of human beings. This algorithm
cannot cover syntax model of complex sentence which is constituted by too many
clauses as the below example:

Example 5 “Daughter of the actor Ismael Sanchez Abellan and actress and writer
Ana Maria Bueno (better known as Ana Rosetti), Gabriel was born in San Fer-
nando, Cadiz, but spent her childhood in Madrid” (Table 12).

Table 12 Result of example 5

System Output

ClausIE (“Gabriel”, “was born”, “in San Fernando”)
(“Daughter of the actor Ismael Sanchez Abellan and actress and writer Ana
Maria Bueno better known as Ana Rosetti”, “Cadiz”)
(“Daughter of the actor Ismael Sanchez Abellan and actress and writer Ana
Maria Bueno better known as Ana Rosetti”, “spent”, “her childhood in Madrid”)
(“Daughter of the actor Ismael Sanchez Abellan and actress and writer Ana
Maria Bueno better known as Ana Rosetti”, “spent”, “her childhood”)
(“her”, “has”, “childhood”)

Ollie (Gabriel; was born in; San Fernando)
(her childhood; be spent in; Madrid)
(Daughter of the actor Ismael Sanchez Abellan and actress and writer Ana
Maria; was born in; San Fernando)
(Gabriel; be known as; Ana Rosetti))
(Gabriel; was born at; San Fernando)
(Gabriel; was born on; San Fernando)
(Daughter of the actor Ismael Sanchez Abellan and actress and writer Ana
Maria; be known as; Ana Rosetti))
(San Fernando; was born in; Cadiz)
(Daughter of the actor Ismael Sanchez Abellan and actress and
writer Ana Maria; was born at; San Fernando)
(Daughter of the actor Ismael Sanchez Abellan and actress and writer Ana
Maria; was born on; San Fernando)

New
Algorithm

{Daughter of actor Ismael Sanchez Abellan, actress Ana Maria Bueno ; bear ; in
San Fernando ; better known as Ana Rosetti ; passive}
{San Fernando ; be ; Cadiz ; ; active}
{actor Ismael Sanchez Abellan,actress Ana Maria Bueno ; be ; Gabriel ; ; active}
{Daughter ; be (complemented by) ; of actor Ismael Sanchez Abellan,actress
Ana Maria Bueno ; ; active}
{Ismael Sanchez Abellan ; be ; actor ; ; active}
{Ana Maria Bueno ; be ; actress ; ; active}
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In this example, all three systems miss information as below:

(Ismael Sanchez Abellan is actor.
Ana Maria Bueno is actress.
Ana Maria Bueno is a writer.
Ana Maria Bueno is Ana Rosetti.
Gabriel was born in San Fernando, Cadiz.
Gabriel spent her childhood in Madrid.
Daughter of the actor Ismael Sanchez Abellan and actress and writer Ana
Maria Bueno is Gabriel.)

Besides, the main idea to convert a sentence into syntax model bases on the
defined VUP. We cannot list full types of a verb, and then it cannot give any result
in some cases.

5 Conclusion

This paper presented triple extraction based on syntax model of English language.
The algorithm is implemented by determining verb usage pattern (VUP) in order to
convert sentence into syntax model. The experimental result indicates that new
system improved the quality of extraction in the minimality. Besides, its triples can
describe the relationship between properties or modifier of a noun phrase. In this
experience, that more detailed triples are extracted will enhance the number of
relevant triples in sentence.

However, because of the dependence on a probabilistic parser, it leads to some
issues which are due to the parser. Additionally, syntax model cannot adapt with all
kinds of sentence written by human. Furthermore, the problem concerned about the
performance in precision of triples should be considered. All of these issues allow
us to do more researches in order to achieve the better result without
knowledge-based as well as with using the defined knowledge in future.
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Using Mathematical Tools to Reduce
the Combinatorial Explosion During
the Automatic Segmentation
of the Symbolic Musical Text

Michele Della Ventura

Abstract This document is going to focus on the modalities of management of the
combinatorial explosion problem deriving from computer-aided music analysis: a
major problem, most of all, for those who perform automatic analysis of the musical
text considered at a symbolic level, due to the high number of recognizable “mu-
sical objects”. While briefly introducing the results of the application of different
processing techniques, this article shall discuss the necessity to define a series of
procedures meant to reduce the number of final “musical objects” to use in order to
identify a melody (or a musical theme), by selecting the ones that do not carry
redundant information. Consequently, the results of their application shall be pre-
sented in statistic tables, in order to provide information on how to reduce the
musical objects to a small number, so as to ensure major precision in the musical
analysis.

Keywords Combinatorial explosion ⋅ Musical analysis ⋅ Musical object ⋅
Segmentation ⋅ Similarity

1 Introduction

One of the main objectives in the field of artificial intelligence (AI) is to develop
systems able to reproduce intelligence and human behavior: the machine is not
expected to be able to have the same cognitive abilities as humans [1], or to be
aware of what it is doing, but only to know how to efficiently and optimally solve
problems, being them difficult ones, in specific fields of action [2]. Therefore, the
purpose of the studies carried out in the field of AI is not to replace human beings in
all their capacities, but to support and improve human intelligence in certain
specific fields [1, 3]: the improvement may be based on the computing power
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derived from the use of computers. Many works in the artificial intelligence field
highlight the importance of computational environments for supporting researchers
in the organization of experimental data and in the generation, evaluation and
revision of theoretical knowledge.

This article concentrates on the analysis of the musical text considered on a
symbolic level (Fig. 1) and therefore, on the segmentation process that can be
performed by a computer: a process the purpose of which is to identify “musical
objects” [4] (a staff fragment which contains a certain amount of notes, repeated
several times in the same piece) that shall be indicated as themes which might be
used for different purposes after having been identified: from stylistic analysis of a
composer to the comprehension of musical text in alphanumeric format.

The segmentation process requires the development of tools capable of
describing, in mathematical terms, the musical functions most widely exploited by
composers of all times within the compositions: tools that nonetheless lead to
tackling the problem of “combinatorial explosion”, related to the potential number
of motifs that may be identified by an algorithm. The combinatorial explosion is a
real problem within the ambit of the studies on AI and the objective of this article is
to represent a mathematical tool able to tackle this problem within the ambit of the
analysis of the symbolic musical text, in order to reduce the possible number of
identifiable musical objects and, therefore, improve the results of research on them.
This analysis tool has been developed taking in consideration Shannon’s theory [4],
i.e. examining more closely the processes of human choice.

This paper is organized as follows.
Section 2 describes certain theories developed in order to identify motifs within

the musical composition. Section 3 describes the methods already used to reduce
the combinatorial explosion. Section 4 introduces a new tool meant to reduce the
combinatorial explosion. Section 5 shows some experimental tests that illustrate the
effectiveness of the proposed method. Finally, conclusions are drawn in Sect. 5.

2 Identifications of the Musical Motif

Musical analysis is not a scientific discipline and, as such, it entails the first diffi-
culty of defining precise objectives of analysis with respect to the various possi-
bilities of exploration. This paragraph illustrates the underlying principles that have

Fig. 1 Symbolic musical text
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so far been used in the various algorithms created for the segmentation of a musical
composition.

The segmentation process is made up of three distinct stages. The first stage
consists in the acquisition of the staff by the algorithm; the second stage consists in
the (actual and effective) segmentation of the musical composition, creating a list of
possible musical motifs that will be analyzed in the third stage, i.e. the stage in
which, based on specific criteria, the motifs considered important at a musical level
will be identified.

A starting point to establish a logical sequence of work and therefore be able to
formalize at a mathematical level the analysis tools is represented by a definition
proposed by Ian Bent [5] which places the analysis in a “Cartesian Ideal” that, even
if unreachable because it is idealistic, provides the background of the motivations
that will guide us through the elaboration of the algorithm:

“Musical analysis is the subdivision of a musical structure into relatively simpler consti-
tutive elements and the study of the functions of these elements within this structure”.

In musical analysis, one of the important elements is the theme which represents
the fundamental motif—often a recurrent one, too—of a composition, especially if
it is a far-reaching composition [6]; therefore it is a melodic fragment provided with
individuality and recognazibility, often to such an extent as to characterize
the entire musical composition [7]. The motifs are never explicitly indicated by the
composer on the score, therefore a fragment of notes extracted out of it does not
necessarily constitute a motif. This lack of indication grants a mysterious character
to the motif itself, as if it was a secret that listening and analysis have the
assignment to reveal. In this regard it is necessary to take into consideration a very
important aspect of music as far as analysis is concerned, i.e. the psycho-receptive
aspect. Reference is made therefore to the Generative Theory of Tonal Music
proposed in 1983 by Fred Lerdahl and Ray Jakendoff [8] and based on the concept
of functional hierarchy. The central hypothesis is that the listener, whose goal is to
comprehend and memorize a tonal musical phrase, tries to pin down the important
elements of the structure by reducing what he is listening to to a highly hierarchized
economical scheme (Fig. 2).

Therefore the idea is that the listener is performing a mental operation of sim-
plification that allows him not only to comprehend the complexity of the surface,
but, when it is necessary, also to reconstruct such complexity starting from a
simplified scheme and to produce other musical surfaces, other phrases of the same
type, through a reactivation of the memorized structure.

The study of these mechanisms lead to the construction of a formal grammar
capable to describe the main rules observed by the human mind in order to rec-
ognize structures within a musical piece. According to Lerdahl and Jackendoff the
grammar they proposed is “language-independent”, i.e. such as to function inde-
pendently of composition styles. Therefore certain rules of this grammar would
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qualify as universal of musical perception and could be used to represent innate
aspects of musical cognition [9–11]. It is possible to understand many musical
works as having been generated by the reverse of this hierarchical reduction process
—that is, by the successive elaboration of a fundamental structure with less
structural notes, until the detailed foreground or musical surface emerges [12].

So from what has been said so far it can be deduced that in order for the listener
to recognize and memorize a certain sequence of notes, it is necessary to present the
sequence several times (even if this is one of the motifs that produce the combi-
natorial explosion [13]).

Fig. 2 Chorale by J.S. Bach. The example (excerpted from A generative of tonal music)
reproduces an analysis performed with the Lerdahl-Jachkendoff method. As it can be noticed, the
consecutive reductions eliminate an ever larger number of events, reaching the extreme case in
which only the tonal chord remains: the information, in this case, is not enough to characterize the
phrase, but by limiting himself instead to the first two reductions, a listener would be able to
recognize the fragment
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3 Segmentation and Combinatorial Explosion

Various algorithms for the segmentation of a musical composition were realized on
the basis of the theories exposed in the previous paragraph: algorithms structured in
such a way as to, first of all, be able to read a score and then be able to analyze it
based on specifically provided mathematical operators [14].

Generally speaking the score is seen as a list of numbers each of which corre-
sponds to a sound based on its pitch [12, 15]. If we take into consideration the piano
keyboard because it is the instrument with the largest extension, the lowest note, i.e.
a natural A, is assigned the value 1 and every single successive sound is assigned an
increasing value (A# = 2, B = 3, C = 4, and so on). Thus we obtain the list of
sounds as represented in Fig. 3.

A monodic sequence was contemplated in the example in Fig. 4. In case the score
is, instead, composed of several voices placed on different staves, the line of rea-
soning does not change: the list of sounds will be composed first of all by the relative
numbers of the first staff, then those of the second staff and so on (Fig. 4) [16].

The score represented this way may be subjected to analysis by an algorithm in
order to identify the motifs it contains. The motif might present itself in its fun-

C D E F D E C

40 42 44 45 42 44 40

Fig. 3 List of sounds. The list refers to the above-mentioned fragment. The A column indicates
the sound with a Latin notation, while the B column indicates the numeric reference of the sound
related to the piano keyboard and the C column indicates the absolute reference

C D E F D E C … C D E F D E C …
40 42 44 45 42 44 40 … 28 30 32 33 30 32 28 …

Fig. 4 Sequential representation of the score
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damental state (that is in the same way it was written the first time), or it could have
undergone (see Fig. 5):

• transposition: the process of moving a sequence of notes up or down in pitch by
a number of semitones (which represent the transposition degree x) while
keeping constant the relative distance between its composing notes;

• inversion: the process through which a melody is transformed by inverting the
direction of its single intervals in relation to the initial note, so that every
ascending interval becomes descendent and vice versa;

• retrogradation: the process that consists in representing the melody backwards,
from the last to the first note.

The necessary tool to describe it in mathematical terms was developed for every
one of these cases (see Table 1).

Fig. 5 Invention for two voices in C major BWV 772 by J.S. Bach. The example shows how as
soon as in the first three beats, the composer used the theme in its fundamental state (beat 1), the
transposed theme (beat 2) and the inverted theme (beat 3)

Table 1 Example of the main musical function for melodic analysis

Musical function Mathematical operator Musical function

Melodic Transposition Tx(h) = h + x

Melodic Inversion Ii (h) = I − (h − I) = 2i − h

Melodic Retrogradation R(h) = h
R(wh) = hR(w)

Retrograde of the Inverted RI = IR

The first column contains the name of the musical function, the second column displays the related
mathematical operator and the third column shows an example for every function
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The score segmentation process is performed by comparing two sequences of
musical notes [16, 17]. In particular, the starting point (Io) of the segment to search
(that shall initially correspond to the first note) is set within the score (represented as
a list of number) and its length is established initially the length of the segment
shall be 2 (for instance do-re) then 3 (do-re-mi), 4 (do-re-mi-fa), 5 (do-re-mi-fa-re)
and so on.

Four interval vectors of analysis representing the segment in its original state
(VectorO), retrograde (VectorR), inverted (VectorI) and the retrograde of the
inverted (VectorRI) are then created and inserted in a matrix the purpose of which is
to collect a list of the interval vectors representative of every original segment taken
into consideration, in order to avoid performing analysis on a segment the vector of
which is equal to the vector of a previously analyzed one (reduction of the com-
binatorial explosion [17]).

Let us then set the starting point (that shall be indicated by Is) of the fragment to
be compared with the original segment (Io): starting from point Is we shall move to
the right (one position at a time) for n − l − Is possibilities (where n is the total
number of elements (sounds) inserted in the list and l is the length of the reference
segment) considering segments of the same length of the original (Fig. 6) and
checking if the interval vector (VectorC) of every one of them coincides with one of
the four interval vectors (original, retrograde, inverted, retrograde of the inverted) of
the original segment.

In case the comparison has a positive result, a representative list of the segment
is created and at every turn the starting position of the segment and the type of
vector observed (original, retrograde, inverted, retrograde of the inverted) are
inserted in the list. This allows us in the end to know, for every segment, how many
times (and in which position of the score) it was found in its original, retrograde,

o

s

s

Reference segment

I

Length of the original segment

I

Reference segment

I

Is

Reference segment

Fig. 6 Example of
segmentation
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inverted and retrograde of the inverted state [18]. A general list (VectorG()) of the
vectors that have a redundancy bigger than one (inasmuch as one is representative
of the original vector) is created in the same way: based on the considerations made
on repetitiveness (acc. to paragraph III), this segment does not deliver any useful
piece of information and is therefore discarded (reduction of the combinatorial
explosion [17]).

Once the first original segment was searched within the entire score we move on
to perform the analysis, according to the procedure described above, of a new
segment that shall be equal to the preceding segment with the addition of one note,
then of two notes and so on (Fig. 7).

If the result of the analysis of a fragment is redundancy equals one, then that
segment, besides not being inserted in the general list of vectors (see above),
determines the closure of the cycle for that segment (the initial position of which is
Io) and the subsequent opening of a new cycle of analysis of a segment the initial
position of which is Io + 1 and so on (reduction of the combinatorial explosion
[16]) (Fig. 8).

4 Reduction of the Combinatorial Explosion

The objective of the segmentation procedure is to create a list of segments that
might represent possible motifs within the score, on the basis of the principles
exposed in the previous paragraphs. The number of segments found this way is still
too high and in order to further reduce [19] it we can make use of a mathematical
tool derived from the set theory: the inclusion. It means checking whether a seg-
ment is included in another segment [20].

The procedure is very simple and easy to understand if we consider Table 2, that
represents a summary of the segments identified in the analysis of Bach’s BWV 772
Invention for two voices. Column 1 indicates the starting position of the segment on

Fig. 7 Example of generation of the original segment

Io

Length of the original segment

Fig. 8 Example of segmentation. Length of the original segment
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the score, column 2 indicates its length, column 3 specifies the Original vector (that
was compared during the segmentation process) and finally column 4 indicates the
type of vector (O = original, R = retrograde, I = inverted, RI = retrograde of the
inverted).

For example taking into consideration the segment indicated on row 11 (V1 = <1
1 1 −2>) and comparing it to the one on row 15 (V2 = <1 1 1 −2 1>), we can
notice how the two vectors have different lengths, yet by eliminating the last
element of the second vector, they become equal.

Data of the two vectors V1 e V2:

V1 ⊂V2 ⇔ ∀x: x∈V1 ⇒ x ∈ V2

i.e. V1 is included in V2 if and only if, for every element x, if x belongs to V1 then
x belongs to V2.

Table 2 Summarizing example of the segments found by the algorithm during analysis oh Bach’s
BWV 772 Invention for two voices
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In the proposed example we can speak of strict inclusion [15], to indicate that
every element of V1 is also an element of V2, but that there are elements of V2 which
are not elements of V1.

Once it has been verified that V1 is included in V2, it is not possible to cancel the
first vector from the list a priori, yet it is necessary to compare the redundancy of
both vectors:

• if V1 and V2 have the same redundancy, then we must check if the first vector is
also found in the same points in which the second is found. If by any chance the
two segments are found in different positions then both are valid segments.

• if the redundancy of V1 is smaller than V2, we must, nonetheless, check if the
first vector is also found in the same points in which the second is found. If by
any chance the two segments are found in different positions then both are valid
segments.

• if the redundancy of V1 is bigger than V2, both segments are valid.

This procedure must be performed between all the segments inserted in the
list and its purpose is to reduce the number of vectors that could potentially rep-
resent a motif and, therefore, improve the precision of the results of the analysis
performed by the algorithm in the stage that comes after the segmentation stage (see
paragraph II).

5 The Obtained Results

The model of analysis set forth in this article, based on the principle of inclusion
derived from the set theory, was verified by realizing an algorithm the structure of
which takes in consideration each and every single aspect described above: the
results of the analysis are indicated by means of diagrams that allow an immediate
visualization for interpretative purposes.

The algorithm was tested on a small set of musical compositions by different
authors and with different styles, written for pianoforte and orchestra.

Table 3 and Fig. 9 display the results of the analysis of certain musical com-
positions, highlighting for every one of the number of segments identified both
without considering the inclusion principle (column 2) described in paragraph IV
and considering this principle (column 3). Finally, column 4 indicates the per-
centage of reduction of the identified segments by applying this principle: a
reduction that translates essentially into a major precision in identifying the rep-
resentative motifs of a musical composition for the melodic analysis algorithms.
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Table 3 Results related to the reduction of combinatorial explosion

Musical Work Number of identified
segments (without filter)

Number of identified
segments (with filter)

Improvement
(%)

J.S.Bach
Invention for two voices
BWV 772

648 396 39

J.S. Bach
Invention for three
voices BWV 789

3.608 1.364 63

J.S. Bach
Prelude to French Suite
in B minor BWV 814

848 284 67

W.A. Mozart
First tempo of the Sonata
in C major KV 545

8.060 1.732 78

L. van Beethoven
Romance for violin and
orchestra op. 50

28.708 9.400 66

J. Brahms
Intermezzo in C major
op. 119

12.112 1.692 86

F. Margola
Sonatina n° 2 for
pianoforte

3.120 392 87

Fig. 9 Graphic representation of the results of Table 3
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6 Conclusions and Future Work

In this pilot study, the objective was to reduce the number of motifs that could be
identified by an algorithm in the segmentation process of a musical composition,
without having to change the analysis parameters on the basis of the style of the
specific composition. For this reason we tried to find, first of all, a unique analysis
system, valid for any kind of musical forms (from fugues to sonatas, from romances
to intermezzos) and for any kind of style (from monody to polyphony); further-
more, we tried to look at the results from a truly scientific perspective, using
statistics.

The results obtained are satisfying and do illustrate how it is possible to improve
the precision of computer-aided musical analysis, reducing the number of segments
to evaluate in the stage following segmentation (Strength): given that the use of
information technology in musical analysis does not allow reaching the same results
as the ones of an analysis performed by a person. At the same time we should
highlight that this procedure increased the time of operation of the computer in the
segmentation of the musical composition (Weakness) because it had to perform
major comparisons during this specific stage.

The high degree of complexity of musical phenomena imposes certain forms of
achievement that must be adequate and that, for completeness’ sake, must cope with
the problems under a sufficiently large number of angles. Thus, even from a the-
oretical—musical point of view, the possibility to integrate different approaches
appears as a precursory way of interesting developments. And it is really thanks to
the new techniques of artificial intelligence that such forms of integration and
verification of the results become achievable.

Future work could combine the method presented in this paper with the concept
of “tandem repeat type” [21], in order to reduce the amount of musical segments.
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