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Abstract We survey results on factorizations of non-zero-divisors into atoms
(irreducible elements) in noncommutative rings. The point of view in this survey
is motivated by the commutative theory of nonunique factorizations. Topics covered
include unique factorization up to order and similarity, 2-firs, and modular LCM
domains, as well as UFRs and UFDs in the sense of Chatters and Jordan and gen-
eralizations thereof. We recall arithmetical invariants for the study of nonunique
factorizations, and give transfer results for arithmetical invariants in matrix rings,
rings of triangular matrices, and classical maximal orders as well as classical hered-
itary orders in central simple algebras over global fields.

1 Introduction

Factorizations of elements in a ring into atoms (irreducible elements) are natural
objects to study if one wants to understand the arithmetic of a ring. In this overview,
we focus on the semigroup of non-zero-divisors in noncommutative (associative,
unital) rings. The point of view in this article is motivated by analogy with the
commutative theory of nonunique factorizations (as in [4, 28, 50, 53]).

We start by giving a rigorous notion of rigid factorizations and discussing suf-
ficient conditions for the existence of factorizations of any non-zero-divisor, in
Sect. 3. In Sect. 4, we look at several notions of factoriality, that is, notions of unique

D. Smertnig (B)
Institute for Mathematics and Scientific Computing, University of Graz,
NAWI Graz, Heinrichstrae 36, 8010 Graz, Austria
e-mail: daniel.smertnig@uni-graz.at

© Springer International Publishing Switzerland 2016
S. Chapman et al. (eds.), Multiplicative Ideal Theory and Factorization Theory,
Springer Proceedings in Mathematics & Statistics 170,
DOI 10.1007/978-3-319-38855-7_15

353



354 D. Smertnig

factorization, that have been introduced in the noncommutative setting. Finally, in
Sect. 5 we shift our attention to nonunique factorizations and the study of arithmetical
invariants used to describe them.

The investigation of factorizations in noncommutative rings has its origins in the
study of homogeneous linear differential equations. The first results on the unique-
ness of factorizations of linear differential operators are due to Landau, in [71], and
Loewy, in [81]. Ore, in [89], put this into an entirely algebraic context by studying
skew polynomials (also called Ore extensions) over division rings. He showed that
if D is a division ring, then the skew polynomial ringD[x; σ, δ], where σ is an injec-
tive endomorphism of D and δ is a σ -derivation, satisfies an Euclidean algorithm
with respect to the degree function. Hence, factorizations of elements in D[x; σ, δ]
are unique up to order and similarity. We say that D[x; σ, δ] is similarity factorial
(see Definition 4.1).

Jacobson, in [65], already describes unique factorization properties for principal
ideal domains. He showed that PIDs are similarity factorial. In a further generaliza-
tion, principal ideal domains were replaced by 2-firs, and the Euclidean algorithm
was replaced by the 2-term weak algorithm. This goes back to work primarily due
to P.M. Cohn and Bergman. The main reference is [39].

Factorizations in 2-firs, the 2-term weak algorithm, and the notion of similarity
factoriality are the focus of Sect. 4.1. A key result is that the free associative algebra
K〈X〉 over a field K in a family of indeterminates X is similarity factorial. Here,
K cannot be replaced by an arbitrary factorial domain, as Z〈x, y〉 is not similarity
factorial. Brungs, in [21], studied the slightly weaker notion of subsimilarity facto-
riality. Using a form of Nagata’s theorem, it follows that free associative algebras
over factorial commutative domains are subsimilarity factorial.

Modular right LCM domains were studied by Beauregard in a series of papers
and are also discussed in Sect. 4.1. Many results on unique factorizations in Sect. 4.1
can be derived from the Jordan–Hölder theorem on (semi-)modular lattices by con-
sideration of a suitable lattice. Previous surveys covering unique factorizations in
noncommutative rings, as considered in Sect. 4.1, are [32, 34, 36, 37]. We also refer
to the two books [38, 39].

A rather different notion of [Noetherian] UFRs (unique factorization rings) and
UFDs (unique factorization domains), originally introduced by Chatters and Jordan
in [26, 29], has seen widespread adoption in ring theory. We discuss this concept,
and its generalizations, in Sect. 4.2. Examples of Noetherian UFDs include univer-
sal enveloping algebras of finite-dimensional solvable Lie algebras over C, various
(semi)group algebras, and quantum algebras. In a UFR R, the semigroup of nonzero
normal elements,N(R)•, is a UF-monoid. Thus, nonzero normal elements of R factor
uniquely as products of prime elements.

Section5 is devoted to the study of nonunique factorizations in noncommutative
rings. Here, the basic interest is in determining arithmetical invariants that suit-
ably measure, characterize, or describe the extent of nonuniqueness of the factoriza-
tions. A recent result by Bell, Heinle, and Levandovskyy, from [17], establishes that
many interesting classes of noncommutative domains are finite factorization domains
(FF-domains).
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We recall several arithmetical invariants, as well as the notion of [weak]
transfer homomorphisms. Transfer homomorphisms have played a central role in
the commutative theory of nonunique factorizations and promise to be useful in the
noncommutative setting as well. By means of transfer results, it is sometimes possi-
ble to reduce the study of arithmetical invariants in a ring to the study of arithmetical
invariants in a much simpler object.

Most useful are transfer results from the non-zero-divisors of a noncommutative
ring to a commutative ring or semigroup for which the factorization theory is well
understood. Such transfer results exist for rings of triangular matrices (see [5, 22]),
rings of matrices (see [44, 45]), and classical hereditary (in particular, maximal)
orders in central simple algebras over global fields (see [22, 46–48, 93]). These
results are covered in Sect. 5.4.

Throughout the text, we gather known examples from the literature and point
out their implications for factorization theory. In particular, these examples demon-
strate limitations of certain concepts or methods in the noncommutative setting when
compared to the commutative setting.

As a note on terminology, we call a domain similarity [subsimilarity,projectivity]
factorial instead of a similarity-[subsimilarity,projectivity]-UFD. This matches the
terminology presently preferred in the commutative setting. Using an adjective to
describe the property sometimes makes it easier to use it in writing. Moreover, this
allows us to visibly differentiate factorial domains from the [Noetherian] UFRs and
UFDs in the sense of Chatters and Jordan that are discussed in Sect. 4.2.

While an attempt has been made to be comprehensive, it would be excessive to
claim the results contained in this article are entirely exhaustive. Many interesting
results on nonunique factorizations are scattered throughout the literature, with seem-
ingly little previous effort to tie them together under a common umbrella of a theory
of (nonunique) factorizations.

Naturally, there are certain restrictions on the scope of the present treatment.
For the reader who came expecting something else under the heading factorization
theory, some pointers to recent work, which is beyond the scope of this article, but
may conceivably be considered to be factorization theory, are given in Sect. 6.

2 Preliminaries

All rings are assumed to be unital and associative, but not necessarily commutative.
All semigroups have a neutral element. A ring R is a domain if 0 is the unique
zero-divisor (in particular, R �= 0). A right principal ideal domain (right PID) is a
domain in which every right ideal is principal. A left PID is defined analogously, and
a domain is a principal ideal domain (PID) if it is both, a left and a right PID. We
make similar conventions for other notions for which a left and a right variant exist,
e.g., Noetherian, Euclidean, etc.
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2.1 Small Categories as Generalizations of Semigroups

Wewill be interested in factorizations of non-zero-divisors in a ringR. Even so, it will
sometimes be useful to have the notions of factorizations available in themore general
setting of semigroups, or evenmore generally, in the setting of small categories. Thus,
we develop the basic terminology in the very general setting of a cancellative small
category. This generality does not cause any significant additional problems over
making the definitions in a more restrictive setting, such as cancellative semigroups,
or even the semigroup of non-zero-divisors in a ring. It may however be useful to
keep in mind that the most important case for us will be where the cancellative small
category simply is the semigroup of non-zero-divisors of a ring.

Here, a small category is viewed as a generalization of a semigroup, in the sense
that the category of semigroups is equivalent to the category of small categories with
a single object. In practice, we will however be concerned mostly with semigroups.
Therefore, we use a notation for small categories that is reminiscent of that for
semigroups. We briefly review the notation. See also [93, Sect. 2.1] and [22, Sect. 2]
for more details.

Let H be a small category. A morphism a of H has a source s(a) and a target
t(a). If a and b are morphisms with t(a) = s(b) we write the composition left to
right as ab. The objects of the category will play no significant role (they can always
be recovered from the morphisms via the source and target maps). We identify the
objects with their identity morphisms and denote the set of all identity morphism by
H0. We identify H with its set of morphisms. Accordingly, we call a morphism a of
H simply an element of H and write a ∈ H.

More formally, from this point of view, a small category H = (H,H0, s, t, ·)
consists of the following data: A setH together with a distinguished subsetH0 ⊂ H,
two functions s, t : H → H0, and a partial function: H × H → H such that:

(1) s(e) = t(e) = e, for all e ∈ H0,
(2) a · b ∈ H is defined, for all a, b ∈ H with t(a) = s(b),
(3) a · (b · c) = (a · b) · c, for all a, b, c ∈ H with t(a) = s(b) and t(b) = s(c),
(4) s(a) · a = a · t(a) = a, for all a ∈ H.

For e, f ∈ H0, we defineH(e, ·) = { a ∈ H | s(a)= e },H(·, f )= { a ∈ H | t(a) =
f }, H(e, f ) = H(e, ·) ∩ H(·, f ), and H(e) = H(e, e).

To see the equivalence of this definition with the usual definition of a small
category, suppose first that H is as above. Take as set of objects of a category C
the set H0, and, for two objects e, f ∈ H0, set HomC (e, f ) = H(f , e). Define the
composition on C using the partial map ·. Then C is a small category in terms of
the usual definition, with composition written right to left and with e ∈ Hom(e, e)
the identity morphism of the object e. Conversely, if C is a small category in the
usual sense, set H = ⋃

e,f∈ObC HomC (e, f ) and H0 = { ide | e ∈ ObC }. For a ∈ H
with domain e and codomain f , set s(a) = f and t(a) = e. The partial function · on
H is defined via the composition of C . Then H satisfies the properties above.

Let H be a small category. If a, b ∈ H and we write ab, we implicitly assume
t(a) = s(b). The subcategory of units (isomorphisms) of H is denoted by H×. The
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small categoryH is a groupoid ifH = H×, and it is reduced ifH× = H0. An element
a ∈ H is cancellative if it is both a monomorphism and an epimorphism, that is, for
all b, c in H, ab = ac implies b = c and ba = ca implies b = c. The subcategory of
cancellative elements of H is denoted by H•. A functor f from H to another small
categoryH ′ is referred to as a homomorphism. Two elements a, b ∈ H are (two-sided)
associated if there exist ε, η ∈ H× such that a = εbη.

Let H be a small category. A subset I ⊂ H is a right ideal of H if IH = { xa | x ∈
I, a ∈ H : t(x) = s(a) } is a subset of I . A right ideal ofH is called a right H-ideal if
there exists an a ∈ H• such that a ∈ I . A right ideal I ⊂ H is principal if there exists
a ∈ H such that I = aH. An ideal I ⊂ H is principal if it is principal as a left and
right ideal, that is, there exist a, b ∈ H such that I = aH = Hb. Suppose that every
left or right divisor of a cancellative element is again cancellative. If I ⊂ H is an ideal
and I = Ha = bH with a, b ∈ H•, then it is easy to check that also I = aH = Hb.

Let H be a semigroup. An element a ∈ H is normal (or invariant) if aH = Ha.
We write N(H) for the subsemigroup of all normal elements of H. The semigroup
H is normalizing if H = N(H).

In the commutative theoryof nonunique factorizations, amonoid is usually defined
to be a cancellative commutative semigroup. Since the meaning of monoid in arti-
cles dealing with a noncommutative setting is often different, we will avoid its use
altogether. The exception are compound nouns such as Krull monoid, free monoid,
free abelian monoid, monoid of zero-sum sequences, and UF-monoid, where the use
of monoid is universal and it would be strange to introduce different terminology.

2.2 Classical Maximal Orders

Classical maximal orders in central simple algebras over a global field will appear
throughout in examples. Moreover, they are one of the main objects for which we
are interested in studying nonunique factorizations. Therefore, we recall the setting.
We use [90] as a general reference, and [40, 95] for strong approximation. For the
motivation for calling such orders classical orders, and the connection to different
notions of orders, see [85, Sect. 5.3].

Let K be a global field, that is, either an algebraic number field or an algebraic
function field (of transcendence degree 1) over a finite field. Let Sfin denote the
set of all non-archimedean places of K . For each v ∈ Sfin, let Ov ⊂ K denote the
corresponding discrete valuation domain. A subring O ⊂ K is a holomorphy ring if
there exists a finite subset S ⊂ Sfin (and ∅ �= S in the function field case) such that

O = OS =
⋂

v∈Sfin\S
Ov.

The holomorphy rings in K are Dedekind domains which are properly contained in
K and have quotient field K . The most important examples are rings of algebraic
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integers and S-integers in the number field case, and coordinate rings of nonsingular
irreducible affine algebraic curves over finite fields in the function field case.

Let A be a central simple K-algebra, that is, a finite-dimensional K-algebra with
centerK which is simple as a ring. A classical O-order is a subringO ⊂ R ⊂ A such
that R is a finitely generated O-module and KR = A. A classical maximal O-order
is a classical O-order which is maximal with respect to set inclusion within the set
of all classicalO-orders contained in A. A classical hereditaryO-order is a classical
O-order which is hereditary as a ring. Every classical maximalO-order is hereditary.

If v is a place of K , the completion Av of A is a central simple algebra over the
completionKv ofK . Hence,Av is of the formAv

∼= Mnv(Dv)with a finite-dimensional
division ring Dv ⊃ Kv. The algebra A is ramified at v if Dv �= Kv.

Isomorphismclasses of right ideals and class groups. LetF×(O) denote the group
of nonzero fractional ideals ofO . LetK×

A denote the subgroup ofK× consisting of all
a ∈ K× for which av > 0, for all archimedean places v of K at which A is ramified.
To a classical maximalO-order R (or more generally, a classical hereditaryO-order),
we associate the ray class group

CA(O) = F×(O) / { aO | a ∈ K×
A }.

This is a finite abelian group, with operation induced by the multiplication of frac-
tional ideals.

Let LF1(R) denote the (finite) set of isomorphism classes of right R-ideals. In
general, LF1(R) does not have a natural group structure. Let C (R) denote the set
of stable isomorphism classes of right R-ideals. The set C (R) naturally has the
structure of an abelian group, with operation induced from the direct sum operation.
There is a surjective map of sets LF1(R) → C (R), and a group homomorphism
C (R) → CA(O), [I] 
→ [nr(I)]. The homomorphism C (R) → CA(O) is in fact an
isomorphism (see [95, Corollary 9.5]). However, the map LF1(R) → C (R) need not
be a bijection in general. It is a bijection if and only if stable isomorphism of right
R-ideals implies isomorphism. This holds if A satisfies the Eichler condition relative
to O (see below). We will at some point need to impose the weaker condition that
every stably free right R-ideal is free, that is, that the preimage of the trivial class
under LF1(R) → C (R) consists only of the trivial class. This condition will be of
paramount importance for the existence of a transfer homomorphism from R• to a
monoid of zero-sum sequences over the ray class group CA(O).

A ring over which every finitely generated stably free right module is free is called
a (right)Hermite ring. (Using the terminologyof [70,Chap. I.4], someauthors require
in addition that R has the invariant basis number (IBN) property. For instance, this
is the case in [39, Chap. 0.4].) For a classical maximal O-order R, every finitely
generated projective right R-module is of the form Rn ⊕ I for a right ideal I of R. It
follows that R is a Hermite ring if and only if every stably free right R-ideal is free.

Strong approximation and Eichler condition. Let S ⊂ Sfin be the set of places
defining the holomorphy ring O = OS . Denote by S∞ the set of archimedean places
of K . (S∞ = ∅ if K is a function field.) We consider the places in Sfin\S to be places
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arising from O , since they correspond to maximal ideals of O . We consider the
places of S∞ ∪ S to be places not arising from O . The algebra A satisfies the Eichler
condition (relative to O) if there exists a place v not arising from O such that Av is
not a noncommutative division ring.

If K is a number field, and A does not satisfy the Eichler condition, then A is
necessary a totally definite quaternion algebra. That is, dimK A = 4 and, for all v ∈
S∞, we haveKv

∼= R andAv is a division ring, necessarily isomorphic to theHamilton
quaternion algebra.

The Eichler condition is a sufficient condition to guarantee the existence of a
strong approximation theorem for the kernel of the reduced norm, considered as
a homomorphism of the idele groups. As a consequence, if A satisfies the Eichler
condition, then the map LF1(R) → C (R) is a bijection. In particular, every stably
free right R-ideal is free. (See [40, 90, 95].)

On the other hand, if K is a number field, O is its ring of algebraic integers, and
A is a totally definite quaternion algebra, then, for all but finitely many isomorphism
classes of A and R, there exist stably free right R-ideals which are not free. The
classical maximal orders for which this happens have been classified. (See [61, 92,
97].)

The strong approximation theorem is also useful in the determination of the image
of the reduced norm of an order. Suppose that A satisfies the Eichler condition with
respect to O . Let O•

A denote the subsemigroup of all nonzero elements of O which
are positive at each v ∈ S∞ which ramifies in A. Then, if R is a classical hereditary
O-order in A, the strong approximation theorem together with an explicit charac-
terization of local hereditary orders implies that nr(R•) = O•

A. (See [90, Theorem
39.14] for the classification of hereditary orders in a central simple algebra over a
quotient field of a complete DVR, and [95, Theorem 8.2] or [40, Theorem 52.11] for
the globalization argument via strong approximation.)

Hurwitz quaternions. Historically, the order of Hurwitz quaternions has received
particular attention. It is Euclidean, hence a PID, and therefore enjoys unique fac-
torization in a sense. An elementary discussion of the Hurwitz quaternions (without
reference to the theory of maximal orders) and their factorization theory can be found
in [42]. We give [86, 97] as references for the theory of quaternion algebras over
number fields.

Example 2.1 Let K be a field of characteristic not equal to 2. Usually, we will
consider K = Q or K = R. Let HK denote the four-dimensional K-algebra with
basis 1, i, j, k, where i2 = j2 = −1, ij = −ji = k, and 1 is the multiplicative identity.
This is a quaternion algebra, that is, a four-dimensional central simple K-algebra.
On HK there exists an involution, called conjugation, defined by K-linear extension
of 1 = 1, i = −i, j = −j, and k = −k. The reduced norm nr : HK → K is defined
by nr(x) = xx, for all x ∈ HK . Thus nr(a + bi + cj + dk) = a2 + b2 + c2 + d2 if
a, b, c, d ∈ K . If K = R, then HK is the division algebra of Hamilton quaternions.
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The algebra HQ is a totally definite quaternion algebra over Q. Let H be the
classicalZ-order withZ-basis 1, i, j, −1+i+j+k

2 inHQ. That is,H consists of elements
a + bi + cj + dk with a, b, c, d, either all integers or all half-integers. Then H
is a classical maximal Z-order, the order of Hurwitz quaternions. The ring H is
Euclidean with respect to the reduced norm, and hence a PID.

The unit group of H consists of the 24 elements

H × =
{

±1,±i,±j,±k,
±1 ± i ± j ± k

2

}

.

Up to conjugation by units of HQ, the order of Hurwitz quaternions is the unique
classical maximal Z-order in HQ. The algebra HQ is only ramified at 2 and ∞.
Thus, for any odd prime number p, one has HQ ⊗Q Qp

∼= M2(Qp) andH ⊗Z Zp
∼=

M2(Zp). Moreover, in this case, H /pH ∼= M2(Fp).
On the other hand, HQ ⊗Q R ∼= HR is a division algebra. Similarly, for p = 2, the

completion HQ ⊗Q Q2 is isomorphic to the unique quaternion division algebra over
Q2.

In the maximal orderH ⊗Z Z2, every right or left ideal is two-sided. The ideals
ofH ⊗Z Z2 are linearly ordered, and each of them is a power of the unique maximal
ideal, which is generated by (1 + i). Note that this is not the case for p odd, since
then H ⊗Z Zp

∼= M2(Zp).

3 Factorizations and Atomicity

We develop the basic notions of (rigid) factorizations in the very general setting of
a cancellative small category. Moreover, we show how this notion is connected to
chains of principal right ideals and recall sufficient conditions for a cancellative small
category to be atomic.

We introduce the notions for a cancellative small category H. When we later
apply them to a ring R, we implicitly assume that they are applied to the semigroup
of non-zero-divisors R•. For instance, when we write “R is atomic,” this means “R•
is atomic.” and so on.

3.1 Rigid Factorizations

Let H be a cancellative small category.

Definition 3.1 An element a ∈ H is an atom if a = bcwith b, c ∈ H implies b ∈ H×
or c ∈ H×.
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Viewing H as a quiver (a directed graph with multiple edges allowed), the atoms
of H form a subquiver, denoted byA (H). We will often viewA (H) simply as a set
of atoms, forgetting about the additional quiver structure.

A rigid factorization of a ∈ H is a representation of a as a product of atoms up to a
possible insertion of units.We first give an informal description.Wewrite the symbol
∗ between factors in a rigid factorizations, to distinguish the factorization as a formal
product from its actual product in H. Thus, if a ∈ H and a = ε1u1 · · · uk with atoms
u1, . . . , uk of H and ε1 ∈ H×, then z = ε1u1 ∗ . . . ∗ uk is a rigid factorization of a. If
ε2, . . . , εk ∈ H× are such that t(εi) = s(ui), then also z = ε1u1ε

−1
2 ∗ ε2u2ε

−1
3 ∗ . . . ∗

εkuk represents the same rigid factorization of a. The unit ε1 can be absorbed into
u1, unless k = 0, that is, unless a ∈ H×.

If a, b ∈ H and t(a) = s(b), then two rigid factorization z of a and z′ of b can be
composed in the obvious way to obtain a rigid factorization of ab. We write z ∗ z′ for
this composition. In this way, the rigid factorizations themselves form a cancellative
small category, denoted by Z∗

(H).
More formally, wemake the following definitions. See [93, Sect. 3] or [22, Sect. 3]

for details. Let F ∗(A (H)) denote the path category on the quiver A (H). Thus,
F ∗(A (H))0 = H0. Elements (paths) x ∈ F ∗(A (H)) are denoted by

x = (e, u1, . . . , uk, f )

where e, f ∈ H0, and ui ∈ A (H) with s(u1) = e, t(uk) = f , and t(ui) = s(ui+1) for
i ∈ [1, k − 1]. We set s(x) = e, t(x) = f , and the composition is given by the obvious
concatenation of paths.

Denote by H× ×r F ∗(A (H)) the cancellative small category

H× ×r F
∗(A (H)) = {

(ε, x) ∈ H× × F ∗(A (H)) | t(ε) = s(x)
}
,

where
(
H× ×r F ∗(A (H))

)
0 = { (e, e) | e ∈ H0 }, which we identify with H0,

s((ε, x)) = s(ε) and t((ε, x)) = t(x). If x = (e, u1, . . . , uk, f ), y = (e′, v1, . . . ,
vl, f ′) in F ∗(A (H)) and ε, ε′ ∈ H× are such that (ε, x), (ε′, y) ∈ H× ×r F ∗
(A (H)) with t(x) = s(ε′), we set

(ε, x)(ε′, y) = (ε, (e, u1, . . . , ukε
′, v1, . . . , vlf ′) if k > 0,

and (ε, x)(ε′, y) = (εε′, y) if k = 0.
On H× ×r F ∗(A (H)) we define a congruence relation ∼ by (ε, x) ∼ (ε′, y) if

and only if

(1) k = l,
(2) εu1 · · · uk = ε′v1 · · · vl ∈ H, and
(3) there exist δ2, . . . , δk ∈ H× and δk+1 = t(uk), such that

ε′v1 = εu1δ
−1
2 and vi = δiuiδ

−1
i+1 for all i ∈ [2, k].
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Definition 3.2 The quotient category Z∗(H) = H× ×r F ∗(A (H))/ ∼ is called the
category of rigid factorizations of H. The class of (ε, x) (as above) in Z∗(H) is
denoted by εu1 ∗ . . . ∗ uk . There is a natural homomorphism

π = πH : Z∗(H) → H, εu1 ∗ . . . ∗ uk 
→ εu1 · · · uk .

For a ∈ H, the set Z∗(a) = Z∗
H(a) = π−1(a) is the set of rigid factorizations of a. If

z = εu1 ∗ . . . ∗ uk ∈ Z∗(H), then |z| = k is the length of the (rigid) factorization z.

Remark (1) IfH is a cancellative semigroup, thenH× ×r F ∗(A (H)) is the product
of H× and the free monoid on A (H). If moreover H is reduced, then Z∗(H) is
the free monoid on A (H). Hence, in this case, rigid factorizations are simply
formal words on the atoms of H. In particular, if H is a reduced commutative
cancellative semigroup, we see that rigid factorizations are ordered, whereas the
usual notion of factorizations is unordered.

(2) While complicating the definitions a bit, the presence of units in the definition
of Z∗(H) allows for a more uniform treatment of factorizations. It often makes
it unnecessary to treat units as a (trivial) special case. In particular, with our
definitions, every unit has a unique (trivial) rigid factorization of length 0.

3.2 Factor Posets

Let H be a small category.

Another usefulwayof viewing rigid factorizations is in terms of chains of principal
left or right ideals. Suppose that, for a, b ∈ H•, we have aH ⊂ bH if and only if there
exists c ∈ H• such that a = bc.1 If a ∈ H• and b ∈ H•, then aH = bH if and only if
there exists an ε ∈ H× such that a = bε, that is, a and b are right associated.

For a ∈ H•, let

[aH,H] = {
bH | b ∈ H• such that aH ⊂ bH ⊂ H

}

denote the set of all principal right ideals containing aH which are generated by a
cancellative element. Note that [aH,H] is naturally a partially ordered set via set

1Wemay always force this condition by replacingH by the subcategory of all cancellative elements.
Note that then principal right ideals aH have to be replaced by aH•. Sometimes it can be more
convenient work with H with H• �= H , because typically we will have H = R a ring and H• = R•
the semigroup of non-zero-divisors. In this setting, sufficient conditions for the stated condition
to be satisfied are for R• to be Ore, or R to be a domainWe may always force this condition by
replacing H by the subcategory of all cancellative elements. Note that then principal right ideals
aH have to be replaced by aH•. Sometimes it can be more convenient work with H with H• �= H ,
because typically we will have H = R a ring and H• = R• the semigroup of non-zero-divisors. In
this setting, sufficient conditions for the stated condition to be satisfied are for R• to be Ore, or R to
be a domain.
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inclusion. This order reflects left divisibility in the following sense: Left divisibility
gives a preorder on the cancellative left divisors of a. The corresponding poset,
obtained by identifying right associated cancellative left divisors of a, is order anti-
isomorphic to [aH,H]. We call [aH,H] the (right) factor poset of a.

An element a ∈ H• is an atom if and only if [aH,H] = {aH,H}. Rigid factoriza-
tions of a, that is, elements of Z∗(a), are naturally in bijection with finite maximal
chains in [aH,H]. For instance, a rigid factorization z = u1 ∗ . . . ∗ uk of a corre-
sponds to the chain

aH = u1 · · · ukH � u1 · · · uk−1H � . . . � u1u2H � u1H � H.

Thus, naturally, properties of the set of rigid factorizations of a correspond to prop-
erties of the poset [aH,H].

In particular, we are interested in [aH,H] being a lattice (or, stronger, a sublattice
of the right ideals of H). If the factor poset [aH,H] is a lattice, we are interesting in
it being (semi-)modular or distributive. For a modular lattice the Schreier refinement
theoremholds:Any two chains have equivalent refinements. For semimodular lattices
of finite length one has a Jordan–Hölder theorem (and finite length of a semimodular
lattice is already guaranteed by the existence of one maximal chain of finite length).
Thus, if all factor posets are (semi-)modular lattices, we obtain unique factorization
results for elements. This point of view will be quite useful in understanding and
reconciling results on unique factorization in various classes of rings, such as 2-firs,
modular LCM domains, and LCM domains having RAMP (see Sect. 4.1).

Remark Given an element a ∈ H•, we have defined [aH,H] in terms of principal
right ideals of H. We may similarly define [Ha,H] using principal left ideals. If
b ∈ H• and bH ∈ [aH,H], then there exists b′ ∈ H• such that a = bb′. This element
b′ is uniquely determined by bH up to left associativity, that is, Hb′ is uniquely
determined by bH. Hence, there is an anti-isomorphism of posets

[aH,H] → [Ha,H], bH 
→ Hb′.

3.3 Atomicity, BF-Categories, and FF-Categories

Let H be a cancellative small category.

Definition 3.3

(1) H is atomic if the set of rigid factorizations, Z∗(a), is nonempty, for all a ∈ H.
Explicitly, for every a ∈ H, there exist k ∈ N0, atoms u1, . . . , uk ∈ A (H), and
a unit ε ∈ H× such that a = εu1 · · · uk .

(2) H is aBF-category (a category with bounded factorizations) if the set of lengths,
L(a) = { |z| | z ∈ Z∗(a) }, is nonempty and finite, for all a ∈ H.

(3) H is half-factorial if |L(a)| = 1, for all a ∈ H.
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(4) H is an FF-category (a category with finite factorizations) if the set of rigid
factorizations, Z∗(a), is nonempty and finite, for all a ∈ H.

Obviously, any FF-category is a BF-category. Analogous definitions are made for
BF-semigroups, BF-domains, etc., and FF-semigroups, FF-domains, etc.

Remark The definition of an FF-category here is somewhat ad hoc in that it relates
only to rigid factorizations, but this is in line with [17]. It is a bit restrictive in that a
PID need not be an FF-domain (see Example 5.11). It may be more accurate to talk
of a finite rigid factorizations category.

The following condition for atomicity is well known. A proof can be found in
[93, Lemma 3.1].

Lemma 3.4 If H satisfies both, the ACC on principal left ideals and the ACC on
principal right ideals, then H is atomic.

Remark Suppose for a moment that H is a small category which is not necessarily
cancellative. IfH satisfies theACCon right ideals generated by cancellative elements,
then H• satisfies the ACC on principal right ideals. (If a, b ∈ H• with aH = bH,
then a and b are right associated, and hence also aH• = bH•.) Hence H• is atomic.
Phrasing the condition in this slightly more general way is often more practical. For
instance, if R is a Noetherian ring, then R• is atomic.

A more conceptual way of looking at the previous lemma is the following. By the
duality of factor posets, the ACC on principal left ideals is equivalent to the restricted
DCC on principal right ideals. That is, the ACC on principal left ideals translates
into the DCC on [aH,H] for a ∈ H. Thus, [aH,H] has the ACC and DCC. Hence,
there exist maximal chains in [aH,H] and any such chain [aH,H] has finite length.
From this point of view, it is not surprising that the ACC on principal right ideals by
itself is not sufficient for atomicity, as the following example shows:

Example 3.5 A domain R is a right Bézout domain if every finitely generated right
ideal of R is principal. R is a Bézout domain if it is both, a left and right Bézout
domain. Trivially, every PID is a Bézout domain.

Let R be a Bézout domain which is a right PID but not a left PID. (Such a domain,
which is moreover simple, was constructed by P.M. Cohn and Schofield in [41].)
Then R does not satisfy the ACC on principal left ideals. (For otherwise it would
satisfy the ACC on finitely generated left ideals, and hence be left Noetherian. This
would in turn imply that it is a left PID.) However, an atomic Bézout domain satisfies
the ACC on principal left ideals and the ACC on principal right ideals. (This follows
from the Schreier refinement theorem.) Hence R is not atomic.

A function � : H → N0 is called a (right) length function if �(a) > �(b)whenever
a = bc with b, c ∈ H and c /∈ H×. If H has a right length function, then it is easy to
see that H satisfies the ACC on principal right ideals, as well as the restricted DCC
on principal right ideals. In fact, if H has a right length function, then [aH,H] has
finite length for all a ∈ H. Thus, the length of a factorization of a is bounded by �(a),
and we have the following.

Lemma 3.6 If H has a right length function, then H is a BF-category.
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4 Unique Factorization

It turns out to be nontrivial to obtain a satisfactory theory of factorial domains (also
called unique factorization domains, short UFDs) in a noncommutative setting.Many
different notions of factoriality have been studied. They cluster into two types.

First, there are definitions based on an elementwise notion of the existence and
uniqueness of factorizations. For such a definition, typically, every non-zero-divisor
has a factorization which is in some sense unique up to order and an equivalence
relation on atoms. Usually, such classes of rings will contain PIDs but will not be
closed under some natural ring-theoretic constructions, such as forming a polynomial
ring or a ring of square matrices. This will be the focus of Sect. 4.1.

Second, definitions have been studied which start from more ring-theoretic char-
acterizations of factorial commutative domains.Here, one does not necessarily obtain
elementwise unique factorization results. Instead, one has unique factorization for
normal elements into normal atoms. On the upside, this type of definition tends
to behave better with respect to natural ring-theoretic constructions. This will be
discussed in Sect. 4.2.

4.1 Similarity Factorial Domains and Related Notions

We first discuss the notions of similarity factoriality and n-firs. These have mainly
been studied by P.M. Cohn and Bergman. (Although it seems that Bergman did
not publish most of the results outside of his thesis [15].) We mention as general
references for this section [15, 38, 39] as well as the two surveys [32, 33, 36, 37].

Brungs, in [21], introduced the weaker notion of subsimilarity factorial domains.
This permits a form of Nagata’s theorem to hold. Beauregard has investigated right
LCM domains and the corresponding notion of projectivity factoriality. These works
will also be discussed in this section.

Let R be a domain and a, b ∈ R•. We call a and b similar if R/aR ∼= R/bR as right
R-modules. Fitting, in [49], observed thatR/aR ∼= R/bR if and only ifR/Ra ∼= R/Rb,
and hence the notion of similarity is independent of whether we consider left or right
modules. (This duality has later been extended to the factorial duality by Bergman
and P.M. Cohn, see [37] or [39, Theorem 3.2.2].)

If R is commutative, and R/aR ∼= R/bR for a, b ∈ R, then we have aR =
ann(R/aR) = ann(R/bR) = bR, and thus a and b are similar if and only if they
are associated. For noncommutative domains it is no longer true in general that
R/aR ∼= R/bR implies that a and b are left-, right-, or two-sided associated.

Definition 4.1 A domain R is called similarity factorial (or, a similarity-UFD) if

(1) R is atomic, and
(2) if u1 · · · um = v1 · · · vn for atoms u1, . . . , um, v1, . . . , vn ∈ R, thenm = n and there

exists a permutation σ ∈ Sm such that ui is similar to vσ(i), for all i ∈ [1,m].
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Remark (1) A note on terminology. It is more common to refer to similarity factorial
domains as similarity-UFDs. P.M. Cohn calls a similarity-UFD simply a UFD.
We use the terminology similarity factorial domains, because using the adjective
“factorial” over the noun “UFD” is more in line with the modern development
of the terminology in the commutative setting.

In [22], a similarity factorial domain is called dsim-factorial. This follows a
general system: In [22], distances between rigid factorizations are introduced.
Each distance d naturally gives rise to a corresponding notion of d-factoriality
by identifying two rigid factorizations of an element if they have distance 0.
The distance dsim is defined using the similarity relation. See Sect. 5.1 below for
more on this point of view.

(2) Let R be a ring which is not necessarily a domain. We call R (right) similarity
factorial if R• is atomic, and factorizations of elements in R• are unique up to
order and similarity of the atoms. In general, it is no longer true that right and
left similarity are the same.

Example 4.2 (1) Every PID is similarity factorial. This is immediate from the
Jordan–Hölder theorem.

(2) Let K be a field. In the free associative K-algebra R = K〈x, y〉, the elements x
and y are similar but not associated. We will see below that K〈x, y〉 is similarity
factorial. However, factorizations are not unique up to order and associativity,
as

x(yx + 1) = (xy + 1)x

shows.
(3) Let R be a classical maximal Z-order in a definite quaternion algebra over Q.

Suppose that R is a PID. Then R is similarity factorial. For every prime number
p which is unramified in R, there exist p + 1 atoms with reduced norm p. These
p + 1 atoms are all similar, but, since R× is finite, for sufficiently large p, they
cannot all be right-, left-, or two-sided associated. For instance, this is the case
for R = H , the ring of Hurwitz quaternions.

One may be tempted to require factorizations to be unique up to order and, say,
two-sided associativity of elements. This is referred to as permutably factorial in
[22]. However, Examples (2) and (3) above show that such a notion is often too
restrictive.

If R is a PID, then R is similarity factorial. However, when looking for natural
examples of similarity factorial domains, one should consider a more general class
of rings than PIDs, namely that of 2-firs. The motivation for this is the following: If
K is a field and R = K〈x, y〉 is the free associative K-algebra in two indeterminates,
then xR ∩ yR = 0. Hence xR + yR ∼= R2 is a nonprincipal right ideal of R. Thus R
is not a PID. However, P.M. Cohn has shown that R is an atomic 2-fir and hence, in
particular, similarity factorial (see below).
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Definition 4.3 Let n ∈ N. A ring R is an n-fir if every right ideal of R on at most n
generators is free, of unique rank. A ring R is a semifir if R is an n-fir, for all n ∈ N.

It can be shown that the notion of an n-fir for n ∈ N is symmetric (see
[39, Theorem 2.3.1]). Thus R is an n-fir if and only if every left ideal of R on at
most n generators is free, of unique rank. Any n-fir is of course an m-fir, for all
m < n. A ring R is a right fir (free right ideal ring) if all right ideals of R are
free, of unique rank. R is a fir if it is a left and right fir. Any fir is atomic (see
[39, Theorem 2.2.3]).

The case which is particularly important for the factorization of elements is that
of a 2-fir. (More generally, over a 2n-fir one can consider factorizations of n × n-
matrices.) A ring R is a 1-fir if and only if it is a domain. Thus, in particular, any 2-fir
is a domain.

Theorem 4.4 ([39, Theorem 2.3.7]) For a domain R, the following conditions are
equivalent

(a) R is a 2-fir.
(b) For a, b ∈ R• wehave aR ∩ bR = mR for somem ∈ R,while aR + bR is principal

if and only if m �= 0.
(c) If a, b ∈ R are such that aR ∩ bR �= 0, then aR + bR is a principal right ideal

of R.
(d) For all a ∈ R•, [aR,R] is a sublattice of the lattice of all right ideals of R.

It follows from (c) that a 2-fir is a right Ore domain if and only if it is a right
Bézout domain. In particular, a commutative ring is a 2-fir if and only if it is a Bézout
domain.

Note that (d) implies that [aR,R] is a modular lattice, for all a ∈ R•. The Schreier
refinement theorem for modular lattices then implies that finite maximal chains of
[aR,R] are unique up to perspectivity. In particular, if [aR,R] contains any finite
maximal chain, then [aR,R] has finite length.

Since [aR,R] is a sublattice of the lattice of right ideals of R, the uniqueness
of maximal chains up to perspectivity translates into the factors of a maximal chain
being isomorphic asmodules (up to order). Translated into factorizations, this implies
that the factorizations of nonzero elements in R are unique up to order and similarity.
More generally, one obtains a similar result for factorizations of full matrices in
Mn(R) over a 2n-fir R. A matrix A ∈ Mn(R) is full if it cannot be written in the
form A = BC with B an n × r-matrix and C and r × n-matrix where r < n. Over an
n-fir, any full matrix A ∈ Mn(R) is cancellative (see [39, Lemma 3.1.1]). A full atom
is a (square) full matrix which cannot be written as a product of two non-unit full
matrices.

Theorem 4.5 ([39, Chap. 3.2]) If R is a 2n-fir, any two factorization of a full matrix
in Mn(R)• into full atoms are equivalent up to order and similarity of the atoms. In
particular, if R is an atomic 2-fir, then R is similarity factorial.
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Remark (1) A commutative atomic 2-fir is an atomic Bézout domain, and hence
a PID. However, noncommutative atomic 2-firs need not be PIDs. The free
associative algebra K〈x, y〉 over a field K provides a counterexample.

(2) If R is a semifir, then products of full matrices are full (see [39, Corollary 5.5.2]),
so that the full matrices form a subsemigroup of Mn(R)•.

(3) Let R be a commutative Noetherian ring with no nonzero nilpotent elements.
If Mn(R) is similarity factorial, for all n ≥ 2 (equivalently, M2(R) is similarity
factorial), then R is a finite direct product of PIDs (see [45] or Theorem 5.19).
This is a partial converse to the theorem above.

(4) Leroy and Ozturk, in [80], introduced F-algebraic and F-independent sets to
study factorizations in 2-firs. In particular, they obtain lower bounds on the
lengths of elements in terms of dimensions of certain vector spaces.

A sufficient condition for a domain to be an atomic right PID, respectively an
atomic n-fir, is the existence of a right Euclidean algorithm, respectively an n-term
weak algorithm.

A domain R is right Euclidean if there exists a function δ : R → N0 ∪ {−∞}
such that, for all a, b ∈ R, if b �= 0, there exist q, r ∈ R such that a = bq + r and
δ(r) < δ(b). Equivalently, if a, b ∈ R with b �= 0, and δ(b) ≤ δ(a), then there exists
c ∈ R such that

δ(a − bc) < δ(a). (1)

Any right Euclidean domain is a right PID and moreover atomic. Thus, right
Euclidean domains are similarity factorial. The atomicity follows since the least
function defining the Euclidean algorithm induces a right length function on R•
(see [39, Proposition 1.2.5]). By contrast, we recall that a right PIDneed not be atomic
(see Example 3.5). See [18, Sect. 3.2.7] for a discussion of Euclidean domains. An
extensive discussion of Euclidean rings can be found in [39, Chap.1.2].

Example 4.6 (1) Let D be a division ring, σ an injective endomorphism of D and δ

a (right) σ -derivation (that is, δ(ab) = δ(a)σ (b) + aδ(b), for all a, b ∈ D). The
skew polynomial ring D[x; σ, δ] consists of elements of the form

∑

n∈N0

xnan with an ∈ D, almost all zero.

Themultiplication is definedbyax = xσ(a) + δ(a).We setD[x; σ ] = D[x; σ, 0]
and D[x; δ] = D[x; idD, δ] if δ is a derivation.
Using polynomial division, it follows that D[x; σ, δ] is right Euclidean with
respect to the degree function. If σ is an automorphism, then D[x; σ, δ] is also
left Euclidean, by symmetry.
In particular, ifK is a field and x is an indeterminate, thenB1(K) = K(x)[y;− d

dx ]
is Euclidean. If the characteristic ofK is 0, thenK(x) naturally has a faithful right
B1(K)-module structure, with y acting, from the right, as the formal derivative d

dx .
In this way, B1(K) can be interpreted as the ring of linear differential operators
(with rational functions as coefficients) on K(x).
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From the fact that B1(K) is similarity factorial, one obtains results on the
uniqueness of factorizations of homogeneous linear differential equations, as in
[71, 81].

(2) The ring of Hurwitz quaternions, H , is Euclidean with respect to the reduced
norm. This leads to an easy proof of Lagrange’s Four-Square theorem, in the
same way that the ring of Gaussian integers Z[i] can be used to obtain an easy
proof of the Sum of Two Squares theorem (see [90, Theorem 26.6]).

Free associative algebras in more than one indeterminate over a field are not PIDs
and hence not Euclidean. However, in the 1960s, P.M. Cohn and Bergman developed
the more general notion of an (n-term) weak algorithm (see [39]), which can be used
to prove that a ring is an atomic n-fir.We recall the definition, following [39, Chap. 2].

A filtration on a ring R is a function v : R → N0 ∪ {−∞} satisfying the following
conditions:

(1) For a ∈ R, v(a) = −∞ if and only if a = 0.
(2) v(a − b) ≤ max{v(a), v(b)}, for all a, b ∈ R.
(3) v(ab) ≤ v(a) + v(b), for all a, b ∈ R.
(4) v(1) = 0.

Equivalently, a filtration is defined by a family {0} = R−∞ ⊂ R0 ⊂ R1 ⊂ R2 ⊂ . . .

of additive subgroups of R such that R = ⋃
i∈N0∪{−∞} Ri, for all i, j ∈ N0 ∪ {−∞} it

holds that RiRj ⊂ Ri+j, and 1 ∈ R0. The equivalence of the two definitions is seen
by setting Ri = { a ∈ R | v(a) ≤ i }, respectively, in the other direction, by setting
v(a) = min{ i ∈ N0 ∪ {−∞} | a ∈ Ri }.

Let R be a ring with filtration v. A family (ai)i∈I in R with index set I is right
v-dependent if either ai = 0 for some i ∈ I , or there exist bi ∈ R, almost all zero,
such that

v

(
∑

i∈I
aibi

)

< max
i∈I v(ai) + v(bi).

If a ∈ R and (ai)i∈I is an family in R, then a is right v-dependent on (ai)i∈I if either
a = 0 or there exist bi ∈ R, almost all zero, such that

v

(

a −
∑

i∈I
aibi

)

< v(a) and v(ai) + v(bi) ≤ v(a) for all i ∈ I.

Definition 4.7 For n ∈ N, a filtered ring R satisfies the n-term weak algorithm if,
for any right v-dependent family (ai)i∈[1,m] of m ≤ n elements with v(a1) ≤ v(a2) ≤
. . . ≤ v(am), there exists a j ∈ [1,m] such that aj is right v-dependent on (ai)i∈[1,j−1].
R satisfies the weak algorithm if it satisfies the n-term weak algorithm, for all n ∈ N.

The asymmetry in the definition is only an apparent one. A filtered ring R satisfies the
n-term weak algorithm with respect to the notion of right v-dependence if and only
if the same holds true with respect to left v-dependence (see [39, Proposition 2.4.1]).
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If R satisfies the n-term weak algorithm, then it also satisfies the m-term weak
algorithm for m < n. If R satisfies the 1-term weak algorithm, then R is a domain
and v(ab) = v(a) + v(b), for all a, b ∈ R\{0}. If moreover R0 ⊂ R× ∪ {0}, that is
R0 is a division ring, then v induces a length function on R•. In this case, R is a
BF-domain. If R satisfies the n-term weak algorithm for n ≥ 2, then R is a domain
with R0 ⊂ R× ∪ {0} a division ring.

Of particular interest is the 2-term weak algorithm. Explicitly, it says that for two
elements a, b ∈ R which are right v-dependent, if b �= 0 and v(b) ≤ v(a), then there
exists c ∈ R such that v(a − bc) < v(a). Comparing with Eq. (1), we see that the
existence of a 2-term weak algorithm implies that a Euclidean division algorithm
holds for elements a and b which are right v-dependent.

Theorem 4.8 ([39, Proposition 2.4.8], [38, Proposition 2.2.7]) Let R be a filtered
ring with n-term weak algorithm, where n ≥ 2. Then R is an n-fir and satisfies the
ACC on n-generated left, respectively right, ideals. In particular, R is similarity
factorial.

We also note in passing that if R is a filtered ring with weak algorithm then R is not
only a semifir but even a fir (see [39, Theorem 2.4.6]).

Example 4.9 A standard example shows that a right Euclidean domain need not be
a left PID. Let K be a field, and let σ be the endomorphism of the rational function
field K(x) given by σ(x) = x2 and σ |K = idK . Then the skew polynomial ring R =
K(x)[y; σ ] is right Euclidean, but does not even have finite uniform dimension as a
left module over itself, as it contains an infinite direct sum of left ideals (see [85,
Example 1.2.11(ii)]). However, since R is right Euclidean, it has a 2-term weak
algorithm. Hence R is an atomic 2-fir and in particular similarity factorial.

The notions of n-fir, similarity factoriality, and [n-term] weak algorithm are sym-
metric,while being a right PID and being right Euclidean are nonsymmetric concepts.

Beforewe can state one of themain theorems on the existence of aweak algorithm,
we have to recall A-rings (for a ring A), tensor A-rings, and coproducts of A-rings.
Let A be a ring. An A-ring is a ring R together with a ring homomorphism A → R. If
V is an A-bimodule, we set V⊗0 = A and inductively V⊗n = V⊗(n−1) ⊗A V , for all
n ∈ N. The tensor A-ring A[V ] is defined asA[V ] = ⊕

n∈N0
V⊗n, withmultiplication

induced by the natural isomorphisms V⊗m ⊗A V⊗n → V⊗(m+n). If V is a free right
A-module with basis X, then the free monoid X∗ generated by X is a basis of the right
A-module A[V ]. In this case, every f ∈ A[V ] has a unique representation of the form

f =
∑

x∈X∗
xax with ax ∈ A, almost all zero. (2)

Note however that elements of A need not commute with elements from X.
If V is a free right A-module with basis X, and a bimodule structure is defined

on V by means of λx = xλ for all λ ∈ A and x ∈ X, then A〈X〉 = A[V ] is the free
A-ring on X. By the choice of bimodule structure, elements from A commute with
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elements from X in A〈X〉. If R and S are A-rings, the coproduct R ∗A S in the category
of A-rings is the pushout of the homomorphisms A → R and A → S in the category
of rings.

If D is a division ring, V is a D-bimodule, and R and S are filtered D-rings
with R0

∼= S0 ∼= D, then D[V ] as well as R ∗D S are naturally filtered. If X is a
set, one defines the free R-ring RD〈X〉 on the D-centralizing indeterminates X as
RD〈X〉 = R ∗D D〈X〉. In RD〈X〉, elements of D commute with elements of X.

Theorem 4.10 ([39, Chap. 2.5]) Let D be a division ring.

(1) Let V be aD-bimodule. Then the tensorD-ringD[V ] satisfies theweak algorithm
relative to the natural filtration.

(2) Let R, S be D-rings with weak algorithm, where R0
∼= S0 ∼= D. Then the coprod-

uct R ∗D S in the category of D-rings satisfies the weak algorithm relative to the
natural filtration.

(3) Let R be a ring with weak algorithm and R0
∼= D. For any set X, the free R-

ring RD〈X〉 = R ∗D D〈X〉 on D-centralizing indeterminates X satisfies the weak
algorithm relative to the natural filtration.

In particular, these rings are firs and hence similarity factorial.

Corollary 4.11 If K is a field and X is a set of noncommuting indeterminates, then
the free associative K-algebra K〈X〉 satisfies the weak algorithm. In particular, K〈X〉
is a fir and hence similarity factorial.

In a similar fashion, the inverse weak algorithm can be used to show that power
series rings in any number of noncommuting indeterminates are similarity factorial
(see [31] or [39, Chap. 2.9]). A transfinite weak algorithm can be used to prove that
certain semigroup algebras are right firs (see [39, Chap. 2.10]).

For classical maximal orders in central simple algebras over global fields, we have
the following result on similarity factoriality.

Theorem 4.12 ([22, Corollary 7.14]) Let R be a classical maximal O-order over a
holomorphy ring O in a global field. Suppose that every stably free right R-ideal is
free. Then the following statements are equivalent:

(a) R is similarity factorial.
(b) Every right R-ideal is principal.
(c) Every left R-ideal is principal.
(d) The ray class group CA(O) is trivial.

4.1.1 Rigid Domains

A domain R is rigid if [aR,R] is a chain, for all a ∈ R•. Rigid domains and rigid
similarity factorial domains have been characterized by P.M. Cohn. Recall that a
nonzero ring R is local if R/J(R) is a division ring. Here, J(R) is the Jacobson
radical of R.
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Theorem 4.13 ([39, Theorem 3.3.7]) A domain is rigid if and only if it is a 2-fir and
a local ring.

Lemma 4.14 For a domain R, the following statements are equivalent.

(a) R is rigid and atomic.
(b) R is rigid and similarity factorial.
(c) R is rigidly factorial in the sense of [22]. That is, |Z∗(a)| = 1, for all a ∈ R•.
(d) R is an atomic 2-fir and a local ring.

Proof (a) ⇔ (b) ⇔ (c) is trivial. The nontrivial equivalence (a) ⇔ (d) follows from
the previous theorem.

Note that a factorial commutative domain is rigid if and only if it is a discrete
valuation ring. The extreme restrictiveness of rigid domains is what requires one to
studynotions of factorialitywhich areweaker than rigid factoriality, such as similarity
factoriality,where somedegree of refactoring is permitted.However, interesting rings
which satisfy the equivalent conditions of Lemma 4.14 do exist: power series rings in
any number of noncommuting indeterminates over a division ring (see [39, Theorems
2.9.8 and 3.3.2]).

4.1.2 Distributive Factor Lattices

Let R be a domain. Then R is a 2-fir if and only if the factor posets [aR,R] for
a ∈ R• are sublattices of the lattice of principal right ideals. Hence, for all a ∈ R•,
the factor lattice [aR,R] is modular. For a commutative Bézout domain, in fact,
the factor lattices are distributive, since the lattice of fractional principal ideals is a
lattice-ordered group. In the noncommutative setting this is no longer true in general.

Example 4.15 Let H be the ring of Hurwitz quaternions. Then H is a PID and
hence, in particular, a 2-fir. If p ∈ P\{2} is an odd prime number, then H /pH ∼=
M2(Fp). Thus, [pH ,H ] is isomorphic to the lattice of right ideals of M2(Fp). The
lattice of right ideals of M2(Fp) is in turn isomorphic to the lattice of Fp-subspaces
of F

2
p. Hence, [pH ,H ] is not distributive.
A domain R, which is a K-algebra over a field K , is an absolute domain if R ⊗K L

is a domain, for all algebraic field extensions L of K . If R is moreover a 2-fir and
K(x) denotes the rational function field over K , the ring R is a persistent 2-fir if
R ⊗K K(x) is again a 2-fir. For instance, the free associative K-algebra K〈X〉 on a
set of indeterminates X is an absolute domain and a persistent 2-fir.

Theorem 4.16 ([39, Theorem 4.3.3]) Let K be a field and let R be a K-algebra
that is an absolute domain and a persistent 2-fir. Then the factor lattice [aR,R] is
distributive, for all a ∈ R•.
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There is a duality between the category of finite distributive lattices and the cat-
egory of finite partially ordered sets. It is given (in both directions), by mapping
a distributive lattice X, respectively a partially ordered set X, to Hom(X, {0, 1})
(see [39, Chap.4.4]). Here {0, 1} is to be considered as two-element distributive
lattice, respectively partially ordered set, with 0 < 1.

Under this duality, the distributive lattices that appear as factor lattices in a factorial
commutative domain correspond to disjoint unions of finite chains. In contrast, in
noncommutative similarity factorial domains, we have the following. (This seems to
go back to Bergman and P.M. Cohn.)

Theorem 4.17 ([39, Theorem 4.5.2]) Let K be a field and R = K〈x1, . . . , xn〉 with
n ≥ 2 a free associative algebra. Let L be a finite distributive lattice. Then there
exists a ∈ R• with [aR,R] ∼= L.

On the other hand, if R is a PID, we have the following:

Theorem 4.18 ([39, Theorem 4.2.8]) Let R be a PID. Then every factor lattice
[aR,R] for a ∈ R• is distributive if and only if every element of R• is normal.

Thus, every left (or right) ideal I of R is already an ideal of R, and I = aR = Ra for
a normal element a ∈ R.

4.1.3 Comaximal Transposition/Metacommutation

In an atomic 2-fir R, it follows from the usual inductive proof of the Jordan–Hölder
theorem that every rigid factorization of an element can be transformed into any other
rigid factorization of the same element by successively replacing two consecutive
atoms by two new ones. Using the arithmetical invariants that will be introduced in
Sect. 5.1 for the study of nonunique factorizations, this means c∗(R•) ≤ 2.

To understand factorizations in such rings in more detail, the following ques-
tion is of central importance: Given two atoms u, v ∈ R•, what can be said about
atoms u′, v′ ∈ R• such that uv = v′u′? Such a relation is referred to as (comaxi-
mal) transposition in the context of 2-firs when uR �= v′R, that is uR + v′R = R
(see [39, Chaps. 3.2 and 3.5]). In [42], in the context of the ring of Hurwitz quater-
nions, this problem is referred to as metacommutation when nr(u) and nr(v) are
coprime.

Example 4.19 Let R be a classical maximal O-order in which every right [left] R-
ideal is principal. Consider two atoms u and v ofR. Suppose first nr(u) �� nr(v). Then
there exist atoms u′, v′ ∈ R such that uv = v′u′, nr(u) � nr(u′) and nr(v) � nr(v′).
Moreover, v′ ∗ u′ is uniquely determined. That is, if u and v have coprime reduced
norms, then there is a unique (up to units) way of refactoring uv such that the order
of reduced norm is exchanged.

If nr(u) � nr(v), then the situation is more complicated. The rigid factorization
u ∗ v can be the unique factorization of uv, or there can be many different rigid fac-



374 D. Smertnig

torizations. For instance, consider the ring R = M2(Z) and let p ∈ P be a prime

number. Then

(
p2 0
0 1

)

has a unique rigid factorization, namely

(
p 0
0 1

)

∗
(
p 0
0 1

)

.

However,

(
p 0
0 p

)

has p + 1 distinct rigid factorizations, given by

(
1 0
0 p

)

∗
(
p 0
0 1

)

and

(
p x
0 1

)

∗
(
1 −x
0 p

)

with x ∈ [0, p − 1].

H.Cohn andKumar have studied the comaximal transposition (metacommutation)
of atoms with coprime norm in the Hurwitz quaternions in detail.

Theorem 4.20 ([30]) LetH be the ring of Hurwitz quaternions, and let p �= q ∈ P

be prime numbers. Let v ∈ A (H ) be an atom of reduced norm q, and letAp denote
the set of left associativity classes of atoms of reduced norm p. Metacommutation
with v induces a permutation π of Ap: If H ×u ∈ Ap, there exist atoms u′ and v′
with nr(v′) = q, nr(u′) = p and uv = v′u′, with the left associativity class H ×u′ of
u′ uniquely determined by H ×u. Then π(H ×u) = H ×u′.

(1) The sign of π is the quadratic character
( q
p

)
of q modulo p.

(2) If p = 2 or u ≡ n mod pH for some n ∈ Z, then π = idAp . Otherwise, π has

1 +
(

tr (v)2−q
p

)
fixed points.

4.1.4 Polynomial Rings

If D is a division ring, σ is an injective endomorphism of D, and δ is a σ -derivation,
we have already noted that the skew polynomial ring D[x; σ, δ] is a right Euclidean
domain, and hence similarity factorial. If R is a factorial commutative domain, then
the polynomial ring R[x] is factorial as well. This follows either fromGauss’s lemma
or from Nagata’s theorem. The following two striking examples due to Beauregard
show that a similar result cannot hold in the noncommutative setting in general.

Theorem 4.21 ([10]) LetH denote the ring of Hurwitz quaternions. Then the poly-
nomial ring H [x] is not half-factorial. Explicitly, with atoms a = 1 − i + k, f =
ax2 + (2 + 2i)x + (−1 + i − 2k), and h = 1

2 (1 − i + j + k)x2 + (1 + i)x + (−1 +
i), one has

f f = aahh.

Theorem 4.22 ([11]) Let HQ denote the Hamilton quaternion algebra with coeffi-
cients in Q. Then H[x, y] is not half-factorial. Explicitly, with

f = (x2y2 − 1) + (x2 − y2)i + 2xyj,

one has
f f = (x2 + i)(x2 − i)(y2 + i)(y2 − i),



Factorizations of Elements in Noncommutative Rings: A Survey 375

with all stated factors being atoms.

Note that this is quite independent of the precise definition of factoriality we are
using. In particular, the second result implies that as long as we expect a factorial
domain to be at least half-factorial and that division rings are (trivially) factorial
domains, then it cannot be that polynomial rings over factorial domains are again
always factorial domains.

4.1.5 Weaker Forms of Similarity and Nagata’s Theorem

A basic form of Nagata’s theorem in the commutative setting is the following: Let
R be a commutative domain, and S ⊂ R a multiplicative subset generated by prime
elements. Then, if S−1R is factorial, so is R. In this way, one obtains that Z[x] is
factorial from the fact that Q[x] is factorial.

A similar result cannot hold for similarity factoriality, as the following example
from [35] shows. In Z〈x, y〉, we have

xyx + 2x = x(yx + 2) = (xy + 2)x.

However, yx + 2 is not similar to xy + 2 in Z〈x, y〉, as can be verified by a direct
computation.

This provides a motivation to study weaker forms of equivalence relations on
atoms than that of similarity. Two elements a, b in a domain R are called (right)
subsimilar, if there exist injective module homomorphisms R/aR ↪→ R/bR and
R/bR ↪→ R/aR. Brungs, in [21], studied domains in which factorizations are unique
up to permutation and subsimilarity of atoms.

Definition 4.23 A domain R is subsimilarity factorial (or a subsimilarity-UFD) if
R is atomic, and factorizations of elements are unique up to order and subsimilarity
of the atoms.

Brungs proved a form of Nagata’s theorem using this notion and a, in general
somewhat complicated, concept of prime elements (see [21, Satz 7]). In turn, he
obtained the following.

Theorem 4.24 ([21, Satz 8]) Let R be a commutative domain and X a set of non-
commuting indeterminates. Then the free associative algebra R〈X〉 is subsimilarity
factorial if and only if R is factorial.

In the same paper, Brungs showed that skew power series rings over right PIDs are
right LCM domains. He used this to construct an atomic right LCM domain which
is not half-factorial (see Example 4.25 below).

Motivated by Brungs’ work, and with the goal of obtaining a variant of Nagata’s
theorem with a simpler notion of prime elements than the one Brungs was using,
P.M. Cohn, in [35], introduced the notion of (right) monosimilarity. Let R be a ring,
and call an element a ∈ R regular if all divisors of a are non-zero-divisors. A right
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R-module is strictly cyclic if it is isomorphic to R/aR for a regular element a ∈ R.
The category CR of strictly cyclic modules is the full subcategory of the category of
right R-modules with objects the strictly cyclic right R-modules. If R is a 2-fir, then
CR is an abelian category.

Two regular elements a, b ∈ R are called (right) monosimilar if there exist
monomorphisms R/aR → R/bR and R/bR → R/aR in CR. In general, this is a
weaker notion than subsimilarity. Indeed, if R is a domain, then a homomorphism
f of strictly cyclic modules is a monomorphism in CR if and only if its kernel (as
homomorphism of R-modules) is torsion free. Within the class of 2-firs, the notions
of subsimilarity and monosimilarity are equivalent to similarity.

In [37], P.M. Cohn gives a set of axioms for an equivalence relation on elements
that is sufficient to obtain Nagata’s theorem. These axioms are satisfied by the (right)
monosimilarity relation, but in general not by the similarity relation. The main obsta-
cle in the case of the similarity relation is that a and b being similar in S−1R does not
imply that a and b are similar in R.

4.1.6 Stronger Forms of Similarity

A ring R is permutably factorial if R• is atomic and factorizations in R• are unique
up to order and two-sided associativity of the atoms. This was studied in [22]. It is
a rather strong requirement, but there are results for R = Tn(D), the ring of n × n
upper triangular matrices over an atomic commutative domain D, and R = Mn(D)

when D is commutative. See Sects. 5.4.1 and 5.4.2 below.
In [13], Beauregard studied rightUFDs.A domainR is a right unique factorization

domain (right UFD) if it is atomic, and factorizations are unique up to order and right
associativity of the atoms. Note that Example 4.2(3) implies that there exist PIDs
which are not right UFDs. Beauregard gives an example of a right UFD which is
not a left UFD. In particular, while any right or left UFD is permutably factorial, the
converse is not true. (This can also be seen by looking atMn(R) for R a commutative
PID, n ≥ 2, and using the Smith Normal Form.)

4.1.7 LCM Domains and Projectivity Factoriality

LCM domains and factorizations of elements therein were investigated by Beaure-
gard in a series of papers (see [6–9, 12, 14]). A domain R is a right LCM domain
if aR ∩ bR is principal, for all a, b ∈ R. A left LCM domain is defined analogously,
and an LCM domain is a domain which is both, a right and a left LCM domain. By
the characterization in Theorem 4.4, any 2-fir is an LCM domain.

If R is an LCM domain and a ∈ R•, then the poset [aR,R] is a lattice with respect
to the partial order induced by set inclusion (see [6, Lemma 1]). However, [aR,R]
need not be a sublattice of the lattice of all right ideals of R, that is, bR + cR need
not be principal for bR, cR ∈ [aR,R].
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A commutative domain is an atomic LCM domain if and only if it is factorial.
Unfortunately, if R is an atomic right LCM domain, R need not even be half-factorial,
as the following example shows:

Example 4.25 ([21] or [8, Remark 3.9]) Let R = K[x] be the polynomial ring over
a field K . Let σ : R → R be the monomorphism with σ |K = idK and σ(x) = x2. The
skew power series ring S = R�y; σ �, consisting of elements of the form

∑∞
n=0 y

nan
with an ∈ R, and with multiplication given by ay = yσ(a) for a ∈ R, is a right LCM
domain by [21, Satz9]. The equality xy = yx2 shows that S is not half-factorial.

However, under an additional condition we do obtain unique factorization in a
sense. For a, b ∈ R•, denote by [a, b]r a least common right multiple (LCRM), that
is, a generator of aR ∩ bR, and by (a, b)l a greatest common left divisor (GCLD),
that is, a generator of the least principal ideal containing aR + bR. Note that [a, b]r
and (a, b)l are only defined up to right associativity. A right LCM domain is called
modular if, for all a, b, c ∈ R•,

[a, bc]r = [a, b]r and (a, bc)l = (a, b)l implies c ∈ R×.

If R is an LCM domain, the condition is equivalent to the lattice [aR,R] being
modular. Thus, any 2-fir is a modular LCM domain. However, the converse is not
true. Any factorial commutative domain which is not a PID is a counterexample.

Let R be a domain. Beauregard calls two elements a, a′ ∈ R• transposed, and
writes a tr a′, if there exists b ∈ R• such that

[a, b]r = ba′ and (a, b)l = 1.

If this is the case, there exists b′ ∈ R• such that ba′ = ab′ and b tr b′. If R is an
LCM domain, then a tr a′ if and only if the interval [aR,R] is down-perspective to
[ba′R, bR] in the lattice [ba′R,R]. If R is a 2-fir, then a and a′ are transposed if and
only if they are similar. The elements a and a′ are projective if there exist a = a0,
a1, . . . , an = a′ such that, for each i ∈ [1, n], either ai−1 tr ai or ai tr ai−1.

Definition 4.26 A domain R is projectivity factorial (or a projectivity-UFD) if R is
atomic, and factorizations of elements are unique up to order and projectivity of the
atoms.

Theorem 4.27 ([6, Theorem 2]) If R is an atomic modular right LCM domain, then
R is projectivity factorial.

In [14], the condition ofmodularity has beenweakened to the right atomicmultiple
property (RAMP). A domain satisfies the RAMP if, for elements a, b ∈ R with a an
atom and aR ∩ bR �= 0, there exist a′, b′ ∈ Rwith a′ an atom such that ab′ = ba′. One
can check that, for an LCM domain, the RAMP is equivalent to the lattice [aR,R]
being lower semimodular, for all a ∈ R•. An atomic LCM domain is modular if and
only if it satisfies both, the RAMP and LAMP, which is defined symmetrically (see
[14, Theorem 3]).
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Beauregard shows that, in a right LCM domain R, the RAMP is equivalent to
the following condition: If a, a′ ∈ R• such that a is an atom, and a tr a′, then a′ is
also an atom (see [14, Proposition 2]). He obtains the following generalization of the
previous theorem.

Theorem 4.28 ([14, Theorem 1]) If R is an atomic right LCM domain satisfying the
RAMP, then R is projectivity factorial.

If R is an atomic LCM domain, this theorem (as well as the previous one) can be
deduced from the Jordan–Hölder theorem for semimodular lattices (see, for instance,
[54]). To do so, note the following: If a, a′ ∈ R• and there exists b ∈ R• such that
interval [aR,R] is projective to [ba′R, bR] in the lattice [ba′R,R], then the elements
a and a′ are projective.

Beauregard has also obtained a form of Nagata’s theorem for modular right LCM
domains (see [8]). He has moreover shown that an atomic LCM domain with con-
jugation is already modular (see [14, Theorem 4]). In [14, Example 3] he gives an
example of an LCM domain which satisfies neither the RAMP nor the LAMP, and
hence, in particular, does not have modular factor lattices.

Skew polynomial rings over total valuation rings provide another source of LCM
domains. A subring V of a division ring D is called a total valuation ring if x ∈ V
or x−1 ∈ V for each x ∈ D•.
Theorem 4.29 ([84]) Let V be a total valuation ring, let σ be an automorphism of
V and let δ be a σ -derivation on V such that δ(J(V )) ⊂ J(V ), where J(V ) denotes
the Jacobson radical of V . Then V [x; σ, δ] is an LCM domain.

4.2 A Different Notion of UFRs and UFDs

A commutative domain is factorial if and only if every nonzero prime ideal contains
a prime element. Based on this characterization, Chatters introduced Noetherian
unique factorization domains (Noetherian UFDs) in [26]. Noetherian UFDs were
generalized to Noetherian unique factorization rings (Noetherian UFRs) by Chatters
and Jordan in [29].

Noetherian UFDs and UFRs, and generalizations thereof, have received quite a
bit of attention and found many applications (e.g., [1, 20, 23, 24, 27, 55, 57, 58, 68,
69, 72, 79]). A large number of examples of Noetherian UFDs have been exhibited
in the form of universal enveloping algebras of finite-dimensional solvable complex
Lie algebras as well as various semigroup algebras. Moreover, Noetherian UFRs are
preserved under the formation of polynomial rings in commuting indeterminates.

UFRs, respectively UFDs, which need not be Noetherian, were introduced by
Chatters, Jordan, and Gilchrist in [24]. Many Noetherian Krull orders turned out not
to be Noetherian UFRs in the sense of [24], despite having a factorization behav-
ior similar to Noetherian UFRs. This was the motivation for Abbasi, Kobayashi,
Marubayashi, and Ueda to introduce the notion of a (σ -)UFR in [1], which provides
another generalization of Noetherian UFRs.
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Let R be a prime ring. An element n ∈ R is normal provided that Rn = nR. We
denote the subsemigroup of all normal elements ofR byN(R). SinceR is a prime ring,
N(R)• = N(R)\{0} is a subset of the non-zero-divisors of R. An element p ∈ R\{0}
is prime if p is normal and pR is a prime ideal. An element p ∈ R\{0} is completely
prime if p is normal and pR is a completely prime ideal, that is, R/pR is a domain. If
R is Noetherian and p ∈ R is a prime element, the principal ideal theorem (see [85,
Theorem 4.1.11]) implies that pR has height one.

Definition 4.30 ([24]) Let R be a ring.

(1) R is a unique factorization ring, short UFR, (in the sense of [24]) if it is a prime
ring and every nonzero prime ideal of R contains a prime element.

(2) R is a unique factorization domain, short UFD, (in the sense of [24]) if it is a
domain and every nonzero prime ideal ofR contains a completely prime element.

Some remarks on this definition and its relation to the definitions of NoetherianUFRs
and Noetherian UFDs in [29], respectively [26], are in order.

Remark (1) In [29], Noetherian UFRs were defined. A ring R is a Noetherian UFR
in the sense of [29] if and only if it is a UFR in the sense of [24] and Noetherian.

(2) Wewill call a domain R aNoetherian UFD if it is a UFD and Noetherian. Except
in Theorem 4.35, we will not use the original definition of a Noetherian UFD
from [26]. A domain R is a Noetherian UFD in the sense of [26] if it contains
at least one height one prime ideal and every height one prime ideal of R is
generated by a completely prime element.
For a broad class of rings the two definitions of Noetherian UFDs agree. Suppose
that R is a Noetherian domain which is not simple. If every nonzero prime ideal
ofR contains a height one prime ideal, thenR is a Noetherian UFD in the sense of
[26] if and only if it is a UFD in the sense of [24]. If R is a UFR or R satisfies the
descending chain condition (DCC) on prime ideals, then every nonzero prime
ideal contains a height one prime ideal. In general, it is open whether every
Noetherian ring satisfies the DCC on prime ideals (see [56, Appendix,Sect. 3]).

(3) We warn the reader that a [Noetherian] UFR which is a domain need not be a
[Noetherian] UFD: prime elements need not be completely prime. See Exam-
ple 4.36 below.

From the point of view of factorization theory, UFRs and UFDs of this type are
quite different from similarity factorial domains.UFRs have the property that the sub-
semigroup N(R)• of nonzero normal elements is a UF-monoid (see Theorem 4.34).
However, ifR is a UFR, the prime elements ofN(R)• need not be atoms ofR•. IfR is a
UFD, then prime elements ofN(R)• are indeed atoms in R•. However, since they also
need to be normal, this is in some sense quite a restrictive condition. Nevertheless,
many interesting examples of (Noetherian) UFRs and UFDs exist.

Example 4.31 (1) Universal enveloping algebras of finite-dimensional solvable Lie
algebras over C are Noetherian UFDs (see [26]).

(2) Trace rings of generic matrix rings are Noetherian UFRs (see [72]).



380 D. Smertnig

(3) Let R be a commutative ring and G a polycyclic-by-finite group. It has been
characterized when the group algebra R[G] is a Noetherian UFR, respectively
a Noetherian UFD. See [20, 23] and also [27]. There exist extensions of these
results to semigroup algebras (see [68, 69]). Also see the book [66].

(4) Certain iterated skew polynomial rings are Noetherian UFDs. This has been used
to show that many quantum algebras are Noetherian UFDs. See [79].

(5) Let R be a Noetherian UFR. Then also Mn(R) for n ∈ N as well as R[x] are
Noetherian UFRs. It has been studied when R[x; σ ], with σ an automorphism,
and R[x; δ] are UFRs (see [29]).

We refer to the survey [3] for more comprehensive results on the behavior of UFRs
and UFDs under ring-theoretic constructions.

In [1], a generalization of Noetherian UFRs is introduced (even more generally,
when R is a ring and σ is an automorphism of R, the notion of σ -UFR is defined). Let
R be a prime Goldie ring and letQ be its simple Artinian quotient ring. For X ⊂ R, let
(R : X)l = { q ∈ Q | qX ⊂ R } and (R : X)r = { q ∈ Q | Xq ⊂ R }. For a rightR-ideal
I , that is, a right ideal I ofR containing a non-zero-divisor, let Iv = (R : (R : X)l)r , and
for a left R-ideal I , let vI = (R : (R : X)r)l. A right [left] R-ideal I is called divisorial
(or reflexive) if I = Iv [I = vI]. We refer to any of [3, 25, 87] for the definition of
right [left] τ -R-ideals. (The terminology in [25] is slightly different in that such right
[left] ideals are called fermé.) Recall that any right [left] τ -R-ideal is divisorial. In
particular, if R satisfies the ACC on right [left] τ -R-ideals, it also satisfies the ACC
on divisorial right [left] R-ideals.

Definition 4.32 ([1]) A prime Goldie ring R is a UFR (in the sense of [1]) if

(1) R is τ -Noetherian, that is, it satisfies the ACC on right τ -R-ideals as well as the
ACC on left τ -R-ideals.

(2) Every prime ideal P of R such that P = Pv or P = vP is principal.

Equivalent characterizations, including one in terms of the factorizations of normal
elements, can be found in [1, Proposition 1.9].

Theorem 4.33 ([1, Proposition 1.9]) Let R be a τ -Noetherian prime Goldie ring.
Then the following statements are equivalent.

(a) R is a UFR in the sense of [24].
(b) R is a UFR in the sense of [1] and the localization (N(R)•)−1R is a simple ring.

Following P.M. Cohn, a cancellative normalizing semigroup H is called a UF-
monoid if H/H× is a free abelian monoid. Equivalently, H is a normalizing Krull
monoid in the sense of [51] with trivial divisor class group.

Theorem 4.34 ([1, 24]) If R is a UFR in the sense of [1] or a UFR in the sense
of [24], then N(R)• = N(R)\{0} is a UF-monoid. Explicitly, every nonzero normal
element a ∈ N(R)• can be written in the form
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a = εp1 · · · pn
with n ∈ N0, a unit ε ∈ R×, and prime elements p1, . . . , pn of R. This representation
is unique up to order and associativity of the prime elements.

Remark The unique factorization property for normal elements has been taken as
the definition of another class of rings, studied by Jordan in [67]. Jordan studied
Noetherian UFN-rings, that is, Noetherian prime rings R such that every nonzero
ideal of R contains a nonzero normal element and N(R)• is a UF-monoid.

Noetherian UFDs in the sense of [26] can be characterized in terms of factoriza-
tions of elements. If P is a prime ideal of a ring R, denote by C(P) ⊂ R the set of all
elements of R whose images in R/P are non-zero-divisors.

Theorem 4.35 ([26]) Let R be a prime Noetherian ring. Set C = ⋂
C(P), where

the intersection is over all height one primes P of R. The following statements are
equivalent:

(a) R is a Noetherian UFD in the sense of [26].
(b) Every nonzero element a ∈ R• is of the form a = cp1 · · · pn for some c ∈ C and

completely prime elements p1, . . . , pn of R.

We note that property (b) of the previous theorem also holds for Noetherian UFDs
in the sense of [24]. If C ⊂ R×, then R = N(R), and hence R• is a UF-monoid.

In a ring R which is a UFR, a prime element p of R is an atom of N(R)• but need
not be an atom in the (possibly larger) semigroup R•. On the other hand, if R is a
UFD, the additional condition that R/pR be a domain forces p to be an atom.

Example 4.36 ([29]) Let HQ be the Hamilton quaternion algebra with coefficients
in Q. The ring R = HQ[x] is a Noetherian UFR and a domain, but R is no UFD. The
element x2 + 1 is central and generates a height one prime ideal, but (x2 + 1)R is not
completely prime. Thus, R is not a UFD, even though it is Euclidean. The element
x2 + 1 is an atom in N(R)•. However, in R•, it factors as x2 + 1 = (x − i)(x + i).

Thus many interesting rings are UFRs but not UFDs. This is especially true in
the case of classical maximal orders in central simple algebras over global fields. In
this case, all but finitely many associativity classes of prime elements of N(R)• are
simply represented by the prime elements of the center of R. We elaborate on this in
the following example:

Example 4.37 (1) Let O be a holomorphy ring in a global field K , and let A be a
central simple K-algebra with dimK A = n2 > 1. Let R be a classical maximal
O-order.
If p is a prime ideal ofO such that p is unramified in R (i.e., pR is a maximal ideal
of R), then pR is a height one prime ideal of R, and R/pR ∼= Mn(O/p). Thus,
if p = pO is principal, then p is a prime element of R which is not completely
prime. Recall that atmost finitelymany prime ideals ofO are ramified inR. Thus,
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R is not a UFD. However, R is a Noetherian UFR if and only if the normalizing
class group of R, that is, the group of all fractional R-ideals modulo the principal
fractional R-ideals (generated by normalizing elements), is trivial.

(2) Elaborating on (1) in a specific example, the ring of Hurwitz quaternions H is
Euclidean and a Noetherian UFR, but not a UFD. The only completely prime
element inH (up to right associativity) is 1 + i. If p is an odd prime number, then
p is a prime element ofH which is not completely prime, sinceM2(H /pH ) ∼=
M2(Fp). A complete set of representatives for associativity classes of prime
elements ofH is given by {1 + i} ∪ P\{2}. If p is an odd prime number, the p +
1 maximal right H -ideals containing the maximal H -ideal pH are principal
and correspond to right associativity classes of atoms of reduced norm p. Thus
|Z∗

H (p)| = p + 1. However, all atoms of reduced norm p are similar. As already
observed, H is similarity factorial.

(3) If R is a commutative Dedekind domain with class group G, and exp(G) divides
r, then Mr(R) is a Noetherian UFR, but not a UFD if r > 1.

We say that a prime ring R is bounded if every right R-ideal and every left R-
ideal contains a nonzero ideal of R. Recall that every prime PI ring is bounded. In
[55], Gilchrist and Smith showed that every bounded Noetherian UFD which is not
commutative is a PID. This was later generalized to the following:

Theorem 4.38 ([24]) Let R be a UFD in the sense of [24]. Let C = ⋂
C(P), where

the intersection is over all height one prime ideals P of R. If C ⊂ R×, then R is
duo. That is, every left or right ideal of R is an ideal of R. Moreover, if R is not
commutative, then R is a PID.

Hence, “noncommutative UFDs are often PIDs,” as the title of [55] proclaims.

5 Nonunique Factorizations

We now come to nonunique factorizations. We have already noted that a ring R
satisfying the ascending chain condition on principal left ideals and on principal
right ideals is atomic. In particular, this is true for any Noetherian ring. Thus, we can
consider rigid factorizations of elements in R•. However, the conditions which are
sufficient for various kinds of uniqueness of factorizations are much stricter. Hence,
a great many natural examples of rings have some sort of nonunique factorization
behavior.

5.1 Arithmetical Invariants

The study of nonunique factorizations proceeds by defining suitable arithmetical
invariants intended to capture various aspects of the nonuniqueness of factorizations.
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The following invariants are defined in terms of lengths of factorizations, and have
been investigated in commutative settings before.

Definition 5.1 (Arithmetical invariants based on lengths) Let H be a cancellative
small category.

(1) L(a) = { |z| | z ∈ Z∗(a) } is the set of lengths of a ∈ H.
(2) L (H) = {L(a) | a ∈ H } is the system of sets of lengths of H.

Let H be atomic.

(3) For a ∈ H\H×,

ρ(a) = supL(a)

min L(a)

is the elasticity of a, and ρ(a) = 1 for a ∈ H×.
(4) ρ(H) = sup{ ρ(a) | a ∈ H } is the elasticity of H.
(5) The invariants

ρk(H) = sup
{
supL(a) | a ∈ H with min L(a) ≤ k

}
,

for k ∈ N≥2, are the refined elasticities of H.
(6) For k ∈ N≥2,

Uk(H) =
⋃

L∈L (H)
k∈L

L

is the union of all sets of lengths containing k.
(7) If a ∈ H with k, l ∈ L(a) and [k, l] ∩ L(a) = {k, l}, then l − k is a distance of a.

We write Δ(a) for the set of distances of a.
(8) The set of distances of H is Δ(H) = ⋃

a∈H Δ(a).

Example 5.2 (1) Let HQ denote the Hamilton quaternion algebra with coefficients
in Q, and let H denote the ring of Hurwitz quaternions. Beauregard’s results
(Theorems 4.21 and 4.22) imply ρ2(H [x]) ≥ 4 and ρ2(HQ[x, y]) ≥ 4. Hence
ρ(H [x]) ≥ 2 and ρ(HQ[x, y]) ≥ 2.

(2) If A1(K) = K〈x, y | xy − yx = 1〉 = K[x][y;− d
dx ] denotes the first

Weyl algebra over a field K of characteristic 0, the example x2y = (1 + xy)x
of P.M. Cohn shows ρ2(A1(K)) ≥ 3, and hence ρ(A1(K)) ≥ 3

2 .

Recall that H is half-factorial if |L(a)| = 1, for all a ∈ H (equivalently, H is
atomic, and Δ(H) = ∅ or ρ(H) = 1). Since all the invariants introduced so far are
defined in terms of sets of lengths, they are trivial if H is half-factorial.

It is more difficult to make useful definitions for the more refined arithmeti-
cal invariants, such as catenary degrees, the ω-invariant, and the tame degree, in a
noncommutative setting. In [22], a formal notion of distances between rigid factor-
izations was introduced. This allows the definition and study of catenary degrees and
monotone catenary degrees.
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Definition 5.3 (Distances) LetH be a cancellative small category. A global distance
on H is a map d : Z∗(H) × Z∗(H) → N0 satisfying the following properties.

(D1) d(z, z) = 0, for all z ∈ Z∗(H).
(D2) d(z, z′) = d(z′, z), for all z, z′ ∈ Z∗(H).
(D3) d(z, z′) ≤ d(z, z′′) + d(z′′, z′), for all z, z′, z′′ ∈ Z∗(H).
(D4) For all z, z′ ∈ Z∗(H)with s(z) = s(z′) and x ∈ Z∗(H)with t(x) = s(z) it holds

that d(x ∗ z, x ∗ z′) = d(z, z′), and for all z, z′ ∈ Z∗(H) with t(z) = t(z′) and
y ∈ Z∗(H) with s(y) = t(z) it holds that d(z ∗ y, z′ ∗ y) = d(z, z′).

(D5)
∣
∣|z|∣∣ − |z′| ≤ d(z, z′) ≤ max

{|z|, |z′|, 1}, for all z, z′ ∈ Z∗(H).

Let L = { (z, z′) ∈ Z∗(H) × Z∗(H) : π(z) = π(z′) }. A distance on H is a map
d : L → N0 satisfying properties (D1), (D2), (D3), (D4), and (D5) under the addi-
tional restrictions on z, z′, and z′′ that π(z) = π(z′) = π(z′′).

Let us revisit the notion of factoriality using distances as a tool. We follow
[22, Sect. 3]. If d is a distance on H, we can define a congruence relation ∼d on
Z∗(H) by z ∼d z′ if and only if π(z) = π(z′) and d(z, z′) = 0. That is, two factoriza-
tions are identified if they are factorizations of the same element and are at distance
zero from each other.

Definition 5.4 Let H be a cancellative small category, and let d be a distance on H.
The quotient category Zd(H) = Z∗(H)/ ∼d is called the category of
d-factorizations. The canonical homomorphism π : Z∗(H) → H induces a homo-
morphism πd : Zd(H) → H. For a ∈ H, we call Zd(a) = π−1

d (a) the set of
d-factorizations of a. We say that H is d-factorial if |Zd(a)| = 1, for all a ∈ H.

Example 5.5 (1) We may define a so-called rigid distance d∗. Informally speaking,
d∗

(z, z′) is the minimal number of replacements, deletions, and insertions of
atoms necessary to pass from z to z′. (The actual definition is more complicated
to take into account the presence of units and the necessity to replace, delete,
or insert longer factorizations than just atoms.) If d∗

(z, z′) = 0, then z = z′, and
hence Zd∗(H) = Z∗(H). We say that H is rigidly factorial if it is d∗-factorial.

(2) Let∼be an equivalence relation on the set of atomsA (H) such that v = εuηwith
ε, η ∈ H× implies u ∼ v. Then, comparing atoms up to order and equivalence
with respect to∼ induces a global distance d∼ onZ∗(H). LetR be a domain,H =
R•, and consider for the equivalence relation ∼ one of similarity, subsimilarity,
monosimilarity, or projectivity. ThenR isd∼-factorial if and only if it is similarity
[subsimilarity, monosimilarity, projectivity] factorial.

(3) If, in (2), we use two-sided associativity as the equivalence relation on atoms,
we obtain the permutable distance dp. We say that H is permutably factorial if
it is dp-factorial. For a commutative cancellative semigroup H, the permutable
distance is just the usual distance.

Having a rigorous notion of factorizations and distances between them at our
disposal, it is now straightforward to introduce catenary degrees.
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Definition 5.6 (Catenary degree) Let H be an atomic cancellative small category,
d a distance on H, and a ∈ H.

(1) Let z, z′ ∈ Z∗(a) and N ∈ N0. A finite sequence of rigid factorizations z0, . . . , zn
∈ Z∗(a), where n ∈ N0, is called an N-chain (in distance d) between z and z′ if

z = z0, z′ = zn, and d(zi−1, zi) ≤ N for alli ∈ [1, n].

(2) The catenary degree (in distance d) of a, denoted by cd(a), is the minimal
N ∈ N0 ∪ {∞} such that for any two factorizations z, z′ ∈ Z∗(a) there exists an
N-chain between z and z′.

(3) The catenary degree (in distance d) of H is

cd(H) = sup{ cd(a) | a ∈ H } ∈ N0 ∪ {∞}.

To abbreviate the notation, we write c∗ instead of cd∗ , cp instead of cdp , and so on.
Note that H is d-factorial if and only if it is atomic and cd(H) = 0. Hence, the

catenary degree provides amore fine grained arithmetical invariant than those derived
from sets of lengths.

Example 5.7 If R is an atomic 2-fir, it follows from the usual inductive proof of the
Jordan–Hölder theorem that c∗(R•) ≤ 2. Since R is similarity factorial, csim(R•) =
0, where csim denotes the catenary degree with respect to the similarity distance.
However, c∗(R•) = 0 if and only if R is rigid. More generally, if R is an atomic
modular LCM domain, then c∗(R•) ≤ 2, and cproj(R•) = 0, where the latter stands
for the catenary degree in the projectivity distance.

The definitions of the monotone and the equal catenary degree can similarly
be extended to the noncommutative setting. For the permutable distance, it is
also possible to introduce an ωp-invariant ωp(H) and a tame degree tp(H) (see
[22, Sect. 5]). Unfortunately, these notions are not as strong as in the commutative
setting.

5.2 FF-Domains

Faced with an atomic domain with nonunique factorizations, a first question one can
ask is when R is a BF-domain, that is, |L(a)| < ∞, for all a ∈ R•, respectively an
FF-domain, that is, |Z∗(a)| < ∞, for all a ∈ R•. A useful sufficient condition for R
to be a BF-domain is the existence of a length function (see Lemma 3.6).

In [17], Bell, Heinle, and Levandovskyy give a sufficient condition for many
important noncommutative domains to be FF-domains. Let K be a field and R a
K-algebra.A finite-dimensional filtration ofR is a filtration ofR byfinite-dimensional
K-subspaces.
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Theorem 5.8 ([17, Corollary 1.2]) Let K be a field, K an algebraic closure of K,
and let R be a K-algebra. If there exists a finite-dimensional filtration on R such that
the associated graded ring gr R has the the property that gr R ⊗K K is a domain,
then R is an FF-domain.

The proof of the theorem proceeds by (classical) algebraic geometry.

Definition 5.9 Let K be a field and n ∈ N. For i, j ∈ [1, n] with i < j, let ci,j ∈ K×
and di,j ∈ K〈x1, . . . , xn〉. The K-algebra

R = K〈x1, . . . , xn | xjxi = ci,jxixj + di,j, i < j ∈ [1, n]〉

is called a G-algebra (or PBW algebra, or algebra of solvable type) if

(1) the family of monomials M = ( xk11 · · · xknn )(k1,...,kn)∈Nn
0
is a K-basis of R, and

(2) there exists a monomial well-ordering ≺ on M such that, for all i < j ∈ [1, n]
either di,j = 0, or the leading monomial of di,j is smaller than xixj with respect
to ≺.

Remark The family of monomialsM is naturally in bijection with N
n
0. A monomial

well-ordering onM is a total order onM such that, with respect to the corresponding
order on N

n
0, the semigroup N

n
0 is a totally ordered semigroup, and such that 0 is the

least element of N
n
0. By Dickson’s lemma, this implies that the order is a well-

ordering.

Corollary 5.10 ([17, Theorem 1.3]) Let K be a field. Then G-algebras over K as
well as their subalgebras are FF-domains. In particular, the following algebras are
FF-domains:

(1) Weyl algebras and shift algebras,
(2) universal enveloping algebras of finite-dimensional Lie algebras,
(3) coordinate rings of quantum affine spaces,
(4) q-shift algebras and q-Weyl algebras,

as well as polynomial rings over any of these algebras.

In addition, explicit upper bounds on the number of factorizations are given in
[17, Theorem 1.4].

The following example shows that even for very nice domains (e.g., PIDs) one
cannot in general expect there to be only finitely many rigid factorizations for each
element.

Example 5.11 Let Q be a quaternion division algebra over a (necessarily infinite)
field K with char(K) �= 2. Let a ∈ Q×\K×. We denote by a the conjugate of a. Then
nr(a) = aa ∈ K× and tr (a) = a + a ∈ K . For all c ∈ Q×,

f = x2 − tr (a)x + nr(a) = (x − cac−1)(x − cac−1) ∈ Q[x],

and thus |Z∗(f )| = |Q×| is infinite. HenceQ[x] is not an FF-domain. However, being
Euclidean, Q[x] is similarity factorial, that is, |Zsim(f )| = 1, for all f ∈ Q[x]•.
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Remark Another sufficient condition for a domain or semigroup to have finite rigid
factorizations is given in [93, Theorem 5.23.1].

5.3 Transfer Homomorphisms

Transfer homomorphisms play an important role in the theory of nonunique factor-
izations in the commutative setting. A transfer homomorphism allows us to express
arithmetical invariants of a ring, semigroup, or small category in terms of arithmetical
invariants of a possibly simpler object.

In the commutative setting, a particularly important transfer homomorphism is
that from a commutative Krull monoid H to the monoid of zero-sum sequences
B(G0) over a subsetG0 of the class groupG ofH. In particular, ifH = O• withO a
holomorphy ring in a global field, then G0 = G is a finite abelian group. This allows
one to study the arithmetic of H through combinatorial and additive number theory.
(See [50].)

In a noncommutative setting, transfer homomorphisms were first explicitly used
by Baeth, Ponomarenko, Adams, Ardila, Hannasch, Kosh, McCarthy, and Rosen-
baum in the article [19]. They studied nonunique factorizations in certain subsemi-
groups of Mn(Z)• and Tn(Z)•. Transfer homomorphisms for cancellative small cat-
egories have been introduced in [93], where the main application was to classical
maximal orders in central simple algebras over global fields. This has been devel-
oped further in [22], where arithmetical invariants going beyond sets of lengths were
studied.

Implicitly, the concept of a transfer homomorphism was already present in ear-
lier work due to Estes and Matijevic (in [44, 45]), who essentially studied when
det : Mn(R)• → R• is a transfer homomorphism, and Estes and Nipp (in [46–48]),
who essentially studied when the reduced norm in a classical hereditary O-order
over a holomorphy ring O is a transfer homomorphism. Unfortunately, their results
seem to have been largely overlooked so far.

We recall the necessary definitions. See [22, Sect. 2] for more details.

Definition 5.12 (Transfer homomorphism) Let H and T be cancellative small cat-
egories. A homomorphism φ : H → T is called a transfer homomorphism if it has
the following properties:

(T1) T = T×φ(H)T× and φ−1(T×) = H×.
(T2) If a ∈ H, b1, b2 ∈ T and φ(a) = b1b2, then there exist a1, a2 ∈ H and ε ∈ T×

such that a = a1a2, φ(a1) = b1ε−1, and φ(a2) = εb2.

Wedenote byTn(D) the ringofn × nupper triangularmatrices over a commutative
domain D. To study Tn(D)•, weak transfer homomorphisms were introduced by
Bachman, Baeth, and Gossell in [5].
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Definition 5.13 (Weak transfer homomorphism) Let H and T be cancellative small
categories, and suppose that T is atomic. A homomorphism φ : H → T is called a
weak transfer homomorphism if it has the following properties:

(T1) T = T×φ(H)T× and φ−1(T×) = H×.
(WT2) If a ∈ H, n ∈ N, v1, . . . , vn ∈ A (T) and φ(a) = v1 · · · vn, then there exist

u1, . . . , un ∈ A (H) and a permutation σ ∈ Sn such that a = u1 · · · un and
φ(ui) � vσ(i) for each i ∈ [1, n].

(Weak) transfer homomorphisms map atoms to atoms. If a ∈ H, property (T2) of a
transfer homomorphism allows one to lift rigid factorizations of φ(a) in T to rigid
factorizations of a inH. For aweak transfer homomorphism, (WT2) allows the lifting
of rigid factorizations of φ(a) up to permutation and associativity. These properties
are sufficient to obtain an equality of the system of sets of lengths of H and T (see
Theorem 5.15 below).

To obtain results about the catenary degree, in the case where φ is a transfer
homomorphism, we need additional information about the fibers of the induced
homomorphism φ∗ : Z∗(H) → Z∗(T).

Definition 5.14 (Catenary degree in the permutable fibers) Let H and T be atomic
cancellative small categories, and let d be a distance on H. Suppose that there exists
a transfer homomorphism φ : H → T . Denote by φ∗ : Z∗(H) → Z∗(T) its natural
extension to the categories of rigid factorizations.

(1) Let a ∈ H, and let z, z′ ∈ Z∗(a) with dp(φ∗(z), φ∗(z′)) = 0. We say that an N-
chain z = z0, z1, . . . , zn−1, zn = z′ ∈ Z∗(a) of rigid factorizations of a lies in the
permutable fiber of z if dp(φ∗(zi), φ∗(z)) = 0, for all i ∈ [0, n].

(2) We define cd(a, φ) to be the smallest N ∈ N0 ∪ {∞} such that, for any two
z, z′ ∈ Z∗(a) with dp(φ∗(z), φ∗(z′)) = 0, there exists an N-chain (in distance d)
between z and z′, lying in the permutable fiber of z. Moreover, we define the
catenary degree in the permutable fibers

cd(H, φ) = sup
{
cd(a, φ) | a ∈ H

} ∈ N0 ∪ {∞}.

For the following basic result on [weak] transfer homomorphisms, see [22] and
also [5, 93].

Theorem 5.15 Let H and T be cancellative small categories. Let φ : H → T be a
transfer homomorphism, or let T be atomic and φ : H → T a weak transfer homo-
morphism.

(1) H is atomic if and only if T is atomic.
(2) For all a ∈ H, LH(a) = LT (φ(a)). In particular L (H) = L (T), and all arith-

metical invariants from Definition 5.1 coincide for H and T.
(3) If φ is a transfer homomorphism and H is atomic, then

cd(H) ≤ max
{
cp(T), cd(H, φ)

}
.
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(4) If φ is an isoatomic weak transfer homomorphism (that is, φ(a) � φ(b) implies
a � b) and T is atomic, then cp(H) = cp(T). If, moreover, T is an atomic com-
mutative semigroup, then ωp(H) = ωp(T) and tp(H) = tp(T).

The strength of a transfer result comes from being able to find transfer homo-
morphism to a codomain T which is significantly easier to study than the original
category H. Monoids of zero-sum sequences have played a central role in the com-
mutative theory, and also turn out to be useful in studying classical maximal orders
in central simple algebras over global fields. We recall their definition and some of
the basic structural results about their arithmetic.

Let (G,+) be an additively written abelian group, and let G0 ⊂ G be a subset.
In the tradition of combinatorial number theory, elements of the multiplicatively
written free abelian monoid F (G0) are called sequences over G0. The inclusion
G0 ⊂ G extends to a homomorphism σ : F (G0) → G. Explicitly, if S = g1 · . . . ·
gl ∈ F (G0) is a sequence, written as a formal product of elements of G0, then
σ(S) = g1 + · · · + gl ∈ G is its sum inG.We call S a zero-sum sequence if σ(S) = 0.
The subsemigroup

B(G0) = {
S ∈ F (G0) | σ(S) = 0

}

of the free abelian monoid F (G0) is called the monoid of zero-sum sequences over
G0. (See [50] or [53, Chap.2.5].)

The semigroup B(G0) is a Krull monoid. It is of particular importance in the
theory of nonunique factorizations since every commutative Krull monoid [domain]
H possesses a transfer homomorphism to a monoid of zero-sum sequences over a
subset of the class group of H. Thus, problems about nonunique factorizations in H
can often be reduced to questions about B(G0).

Factorization problems in B(G0) are studied with methods from combinatorial
and additive number theory. Motivated by the study of rings of algebraic integers,
the case whereG0 = G is a finite abelian group has received particular attention. We
recall some of the most important structural results in this case. See [50, Definition
3.2.2] for the definition of an almost arithmetical multiprogression (AAMP).

Theorem 5.16 Let G be a finite abelian group, and let H = B(G) be the monoid of
zero-sum sequences over G.

(1) H is half-factorial if and only if |G| ≤ 2.
(2) The set of distances, Δ(H), is a finite interval, and if it is nonempty, then

minΔ(H) = 1.
(3) For every k ∈ N, the union of sets of lengths containing k, Uk(H), is a finite

interval.
(4) There exists an M ∈ N0 such that for every a ∈ H the set of lengths L(a) is an

AAMP with difference d ∈ Δ(H) and bound M.

The last result, (4), is called the Structure Theorem for Sets of Lengths, and is a
highly nontrivial result on the general structure of sets of lengths. We give a short
motivation for it. Suppose that H is a cancellative semigroup and an element a



390 D. Smertnig

has two factorizations of distinct length, say a = u1 · · · uk and a = v1 . . . vl with
k < l and atoms ui, vj ∈ A (H). That is, {k, l = k + (l − k)} ⊂ L(a). Then an =
(u1 · · · uk)i(v1 · · · vl)n−i, for all i ∈ [0, n]. Hence the arithmetical progression { k +
i(l − k) | i ∈ [0, n] } with difference l − k and length n + 1 is contained in L(an).
Additional pairs of lengths of a give additional arithmetical progressions in L(an).

If everything is “nice,” we might hope that this is essentially the only way that
large sets of lengths appear. Consequently, we would expect large sets of lengths to
look roughly like unions of long arithmetical progressions. The Structure Theorem
for Sets of Lengths implies that this is indeed so in the setting above: If a ∈ H,
then L(a) is contained in a union of arithmetical progressions with some difference
d ∈ Δ(H), and with possible gaps at the beginning and at the end. The size of these
gaps is uniformly bounded by the parameter M which only depends on H and not
the particular element a.

5.4 Transfer Results

In this section, we gather transfer results for matrix rings, triangular matrix rings,
and classical hereditary and maximal orders in central simple algebras over global
fields.

5.4.1 Matrix Rings

For R a 2n-fir, factorizations inMn(R) have been studied by P.M. Cohn. In the special
case where R is a commutative PID, the existence of the Smith normal form implies
that det : Mn(R)• → R• is a transfer homomorphism. This was noted in [19].

Let R be a commutative ring. In [44, 45], Estes and Matijevic studied when
Mn(R) has [weak] norm-induced factorization, respectively determinant-induced
factorization. Here, Mn(R) has determinant-induced factorization if for each A ∈
Mn(R) and each r ∈ R• which divides det(A), there exists a right divisor of A having
determinant r. We do not give the definition of [weak] norm-induced factorization,
but recall the following:

Proposition 5.17 Let R be a commutative ring and n ∈ N. Consider the following
statements:

(a) Mn(R) has norm-induced factorization.
(b) Mn(R) has determinant-induced factorization.
(c) det : Mn(R)• → R• is a transfer homomorphism.

Then (a) ⇒ (b) ⇒ (c). If R is a finite direct product of Krull domains, then also the
converse implications hold.
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Proof The implications (a) ⇒ (b) ⇒ (c) follow immediately from the definitions
and the fact that a matrix A ∈ Mn(R) is a zero-divisor if and only if det(A) ∈ R
is a zero-divisor. Suppose that R is a finite direct product of Krull domains. Then
(b) ⇒ (a) holds by [44, Proposition 5], and (c) ⇒ (b) can be deduced from [44,
Lemma 2].

In the characterization of rings R for which Mn(R) has norm-induced factoriza-
tion, the notion of a Towber ring (see [74, 96]) appears. We do not recall the exact
definition, but give a sufficient as well as a necessary condition for R to be Tow-
ber when R is a commutative Noetherian domain. There is a small gap between the
sufficient and the necessary condition.

Let R be a commutative Noetherian domain. If gldim(R) ≤ 2 and every finitely
generated projective R-module is isomorphic to a direct sum of a free module and
an ideal of R, then R is a Towber ring. Conversely, if R is a Towber ring, then
gldim(R) ≤ 2 and every finitely generated projective R-module of rank at least 3 is
isomorphic to a direct sum of a free module and an ideal.

Theorem 5.18 ([44]) Let R be a commutative Noetherian ring with no nonzero
nilpotent elements. Then the following statements are equivalent:

(a) Mn(R) has norm-induced factorization, for all n ∈ N.
(b) M2(R) has norm-induced factorization.
(c) R is a Towber ring, that is, R is a finite direct product of Towber domains.
(d) gldim(R) ≤ 2, each projective module P of constant rank r(P) is stably equiv-

alent to
∧r(P) P, and stably free finitely generated projective R-modules are

free.

Moreover, the statements above imply the following statements (e)–(h). If R is
a finite direct product of Noetherian integrally closed domains, then the converse
holds, and any of the above statements (a)–(d) is equivalent to any of the statements
(e)–(h).

(e) Mn(R) has determinant-induced factorization, for all n ∈ N.
(f) M2(R) has determinant-induced factorization.
(g) det : Mn(R)• → R• is a transfer homomorphism, for all n ∈ N.
(h) det : M2(R)• → R• is a transfer homomorphism.

Proof The equivalences (a) ⇔ (b) ⇔ (c) ⇔ (d), and more, follow from [44, The-
orem 1]. The remaining implications follow from Proposition 5.17.

Theorem 5.19 ([45]) Let R be a commutative Noetherian ring with no nonzero
nilpotent elements. Then the following statements are equivalent:

(a) Mn(R) is permutably factorial, for all n ∈ N.
(b) M2(R) is permutably factorial.
(c) Mn(R) is similarity factorial, for all n ∈ N.
(d) M2(R) is similarity factorial.
(e) R is a finite direct product of PIDs.
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Proof Here, (a) ⇒ (b) and (c) ⇒ (d) are trivial. Since associated elements are sim-
ilar, (a) ⇒ (c) and (b) ⇒ (d) are also clear. The key implication (d) ⇒ (e) follows
from [45, Theorem 2]. Finally, (e) ⇒ (a) follows using the Smith Normal Form.
(The implication (e) ⇒ (c) can also be deduced from Theorem 4.5.)

In [45], the ringMn(R) is called determinant factorial if factorizations of elements
inMn(R)• are unique up to order and associativity of the determinants of the atoms. If
Mn(R) is similarity factorial, then it is determinant factorial (by [45, Proposition 5].

Theorem 5.20 ([45]) Let R be a commutative Noetherian ring with no nonzero
nilpotent elements. Then the following statements are equivalent:

(a) Mn(R) is determinant factorial, for all n ∈ N.
(b) M2(R) is determinant factorial.
(c) R• is factorial and for all n ∈ N and U ∈ A (Mn(R)•)we have det(U) ∈ A (R•).
(d) R• is factorial and for all U ∈ A (M2(R)•) we have det(U) ∈ A (R•).
(e) R is a finite direct product of factorial Towber domains.

Proof The implications (a) ⇒ (b) and (c) ⇒ (d) are clear. The equivalences (a) ⇔
(c) and (b) ⇔ (d) follow from [45, Proposition 1]. Finally, (b) ⇒ (e) is the key
implication and follows from [45, Theorem 1], and (e) ⇒ (a) follows from [45,
Corollary to Proposition 1] or Theorem 5.18.

The following example from [44] forms the basis of a key step in [45]. We recall
it here, as it demonstrates explicitly that a matrix ring over a factorial commutative
domain need not even be half-factorial.

Example 5.21 (1) Let R be a commutative ring containing elements x, y, z which
form a regular sequence in any order. (E.g., if R is a regular local ring of dimen-
sion at least 3, three elements from a minimal generating set of the maximal
ideal of R will do. Also R = K[x, y, z] with K a field works.)

Consider the ring M2(R). In [44] it is shown that the matrix

A =
(

x2 xy − z
xy + z y2

)

,

which has det(A) = z2, has no right factor of determinant z. Let adj(A) denote
the adjugate of A. Then

A adj(A) = z21M2(R) =
(
z 0
0 1

)2 (
1 0
0 z

)2

.

Hence ρ2(M2(R)•) ≥ 4. In particular, for the elasticity we have ρ(M2(R)•) ≥ 2.
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(2) Let K be a field. Then M2(K[x]) is permutably, similarity, and determinant
factorial. The ringM2(K[x, y]) is determinant factorial but neither similarity nor
permutably factorial. For n ≥ 3, the ring M2(K[x1, . . . , xn]) is not even half-
factorial.

5.4.2 Rings of Triangular Matrices

For a commutative domain R and n ∈ N, let Tn(R) denote the ring of n × n upper
triangular matrices. The study of factorizations in Tn(R)• turns out to be considerably
simpler than inMn(R)•.

Theorem 5.22 Let R be an atomic commutative domain and let n ∈ N.

(1) Suppose R is a BF-domain and n ≥ 2. Then det : Tn(R)• → R• is a transfer
homomorphism if and only if R is a PID.

(2) The map Tn(R)• → (R•)n sending a matrix (ai,j)i,j∈[1,n] ∈ Tn(R)• to the vector
of its diagonal entries (ai,i)i∈[1,n] is an isoatomic weak transfer homomorphism.
Moreover, for atoms of Tn(R)•, associativity, similarity, and subsimilarity coin-
cide, cp(Tn(R)•) = cp(R•), tp(Tn(R)•) = t(R•), and ωp(Tn(R)•) = ω(R•). In
particular, Tn(R) is permutably [similarity, subsimilarity, determinant] facto-
rial if and only if R is factorial.

Remark (1) The existence of the transfer homomorphism, in case R is a PID, was
shown in [19]. The characterization of when the determinant is a transfer homo-
morphism, in case R is a BF-domain, as well as the existence of a weak trans-
fer homomorphism, is due to [5, Theorems 2.8 and 4.2]. The isoatomicity and
transfer of catenary degree, tame degree, and ωp-invariant can be found in [22,
Proposition 6.14].

(2) That Tn(R) is determinant factorial if and only if R• is factorial was not stated
before, but is easy to observe. IfR is factorial, then Tn(R)• is permutably factorial
and hence determinant factorial. For the converse, suppose that Tn(R)• is deter-
minant factorial, and consider the embedding R• → Tn(R)• that maps a ∈ R• to
the matrix with a in the upper left corner, ones on the remaining diagonal, and
zeroes everywhere else.

(3) In general, there does not exist a transfer homomorphism from T2(R)• to any
cancellative commutative semigroup (see [5, Example 4.5]). This was the moti-
vation for the introduction of weak transfer homomorphisms.

5.4.3 Classical Hereditary and Maximal Orders.

Earlier results of Estes and Nipp in [46–48] on factorizations induced by norm
factorization (FNF) can be interpreted as a transfer homomorphism. The following
is proved for central separable algebras in [47]. We state the special case for central
simple algebras.
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Theorem 5.23 Let O be a holomorphy ring in a global field K, and let A be a
central simple K-algebra. Assume that A satisfies the Eichler condition with respect
to O . If R is a classical hereditary O-order in A, x ∈ R, and a ∈ O is such that
a | nr(x), then there exists a left divisor y of x in R, and ε ∈ O× such that nr(y) = aε.
Moreover, ε can be taken arbitrarily subject to the restriction that aε is positive at
each archimedean place of K which ramifies in A.

The proof in [47] proceeds by localization and an explicit characterization of classical
hereditary orders over complete DVRs. For quaternion algebras, more refined results,
not requiring the Eichler condition but instead requiring that every stably free right
R-ideal is free, can be found in [46, 48].

Let O•
A denote the subsemigroup of all nonzero elements of O which are positive

at each archimedean place of K which ramifies in A. Recall that nr(R•) = O•
A if R is

a classical hereditary O-order.

Corollary 5.24 With the conditions as in the previous theorem, nr : R• → O•
A is

a transfer homomorphism. The semigroup O•
A is a Krull monoid with class group

CA(O). Each class in CA(O) contains infinitely many prime ideals. Hence, there
exists a transfer homomorphism R• → B(CA(O)). In particular, the conclusions of
Theorem 5.16 hold for R• in place of H.

Proof By the previous theorem, nr : R• → O•
A is a transfer homomorphism. The

semigroup O•
A is a regular congruence submonoid of O•

A (see [53, Chap.2.11]).
As such it is a commutative Krull monoid, with class group CA(O). Each class
contains infinitely many prime ideals by a standard result from analytic number
theory. (See [88, Corollary 7 to Proposition 7.9] or [53, Corollary 2.11.16] for the
case where O is the ring of algebraic integers in a number field. The general num-
ber field case follows by a localization argument. For the function field case, use
[53, Proposition 8.9.7].) Hence there exists a transfer homomorphism O•

A → B
(CA(O)). Since the composition of two transfer homomorphisms is a transfer homo-
morphism, it follows that there exists a transfer homomorphism R• → B(CA(O)).

A different way of obtaining the result in Corollary 5.24 in the case that R is a
classical maximal order is given in Theorem 5.27 (1) below. It relies on the global
ideal theory of R. In this way, we also obtain information about the catenary degree
in the permutable fibers.

We first extend the result about the transfer homomorphism for commutativeKrull
monoids into a setting of noncommutative semigroups, respectively cancellative
small categories. This general result then includes, as a special case, the transfer
homomorphism for normalizingKrull monoids obtained in [51] aswell as the desired
theorem. We follow [22, 93].

A quotient semigroup is a semigroup Q in which every cancellative element is
invertible, that is, Q• = Q×. Let Q be a quotient semigroup and H ⊂ Q a subsemi-
group. Then H is an order in Q if Q = H(H ∩ Q•)−1 = (H ∩ Q•)−1H. Two orders
H and H ′ in Q are equivalent if there exist x, y, z, w ∈ Q• such that xHy ⊂ H ′
and zH ′w ⊂ H. A maximal order is an order which is maximal with respect to set
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inclusion in its equivalence class. Let H be a maximal order. A subset I ⊂ Q is a
fractional right H-ideal if IH ⊂ I , and there exist x, y ∈ Q• such that x ∈ I and
yI ⊂ Q. If moreover I ⊂ H, then I is a right H-ideal.

For a fractional right H-ideal I ⊂ Q, we define I−1 = { x ∈ Q | IxI ⊂ I }, and
Iv = (I−1)−1. The fractional rightH-ideal I is called divisorial if I = Iv. A divisorial
rightH-ideal I ismaximal integral if it is maximal within the set of proper divisorial
rightH-ideals. Analogous definitions aremade for (fractional) leftH-ideals. IfH and
H ′ are equivalent maximal orders, we call a subset I ⊂ Q a [fractional] (H,H ′)-ideal
if it is both, a [fractional] leftH-ideal and a [fractional] rightH ′-ideal. A [fractional]
H-ideal is a [fractional] (H,H)-ideal. We say that H is bounded if every fractional
left H-ideal and every fractional right H-ideal contains a fractional H-ideal.

The additional restrictions imposed in the following definition ensure that the set
of maximal orders equivalent to H has a “good” theory of divisorial left and right
ideals.

Definition 5.25 ([93, Definition 5.18]) Let H be a maximal order in a quotient
semigroup Q. We say that H is an arithmetical maximal order if it has the following
properties:

(A1) H satisfies both the ACC on divisorial left H-ideals and the ACC on divisorial
right H-ideals.

(A2) H is bounded.
(A3) The lattice of divisorial fractional left H-ideals is modular, and the lattice of

divisorial fractional right H-ideals is modular.

LetH be an arithmeticalmaximal order in a quotient semigroupQ, and letα denote
the set of maximal orders in its equivalence class. We define a categoryFv = Fv(α)

as follows: the set of objects is α, and forH ′,H ′′ ∈ α, the set of morphisms fromH ′ to
H ′′, denoted byFv(H ′,H ′′), consists of all divisorial fractional (H ′,H ′′)-ideals. If I ∈
Fv(H ′,H ′′) and J ∈ Fv(H ′′,H ′′′), the composition I ·v J ∈ Fv(H ′,H ′′′) is defined
by I ·v J = (IJ)v. In terms of our point of view from the preliminaries,Fv(α)0 = α,
and for a divisorial fractional (H ′,H ′′)-ideal I we have that s(I) = H ′ is the left order
of I , and t(I) = H ′′ is the right order of I .

With these definitions, Fv is an arithmetical groupoid, the precise definition of
which we omit here. ByIv = Iv(α), we denote the subcategory ofFv(α) with the
same set of objects, but where the morphisms are given by divisorial (H ′,H ′′)-ideals.
Set HH = { q−1(aH)q | a ∈ H•, q ∈ Q• } (as a category).

The subcategoryFv(H) of all divisorial fractionalH-ideals is a free abelian group.
IfH ′ ∈ α, then there is a canonical isomorphismFv(H) → Fv(H ′).We identify, and
call this group G. One can define a homomorphism, the abstract norm, η : G → G.
Set PH• to be the quotient group of η(HH) as a subgroup of G.

Theorem 5.26 ([93, Theorem 5.23] and [22, Corollary 7.11]) Let H be an arith-
metical maximal order in a quotient semigroup Q and let α denote the set of maximal
orders of Q equivalent to H. Let η : Fv(α) → G be the abstract norm of Fv(α),
let C = G/PH• , and set CM = { [η(I)] ∈ C | I ∈ Iv(α) maximal integral }. Assume
that
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(N) a divisorial fractional right H-ideal I is principal if and only if η(I) ∈ PH• .

Then there exists a transfer homomorphism θ : H• → B(CM). Let d be a distance on
H• that is invariant under conjugation by normalizing elements. Then cd(H•, θ) ≤ 2.

Remark (1) The result can be proven in the more general setting of saturated sub-
categories of arithmetical groupoids (see [93, Theorem 4.15] or [22, Theorem
7.8]). The strong condition (N) cannot be omitted. We discuss the condition in
our application to classical maximal orders in central simple algebras over global
fields below.

(2) In a saturated subcategory of an arithmetical groupoid (here,Iv inFv), elements
(i.e., divisorial one-sided ideals) enjoy a kind of unique factorization property.
The boundedness guarantees the existence of the abstract norm, which provides
a useful invariant in describing these factorizations. This was originally proven
byAsano andMurata in [2]. It is a generalization of a similar result for (bounded)
Dedekind prime rings, where the one-sided ideals of the equivalence class of a
Dedekind prime ring form the so-called Brandt groupoid. This unique factor-
ization of divisorial one-sided ideals is the key ingredient in the proof of the
previous result.

(3) We note in passing that every arithmetical maximal order is a BF-semigroup
(see [93, Theorem 5.23.1]). For a commutative cancellative semigroup H the
following is true: If H is v-Noetherian (satisfies the ACC on divisorial ideals),
then H is a BF-monoid. It seems to be unknown whether every order H which
satisfies (A1) is a BF-semigroup, even in the special case where H is a maximal
order.

(4) If G is a lattice-ordered group, then G is distributive as a lattice. From this, one
concludes that a commutative cancellative semigroup that is a maximal order
(i.e., completely integrally closed) and satisfies (A1) is already an arithmetical
maximal order (that is, a commutative Krull monoid).
If H = R with R a Dedekind prime ring, or more generally, a Krull ring in
the sense of Chamarie (see [25]), then (A3) holds. It is open whether there exist
maximal orders which satisfy (A1) and (A2) but not (A3). It would be interesting
to know such examples or sufficient and/or necessary conditions on H for (A1)
and (A2) to imply (A3).

Applied to classical maximal orders in central simple algebras over global fields,
we have the following. (See also Corollary 5.24.)

Theorem 5.27 ([22, 93]) Let O be a holomorphy ring in a global field K, A a
central simple algebra over K, and R a classical maximal O-order of A.

(1) Suppose that every stably free right R-ideal is free. Then there exists a transfer
homomorphism θ : R• → B(CA(O)). Moreover, cd(R•, θ) ≤ 2 for any distance
d on R• which is invariant under conjugation by normalizing elements.
In particular, the conclusions of Theorem 5.16 hold for R• in place of H. If R is
not half-factorial, then csim(R•) = cp(R•) = c∗(R•) = cp

(
B(CA(O))

)
.
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(2) Let K be a number field and O its ring of algebraic integers. If there exist stably
free right R-ideals that are not free, then there exists no transfer homomorphism
θ : R• → B(G0), where G0 is any subset of an abelian group. Moreover,

(i) Δ(R•) = N.
(ii) For every k ≥ 3, we have N≥3 ⊂ Uk(R•) ⊂ N≥2 .
(iii) cd(R•) = ∞ for every distance d on R•.

Remark (1) The importance of the condition for every stably free right R-ideal to
be free was noted already by Estes and Nipp (see [46, 48]). That the absence of
this condition not only implies that nr, respectively θ , is not a transfer homomor-
phism, but that the much stronger result in (2) holds, first appeared in [93]. In
the setting of (2), arithmetical invariants are infinite and hence the factorization
theory is radically different from the case (1), where all arithmetical invariants
are finite.

(2) Throughout this section we have required that O = OS is a holomorphy ring
definedby afinite set of placesS ⊂ Sfin. This is themost important case.However,
most results go through, with possibly minor modifications, forO = OS with an
infinite set S � Sfin.
Theorem 5.23 remains true without changes. In Corollary 5.24 and Theo-
rem 5.27(1) it is not necessarily true anymore that every class of CA(O) contains
infinitely many prime ideals. However, by a localization argument, every class,
except possibly the trivial one, contains at least one nonzero prime ideal. Accord-
ingly, there exists a transfer homomorphism R• → B(CM)withCM either equal
to CA(O) or to CA(O)\{0}.

It was noted in [47], that Theorem 5.23 can be extended to a more general setting
of classical hereditary orders over Dedekind domains whose quotient fields are not
global fields. In fact, using a description of finitely generated projective modules
over hereditary Noetherian prime (HNP) rings, one can extend the construction of
the transfer homomorphism to bounded HNP rings. We refer to [82] for background
on hereditary Noetherian prime (HNP) rings.

If R is a HNP ring, one can define a class group G(R). If R is a Dedekind prime
ring, then simplyG(R) = ker(udim : K0(R) → Z). LetG0 ⊂ G(R) denote the subset
of classes [I] − [R], where I is a right R-ideal such that the composition series of
R/I consists precisely of one tower of R.

Theorem 5.28 ([94])LetR be a bounded hereditaryNoetherian prime ring. Suppose
that every stably free right R-ideal is free. Then there exists a transfer homomorphism
θ : R• → B(G0).
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6 Other Results

Finally, we note some recent work which is beyond the scope of this article, but may
conceivably be considered to be factorization theory.

In a noncommutative setting, even in the (similarity) factorial case, many inter-
esting questions in describing factorizations in more detail remain. Factorizations
of (skew) polynomials over division rings have received particular attention. This
is especially true for Wedderburn polynomials (also called W -polynomials). Some
recent work in this direction due to Haile, Lam, Leroy, Ozturk, and Rowen is
[62, 75–78]. In [73], Leroy shows that factorizations of elements in Fq[x; θ ], where θ

is the Frobenius automorphism, can be computed in terms of factorizations in Fq[x].
We also note [16, 59].

I. Gelfand and Retakh, using their theory of quasideterminants and noncommuta-
tive symmetric functions, have obtained noncommutative generalizations of Vieta’s
theorem. This allows one to express coefficients of polynomials in terms of pseudo-
roots. We mention the surveys [52, 91] as starting points into the literature in this
direction. In [43], a connection is made between the theory of quasideterminants,
noncommutative symmetric functions, and W -polynomials.

Motion polynomials are certain polynomials over the ring of dual quaternions.
They have applications in the the study of rational motions and in particular the
construction of linkages in kinematics. This approach was introduced by Hegedüs,
Schicho, and Schröcker in [63, 64] and has since been very successful. See the survey
[83] or also the expository article [60].

We mainly discussed the semigroup of non-zero-divisors of a noncommutative
ring, and, in Sect. 4.2, the semigroup of nonzero normal elements. The factorization
theory of some other noncommutative semigroups, which do not necessarily arise in
such a way from rings, has been studied. We mention polynomial decompositions
(see [98]) and other subsemigroups of rings of matrices (see [19]) over the integers.

Acknowledgments I thank the anonymous referee for his careful reading. The author was sup-
ported by the Austrian Science Fund (FWF) project P26036-N26.
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