
Advances in Intelligent Systems and Computing 454

Valentina Emilia Balas
Lakhmi C. Jain
Xiangmo Zhao    Editors 

Information Technology 
and Intelligent 
Transportation Systems
Volume 1, Proceedings of the 2015 
International Conference on Information 
Technology and Intelligent Transportation 
Systems ITITS 2015, held December 12–13, 
2015, Xi’an China



Advances in Intelligent Systems and Computing

Volume 454

Series editor

Janusz Kacprzyk, Polish Academy of Sciences, Warsaw, Poland
e-mail: kacprzyk@ibspan.waw.pl



About this Series

The series “Advances in Intelligent Systems and Computing” contains publications on theory,
applications, and design methods of Intelligent Systems and Intelligent Computing. Virtually
all disciplines such as engineering, natural sciences, computer and information science, ICT,
economics, business, e-commerce, environment, healthcare, life science are covered. The list
of topics spans all the areas of modern intelligent systems and computing.

The publications within “Advances in Intelligent Systems and Computing” are primarily
textbooks and proceedings of important conferences, symposia and congresses. They cover
significant recent developments in the field, both of a foundational and applicable character.
An important characteristic feature of the series is the short publication time and world-wide
distribution. This permits a rapid and broad dissemination of research results.

Advisory Board

Chairman

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India
e-mail: nikhil@isical.ac.in

Members

Rafael Bello, Universidad Central “Marta Abreu” de Las Villas, Santa Clara, Cuba
e-mail: rbellop@uclv.edu.cu

Emilio S. Corchado, University of Salamanca, Salamanca, Spain
e-mail: escorchado@usal.es

Hani Hagras, University of Essex, Colchester, UK
e-mail: hani@essex.ac.uk

László T. Kóczy, Széchenyi István University, Győr, Hungary
e-mail: koczy@sze.hu

Vladik Kreinovich, University of Texas at El Paso, El Paso, USA
e-mail: vladik@utep.edu

Chin-Teng Lin, National Chiao Tung University, Hsinchu, Taiwan
e-mail: ctlin@mail.nctu.edu.tw

Jie Lu, University of Technology, Sydney, Australia
e-mail: Jie.Lu@uts.edu.au

Patricia Melin, Tijuana Institute of Technology, Tijuana, Mexico
e-mail: epmelin@hafsamx.org

Nadia Nedjah, State University of Rio de Janeiro, Rio de Janeiro, Brazil
e-mail: nadia@eng.uerj.br

Ngoc Thanh Nguyen, Wroclaw University of Technology, Wroclaw, Poland
e-mail: Ngoc-Thanh.Nguyen@pwr.edu.pl

Jun Wang, The Chinese University of Hong Kong, Shatin, Hong Kong
e-mail: jwang@mae.cuhk.edu.hk

More information about this series at http://www.springer.com/series/11156



Valentina Emilia Balas • Lakhmi C. Jain
Xiangmo Zhao
Editors

Information Technology
and Intelligent Transportation
Systems
Volume 1, Proceedings of the 2015
International Conference on Information
Technology and Intelligent Transportation
Systems ITITS 2015, held December 12–13,
2015, Xi’an China

123



Editors
Valentina Emilia Balas
Department of Automation and Applied
Informatics, Faculty of Engineering

Aurel Vlaicu University of Arad
Arad
Romania

Lakhmi C. Jain
Bournemouth University
Poole
UK

Xiangmo Zhao
School of Information Engineering
Chang’an University
Xi’an
China

ISSN 2194-5357 ISSN 2194-5365 (electronic)
Advances in Intelligent Systems and Computing
ISBN 978-3-319-38787-1 ISBN 978-3-319-38789-5 (eBook)
DOI 10.1007/978-3-319-38789-5

Library of Congress Control Number: 2016945142

© Springer International Publishing Switzerland 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG Switzerland



Preface

These volumes constitute the Proceedings of the 2015 International Conference on
Information Technology and Intelligent Transportation Systems (ITITS 2015) held
in Xi’an, China during December 12–13, 2015. The Conference ITITS 2015 was
sponsored by Shaanxi Computer Society and co-sponsored by Chang’an
University, Xi’an University of Technology, Northwestern Poly-technical
University, CAS, Shaanxi Sirui Industries Co., Ltd.

The book covers a broad spectrum of intelligent techniques, theoretical and
practical applications employing knowledge and intelligence to find solutions for
intelligent transportation systems and other applications.

The conference papers included in these proceedings, published post-conference,
were grouped into the following parts:

Volume I—Part II: Theory Research in Intelligent Transportation Systems
Volume I—Part III: Application and Technologies in Intelligent Transportation
Volume II—Part I: Management Issues on Intelligent Transportation
Volume II—Part II: Information Technology, Electronic and Control System

At ITITS 2015 we had 12 eminent keynote speakers: Profs. Asad J. Khattak
(USA), Robert L. Bertini (USA), Heng Wei (USA), Ping Yi (USA), Haizhong
Wang (USA), Jonathan Corey (USA), Zhixia (Richard) Li (USA), Guohui Zhang
(USA), Luke Liu (USA), Yu Zhang (USA), Valentina E. Balas (Romania), and
Lakhmi C. Jain (UK). Their summary talks are included in this book.

Intelligent transport systems vary in technologies applied, from basic manage-
ment systems to more application systems, and information technology also plays
tightly with intelligent transportation systems including wireless communication,
computational technologies, floating car data/floating cellular data, sensing tech-
nologies, and video vehicle detection; and technologies of intelligent transportation
systems also include topics from theoretical and application topics, such as emer-
gency vehicle notification systems, automatic road enforcement, collision avoid-
ance systems, and some cooperative systems. The conference also fostered
cooperation among organizations and researchers involved in the merging fields by
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inviting worldwide well-known professors to further explore these topics and dis-
cuss in depth the technical presentations with the presenters, including 12 invited
speakers and over 200 participants. The conference received overwhelming
response with 330 submissions from five countries and regions, and each paper was
doubly peer reviewed by at least three reviewers, and finally more than 120 papers
were accepted.

We would like to thank the authors of the submitted papers for keeping the
quality of the ITITS 2015 Conference at high levels. The editors of this book would
like to acknowledge all the authors for their contributions and also the reviewers.
We have received invaluable help from the members of the International Program
Committee and the Chairs responsible for different aspects of the Workshop.

Special thanks go to Janusz Kacprzyk (Editor in Chief, Springer, Advances in
Intelligent Systems and Computing Series) for the opportunity to organize these
guest-edited volumes.

We are grateful to Springer, especially to Dr. Thomas Ditzinger (Senior Editor,
Applied Sciences & Engineering Springer-Verlag) for the excellent collaboration,
patience, and help during the evolvement of this volume.

We hope that the volumes will provide useful information to professors,
researchers, and graduate students in the area of intelligent transportation.

Arad, Romania Valentina Emilia Balas
Poole, UK Lakhmi C. Jain
Xi’an, China Xiangmo Zhao
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Integrating Big Data in Metropolitan
Regions to Understand Driving Volatility
and Implications for Intelligent
Transportation Systems

Asad J. Khattak

Abstract Higher driving volatility, e.g., hard accelerations or hard braking, can
imply unsafe outcomes, more energy use, and higher emissions. This presenta-
tion will demonstrate how large-scale data, increasingly available from sensors, can
be transformed into useful knowledge. This is done by creating a framework for
combining data from multiple sources and comparing counties/regions in terms of
driving volatility of resident drivers. The unique database was created from four
sources that include large-scale travel surveys, historical traffic counts from Cali-
fornia and Georgia Department of Transportation, socio-demographic information
fromCensus, and geographic information fromGoogle Earth. The database provides
a rich resource to test hypothesis and model driving decisions at the micro-level, i.e.,
second-by-second. The database has 117,022 trips made by 4,560 drivers residing in
78 counties of 4 major US metropolitan areas across two states. They represent
significant variations in land use types and populations; all trips were recorded by
in-vehicle GPS devices giving 90,759,197 second-by-second speed records. The
data integration helps explore links between driving behaviors and various factors
structured in hierarchies, i.e., the data are structured at the levels of trips, drivers,
counties, and regions. Appropriate hierarchical models are estimated to study corre-
lates of driving performance and to compare traffic performance across regions. The
implications of our analysis for intelligent transportation systems will be discussed.

A.J. Khattak (B)
The University of Tennessee, Knoxville, TN 37996-2313, USA
e-mail: akhattak@utk.edu

© Springer International Publishing Switzerland 2017
V.E. Balas et al. (eds.), Information Technology and Intelligent
Transportation Systems, Advances in Intelligent Systems and Computing 454,
DOI 10.1007/978-3-319-38789-5_1

3



4 A.J. Khattak

Asad J. Khattak

1 Short Biography

Dr. Asad J. Khattak is Beaman Professor of Civil and Environmental Engineering,
University of Tennessee, Knoxville and Transportation Program Coordinator in the
Department. He is affiliated with the UT Center for Transportation Research, where
heworks on research and educational projects related to the Southeastern Transporta-
tionCenter andNURailUniversityTransportationCenter.Hehas recently established
the Initiative for Sustainable Mobility, a campus-wide organized research unit. Dr.
Khattak’s research focuses on various types of innovations related to (1) intelli-
gent transportation systems, (2) transportation safety, and (3) sustainable transporta-
tion. Dr. Khattak received his Masters and Ph.D. degrees in Civil Engineering from
Northwestern University in 1988 and 1991, respectively. Dr. Khattak is: (1) Editor of
ScienceCitation Indexed Journal of Intelligent Transportation Systems, with a 5-year
impact factor of 1.841 in 2013. (2) Associate Editor of SCI-indexed International
Journal of Sustainable Transportation.



Connected Autonomous Vehicle Control
Optimization at Intersections

Guohui Zhang

Abstract Connected and Autonomous Vehicle (CAV)-enabled traffic system has
demonstrated great potential to mitigate congestion, reduce travel delay, and enhance
safety performance. According to the U.S. Based on seamless Vehicle-To-Vehicle
(V2V) and Vehicle-To-Infrastructure communication as well as autonomous driving
technologies, traffic management and control will be revolutionized. The existing
studies indicate that traffic lights will be eliminated and 75% of vehicles will be
autonomous vehicles by 2040. National Highway Traffic Safety Administration
(NHTSA) plans to mandate inter-vehicle communication technologies on every sin-
gle vehicle by 2016. However, one should note that the current research regarding
CAV system management and control is still in its early stage. The presented study
concentrates on the VISSIM-based simulation platform development to enable an
innovative autonomous intersection control mechanism and optimize CAV opera-
tions at intersections without signal lights. Simulation-based investigation on traffic
system operations provides a cost-effective, risk-free means of exploring optimal
management strategies, identifying potential problems, and evaluating various alter-
natives. In the study, a VISSIM-based simulation platform is developed for sim-
ulating individual-CAV-conflict-based traffic control optimization at intersections.
A novel external module will be developed via VISSIM Component Object Model
(COM) interfaces. A new CAV-based control algorithm entitled a Discrete Forward-
RollingOptimalControl (DFROC)model, is developed and implemented through the
VISSIMCOMserver. This externalmodule can provide sufficient flexibility to satisfy
any specific demands from particular researchers and practitioners for CAV control
operations. Research efforts will be made to calibrate driving behavior parameters
in the simulation model using drivers’ characteristic data to further strengthen the
simulation creditability. Furthermore, a method for statistically analyzing simulation
outputs and examining simulation reliability is developed. The methodology devel-
oped is applicable for quantitatively evaluating the impacts of various CAV control
strategies on urban arterials.
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Guohui Zhang 

1 Short Biography

Dr. Guohui Zhang is an Assistant Professor in the Department of Civil Engineering
at the University of New Mexico (UNM). Dr. Zhang received his Ph.D. from the
University ofWashington in 2008. Dr. Zhang’s research focuses on large-scale trans-
portation systems modeling, customized traffic simulation, travel delay estimation,
traffic safety and accident modeling, congestion pricing, traffic detection and sensor
data analysis, and sustainable transportation infrastructure design and maintenance.
Dr. Zhang has published nearly 50 peer-reviewed journal articles, conference papers,
and technical reports and presented his research contributions numerous times at
prestigious international and national conferences.



Modeling Potential Consequences
of Connected and Automated Vehicle
to Future Travel Behaviors and Patterns
Changes: A Fuzzy Cognitive Map Approach

Haizhong Wang

Abstract The authors examined changes that are likely to affect transportation
behaviors in the future, developed a “fuzzy cognitive map” (FCM) of the relation-
ships, and used the FCM model to investigate the effects of those relationships.
This new FCM method enables modeling the potential consequences of new tech-
nologies and services using a variant of the fuzzy cognitive map (FCM) approach,
which enables problems involving imprecise and uncertain information to be mod-
eled. Significant modifications to the standard FCM approach were made to address
deficiencies found in applying the standard approach. The new approach retains some
basic FCM characteristics, but it deviates substantially in a number of ways as well.
It has been found that this produces well-behaved models that can be explained in
common-sense terms, be easily configured, run many scenarios quickly, and used
to analyze scenarios of disruptive change. The results of the study show that FCM
models offer a promising method for transportation planners to enhance their ability
to reason about system effectswhen quantitative information is limited and uncertain.
More specifically, the results provide some initial guidance on the potential impacts
of disruptive changes on future travel, which may help in targeting limited research
funds on the most consequential potential changes.

Haizhong Wang 
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1 Short Biography

Dr. Haizhong Wang is an Assistant Professor of Transportation Engineering within
the School of Civil and Construction Engineering at Oregon State University,
Corvallis, OR. Dr. Wang received M.S. and Ph.D. degrees from University of
Massachusetts, Amherst in Applied Mathematics and Civil Engineering (Trans-
portation), and B.S. and M.S. degrees from Hebei University of Technology and
Beijing University of Technology, China. Dr. Wang’s research areas include (1) sto-
chastic traffic flow models, traffic system planning and analysis in particular the
impacts of emerging technologies such as connected and automated vehicles on traf-
fic operations and future travel behavior; (2) an agent-basedmodeling and simulation
(ABMS) to model behavioral heterogeneity (i.e., when, how, where to evacuate) for
life safety and post-disaster mobility in multi-hazard emergency evacuation and dis-
aster response; (3) a network of network (NON) approach to model interdependency
for resilient lifeline infrastructure systems; (4) Complex adaptive system (CAS) for
large-scale system modeling and simulation; (5) Mileage-based road user charge
for alternative financing; and (6) Dada driven smart city and big data applications
for urban mobility. Dr. Wang has published over 40 journal and major conference
papers. He is a member for two TRB standing committee: ABJ70 Artificial Intelli-
gence and Advanced Computing Applications and ABR 30: Emergency Evacuation
and AHB45 (3) Subcommittee on Connected and Automated Vehicles through Traf-
fic Flow Theory and Characteristics. He is the most recent receipt of the Outstanding
Reviewer for ASCE Journal of Transportation Engineering for 2014.



Synthetic Approach for Scenario-Based
Performance Estimation of Connected
Vehicles Operating at Highway Facilities

Heng Wei

Abstract Connected Vehicle (CV) systems are envisioned to enhance a wide range
of safety, mobility and environmental aspects to highway traffic. A critical research
need lies in clarifying the cause-and-effect mechanism between the CV information
and driver behaviors and subsequent adaptive resiliency of improvement in operation,
safety, and emissions reductions. A novel approach is hence created via developing
the simulation-based tool, Synthetic Adaptive V2X Effect (SAVE) Estimator, to
explore the interactions between the CV system and transportation performance.
This presentation will introduce preliminary results from the speaker’s on-going
research on identifying factors possibly affecting travel behavior and rationale of their
aggregated impact on mobility, safety, and vehicle emission in support of simulated
outcomes of synthesized scenarios at a freeway and ramp conjunction facility in the
Cincinnati are, Ohio (USA). The framework and associated modeling methodology
for the development of the SAVE Estimator will be also introduced alongside the
discussion of the case study.
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Heng Wei 

1 Short Biography

Dr. HengWei is a Professor of Transportation Systems and Engineering, andDirector
of Advanced Research in Transportation Engineering & Systems (ART-EngineS)
Laboratory at The University of Cincinnati (UC). He has a wide spectrum of research
interests and expertise in intelligent transportation systems (ITS). Since his faculty
appointment at UC, he has secured a great number of research projects from ODOT,
FHWA, NSF, EPA, OTC, NEXTRANS Center, and UC URC/FDC. His research
has resulted in 167 peer-reviewed papers and 9 professional books/chapters. He has
been honored with UC College of Engineering and Applied Science Distinguished
Researcher Award for Excellence in Research and Engineering Master Educator
Award for Excellence in Teaching, as well as Honored Faculty/Staff Who Made a
Real Difference in the Life of a UC Student. In addition, he is a member of numerous
outstanding professional committees, such as TRB AND20, ABJ70 and ABE90
Committees, ASCE T & DI Committees on Advanced Technology Committee and
TransportationSafety and onSustainability andEnvironment.He is theChair of IEEE
ITSS Travel Information and Traffic Management Committee and Past President
of Chinese Overseas Transportation Association (COTA). Dr. Wei has successfully
organized and/or chaired 31 international conferences/sessions and symposiums.



Accessing and Integrating CV and AV Sensor
Data into Traffic Engineering Practice

Jonathan Corey

Abstract Autonomous vehicles (AV) and connected vehicles (CV) are being
designed with numerous sensors, including cameras, radar and Lidar, to enable fea-
tures like adaptive cruise control, blind spot monitoring, collision avoidance and
navigation. As AVs and CVs enter the vehicle fleet, practitioners are going to have
the opportunity to monitor operations for freeways, intersections and urban environ-
ments to a degree that has not been possible or practical previously. But, the very
availability of data will threaten practitioners with information overload. To properly
use this newly abundant data, new algorithms and systems designs will be needed to
automate data collection and processing into formats that practitioners can use.
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1 Short Biography

Dr. Jonathan Corey is a civil engineering professor at the University of Cincinnati’s
Department of Civil and Architectural Engineering and Construction Management.
He specializes in transportation engineering with focuses on sensors, data collection
and data management. His current work focuses on vehicle sensors and how data
collected from those sensors can be used by practitioners to improve traffic safety
and operations.



Intelligent Techniques for Improving
the Aviation Operations

Lakhmi C. Jain

Abstract Air travel in modern passenger aircraft has become extremely safe. This is
largely due to the engine reliability, on-board computing system reliability and excel-
lent flight crew training. Flight crews are highly trained to operate in the technical and
human environments of the cockpit. Despite all thesemeasures, accidents do happen.
This talk presents the development of intelligent flight data monitoring system for
improving the safety of aviation operations. The progress made in the development
of an in-flight agent to monitor pilot situation awareness is also presented.

Lakhmi C. Jain

L.C. Jain (B)
University of Canberra, Canberra, Australia
e-mail: jainlc2002@yahoo.co.uk

L.C. Jain
Bournemouth University, Poole, UK

© Springer International Publishing Switzerland 2017
V.E. Balas et al. (eds.), Information Technology and Intelligent
Transportation Systems, Advances in Intelligent Systems and Computing 454,
DOI 10.1007/978-3-319-38789-5_6

13



14 L.C. Jain

1 Short Biography

Lakhmi C. Jain, PhD, ME, BE(Hons), Fellow (Engineers Australia) serves as a Vis-
iting Professor in Bournemouth University, United Kingdom, and University of Can-
berra, Australia. Dr. Jain founded the KES International for providing a professional
community the opportunities for publications, knowledge exchange, cooperation and
teaming. Involving around 10,000 researchers drawn from universities and compa-
nies world-wide, KES facilitates international cooperation and generate synergy in
teaching and research. KES regularly provides networking opportunities for profes-
sional community through one of the largest conferences of its kind in the area of
KES. His interests focus on the artificial intelligence paradigms and their applica-
tions in complex systems, security, e-education, e-healthcare, unmanned air vehicles
and intelligent agents.
http://www.kesinternational.org/organisation.php

http://www.kesinternational.org/organisation.php


Support for Connected Vehicle Testing
in Urban Environment

Luke Liu

Abstract Connected Vehicle Safety Pilot Model Deployment presented a unique
opportunity to demonstrate DSRC-based vehicle safety applications in real-world
driving scenarios. A diverse team of industry, public agencies and academic insti-
tutions is involved in the planning and delivery of the project. The presentation
illustrates the collaborative effort from the Safety Pilot and forthcoming deployment
projects. The discussion also contributes to the exploration of future research oppor-
tunities to leverage the skills and experience from past projects and the infrastructure
support in Ann Arbor.

Luke Liu

1 Short Biography

Luke brings professional experience and expertise in planning and implementation of
ITS applications and coordination with active traffic operations. He graduated from
Michigan State University in 2007 with a doctoral degree in civil engineering. Luke
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has since held positions in the consulting industry and public sector in Michigan
for the past nine years. His skills and experience range from signal control systems,
ITS applications, traffic modeling and analysis, transportation management center
operations and data management. His current responsibilities include the operations
of the City’s traffic signal network and the expansion of the SCOOT adaptive signal
system. Luke is passionate about sharing knowledge and skills and has delivered
senior and graduate level course at Western Michigan University and guest lecturer
at the University of Michigan.



Impact Study of Vehicle Platooning and Gap
Management on Traffic Operation Through
Automated Vehicles

Ping Yi

Abstract Since the advent of automated vehicle technologies, the current trend
of practice in this fast-evolving field has started to move from basic research and
development in a lab environment to field trials and pilot testing. While a number of
studies on V2V communications and vehicle control systems have been reported for
the purpose of enhancing traffic safety, this research focuses on the efficiency benefit
of the technologies in traffic operations when implemented even in a small number
of vehicles in the traffic stream. Specifically, this presentation discusses the effects
of automated vehicles in a traffic flow mixed with regular (human operated) vehicles
on platoon formation and gap acceptance to increase roadway capacity and reduce
delay. The theoretical basis for such improvements is reviewed first, followed by
case studies involving intersection dilemma reduction, side street gap selection, and
bottleneck management at a work zone. The resultant benefits are quantified under
different rates of market penetration of the automated vehicles, which are distributed
randomly in the traffic stream. Preliminary findings are summarized, including the
pros and cons of the implementation.

Ping Yi 
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1 Short Biography

Dr. Ping Yi is a professor in the Department of Civil Engineering of The University
of Akron. His education experience in the US includes a Ph.D. from University of
Minnesota and a M.S. fromWashington State University. His main areas of research
include traffic control and safety, sensor technology and data mining/fusion, and in-
formation systems and technology. Dr. Yi was a research scientist and principal in the
Minnesota DOT’s IVHS/ITS Office, where he managed several federally funded ITS
operational test projects over sensors testing, adaptive signals, parking information
systems, and incident and special event management. After joining the academia,
Dr. Yi has published widely in refereed journals and completed many federally and
state funded projects. He has served many professional societies and committees
such as ASCE, TRB, AASHTO, NRC-IDEA, etc.



Toward Assessing State Department
of Transportation Readiness for Connected
Vehicle/Cooperative Systems Deployment
Scenarios: An Oregon Case Study

Robert L. Bertini

Abstract As connected vehicle research moves into deployment, state, local and
transit agencies, metropolitan planning organizations (MPOs) and the private sector
will start experiencing the effects of vehicles, after-market devices, mobile devices,
and infrastructure with dedicated, short-range wireless communications (DSRC) and
other wireless connectivity at their cores. Along with other states and regions, the
OregonDepartment of Transportation (ODOT) can benefit frompreliminary scoping,
evaluation, and assessment of the impact of connected vehicles and infrastructure
and a wide range of potential cooperative system applications. With this in mind,
ODOT is aiming to determine whether or not to pursue the next phases of federal
connected vehicle application funding. To assist ODOT in this assessment, a survey
was distributed within the agency to gauge perception of connected and automated
vehicle technology. However, many had concerns with cyber security and system
failure having catastrophic consequences. Likewise, many voiced concerns about
ODOT’s preparedness for connected or automated vehicles. ODOT can use these
findings to help prepare for a better future of connected and automated vehicles.

Robert L. Bertini
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1 Short Biography

Robert L. Bertini, Ph.D., P.E. is a Professor of Civil and Environmental Engineering
at the California Polytechnic State University, San Luis Obispo. Dr. Bertini’s pri-
mary research interests are in sustainable transportation solutions, traffic flow theory
informed by empirical and experimental measurements, intelligent transportation
systems (ITS),multimodal transportation “big data” for improving performancemea-
surement, planning and operations, and proactive trafficmanagement and operations.
Dr. Bertini recently completed a 6-year term as chair of the Transportation Research
Board (TRB) Committee on Traffic Flow Theory and Characteristics (AHB45) and
is currently the chair of the TRB Operations Section (AHB00), overseeing 13 com-
mittees. Dr. Bertini received the National Science Foundation CAREER Award in
2002, where he developed an online multimodal transportation data repository that is
a platform for performance measurement, modeling and prediction. The recipient of
many awards, he received the DeFazio Transportation Hall of Fame Award and was
invited to deliver the Ogden Lecture at Monash University in Australia in 2014. He
was the director of the Portland State University Intelligent Transportation Systems
Laboratory and of the Oregon Transportation Research and Education Consortium
(OTREC), which is a statewide, federally funded university transportation center. He
also served in the Obama Administration as Deputy Administrator of the Research
and Innovative Technology Administration (RITA) at the U.S. Department of Trans-
portation where he also led the Intelligent Transportation Systems Joint Program
Office and chaired the Department’s Innovation Council. He received his B.S. in
Civil Engineering from California Polytechnic State University San Luis Obispo,
an M.S. in Civil Engineering from San Jose State University, and a Ph.D. in Civil
Engineering from the University of California at Berkeley. Dr. Bertini is a licensed
professional engineer in the states of California and Oregon.



Automatic Control of the Traffic Flow

Valentina E. Balas

Abstract Automate driving is enhancing the driving performance and reducing the
crash risks. The presentation illustrates a new method for the management of the
traffic flow on highways, based on the constant time to collision criterion. This
criterion is addressing the car fallowing issue and it offers a speed adapted planner
for the distance gap between cars. This method is able also to support a highway
traffic flow management. The interface’s decision block is implemented by a fuzzy
interpolative controller that is estimating the collision risk, taking into account the
traffic intensity.

Valentina E Balas 

1 Short Biography

Valentina E. Balas is currently Full Professor in the Department of Automatics and
Applied Software at the Faculty of Engineering, University “Aurel Vlaicu” Arad
(Romania). She holds a Ph.D. in Applied Electronics and Telecommunications from
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Polytechnic University of Timisoara. She is author of more than 180 research papers
in refereed journals and International Conferences. Her research interests are in
Intelligent Systems, Fuzzy Control, Soft Computing, Smart Sensors, Information
Fusion, Modeling and Simulation. She is the Editor-in Chief to International Journal
of Advanced Intelligence Paradigms (IJAIP) and to International Journal of Com-
putational Systems Engineering (IJCSysE), member in Editorial Board member of
several national and international journals and is evaluator expert for national and
international projects. Dr. Balas participated in many international conferences as
General Chair, Organizer, Session Chair and member in International Program Com-
mittee. Shewas amentor formany student teams inMicrosoft (ImagineCup), Google
and IEEE competitions in the last years. She is a member of EUSFLAT, ACM and
a Senior Member IEEE, member in TC—Fuzzy Systems (IEEE CIS), member in
TC—Emergent Technologies (IEEE CIS), member in TC—Soft Computing (IEEE
SMCS).

Dr. Balas is Vice-president (Awards) of IFSA International Fuzzy Systems Asso-
ciation Council and Join Secretary of Joint Secretary of the Governing Council
of Forum for Interdisciplinary Mathematics (FIM)—AMultidisciplinary Academic
Body, India.



Impacts of Autonomous Vehicle to Airport
Landside Terminal Planning and Design

Yu Zhang

Abstract Income from parking and rental car facilities, for most of commercial
airports in the U.S., are significant components in their revenue. Airports design the
parking capacity and calculate the parking fees according to passenger throughput
and mode split forecast, as well as the leasing rate of the rental car facilities. Never-
theless, with the emerging AV transportation modes, the fundamentals could change.
In the future, if financially more economical, passengers may send their AVs back
to their house instead of parking at the airports. Rental car industry could follow
completely new business model and may not need to lease space on airport prop-
erty. In addition, the flexibility of driverless may encourage more car sharing and
real-time ridesharing. Given the information of mode split and parking information
of one hub airport in the U.S., this study applies statistical and simulation methods
to estimate potential parking needs and provide insights for future airport landside
terminal planning and design.
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1 Short Biography

Dr. Zhang’s main research areas are: Transportation system modeling, analysis, and
simulation; Resilient system design and operations; Air transportation and global
airline industry; Multimodal transportation planning and sustainable transportation.
Dr. Zhang applies mathematical programming and optimization techniques, simula-
tion, econometric and statistical tools to solve the problems for resilient, efficient,
and sustainable transportation systems. Her research projects are funded by govern-
ment agencies, such as NSF, FAA, FHWA, FDOT and also local industry companies.
Dr. Zhang is the recipient of the 2010 Fred Burggraf Award, for excellence in trans-
portation research by researchers 35 years of age or younger, presented by TRB of
the National Academies of Science. She has published papers in top transportation
journals such as Transportation Research Part B, Part C, Part D, and Part E. Dr. Zhang
is serving on the editorial board for Transportation Research Part C and is a reviewer
for Transportation Science, Transportation Research Part A, Part B, Part C, Part D,
Part E, Journal of Air Transport Management, Journal of Intelligent Transportation
Systems, European Journal of Operation Research etc.

Dr. Zhang is actively involved in professional organizations. She is the commit-
tee member, research and paper review coordinators for Transportation Research
Board (TRB) Airfield and Airspace Capacity and Delay (AV060) committee, and
also the committee member of TRB Aviation System Planning (AV020) committee.
Dr. Zhang is also serving as the Elected President for Chinese Overseas Transporta-
tion Association (COTA) (term 2016–2017). Dr. Zhang holds Ph.D. and M.S. from
the University of California Berkeley in Civil and Environmental Engineering and
Bachelors from Southeast University of China in Transportation Engineering.



Next-Generation Intersection Control
Powered by Autonomous and Connected
Vehicle Technologies

Zhixia Li

Abstract Urban intersections are one of the key bottlenecks that cause recurring
congestions. Traditional signalized control is effective but capacity-restrained. Avail-
ability of autonomous and connected vehicle technologies provides the possibility
to improve intersection capacity. Powered by autonomous and connected vehicle
technologies, a next-generation intersection control strategy ACUTA was developed
by employing a reservation-based centralized control strategy. ACUTA converts the
conflicts between trafficmovements into conflicts between individual vehicles, hence
enhancing intersection capacity. Comparison between ACUTA and optimized signal
control revealed that ACUTA increased the intersection capacity by 33%, resulting
substantially lower delays. Particularly, comparison of the v/c ratios indicated that
ACUTA could process 163 more vehicles per hour per lane without being oversat-
urated when compared to optimized signal control. Sustainability-wise, as ACUTA
minimizes vehicle stops at intersections, it reduces emission and energy consumption
as well. Sustainability effects compared with signalized intersection control include:
(1) ACUTA reduces CO and PM 2.5 emissions by about 5% under low to moderate
volume conditions and by about 3% under high volume condition; and (2) energy
consumption is reduced by about 4% under low to moderate volume conditions and
by about 12% under high volume condition. All these enhancements validate the
potential benefits of implementing the next-generation intersection control.
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Zhixia Li

1 Short Biography

Dr. Zhixia Li is an Assistant Professor in the Department of Civil and Environmental
Engineering, University of Louisville. His research spans in the areas of traffic oper-
ations and control, Traffic safety, traffic simulation, GIS-Transportation, ITS, and
sustainable transportation. Research grant proposals he wrote or contributed have
successfully secured research fund from FHWA, NCHRP, TRB’s NCHRP IDEA,
NHTSA, and multiple state DOTs. So far, Dr. Li’s research has produced more than
50 peer-reviewed journal and conference publications as well as a book chapter in
ITE’s Traffic Control Devices Handbook. Particularly, his research was highlighted
in Washington Post, NBC, Yahoo, The Times of India, The Vancouver Sun, and
The Ottawa Citizen. In addition, Dr. Li was recipient of six professional and stu-
dent awards at international, national, and regional levels, including the International
ITE’s Danial Fambro Best Student Paper Award. Dr. Li serves for The Transportation
Research Board by sitting in on two standing committees ABJ50 and ABE80, and as
panelist of NCHRP project 03-113. He is member of Technical Committee on Travel
Information and Traffic Management of IEEE ITS Society. Dr. Li obtained his Ph.D.
degree in Civil Engineering from University of Cincinnati, and Bachelor’s degree in
Electrical Engineering from Sun Yat-sen University. He received his post-doctoral
training from University of Wisconsin-Madison.



Part II
Proceedings Papers: Theory Research
in Intelligent Transportation Systems



High Accuracy Solutions of the Modified
Helmholtz Equation

Hu Li and Jin Huang

Abstract We study the numerical solutions for modified Helmholz equation. Based
on the potential theory, the problem can be converted into a boundary integral equa-
tion. Mechanical quadrature method (MQM) is presented for solving the equation,
which possesses high accuracy order O(h3max ) and low computing complexities.
Moreover, the multivariate asymptotic error expansion of MQM accompanied with
O(h3i ) for all mesh widths hi is got. Hence, once discrete equations with coarse
meshes are solved in parallel, the higher accuracy order of numerical approximations
can be at least O(h5max ) by splitting extrapolation algorithm (SEA). The numerical
examples support our theoretical analysis.

Keywords Mechanical quadrature method · Splitting extrapolation algorithm ·
Modified Helmholtz equation

1 Introduction

Time-harmonic acoustic wave scattering or radiation by a cylindrical obstacle is
essentially a two-dimensional problem and is often described in acoustic media
by modified Helmholtz equation with associated boundary condition. We consider
modified Helmholtz equation with Dirichlet boundary condition:

{
Δu(x) − α2u(x) = 0, x ∈ Ω,

um(x) = gm(x), x ∈ Γm(Γ = ∪d
m=1),

(1)

This work is Supported by the National Natural Science Foundation of China(11371079).
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where Ω ⊂ �2 is a bounded, simply connected domain with a piecewise smooth
boundary Γ , and Γ = ∪d

m=1Γm, d > 1 is a closed curve, and the function gm(x) =
g(x)|Γm is known on Γm .

By the potential theory, the solutions of (1) can be represented as a single-layer
potential

u(y) =
∫

Γ

K ∗(y, x)v(x)dsx , y = (y1, y2) ∈ Ω, (2)

where x = (x1, x2), K ∗(y, x) is the foundation solution ofmodifiedHelmholtz equa-
tion [1]

K ∗(y, x) = − 1

2π
K0(α | x − y |), (3)

where K0 is a modified Bessel function

K0(z) = − ln z + ln 2 − γ, z → 0, (4)

where γ = 0.57721 . . . is Euler constant. v(x) is the solution of the following equa-
tion

g(y) =
∫

Γ

K ∗(y, x)v(x)dsx , y = (y1, y2) ∈ Γ. (5)

Equation (5) is weakly singular BIE system of the first kind, whose solution exists
and is unique as long as CT �= 1 [2], where CT is the logarithmic capacity. As soon
as v(x) is solved from (5), the function u(y)(y ∈ Ω) can be calculated by (2).

The kernels and solutions of (5) have singularities at both the points x = y and
the corner points of Γ , which degrade the rate of convergence in numerical methods.
Several numerical methods have been proposed to overcome this difficulty, such as
Galerkin methods and collocation methods [2–5]. However, the discrete matrix is
full and each element has to calculate the weakly singular integral for collocation
methods or the double weakly singular integral for Galerkin methods, which imply
CPU-time expended by calculating discrete matrix is so more as to exceed to solve
discrete equations. When the numerical methods are applied, the accuracy of numer-
ical solutions is lower at singular points [6], and the corresponding numerical results
becomes to be unreliable any more, because the condition numbers are very large.

In the paper, MQM is proposed to calculate weakly singular integrals by Sidi
quadrature rules [7], which makes the calculation of the discrete matrix become
very simple and straightforward without any singular integrals. MQM retains the
optimal convergence order O(h3max ) and possesses the optimal condition number
O(h−1

min). Since MQM possesses the multivariate asymptotic expansion of errors, we
can construct SEA to obtain the convergence order O(h5max ). Once discrete equations
on some coarse meshes are solved in parallel, the accuracy of numerical solutions
can be greatly improved by SEA.
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This paper is organized as follows: in Sect. 2, the MQM is described. In Sect. 3,
we can obtain multi-parameter asymptotic expansion of errors and SEA is described.
In Sect. 4, numerical examples are provided to verify the theoretical results.

2 Mechanical Quadrature Method

Let Γm be describe by the parameter mapping: xm(s) = (x1m(s), x2m(s)) : [0, 1] →
Γm, 0 ≤ s ≤ 1,with | x ′

m(s) |= [
(x

′
1m(s))2 + (x

′
2m(s))2

]1/2
> 0,m = 1, . . . , d. Then

(5) can be written as:

gq(t) = − 1

2π

d∑
m=1

∫ 1

0
K0(α | xm(t) − xq(s) |) | x ′

m(s) | vm(s)ds, q = 1, . . . , d,

(6)
where vm(s) = v(xm(s)), gq(t) = gq(xq(t)). Using Sidi periodic transformation [8]:

ψp(τ ) = ϑp(τ )/ϑp(1) : [0, 1] → [0, 1], p ∈ N , (7)

where ϑp(τ ) = ∫ τ

0 (sin(πρ))pdρ. Define the integral operations on [0, 1],

(Kqmωm)(t) =
∫ 1

0
kqm(t, s)ωm(s)ds, q,m = 1, . . . , d, (8)

where kqm(t, s) = − 1
2π K0(α|xq(ψp(t)) − xm(ψp(s))|), ωm(s) = vm(ψp(s))|x ′

m

(ψp(s))|ψ′
p. Then (6) can be converted into a matrix operator equation

Kω = G, (9)

where K = [Kqm]dq,m=1, ω = (ω1(s), . . . ,ωd(s))T , G = (G1(t), . . . ,Gd(t))T , and
Gm(t) = gm(ψp(t)).

Let Kmm = Amm + Bmm . The kernel of Amm is amm(t, s) = − 1
2π ln |2e− 1

2

sin π(t − s)| and the kernel bqm(t, s) of Bqm satisfy

bqm(t, s) =
{

− 1
2π ln | xq (t)−xm (s)

2e− 1
2 sin π(t−s)

| − ln(2α) − γ f or q = m,

− 1
2π K0(α|xq(t) − xm(s)|) f or q �= m.

(10)

Thus, (9) can be split into a singularity and compact perturbation part

(A + B)ω = G, (11)

where A = diag(A11, . . . , Add). The operator Amm(m = 1, . . . , d) is an isometry
operator from Hr [0, 1] to Hr+1[0, 1] for any real number r and ‖ Ammωm ‖r+1=‖
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ωm ‖r . A is also an isometry operator from (Hr [0, 1])d to (Hr+1[0, 1])d . Hence, A
is invertible, (11) is equivalent to

(E + A−1B)ω = A−1G. (12)

Let hm = 1/nm(nm ∈ N ,m = 1, . . . , d) be mesh widths, and tmj = ( j − 1/2)
hm( j = 1, . . . , nm) be nodes.

(1)Since kqm are the smooth function on [0, 1], by the trapezoidal or the midpoint
rule [9], we can construct the Nyström approximate operator Kh

qm(q �= m) of Kqm ,
defined by

(Kh
qmωm)(t) = hm

nm∑
j=1

kqm(t, tmj )ωm(tmj ), (13)

and the errors

(Kh
qmωm)(t) − (Kqmωm)(t) = O

(
h2lm

)
, l ∈ N . (14)

(2)Since Kmm = Amm + Bmm have the singularities on [0, 1], by Sidi quadrature
formula [7], we get the following approximations Ah

mm of Amm ,

(Ah
mmωm)(t) = − 1

2π
hm

nm∑
j=1,t �=tmj

ln | 2e−1/2 sin π(t − tmj ) | ωm(tmj )

− hm
2π

ln | 2πe−1/2hm/(2π) | ωm(t), (15)

and the errors

(Ah
mmωm)(t) − (Ammωm)(t) = − 2

π

2l−1∑
μ=1

ζ
′
(−2μ)

(2μ)! [ωm(t)]2μh2μ+1
m + O

(
h2lm

)
, (16)

where ζ
′
(t) is the derivative of the Riemann zeta function, and

(Bh
mmωm)(t) = hm

nm∑
j=1,t �=tmj

bmm(t, tmj )ωm(tmj )

+ hm
2π

(ln | e
1/2hmx

′
m(tmj )ψ

′
p(tmj )

2π
| +εα)ωm(t), (17)

where εα = − ln(2α) − γ. Hence, the approximates Kh
mm of Kmm are defined by

(Kh
mmωm)(t) = hm

nm∑
j=1,t �=tmj

kmm(t, tmj )ωm(tmj )
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+hm
2π

(
ln | e

1/2hmx
′
m(tmj )ψ

′
p(tmj )

2π
|

+εα − ln | 2πe−1/2hm/(2π) |
)
ωm(t).

Then (11) can be rewritten as

(Ah + Bh)ωh = Gh, (18)

where Ah = diag(Ah
11, . . . , Add),Gh = [Gh

q ]dq=1,G
h
q = (gq(tq1), . . . , gq(tqnq )), and

Bh = [Bh
qm]dq,m=1.

Obviously, (18) is a system of linear equations with n(= ∑d
m=1 nm) unknowns.

Once ωh is solved by (18), the solution u(y)(y ∈ Ω) can be computed by

uh(y) = − 1

2π

d∑
m=1

hm

nm∑
j=1

K0
[
α|y − x(tmj )|

]
ωm(tmj ). (19)

Ah
mm are symmetric circular matrices and have the form of

Ah
mm = circulate

(
−hm
2π

ln |2e−1/2hm/π|, . . . ,−hm
2π

ln |2e−1/2 sin(π(nm − 1)hm)|
)

. (20)

Lemma 1 (see [11]) (1) There exist a positive c1 > 0 so that the eigenvaluesλβ(β =
1, . . . , nm) of Ah

mm satisfy: c1 > λβ > 1/(2πnm). (2) The condition number of Ah
mm

is O(nm). (3) Amm is invertible, and (Ah
mm)−1 is uniformly bounded with the spectral

norm ‖ (Ah
mm)−1 ‖= O(nm).

Based on Lemma 1, we immediately get the following corollary.

Corollary 1 (see [11]) (1) Ah is invertible, and (Ah)−1 is uniformly bounded with
the spectral norm ‖ (Ah)−1 ‖= O(n0). (2) The condition number of Ah is O(n0),
where n0 = maxdm=1 nm

From corollary 1, we know (18) is equivalent to

(Eh + (Ah)−1Bh)ωh = (Ah)−1Gh, (21)

where Eh denotes the unit matrix.
For the stability of MQM, we have the following corollary.

Corollary 2 (see [11]) Let Γ = ∪d
m=1Γm with CΓ �= 1, Γm (m = 1, . . . , d) be

smooth curve, Ah and Bh be the discrete matrices defined by (15) and (17), respec-
tively, and λi (i = 1, . . . , n) be the eigenvalues of discrete matrix K h=Ah+Bh. Then
there exists the bound of condition number
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Cond(Kh) = max1≤i≤n |λi (Kh)|
min1≤i≤n |λi (Kh)| = O

(
h−1
min

)
. (22)

where hmin = mindm=1 hm, and hm = 1/nm, is the mesh step size of a curved edge
Γm.

3 Multi-parameter Asymptotic Expansion
of Errors and SEA

In this section, we derive the multivariate asymptotic expansion of solution errors
and describe SEA. We first provide the main result.

Theorem 1 (see [11]) LetΓ = ∪d
m=1Γm with CΓ �= 1. There exists a vector function

Φ = (φ1, . . . ,φd)
T independent of h = (h1, . . . , hd) so that the following multi-

parameter asymptotic expansion hold at nodes

ωh − ω = diag
(
h31, . . . , h

3
d

)
Φ + o

(
h30

)
, h0 = max1≤m≤dhm, (23)

Themulti-parameter asymptotic expansion (23) means that SEA can be applied to
solved (5), that is, a higher order accuracy o(h30) at coarse grid points can be obtained
by solving some discrete equations in parallel. The process of SEA is as follows [12]:

Step 1. Take h(0) = (h(0)
1 , . . . , h(0)

d ) and h(m) = (h(0)
1 , . . . , h(0)

m /2, . . . , h(0)
d ), and

solve (21) under mesh parameters h(m) in parallel to get the numerical solutions
ωh(0)

(tmj ) and ωh(m)

(tmj ), m = 1, . . . , d, j = 1, . . . , nm .
Step 2. Compute uh

(0)
(y) and uh

(m)

(y)(y ∈ Ω), by (19), ωh(0)
(tmj ) and ωh(m)

(tmj ).
Step 3. Compute a extrapolation on the coarse grids as follows:

u∗(y) = 8

7

[
d∑

m=1

uh
(m)

(y) −
(
d − 7

8

)
uh

(0)
(y)

]
. (24)

4 Numerical Examples

In this section, we carry out some numerical examples for the modified Helmholtz
equation by MQM and SEA, in order to verify the error and stability analysis in the
previous sections. Let error = |uh − u|, and SEA-error denotes the error after SEA
once. n1,2 denote the mesh nodes.

Example 1 Consider modified Helmholtz equation with α = √
2 on a plate domain

Ω . We describe the boundary Γ = ∪2
m=1Γm with Γ1 = {(x1, x2) = (t, 0) : 0 ≤ t ≤

1}, Γ2 = {(x1, x2) = (0.5 cosπt + 0.5, 0.5 sin πt) : 0 ≤ t ≤ 1}. The analytic solu-
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Table 1 The simulation results for Example1

(n1, n2) (0.3, 0.2) (0.4, 0.25) (0.5, 0.2) (0.6, 0.15)

(16, 16) 5.203e−5 3.072e−5 3.020e−5 8.087e−5

(32, 16) 2.210e−5 4.797e−5 5.401e−5 4.177e−5

(16, 32) 3.674e−5 1.295e−5 1.900e−5 4.377e−5

SEA-error 3.412e−7 5.304e−7 1.185e−6 6.212e−6

(32, 32) 6.753e−6 4.348e−6 4.869e−6 4.721e−6

(64, 32) 2.896e−6 6.652e−6 6.677e−6 5.180e−6

(32, 64) 4.738e−6 1.793e−6 1.227e−6 1.060e−7

SEA-error 4.217e−8 3.653e−8 3.249e−8 2.920e−8

Table 2 The condition number for Example 1

(n1, n2) (23, 23) (24, 24) (25, 25) (26, 26)

|λmin | 3.070e−3 1.489e−3 7.389e−4 3.687e−4

|λmax | 0.4510 0.4525 0.4528 0.4529

Cond 1.469e+002 3.038e+002 6.129e+002 1.228e+003

Table 3 The simulation results for Example 2

(n1, n2) (0.5, 0.3) (0.5, 0.5) (0.4, 0.5) (0.5, 0.4)

(8, 8) 5.054e−3 6.940e−3 5.711e−3 5.571e−3

(16, 8) 3.662e−3 7.008e−3 5.462e−3 5.252e−3

(8, 16) 2.007e−3 8.069e−4 1.060e−3 1.030e−3

SEA-error 1.849e−5 8.864e−6 1.111e−4 1.685e−5

(16, 16) 5.932e−4 8.494e−4 7.928e−4 6.863e−4

(32, 16) 4.579e−4 8.526e−4 7.591e−4 6.464e−4

(16, 32) 2.094e−4 1.028e−4 1.327e−4 1.256e−4

SEA-error 1.266e−7 2.331e−7 1.244e−7 1.239e−7

tions e−x1−x2 . We compute the numerical solution uh by ψ3(t). The numerical results
are listed in Tables1 and 2.

Example 2 Consider modified Helmholtz equation with α = √
2 on a plate domain

Ω . We describe the boundary Γ = ∪2
m=1Γm with Γ1 = {(x1, x2) = (0.5 cos(πt +

π) + 0.5, 0.5 sin(πt + π) + 0.5) : 0 ≤ t ≤ 1}, Γ2 = {(x1, x2) = (0.5 cosπt + 0.5,
sin πt + 0.5) : 0 ≤ t ≤ 1}. The analytic solutions ex1+x2 . We compute the numer-
ical solution uh by ψ3(t). The numerical results are listed in Tables3 and 4.

From Tables1 and 3, we can known the convergence rates of uh are O(h3max )

for MQM and the convergence rates of uh are at least O(h5max ) for SEA. From
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Table 4 The condition number for Example 2

(n1, n2) (23, 23) (24, 24) (25, 25) (26, 26)

|λmin | 9.947e−3 4.928e−3 2.458e−3 1.228e−3

|λmax | 0.3738 0.3779 0.3789 0.3791

Cond 3.758e+001 7.668e+001 1.541e+002 3.086e+002

Tables2 and 4, we can seeCond|(2k+1,2k+1) /Cond|(2k ,2k ) ≈ 2, (k = 3, 4, 5, 6) to indi-
cate corollary 2. It verifies the stability of convergent theory for MQM.

5 Concluding Remarks

To close this paper, let us make a few concluding remarks.
(1) Evaluation on entries of discrete matrices is very simple and straightforward,

without any singular integrals by MQM.
(2) The numerical experiments show that MQM retains the optimal convergence

order O(h3max ) and possesses the optimal condition number O(h−1
min) which shows

MQM own the excellent stability. The approximate solutions accuracy order is at
least O(h5max ) after splitting extrapolation once, which is a greatly improvement in
accuracy.
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Cooperative Trajectory Planning
for Multiple UAVs Using Distributed
Receding Horizon Control and Inverse
Dynamics Optimization Method

Yu Zhang, Chao Wang, Xueqiang Gu and Jing Chen

Abstract This paper studies the problem of generating obstacle avoidance trajec-
tories through complex 3-D environments on-board for a group of non homonymic
Unmanned Aerial Vehicles (UAVs). First, the collision-free multi-vehicle cooper-
ative trajectory planning problem is mathematically formulated as a decentralized
receding horizon optimal control problem (DRH-OCP). Next, a real-time trajectory
planning framework based on a decentralized planning schemewhich only uses local
information, and an inverse dynamics direct method which has high computational
efficiency and good convergence properties, is designed to solve the DRH-OCP.
Finally, the simulation results demonstrate that the proposed planning strategies
successfully generates the trajectories that satisfy the given mission objectives and
requirements.

Keywords Cooperative trajectory planning · Inverse dynamics optimization · Dis-
tributed receding horizon control · Unmanned aerial vehicles

1 Introduction

The research and development activities on cooperative control and coordination of
multiple unmanned aerial vehicles (UAVs), have experienced a significant increase
in the last decade in both military and civilian areas [1]. The main motivation for
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multi-UAV cooperation stems from the fact that, in many complicated applications,
such as search and localization [2], and ground moving target tracking [3], the group
performance is expected to exceed the sum of the performance of the individual
UAVs.

For virtually any multi-vehicle system, there is an essential requirement: vehi-
cles must avoid collisions with objects (e.g. obstacles and restricted areas) and other
vehicles in the environment while executing their own tasks. In practice, vehicles are
subject to actuation limits and constrained dynamics, such as flight envelope limits,
which can restrict their maneuverability. These limitations are especially important
for teams deployed in crowded environments (e.g. urban or dense air defense envi-
ronments). Consequently, trajectory planners developed for such environments must
explicitly account for these constraints in order to guarantee safe navigation.

One of the main challenges in multi-vehicle cooperative trajectory planning
problems involving vehicles with kinodynamic constraints is the computational com-
plexity. In large teams, the computational resources required to solve the associated
centralized planning problem can become prohibitive. This necessitates the devel-
opment of de-centralized (distributed) planners, where each vehicle makes local
decisions. Much of the current research on decentralized planning assumes that
each vehicle solves a local problem and communicates this intent information to
its neighbors. Various approaches have been proposed, including prioritized plan-
ning, exchanging coordination variable, and coupling penalty functions, etc. [4–12].
Some other approaches are based on a receding horizon control approach (RHC).
The main idea in decentralized RHC is to divide the centralized RHC planner into
the local planning problems of small sizes. The computation time of these small size
optimization problems is dramatically reduced.

Different decentralized RHC strategies have been proposed in the literature. In
[13], a distributed RHC scheme is applied to formation stabilization problem with
quadratic cost and no coupling constraints. By introducing a compatibility constraint,
they ensure that no vehicle will diverge too far from the behavior that others expect.
In [14], each decoupled subsystem optimizes locally for itself as well as for every
neighbor at each update, resulting in an increase in the computing time and a decrease
in the decentralization. In [8], the decentralized receding horizon planner is solved
using mixed-integer linear programming (MILP). Some extensions of this approach
are proposed in [5, 15], which can generate a local plan over a short horizon while
guaranteeing the robust feasibility of the entire fleet under the action of external
disturbances. Themain disadvantage of these approaches is that during each iteration
vehicles solve their planning problems one by one in a specified order, rather than in
parallel. This will lead to a relatively long execution horizons and a single point of
failure.

In addition, a inverse dynamics method has recently been used for real-time on-
board calculation of near-optimal trajectories [16–18], which has many potential
advantages. First, it can use any model and any performance index [19] (i.e., it is not
subject to the curse of dimensionality and does not require differentiability of the
performance index as many other direct methods do). Second, it can transform the
OCP into a NLP problem of very low dimension (typically <20). Some numerical
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simulations [20] suggest that its computational speed could be more than an order
of magnitude faster than the pseudospectral methods, with small loss of optimality,
and its robustness and convergence properties are also better.

Motivated by the above advantages, this paper presents a novel real-time,
decentralized-coordination trajectory planning framework, which effectively com-
bines the benefits of inverse dynamics optimization method and receding horizon
optimal control technique.

2 Problem Formulation

Themulti-vehicle cooperative planning problem formulation usually consists of three
parts: the system dynamics, the internal and external constraints, and the objective
function. These parts are covered in the following subsections.

To begin, some basic notations in this paper are defined as follows. There are a
total of NUAV UAVs and Nobs obstacles. The index or super/subscript p, q denotes the
UAV index. Unless otherwise noted, ∀p denotes ∀p = 1, . . . , NUAV and ∀q denotes
∀q = 1, . . . , NUAV but q �= p. We assume that each UAV p knows its initial location
Rp

init = (x p
init, y

p
init, z

p
init) and its goal locationR

p
goal = (x p

goal, y
p
goal, z

p
goal). Here the goal

location is chosen by some type of high-level commands, such as the output of a task
allocation algorithm [21].

2.1 UAV Dynamical Model

In this paper, the essence of the problem is the flight-path control design, therefore,
a detailed 3-DOF Euler-angle-based point-mass model is sufficiently accurate. The
kinematic and dynamical equations of the UAV are given by [22]:

⎧⎨
⎩
ẋ = V cos γ cosψ
ẏ = V cos γ sinψ

ż = V sin γ

⎧⎨
⎩

V̇ = g(nX − sin γ)

γ̇ = g
V (nZ cosμ − cos γ)

ψ̇ = g
V cos γ

nZ sinμ
(1)

where (x, y, z) are the aircraft inertial coordinate, i.e., the latitude, longitude and
altitude, V is the true airspeed, γ is the flight-path angle, ψ is the heading, μ is the
roll angle, and g is the acceleration due to gravity. nx and nZ denote tangential and
normal components of the load factor in the wind coordinate frame, respectively.

Note that, in this model, we assume that the UCAV can be controlled directly with
the load factor and the roll angle. Thus, the state vector x is [x, y, z, V, γ,ψ]T and
the control vector u is [μ, nX , nZ ]T .

Furthermore, in order to ensure that the generated trajectories are dynamically
feasible, the above UAV model is constrained to incorporate the platform perfor-
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mance limits, which can be described by the following state constraints and control
input constraints which are modeled as lower and upper bounds:

{
0 ≤ z ≤ zmax

Vmin ≤ V ≤ Vmax

⎧⎨
⎩

|μ| ≤ μmax

nX min ≤ nX ≤ nX max

nZ min ≤ nZ ≤ nZ max

⎧⎨
⎩

μ̇min ≤ μ̇ ≤ μ̇max

ṅX min ≤ ṅX ≤ ṅX max

ṅ Z min ≤ ṅ Z ≤ ṅ Z max

(2)

where ṅX represents the thrust build-up/decay times, μ̇ and ṅ Z represent the charac-
teristics of UAVs control system.

2.2 Internal and External Constraints

For the multi-UAV optimal control problem, there exist several essential internal
and external constraints, including collision avoidance constraints and inter-vehicle
constraints. Modeling an obstacles exact shape and size is very complex and highly
unnecessary. In this work, the -norm [23] is used to mathematically model the shapes
of the obstacles. Accordingly, the obstacles can be expressed by the following path
constraints in the OCP formulation:

hi (x, y, z) = ln

(
1

(ki4)
ρi

((
x − xic(t)

ki1 + bs

)ρi

+
(
y − yic(t)

ki2 + bs

)ρi

+
(
z − zic(t)

ki3 + bs

)ρi ))

≥ 0, i = 1, 2, . . . , Nobs (3)

where h + i represents the i th obstacle, (xic, y
i
c, z

i
c) indicate the location of the geo-

metric center of the obstacle i , hi (x, y, z) is the distance between a point (x, y, z)
and the boundary of the obstacle i , ki1 ∼ ki4 are the constant parameters chosen to
define the size of the obstacle i , and bs represents the width of a safe buffer which
accounts for the size of the vehicle.

Compared to single UAV, there is an essential additional requirement for a multi-
UAV system that the UAVs should keep a safe distance with each other to avoid
collisions. The inter-vehicle constraints can be denoted as follows:

d
(
Rp(t),Rq(t)

) = ∥∥(
x p − xq , y p − yq , z p − zq

)∥∥
2
2 ≥ r p

safe + rqsafe,∀p, q (4)

where Rp(t) = (x p, y p, z p) represents the inertial coordinate of UAV p, and r p
safe ∈

�+ is the predetermined minimum safety radius of UAV p (based on the vehicle
size, maneuver agility, and worst-case turbulence, etc.). Rp(t) and rqsafe are similar.

In addition to the constraint on UAV position for collision avoidance, there is
another crucial coupling constraint, i.e., the communication links between some
UAVs must be maintained during the flight.

In general, the communication topology of UAVs can be modeled by a graph
structure in the formulation. Let G(t) = {�,E} denotes an undirected intercon-
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nection graph, where � = {1, . . . ,NUAV} is a set of nodes representing the UAVs,
and E ⊆ � × � is an edge set of pairs of nodes that encodes the communication
links. Also, let Qp = {q ∈ � |(p, q) ∈ E } defines the communication neighbor set
of U AVp.

For each edge (p, q) ∈ E, there is one corresponding communication constraint
between UAVs p and q. This constraint relates to the limited range of transmitters
and receivers, and can be written as follows:

d
(
Rp(t),Rq(t)

) ≤ min(r p
com, rqcom) (5)

where r p
com, r

q
com ∈ �+ are themaximumbroadcasting range ofUAVs p and q respec-

tively. Here each r p
com is assumed to be strictly larger than r p

safe + rqsafe(p �= q,∀q).

2.3 Cost Function

In this work, the desired behavior for the UAVs is to navigate safely through the
air-space in which the missions are to be performed, and then reach their respective
goals as quickly as possible. So, the following specific objective function is proposed
for UAV p:

Jp =
∫ t0+TPH

t0

[
wsm L

p
SM + wru L

p
RU

]
dt + wctgΩ

p
CTG (6)

where, t0 is the start time of the current plan, and TPH is the prediction horizon. The
objective function is defined by the weighted sum of three separate cost terms with
appropriate weighting factors (wsm , wru , wctg).

The first element of the running cost, L p
SM , penalizes the dramatic changes on

attitude (yaw, pitch, and roll),which tend to smooth theflight trajectory and associated
control inputs. The trajectory smoothing cost is defined as

L p
SM = wsm,1(γ̇

p)2 + wsm,2(ψ̇
p)2 + wsm,3(μ̇

p)2 (7)

where wsm1, wsm2, and wsm3 are the weighting factors.
The second component in running cost, LP

RU , ensures robustness of UAV collision
avoidance against model uncertainty and control interpolation errors, which could
otherwise cause the vehicle to collide with an obstacle. The robustness cost is defined
as [24]

L p
RU =

Nobs∑
i=1

lru,i (e
e−hi (x,y,z) − 1) (8)

where lru,i are constant factors that defines the maneuver robustness level for the i th
obstacle.
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The third term, Ω
p
CTG , is the cost-to-go from the terminal state xp(t + TPH ) in

the prediction horizon to the goal state Rp
goal. The quality of that cost-to-go strongly

influences the performance of the resulting control policy, either in terms of goal-
reaching of the vehicle using RHC. Therefore, in this work a sophisticated method
based on 3-D visibility graph [25] is used to generate a good cost-to-go estimation.

2.4 Decentralized Receding Horizon Optimal Control
Problem

In the RHC strategy, a cost function is optimized over a finite time (denoted as the
prediction horizon TPH ) and the first portion of the generated optimal input is applied
to the vehicle during a period of time called the execution horizon, TEH (≤ TPH )

repeating this procedure yields a closed loop solution.
Given UAV ps nonlinear decoupled dynamics, constraints and objective func-

tion, a decentralized receding horizon optimal control problem (DRH-OCP) can be
formulated as follows:

Problem 1 (DRH − PCPp):

min
xp(t),up(t)

Jp(t) (9)

for ∀t ∈ [t0, t0 + TPH ], subject to:

ẋp(t) = F
(
xp(t),up(t)

)
(10)

xp(t0) = x̂p
0+1,u

p(t0) = ûp
0+1 (11)

xp
min ≤ xp(t) ≤ xp

max,u
p
min ≤ up(t) ≤ up

max

u̇p
min ≤ u̇p(t) ≤ u̇p

max
(12)

hi
(
x p, y p, z p

) ≥ 0, i = 1, 2, . . . , Nobs (13)

d
(
Rp(t),Rq(t)

) ≥ r p
safe + rqsafe,∀q (14)

d
(
Rp(t),Rq(t)

) ≤ min(r p
com, rqcom),∀q ∈ Qp (15)

where Jp(t) is defined by Eq. (6), and F(., .) represents the vehicle dynamics (see
Eqs. (1) and (2) in [26]). Equation (11) defines the boundary conditions, and x̂0+1

and are respectively the predicted states and controls of the vehicle at next horizon
update step based on û0+1 the current measurement. Equation (12) are the state and
control constraints (see Eqs. (3) and (4) in [26]).
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3 Decentralized Receding Horizon Trajectory Planning
Scheme

As in the above decentralized receding horizon formulations the neighbor UAVs are
coupled through the constraints (Eqs. (14) and (15)), each UAV needs frequently
updated information of its neighbors at each sampling time (execution time) to solve
the optimization problem DRH − OCPp and generate its trajectory otherwise the
trajectories may not be feasible. Moreover, due to the mismatch between predicted
and actual neighbor trajectories, this local optimization problem is not guaranteed to
be always feasible. Therefore, a coordination strategy is needed to manage informa-
tion exchange and maintain data consistency between UAVs.

This sectionfirst presents a decentralized coordination strategy based on two-stage
iterative optimization. And then this strategy is incorporated in the decentralized RH
trajectory planning framework.

3.1 Decentralized Coordination Strategy

At each update in a decentralized receding horizon planning process, every UAV
p must predict some preferred trajectories for other UAVs(∀q) in order to plan its
optimal conflict-free trajectory. The primary challenge is to remain consistent in
predicted and actual neighbor trajectories.

Several approaches have been developed to address this issue. One of the most
common approaches is prioritized planning [4–8]. It avoids plan conflicts through
sequential planning, where the planning order is determined by the priority assigned
to each vehicle [4]. At each time step, each vehicle accommodates the latest plans
of those vehicles earlier in the sequence and predicted plans of those later in the
sequence. The main disadvantage of these approaches is that sequential planning
can limit system performance. For example, a busy node or a fault node may block
the entire planning process. And, as the number of vehicles increases, the required
execution horizon length will rapidly also increase, thus seriously reducing the over
systems real-time performance.

This paper employs a two-stage iterative optimization strategy [7] to resolve this
issue. At each receding horizon update (step i), every UAV does the following:

In the first stage, each UAV p first senses its own current state and senses
or receives the current state of its neighbors, and computes its intention (also
called predicted) trajectory and corresponding control input, denoted by

{
x̂p
i , ûp

i

} ={
x̂p
i (t), ûp

i (t) |t ∈ [ti , ti + TPH ]}. This predicted trajectory is obtained by solving the
optimization problem DRH − OCPp without taking the inter-vehicle constraints
into account. The simplified version of the problem is denoted by DRH − OCP

′
p.

And then UAV p transmits this predicted plan to all of its neighbors and receives the
predicted plans from each neighbor.
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In the second stage, each UAV p uses
{
x̂p
i , ûp

i

}
as an initial guess, and resolves the

complete problem DRH−OCPp. To eliminate the potential effects of the mismatch
between predicted and actual neighbor trajectories, a suitable-size safe interval (also
referred to as safe corridor) σ is added around every predicted trajectory, which is
then incorporated in the inter-vehicle coupling constraints (Eqs. (14) and (15)), which
can be rewritten as

d
(
Rp(t),Rq(t)

) ≥ r p
safe + (rqsafe + σq),∀q (16)

d
(
Rp(t),Rq(t)

) ≤ min(r p
com, rqcom) − σq ,∀q ∈ Qp (17)

In addition, the replanned solution of this stage also requires to be restricted within
the corresponding safe corridor. Accordingly, a additional constraint is added to the
problem formulation, given by

d
(
Rp(t), R̂p(t)

)
≤ σp (18)

where R̂p(t) = (x̂ p, ŷ p, ẑ p) ∈ x̂p
i . This constraint enforces the consistency between

the final resulting trajectory and the predicted trajectory which is the trajectory that
other UAVs rely on.

Beyond these, a local coordination strategy is also considered in the process of de-
centralized coordination planning to further reduce the communication requirements
and the computational complexity. The main motivation from the fact that each
vehicle may not need to directly coordinate with each other in the fleet to effect
formation cooperative behavior [9]. In this strategy, every UAV only requires to
exchange information with other UAVs that may have direct conflicts (i.e., may
produce a collision or may lose communication). For each UAV p, the collision
conflict set �p

coll and communication conflict set �p
comm are defined as follows:

�
p
coll,i =

⎧⎨
⎩q

∣∣∣∣∣∣
d (Rp(t),Rq(t)) ≤ (r p

safe + TPHV
p
max)+

(rqsafe + TPHV
q
max)

∀q, t ∈ [ti , ti + TPH ]

⎫⎬
⎭

�
p
comm,i =

⎧⎨
⎩q

∣∣∣∣∣∣
d (Rp(t),Rq(t)) ≥ min(r p

com, rqcom)−
TPH (V p

max + V q
max)

∀q ∈ Qp, t ∈ [ti , ti + TPH ]

⎫⎬
⎭

(19)

Accordingly, in Eqs. (16) and (17) the neighbor sets are replaced by�
p
coll and�p

comm,
respectively. The new problem formulation is denoted by, and the final optimal
conflict-free solution is denoted by

{
xp
i ,up

i

}
.

This coordination strategy is described by the flowchart given in Fig. 1. We can
see that, the coordinated planning process is fully distributed and decentralized. This
allows multiple vehicles to plan trajectories without a severe increase in computa-
tional requirements over single-vehicle trajectory planning.
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Fig. 1 Flowchart of the decentralized coordination strategy

3.2 Decentralized RH Trajectory Planning Framework

This subsection describes briefly the integration of the decentralized RH trajectory
planner with the vehicles low-level control system.

In order to further provide robust performance in the face of these disturbances
and uncertainties, a 2-degree-of-freedom (2-DOF) control scheme is used to integrate
the trajectory planner with the flight control system (FCS) of vehicle. The similar
control scheme has been applied to autonomous operation of a quadrotor UAV in
[19]. Figure2 shows the block diagram of this control system architecture, which
provides two feedback control loops (i.e., 2 DOF) to compensate for the uncertainty.
The inner loop (shown with pink shaded area in Fig. 2) is used for stabilizing around
and tracking the reference trajectory generated by the trajectory planner in outer loop,
which takes care of small errors due to external disturbances, parametric uncertain-
ties, unmodeled dynamics, etc., and the outer loop (shown with green shaded area
in Fig. 2) adopts the RHC strategy to provide periodical updates of this reference
trajectory, which takes responsibility for handling the large discrepancy caused by
mission change, pop-up threats, moving target, etc.

This control scheme has the advantage that the slow outer-loop trajectory plan-
ning can be separated from the fast inner-loop trajectory tracking and control. This
allows the outer loop to operate at the rate of several orders less than that of
the inner loop while still maintaining the closed-loop stability. Depending on the
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Fig. 2 Schematic of the 2-DOF RHC design

mission and the on-board computational power, the trajectory planner would update
the reference trajectory periodically, typically every 1–100 s. The trajectory tracking
controller generally runs with much faster rate between two consecutive updates of
the reference trajectory, typically 10–100Hz. To coordinate the two different rates,
the interpolator produces samples of the reference trajectory at the desired (high
frequency) rate. Furthermore, this 2-DOF control system architecture, by allocating
part of the workload to the trajectory tracking, can leave more computation time
for the trajectory planning process that takes complex constraints and costs into
account.

This paper focuses on the outer-loop cooperative RH trajectory planning. The
design and implementation of the inner-loop trajectory tracking is discussed in [27],
and will not be covered in this paper.

Figure3 provides a graphical illustration of the whole running process of the tra-
jectory planning framework for UAV p. As can be seen, the outer-loop RH trajectory
planner updates the current reference command (generated in previous cycle, xi−1

ref ,
ui−1
ref ) to be executed by the inner-loop controller at a fixed rate of every TEH sec-

onds. During each cycle, the current environment information and vehicles state are
first updated, and then the updated vehicles state xi is propagated to the start of the
next execute cycle, yielding x̂i+1. Subsequently, using the propagated states x̂i+1 as
the initial condition, the optimization is performed over a fixed length of time, TPH

(≥ 2TEH ). The optimization computation time is restricted to TEH − Δtpre − Δtoutput
seconds. If the solution fails to converge, the planner will check the feasibility of
the part of the current reference command that is beyond ti+1 (shown in yellow in
Fig. 3), according to the latest environment information. If this part is still feasible,
it is chosen as the reference command for next cycle. Otherwise, the planner will
generate an emergency safety trajectory (e.g. loiter maneuver [28]) to attempt to keep
the vehicle in a safe state. The above process is repeated until the vehicle reaches the
goal state (i.e., enters the guided bombs LAR).
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Fig. 3 Illustration of the decentralized RH trajectory planning process

4 Trajectory Planning Based on Inverse Dynamics
Optimization Method

To solve the aforementioned DRH-OCP within the required time intervals, an effi-
cient computational directmethod, called inverse dynamic in virtual domain (IDVD),
is introduced. It was first proposed by Yakimenko [16]. The method is based on a
combination of differential flatness theory, polynomial interpolation, space and time
parameterization decoupling, and nonlinear programming. Some numerical simula-
tions [20] suggest that its computational speed is more than an order of magnitude
faster than that of the pseudospectral methods, at small loss of optimality, and its
robustness and convergence properties are also better.

The operational routine that convert the OCP to a NLP problem of low dimension
are given below and more detail can be found in [16, 29].

5 Experiments and Results

In this section, we perform a typical numerical flight simulation to illustrate the feasi-
bility and applicability of the proposed method. The experimental test environment
is a square of area 40 × 40 km2, which contains several no-fly zone (NFZ) and
one moving obstacle, shown in Fig. 4. The specifications of the UAV are taken from
data originally presented in [30]. For the sake of simplicity, we use the most con-
servative values for the given UAV as fixed constraints to approximate the original
time-varying non-linear flight envelope constraints (see Table1 in [26] for more). All
the results presented below are generated using TOMLAB/SNOPT software tool-
box on a 2.40GHz Core 2 Duo CPU computer running Windows 7 and MATLAB
R2012a. Table1 summarizes the parameters used in this algorithm.
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Fig. 4 Three collision-free UAV trajectories in 3D view

Table 1 Algorithm parameters

Parameter Value Parameter Value

TCH (s) 2 (wsm , wru , wctg) (0.2, 0.5, 0.3)

TPH (s) 20 (wsm1), wsm2, wsm3 (2, 1, 1)

NS 100 rsa f e(m) 500

bs 200

The scenario is that three UAVs begins at initial point (IP), and attempt to reach
specifiedgoal locations respectively,while avoiding a series of static obstacles/threats
en route. The overall collision-free trajectories of the UAVs and their arrival time,
are shown in Fig. 4 And the time histories of the UAVs state variables and control
inputs are shown in Fig. 5. Figure6 shows the distance between each pair of UAVs,
where the minimum distance is longer than the minimum safety radius. Obviously,
the generated trajectories are feasible and satisfy the given mission objectives and
requirements.



Cooperative Trajectory Planning for Multiple UAVs … 51

Fig. 5 State and control time histories of the three UAVs

Fig. 6 Distance between each pair UAVs
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6 Conclusions

In this paper, we have dealt with cooperative collision-avoidance trajectory plan-
ning of multiple UAVs using a novel realtime de-centralized multi-vehicle trajectory
planning strategy. The key features of this coordination strategy are that, each vehi-
cle only solves a sub-problem for its own plan, and the planning process is parallel
for every vehicle in the team. This allows multiple vehicles to plan their respective
trajectories without a severe increase in computational requirements over single-
vehicle trajectory planning. The fully distributed optimization is achieved by having
each vehicle ex-change its predicted flight trajectory with other vehicles. Besides, to
solve the computationally expensive DRH-OCP within the required time intervals, a
inverse dynamics optimization method is introduced. The simulation results demon-
strate that this algorithm has high computational efficiency and good robustness and
adaptivity, and is well suited for the complex dynamic environment.
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Research on the Measurement Method
of the Detection Range of Vehicle
Reversing Assisting System

Bowei Zou and Xiaochuan Cui

Abstract This paper introduces the measurement method on detection range of
reversing assisting system, including reversing radar system and reversing vision
system, which using laser distance measurementor and plannimeter. Fit the farthest
positions that radar can detect smoothly in combination with the work principle
of ultrasonic radar to realize visualization of detection range of reversing radar. A
test bench was designed and established to simulate different installation size and
location of the reversing assisting system of different types of vehicles. The deviation
of test method was verified which can be controlled in a reasonable scope.

Keywords Reversing assisting system · Detection range · Ultrasonic sensor ·
Reversing vision system

1 Introduction

Since the 21st century, intelligent vehicle technology is maturing progressively; it
is an important part of Intelligent Transportation Systems (ITS). The main pur-
pose of intelligent vehicle research and development is to reduce accident rates [1].
According to the domestic and international statistical data, the vehicle in reverse
accident occurred frequently. A certain Chinese area traffic control department have
done a micro statistics that there was 564 reverse collision accidents occurred within
20days, almost 30 cases in one day, which not including the accidents solved pri-
vately. NHTSA statistics show that there are nearly 292 deaths accidents and 18000
injured accidents caused by vehicle reverse collision in one year. Behind these data
is a potential cause, including but not limited to: vehicle performance and the extent
of the driver’s perception of reversing environment [2].
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The NHTSA have extended requirements on the range of vehicle reversing radar
and reversing image vision on the basis of FMVSS No.111, and accomplished large
number of tests. ECE R46 and Japan and South Korea standards allow vehicles to
install reverse assisting system, but is not in the scope of testing [3] Chinese stan-
dard, GB 15084-2013 motor vehicle indirect vision device performance and instal-
lation requirements, also doesn’t put forward performance requirements for revers-
ing assisting system. This paper has proposed a measurement method for reversing
assisting system in order to make up the merge of relative Chinese standards.

2 Working Principle of Reversing Radar

The most commonly used sensors for reversing radar system are ultrasonic sensor. In
addition, there are infrared and electromagnetic induction sensors. However, due to
the weakness in anti-interference and limitation in usage, the latter ones are gradually
eliminated by the market. The reversing assisting system is composed of ultrasonic
sensors, control unit andwarning unit. Ultrasonic sensors send signal and then receive
the reflected signal when it encounter obstacles. The distance information is send
to driver by warning unit after the calculation by control unit. The basic principle
of ultrasonic ranging is called transit time method. Ultrasonic sensor signal strong
electrical excitation, ultrasonic reflection waves are formed after the object being
measured. Then the sensor calculates the distance to the objects detected according
to the transmitting and receiving time. The transmitting time is t, and the transmitting
velocity is c. Thus, the distance D, between sensor and object is:

D = 1

2
c · t (1)

The acoustic energy along the axis of the sensor is the strongest and gradually
fade out on both sides along the direction. Ultrasound beam width is defined as
the angle where maximum acoustic energy down to the half. The narrower is the
ultrasound beam width, the smaller is the detection range [4] Thus, the directivity
of ultrasound is more obvious, either is the accuracy of detection range. There is a
direct relationship between resonance frequency f and ultrasound beam width, and
radiation area R. The relationship is expressed below:

θ = 2arcsin
0.26c

Rf
(2)

The commonly used frequency of ultrasonic sensor in reversing assisting system are
40, 48 and 58 kHZ [5]. The sensor with different frequency can measure different
distance. The lower the frequency, the longer of the longitudinal length and the greater
the vertical height can sensormeasure. TheOEMs have to consider the shape and size
of vehicles to choose the appropriate reversing radar system to avoid the interference
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Fig. 1 Interference phenomenon

phenomenon. As it shows in Fig. 1, the SUV and limousine were equipped with
the same system. However, the installation height of limousine is too low, which
result in a false alarming. Considering that the installation position of passenger
car is relatively low and that the detection range of vertical direction is bigger, this
paper only focuses on the research on measurement method of detection range in the
horizontal direction.

3 Working Principle of Reversing Vision

Comparing to the reversing radar system, reversing vision system provides more
intuitive information.Mostmiddle and high ranking passenger cars are equippedwith
both systems, which can improve the safety when reversing. Reversing vision system
is composed of camera and display system. The camera is usually installed on the
top of plate, pointing rearward. The display system is integrated to the central control
panel. The information of vehicles tail environment is provided to driver directly. The
working principle of reversing vision system can be explained by simple pinhole
camera model. However, the model is an ideal linear model. Actually, reversing
vision system uses exaggerated lens to gain wider field of vision, which brings in
image distortion. Image distortion includes radial distortion and tangential distortion.
There is no radial distortion in the center of the image plane, which is more and more
serious when moving along the radial direction of image. Additionally, tangential
distortion is due to the reasons for lens manufacturing flaws, causing that lens itself
and the image plane are not parallel. In fact, in addition to the radial distortion and
tangential distortion, there are many other distortion that can be neglected because
of having no obvious influence [6].



58 B. Zou and X. Cui

4 Principle of Test

According to characteristics of principle of reversing radar system and reverse vision
system, this paper presents a test method to measure the detection range of both
system respectively. This paper only did research on detection range in horizontal
direction of reversing assisting system and put forward the following premises:

• The performance of reversing radar has the closet relations with installation posi-
tion and pitch angle of radar. The ratio of basic level angle in horizontal and vertical
direction is 2:1, about 120◦:60◦.

• The detected object used in this paper can cover the vertical detection point of
view. Thus, this paper did not carry out on vertical detection range measurement.

• This paper discusses the rear area of vehicle that cannot be observed from the
rearview mirror, which is often located in the center of image, where with not
serious distortion. Thus, the influence of lens distortion can be neglected.

4.1 Measurement Method on Detection Range of Reversing
Radar System

Make a car equipped with four-radar reversing assisting system as an example. Mea-
sure the installation height and angle of four radars before the test. In accordance
with the premises, measure the detection range of each reversing radar.

The specified test method as follow:
(a) Horizontal detection distance measurement in radial direction. Power on only

one radar sensor. Place the calibration object outside the area where radar can detect
objects, and make sure that calibration object is in right front of radar and the radar
emitting surface is parallel with the calibration object plane. Move the calibration
object towards radar slowly until the warning system alarm constant audio cues.
Then, stop moving the calibration object, and mark the position where it stops as
point A. The distance from sensor to point A is defined as the radial detection distance
(Fig. 2).

(b)Horizontal lateral direction detection rangemeasurement. Set sensor surface as
center, choose one direction every (counter-clockwise in Fig. 3) five degree at a time,
such as the direction 1, direction 2 and direction 3 direction X shown in Fig. 5. Use
the same method mentioned above to measure detection distance in these directions
and mark the positions (B, C and D in Fig. 3) respectively until the warning system
no longer alarm. Similarly, the other side detection range can be measured with same
method.

(c) Connect all the points marked in each direction. The area surrounded by points
and sensor is detection range of single radar.

Repeat the measurement on other radars, then can acquire all radar detection
ranges. Take the collection of all radar ranges, namely the entire vehicle detection
range radar system.
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Fig. 2 Horizontal detection
distance measurement in
radial direction

Fig. 3 Horizontal lateral
direction detection range
measurement

4.2 Measurement Method on Detection Range of Reversing
Vision System

The area directly behind the vehicle is significantly considered when measuring the
detection range of reversing vision system. The steps of measurement are explained
as following:

(a) Determine the blind area directly behind vehicle according to the width of
vehicle body, such as the shaded area shown in Fig. 8.

(b) In the reversing image, determine four points, A, B, C and D, which are
boundary points of blind area that could be seen from reversing image.

(c) The area surrounded by four connected points is the reversing vision system
can detected in the blind zone directly behind vehicle.

Chinesemandatory standardGB15084-2013Motor vehicles- Devices for indirect
vision- Requirements of performance and installation puts forward regulations on
interior view mirrors and main exterior view mirrors for passenger cars. The number
of installation, mounting strength and field of view are specified in the standard.
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Fig. 4 Measurement on
reversing vision system

In the standard, The field of vision must be such that the driver can see at least
a 20m wide, flat, horizontal portion of the road centred on the vertical longitudinal
median plane of the vehicle and extending from60mbehind the driver’s ocular points
to the horizon (Fig. 4).

The field of vision must be such that the driver can see at least a 4m wide flat,
horizontal portion of the road which is bounded by a plane parallel to the median
longitudinal vertical plane passing through the outermost point of the vehicle on the
passenger’s side and which extends from 20m behind the driver’s ocular points to
the horizon.

In addition, the road must be visible to the driver over a width of 1 m, which is
bounded by a plane parallel to the median longitudinal vertical plane and passing
through the outermost point of the vehicle starting froma point 4mbehind the vertical
plane passing through the driver’s ocular points [7].

As can be seen from this standard, the requirements for the field of vision behind
the vehicle areas specified area only after the driver’s eye point 60000mm extending
to the ground, while the driver’s eye point to 60000mm area is not made demands.
Define the shortest distance from vehicle tail to ground where driver can see from
interior mirror as S1.D is the width of vehicle. The blind area directly behind vehicle
that is not equipped with reversing assisting system S0 is:

S0 = S1 × D (3)

Define SD is the area reversing assisting system can detect. The blind area directly
behind vehicle that is equipped with reversing assisting system S

S = S0 − SD (4)

The most vulnerable group in revers collision accident is children according to the
accidents statistics. This paper choose three different height of calibration object,
including 50, 70 and 100cm, to represent different posture and height of children.
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Measure the shortest distance from calibration object to vehicle tail when driver
can see the object through interior mirror in the situation of different height of
calibration object. The distance stands for the maximum length of blind zone in each
situation. Finally, the proportion of detection range and blind zone can be measured
and calculated.

5 Verification Test

5.1 Test Bench Design

In this paper, test method was validated based on the test bench (see in Fig. 5). The
test bench is constructed by aluminum structure and can simulate any dimension of
vehicle tails equipped with different kinds of reversing assisting system. The test
bench is composed of bench skeleton, brackets of sensor and laser emission system.
The most significant is that the bracket of sensor can adjust the pitch angle and yaw
angle of sensor (radar or camera) accurately.

The main role of bench skeleton is to ensure the sensor can be adjusted in the
direction of the three translational directions. For instance, in the vehicle coordinate
system, the height from reversing sensors to ground and the distance between sensors
in x and y directions can be altered. The function of bracket is to fix radar and camera,
and to adjust the pitch angle and yaw angle of sensors (see in Fig. 6a). The horizontal
and vertical compasses are used to indicate the installation pitch and yaw angle. The
laser emission system has two functions, the first one is to display detection angle
range of ultrasonic sensor, and the second one is to be the baselinewhich has different
kinds of angle with normal line of sensor surface. The green lines in the Fig. 6b is
the boundary of detection angle range of four ultrasonic radars.

Fig. 5 Test bench
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Fig. 6 Sensor bracket (a)and laser emission system (b)

5.2 Test on Reversing Radar System

This paper selected two passenger cars equipped with reversing radar system and
reversing vision system as prototype. One is a midsize sedan, another is a SUV. Two
different kinds of reversing assisting system products were selected for verification
test. The two products both have reversing radar and reversing vision function. At the
beginning of the test, the pressure of tire should be Tire pressure should be adjusted
to the recommended cold tire pressure [8]. Then, accurately measure the installation
dimension on prototype vehicle by using coordinate instrument. In accordance with
the measurement data from coordinate instrument, adjust test bench to make the
installation of sensors to be same with those on prototype vehicle.(see in Fig. 9a)
The deviation can be controlled within 5mm. Following the experimental method
described earlier, the detection range points of each radar were marked on the ground
(see in Fig. 6b). Connect the points of each radar on ground and add the boundary
of vehicle width (see in Fig. 7). Then use planimeter to calculate the area of shadow
part where radar system cannot detect. The results of tests are shown in Tables1
and 2. This paper selected 3-D machine to detect the shortest distance that drive can
observe from interior mirror. Using the principle of light reflection, in a position
to determine whether the driver can observe the position of the driver by observing
whether the light bulbs can be seen from interior mirror.(See in Fig. 9) The test results
of vision minimum distance under the situation of three different calibration objects
are indicated in Table3. According to the minimum vision distance, Table4 shows
the proportion of blind area of different heights of calibration object (Fig. 8).

At last, the test method of the radar detection range is verified, calculating the
deviation of fitted boundary. Place the calibration objection the fitting boundary, if
the warning system alarms, move the object outwards until alarm stop, recording the
distance to the reversing radar. The difference between the distance from boundary
to radar and the real distance from alarming position to radar is the deviation of
the method. This paper chose several points on the boundary randomly to verify the
deviation and the results were indicated in the Fig. 9. There is indication that the
deviation of measurement can be controlled in 2%.
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Fig. 7 The part of blind area radar cannot detect

Fig. 8 Instrument used in test procedure. a Coordinate instrument. b D machine

Fig. 9 Deviation of measurement method on radar detection range
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Table 1 Performance of reversing radar system on midsize sedan

Midsize sedan Detect range unit: m2 The proportion of detect range and blind area (%)

Ultrasonic sensor A 4.46 11.33

Ultrasonic sensor B 4.43 11.26

Table 2 Performance of reversing radar system on SUV

SUV Detect range unit: m2 The proportion of detect range and blind area (%)

Ultrasonic sensor A 4.75 15.62

Ultrasonic sensor B 4.71 15.49

Table 3 Minimum vision distance of different heights of calibration objects

Vehicle type 50cm 70cm 100cm

Midsize sedan 13.3m 9.3m 2.47m

SUV 9.7m 7.6m 3.4m

Table 4 Proportion of blind area and vision field of different heights of calibration

Vehicle type 50cm 70cm 100cm

Midsize sedan with A system 18.28 26.20 98.67

Midsize sedan with B system 18.27 26.03 97.34

SUV with A system 24.79 31.65 70.74

SUV with B system 24.58 31.38 70.14

5.3 Test on Reversing Vision System

The camera is mounted on the vehicle’s symmetrical vertical plane, the height of
which is 947 and 1080mm on midsize sedan and SUV respectively. Wide angle lens
is generally used in the camera, the detection range is far and the lens distortion is
large, but the detection of the near boundary is not coincident with the projection of
the vehicle’s tail profile. The test results are shown in Table5, which mainly reflects
the distance of the distance between the end of the detector and the distance to the
surface projection, and the detection width nearest to the rear of the car.

6 Conclusion

In this paper, a method for measuring the range of the assisting system is proposed,
which is based on the reverse radar and reverse image system. In order to verify
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Table 5 The performance of reversing vision system on different vehicles

Vehicle type Midsize sedan
with A system

Midsize sedan
with A system

SUV with A
system

SUV with B
system

Camera mounting
height

947mm 947mm 1080mm 1080mm

Distance between
rear of vehicle to
nearest vision
detection
boundary

310mm 110mm 225mm 0mm

Vision width
nearest to the rear
of the car

1690mm 2450mm 2045mm 3130mm

the measurement method, the test carried out is based on the test bench, which can
simulate installation size and location of the reversing assisting system of different
types of vehicles. This paper used two types of vehicle, midsize sedan and SUV, for
the tests. During the test, some conclusions can be concluded as follow:

• For the vehicle equipped with four-ultrasonic radar system, the detection range of
the two sides of radar is less than those in the middle.

• For the vehicle equipped with reversing radar system, the blind area of vehicle is
related to the distance of radar detection, but little to do with the detection angle
range of radar.

• For the vehicle equipped with reversing vision system, the blind area of vehicle is
related to the mounting height and mounting pitch angle.

In the future, a measurement method based on vehicle should be put forward. To
improve test efficiency, a more simplified measurement method should be developed
due to the long test cycle, although the current test method can meet high accuracy.

References

1. Hattori H (2000) Stereo for 2D visual navigation. Proc IEEE Intell Veh Symp, pp 31–38
2. Department of transportation, National Highway Traffic Safety Administration, Federal Motor

Vehicle Safety Standard; Rear Visibility; Final Rule (2014) 79(66), 19180–19181
3. Department of transportation,NationalHighwayTrafficSafetyAdministration.Low-speedVehi-

cles Phase-in Reporting Requirements, Federal Motor Vehicle Safety Standard (2010) pp 36–37
4. Zhang H, Gao Y (2011) The research of ultrasonic ranging technique, instrument technology,

2011–09, pp 58–60
5. Feng Y, Wang Y (2011) Working principle of reversing radar. Operation and Maintenance, pp

18–20
6. Ding H, Zou B (2013) Comparison of several lane marking line recognition methods. In: IEEE

intelligent control and information processing, pp 53–58



66 B. Zou and X. Cui

7. GB 15084-2013 Motor vehicles-devices for indirect vision-requirements of performance and
installation (2013)

8. GB 1589-2004 Limits of dimensions, axle load and masses for road vehicles (2004)



Studies on Optimized Algorithm for SINS
Under High Dynamic

Zhao-Fei Zhang, Jian-Jun Luo and Bai-Chun Gong

Abstract As to improve the attitude solving accuracy of strapdown inertial
navigation system (SINS) boarded on the spacecraft for high dynamic application,
a novel optimized coning error compensation algorithm is developed. Based on the
rotation vector concept, a general scheme of N measurement samples coning error
compensation by utilizing the last P measurement samples is proposed. Then, an
optimized compensation algorithm is given in fixed frequency environment. And
the key coefficients of this algorithm can be acquired by a simple matrix calculus
rather than a complicated derivation. Finally, the algorithm is verified and tested by
physical experiment. The results show that the coning error compensation accuracy
does can be improved.

Keywords SINS · Rotation vector · Coning error · Fixed frequency

1 Introduction

Attitude solution is playing a key role in SINS because the computed attitude is
continuously used to transform spacecrafts acceleration measured by accelerometer
from the body frame to the inertial frame. The noncommutativity error of finite
rotations is one of the major error sources of numerical solutions of the attitude
equations. It is also inevitable to update the attitude incorporated into digital data
processing. In general, the noncommutativity error can be reduced by increasing the
number of computation updates with an efficient algorithm. This requires a higher-
speed airborne computer. However, it is not a good trade-off to use a much better
computer and even it can not be achieved sometimes. Thus designing computational
efficient algorithms has become an attractive research topic [1–4].
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Commonly used attitude updating algorithms for strapdown systems are the Euler
method, the direction cosine method, the quaternion method and rotation vector
method. Among them, the rotation vector method is quite popular due to its advan-
tages of nonsingularity, simplicity, and computational efficiency. The first detailed
optimization algorithms for the coning integral was proposed by Miller [1]. The 4
samples compensation algorithm was introduced by Lee [2], and the algorithms uti-
lizing accumulated gyro increments between the last and the current update time was
proposed. The N measurement samples compensation scheme utilizing M accumu-
lated gyro increments was introduced by Z.F. Zhang [5]. This approach can improve
the compensation accuracy without increasing calculated amount.

And the objective of this paper is to further the development of the scheme intro-
duced by Z.F. Zhang, obtain the general formulation of the algorithm and verify the
algorithm by physical experiments.

2 Coning Motion and Rotation Vector

When the rotating time of rigid body is finite, although the accumulated incremental
angle is pretty small, it cannot be ignored. Because the angle position of rigid body is
relatedwith the order of rotation, the finite rotationswill introduce noncommutativity
error. It has been proven that the quaternion updating method with the rotation vector
can effectively reduce the noncommutativity error. The rotation vector differential
equation for small Φ can be approximated as [6–9].

Φ̇ = ω + 1

2
Φ × ω + 1

12
Φ × (Φ × ω) (1)

Without loss of the generality, the classical coning motion can be described by
the rotation vector:

Φ =
⎡
⎣ 0

φ cos(ωt)
φ sin(ωt)

⎤
⎦ (2)

ω =
⎡
⎣ −2ωsin2(φ

2 )

−ω sin(φ) sin(ωt)
ω sin(φ) cos(ωt)

⎤
⎦ (3)

whereφ represents the coning half-apex angle andω represents the coning frequency.
Then the angular velocityω describing the coningmotion can be expressed byEq. (3).
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3 The N Samples Algorithm Utilizing the Last P Samples

Generally speaking, the noncommutativity error can be reduced by increasing the
sample frequency of the gyroscope. However, there is an up limit of the sample fre-
quency. Thus designing a computational efficient algorithm has become an attractive
research topic. Based on the N samples algorithm by utilizing M last accumulated
gyro increments [2–5], a modified algorithm is proposed: by utilizing the last sam-
ples of gyroscope, the estimated rotation vector can be achieved by increasing the
number of gyroscope samples without increasing the sample frequency. Then the N
samples algorithm by utilizing the last P samples is provided.

ΔΦ̂ = Δθ+
N−1∑
i=1

Ki (Δθi × ΔθN ) +
0∑

j=1−P

N∑
k> j

K j,k
(
Δθ j × Δθk

)
P >= 1 (4)

where ΔΦ̂ represents the compensation amount of the rotation vector, Δθi and Δθk
represents the i th and the kth gyroscope sample in the attitude update period. ΔθN
represents the N th gyroscope sample in the attitude update period. As to N samples

algorithm,Δθ=
N∑
i=1

Δθi is the accumulated incremental gyroscope sample in attitude

update period. In theFig. 1,Δθ j represents the last j th gyroscopemeasurement,while
j = 0 denotes the last 1st of the gyroscope measurement, j = −1,−2, . . . stand for
the 2nd, 3rd of the previous gyroscope sample, Ki and K j is the weighting coefficient
of the compensation. Then the problem reduces to determine the coefficients, Ki and
K j which are dependent on the classical coning motion and used to minimize the
magnitude of estimation error contained in ΔΦ̂.

Δθ j =
∫ t+ j∗h/N

t+( j−1)∗h/N
ω (τ )dτ j = 1 − P, 2 − P, ...,−1, 0

=

⎡
⎢⎢⎢⎢⎣

− 2
N (ωh) sin2

(
φ
2

)

−2 sin (φ) sin
(

ωh
2N

)
sin

[
ω

(
t + 2 j−1

2N h
)]

2 sin (φ) sin
(

ωh
2N

)
cos

[
ω

(
t + 2 j−1

2N h
)]

⎤
⎥⎥⎥⎥⎦ (5)

where h represents the period of attitude update. Δθ j and Δθi have the same format
with Eq. (5). Therefore, Eq. (4) can be easily simplified as

Fig. 1 The N samples and P samples from previous
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ΔΦ̂ = Δθ+
N−1∑
i=1

Ki (Δθi × ΔθN ) +
0∑

j=1−p

K j
(
Δθ j × ΔθN

)

= Δθ+
N−1∑

i=1−p

Ki (Δθi × ΔθN )P >= 1 (6)

The error criterion is naturally defined as the difference between the true updating
rotation vector ΔΦ and its estimation value ΔΦ̂. However, as shown in Eq. (3),
there is solely a non-zero average error along the coning axis. Thus, the criterion can
be reduced to the non-zero average component of the difference between these two
vectors [3].

φε = Δφ1 − Δφ̂1 (7)

Because φ is pretty small, we can have the approximation for the sine and cosine

value of φ, sin (φ) ≈ φ, sin
(
φ
/
2
) ≈ φ

/
2. [Δθm]1 and

[
N−1∑

i=1−P
Ki

(
Δθmi × ΔθmN

)]
1

,

that the only non periodic component, denote the first dimension of Δθm and
N−1∑

i=1−P
Ki

(
Δθmi × ΔθmN

)
. Let λ = ωh

/
N , then

φε = Δφ1 − Δφ̂1

= −φ2

2
sin (Nλ) − [Δθ]1 −

[
N−1∑

i=1−P

Ki (Δθi × ΔθN )

]

1

= −φ2

2
sin (Nλ) + φ2

2
Nλ − φ2

2

[
4K1−P (1 − cosλ) sin ((N − 1 + P)λ)

+ 4K2−P (1 − cosλ) sin ((N − 2 + P)λ) + · · · + 4KN−1 (1 − cosλ) sin λ
]

= φ2

2
[− sin (Nλ) + Nλ

− K1−P (4 sin ((N − 1 + P)λ) − 2 sin ((N + P) λ) − 2 sin ((N − 2 + P) λ))

− K2−P (4 sin ((N − 2 + P) λ) − 2 sin ((N − 1 + P) λ)

−2 sin ((N − 3 + P) λ)) − · · ·
− KN−1 (4 sin (λ) − 2 sin (2λ))

]
(8)

By introducing the Taylor series expansion to the sine terms, Eq. (8) can be approx-
imated as the following
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φε = φ2

2

[
− (Nλ)3

3!
(Nλ)5

5! − (Nλ)7

7! · · ·
]

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

F ·

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

K1−P

K2−P
...

K0

K1

K2
...

KN−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
1
...

1
1
1
...

1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(9)

where

F =
⎡
⎢⎣
A1,1−P A1,2−P · · · A1,0 A1,1 A1,2 · · · A1,N−1

A2,1−P A2,2−P · · · A2,0 A2,1 A2,2 · · · A2,N−1
...

... · · · ...
...

... · · · ...

⎤
⎥⎦

Ai, j = −4(N − j)(2i+1) + 2(N − j + 1)(2i+1) + 2(N − j − 1)(2i+1)

(N )(2i+1)

As λ is much smaller than 1, then in order to get a smallest estimation error φε,
the small power terms should be 0 as close as possible. It is equivalent to let the right
side of the previous N + P − 1th of Eq. (9) equal to zeros, let FN+P−1 denote the
previous N + P − 1th of F . Then

FN+P−1 · [
K1−P K2−P · · · K0 K1 · · · KN−1

]T = [
1 1 1 · · · 1 ]T

(10)

Once N and P are selected, the corresponding optimal coning compensation algo-
rithm can be designed as shown in Eq. (11). The typical coefficients of the N samples
algorithm utilizing the last P samples were shown in Table1.

[
K1−P K2−P · · · K0 K1 · · · KN−1

]T = F−1
N+P−1 · [

1 1 1 · · · 1 ]T
(11)

Table 1 The typical coefficients of the N samples algorithm utilizing the last P samples

N P K−1 K0 K1 K2 Algorithm error (φ2)

P = 0 1/12 ∗ (ωh3

N = 1 P = 1 1/12 1/60 ∗ (ωh)5

P = 2 −1/60 7/60 1/280 ∗ (ωh)7

P = 0 2/3 1/960 ∗ (ωh)5

N = 2 P = 1 −1/30 11/15 1/17920 ∗ (ωh)7

P = 2 1/140 −13/210 323/420 1/17920 ∗ (ωh)9

P = 0 9/20 27/20 1/204120 ∗ (ωh)7

N = 3 P = 1 3/280 57/140 393/280 1/8266860 ∗ (ωh)9

P = 2 −1/420 1/40 157/420 1207/840 1/327367970 ∗ (ωh)11
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4 The Optimized Algorithm in Fixed Frequency

The accuracy of classical coning algorithms monotonically decreases with the incre-
ment of coning frequency. In practical application, the motions of SINS are in a
certain fixed frequency range, and these motions mainly generate the system con-
ing errors. Based on the classical coning algorithms formula, the design criterion
of classic algorithms is modified and two new algorithm optimization principles are
introduced to match the fixed frequency motion. The proposed optimal coning algo-
rithm can get the minimized point in the specified frequency band and be no longer
monotonic. So the system attitude accuracy can be improved significantly. The new
algorithm neither change the formation of classic algorithms, nor complicate the
algorithms realization [10].

According to Eq. (8), two new algorithms optimization principles are put forward
based on the classical coning algorithms formula.

φε(λ0) = 0 (12)

φε(λ0) = 0 (13)

λ0 = ω0h
/
N (14)

where φε represents coning error which has been compensated, φ′
ε represents the

differential of φε, and ω0 stands for the fixed frequency. These two formulas can be
expressed as the following.

φε(λ) = φ2

2

[
− sin (Nλ) + Nλ −

N−1∑
i=1−P

4Ki (1 − cosλ) sin (N − i) λ

]
(15)

φ′
ε(λ) = φ2

2
{−N cos (Nλ) + N

−
N−1∑

i=1−P

4Ki [sin λ sin (N − i) λ + (1 − cosλ) (N − i) cos (N − i)λ]}
(16)

Equation (12) represents the coning error equal zeroswhen coning frequencyω = ω0.
Equation (13) represents that the coning error is minimum in coningfrequency ω0,
i.e., the coning error will as small as possible neighborhood of ω0. Add Eqs. (12) and
(13) to in regular sequence, then get rid of the last two equation of the N samples by
utilizing P samples from the previous algorithm. The coefficients of the optimized
algorithm in fixed frequency can be calculated as follows.

[
K1−P K2−P · · · K0 K1 · · · KN−1

]T = F−1
N+P−1 · [

1 1 1 · · · 1 ]T
(17)
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FN+P−1

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

C1,1−P C1,2−P · · · C1,0 C1,1 C1,2 · · · C1,N−1

D1,1−P D1,2−P · · · D1,0 D1,1 D1,2 · · · D1,N−1

A1,1−P A1,2−P · · · A1,0 A1,1 A1,2 · · · A1,N−1

A2,2−P A2,2−P · · · A2,0 A2,1 A2,2 · · · A2,N−1
.
.
.

.

.

. · · · .
.
.

.

.

.
.
.
. · · · .

.

.

AN+P−3,1−P AN+P−3,2−P · · · AN+P−3,0 AN+P−3,1 AN+P−3,2 · · · AN+P−3,N−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

C1, j = 4 (1 − cos (λ)) sin [(N − j) λ]

Nλ − sin (Nλ)

D1, j
4 sin (λ) sin [(N − j) λ] + (1 − cos (λ)) (N − i) cos [(N − j)λ]

Nλ − sin (Nλ)

Ai j = −4(N − j)(2i+1) + 2(N − j − 1)(2i+1) + 2(N − j − 1)(2i+1)

N (2i+1)

5 Experiment Analyze

The performance of the specific force transformation algorithm was tested by the
classical coningmotion.A certain type of laser SINSwasfixed in double swing instal-
lation. X–Y–Z axes are in the direction of north-up-east. First LSINS was stillness
400 s, then X axis and Y axis was added sine wave 300 s, where φ = 6◦, f = 1Hz,

Fig. 2 The result of the N samples algorithm utilizing the last P samples
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Fig. 3 Compensation results achieved by the three different algorithms

gyroscope sample time is T0 = 5ms and attitude update time h = 30ms. Lastly,
double swing installation was taken to origin.

The result of the N samples algorithm utilizing the last P samples were shown in
Fig. 2. The effect of the N samples algorithm utilizing the last P samples was better
than the traditional algorithm. The traditional algorithm of single sample, the single
sample algorithm utilizing the last one sample and the optimized algorithm in a fixed
frequency were shown in Fig. 3 respectively. As shown in Fig. 3, the optimized algo-
rithm in a fixed frequency is the best algorithm of all, by using which the magnitude
of the coning error can be reduced to 1 2 order of magnitude.

6 Conclusion

(1) For the traditional N sample algorithm, more samples mean higher compensa-
tion accuracy. Because the compensation algorithm uses the gyroscope information
increased, that can make the description of the attitude change more detailed. When
the attitude updating period should be short, the traditional multiple sample algo-
rithm is inapplicable to this occasion, then single sample utilizing P samples from
the previous algorithm can be used.

(2) With the increasing of the value of P, the coning error will be decreased
theoretically. However, the amount of calculation increases while the value of P
increases. And as to a certain level, it is better for increasing the accuracy; On the
other hand, it is harmful for the control system when P increasing, because the
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delaying problem becomes more serious when P becomes too large. Therefore, the
value of P should be determined according to the environment and control system.

(3) The coning error will decreases by using traditional coning error compensation
algorithm when the frequency of coning motion is decreasing, and the error of the
optimized N samples utilizing P samples from the previous algorithm is no longer
monotonous. Optimization algorithm of a specific frequency does not change the
structure of classic algorithms, and does not increase the difficulty of realizationError
analysis. And experiment results show that the optimal algorithm can effectively
improve the attitude accuracy of strapdown system at the fixed frequency. Thus,
the proposed algorithm can be used to optimize the compensation algorithm, and
for the strapdown system with a narrow range of motion frequency, the using of this
algorithmcan effectively improve the accuracy of attitude on the particular frequency.
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Algorithm on Scan Trajectory for Laser
Rapid Prototyping Based on Square Lattice

Jingchi Zhang, Hongru Li, Weizhi Zhang and Qing Yuan

Abstract Laser Rapid Prototyping (LRP) can make the material accumulating by
layer. And during the process, it has been known that shrinking stress may cause
curl distortion. We have attempted to improve the processing speed and reduce the
frequency of ON/OFF the laser. In this paper, we propose a new trajectory scan algo-
rithm based on square lattice for Laser Rapid Prototyping (LRP). First, side-length
of the square lattice is determined by the metal type and the material properties,
and a set of regular square lattices is arranged based on the slices. Then, following
the principles of not repeating and fewer breakpoints in solving Traveling Salesman
Problem (TSP), the scanning sequence for each area is calculated. Therefore, a cer-
tain scan strategy can be determined, followed by the output of trajectory scan. We
present the specific steps of the algorithm. The experiment proves the feasibility and
superiority of the algorithm.

Keywords Laser rapid prototyping · Scan trajectory · Shrinking stress ·Algorithm
Laser rapid prototyping (LRP) technology is a new manufacturing method for 3D
products. Compared to conventional methods, this technology can be applied to the
design of complex parts which could be very challenging for conventional methods.
Also, it can greatly shorten the processing time [1]. With the development of rapid
prototyping technologies, the algorithm on scan trajectory has become a hot issue.
Appropriate scan trajectory has been of much significance to the quality of the parts
and the fabrication efficiency, in terms of three areas, as follows:
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(1) Improve the precision of the products
(2) Decrease the curl distortion due to shrinking stress
(3) Enhance the processing efficiency and prolong the laser lifetime by reducing the

frequency of laser ON/OFF.

Currently, two scanmodes have been commonly used. They are parallel scanmode
and offset scan modes [2]. However, these modes require frequent laser ON/OFF,
which can reduce the lifetime of the laser. Meanwhile, frequent jumping of the cavity
would lead to a lot of unnecessary empty travel. And this can seriously affect the
scanning time. More importantly, single point energy transportation is used for both
parallel scan mode and offset scan mode. However, this transportation may have its
limitations. For instance, the material forms at different times in different locations,
the corresponding heating time, cooling time, cooling rate and shrinking stress will
be different. In other words, different locations in the slice layer will have different
volume contraction, resulting in warpage in section, greatly influencing material and
mechanical properties [3].

To solve those problems above, [4] proposed a selective laser melting scanning
strategy, which can reduce shrinking stress and warpage, also improve fabrication
efficiency. But this method is based on powder-laying system, which may affect the
density or precision of the parts. Meanwhile, it may cause the parts porous and fail to
meet the requirements. Moreover, the application of this strategy may be constrained
because of too many partitions, where the strength at the joints of thin parts may
be weakened. [5] Proposed algorithm based on partition so the forming sequence
synchronization can be reached in a section, effectively improving the precision and
minishing the shrinking stress and warpage.

Based on [5, 6] proposed a new algorithm of regular polygon grid path. Using
different scanning sequence of different polygons to raise the temperature balance
of the sintering parts, and minish the shrinking stress and the warpage. However,
the defect of the algorithm of regular polygon grid path is that scanning trajectory
between polygons is discontinuous, resulting in the laser be turned on and off fre-
quently, plus more empty travels. For a part contains many layers, empty travels in
each layer would be accumulated so that a lot of time would be wasted. These can
greatly influence scanning efficiency. Inspired by the algorithm of regular polygon
grid path, a novel stable algorithm on scan trajectory is presented in this paper, based
on square lattice.

1 Basic Ideas of Algorithm on Scan Trajectory
for LRP Based on Square Lattice

Our basic ideas are: the algorithm scan trajectory is determined by square lattice,
rather than the regular polygon. The side-length of the square is obtained according
to the material and the requirement on the property. Also, we have to ensure that
the scanning path is most suitable for scanning in order to reduce the shrinking
stress. By optimizing the scan trajectory referring to TSP, following the principles
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of no repeating and fewer breakpoints, we can improve the continuity of scanning
and ensure scanning lines by using perpendicular adjacent lattice in adjacent lattice
be perpendicular., which will further reduce the shrinking stress and improve the
fabrication efficiency. The innovations of the algorithm are described in the following
two aspects:

(1) Algorithm of regular polygon grid path divides a complex graphic into several
regular pieces. Moreover, the algorithm on scan trajectory based on square lattice
adopts the regular polygon into square lattice, and the side-length of the square is
also optimized. The shrinking stress, therefore, decreased in every scan path. Besides,
shrinking stress can also be reduced effectively by optimizing the length of scanning
path when parallel scanning mode is applied in each square lattice.

(2) Algorithm of regular polygon grid path scans each polygon independently to
meet the requirement of the property and to ensure the scanning lines of perpendicular
adjacent lattice, which greatly reduces the efficiency. After combining TSP with
characteristic on laser rapid prototyping, the algorithm on scan trajectory based on
square lattice presented in this paper designed the scanning trajectory in every lattice
and linked more lattices, which break through the limitation of the algorithm of
regular polygon grid path and improve the fabrication efficiency and reduce the
frequency of ON/OFF the laser and prolong the service time of the laser. For the
purpose of linking adjacent lattices and ensuring the scanning lines in perpendicular
adjacent lattices, the side-length of a square lattice should beodd times of the scanning
line width. Meanwhile, in order to minish the shrinking stress, the length of scanning
lines should be close to the optimal length of scanning line [7]. So the side length of
the square L should be the greatest odd times of the scanning line width but no longer
than the optimal length and the purposes of continuity of the scan are accomplished,
as is shown in Fig. 1.

Fig. 1 Schematic diagram of square lattice
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2 The Implementation of Algorithm on Scan Trajectory
for LRP Based on Square Lattice

The proposed algorithm on scan trajectory is shown in Fig. 2.
In Fig. 3 for example, we introduce the main steps of the algorithm for a single

slice.
Step1:Arrange the original square lattice andobtain the boundingvolume.Bound-

ing volume is the smallest polygon, consisting of several square lattices, that sur-
rounds the graphic, as is shown in Fig. 4. By traversing every coordinate data point

Fig. 2 Flow diagram of algorithm on scan trajectory based on square lattice
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Fig. 3 Sliced graphics

Fig. 4 Bounding box
comprised by square lattices

X, Y on the graphic, we can find the minimum values in both directions. And then,
the endpoint coordinates of the bounding box can be determined by the minimum
values, so that the square lattices can be placed till the entire graphic is completely
surrounded by the lattices. According to different requirements on the properties,
the side length of the square should be L-the greatest odd times of the scanning line
width but no longer than the optimal length of the scanning lines.

Step 2: Calculate the intersection through between the slice and square lattice.
Calculate the intersection in terms of Boolean operation, between the graph of the
slice and the preset square lattices, denoted by set S. This step is used to determine
the direction of the scanning lines in every lattice and the scanning path in linking
lattices.

Step 3: Choose the scan path of the lattice in every connected domain. As is
shown in Fig. 5, the scanning sequences of square lattices are chosen. The purposes
of optimization the scanning path of the section are to reduce the frequency of
ON/OFF the laser, as well as the empty travel, so that the fabrication efficiency
can be improved. If it comes to the boundary or the lattice is intact, the scanning
path will not connect to next lattice in the ordinary way. Following the principles of
not repeating and fewer breakpoints in solving TSP, the most appropriate adjacent
lattice will be chosen, and the scanning algorithm will be repeated. If the scanning
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Fig. 5 Determination of
scanning sequence

Fig. 6 Output the scanning
path

path cannot be able to continuously go through the next lattice, the laser has to be
turned off, and search for another starting point and restart scanning.

Step 4: Ensure the scanning sequence among every connected domain. When
multiple connected domains appear in the slice, empty travel between connected
domains should be optimized. So the sequence of scanning connected domains should
be calculated because empty travel differs for different scanning sequence. Once the
scanning path of the lattice in every connected domain is chosen, the starting point
and end point of each connected domain will be determined. Referring to solutions
on TSP, shortest distance between each connected domain can be obtained.

Step 5: Output the path. By following the steps above, the final scanning trajectory
can be determined, as shown in Fig. 6. Empty travel is included in the information
about final scanning trajectory, so the information about empty travel will also be
output to machinery equipment.
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3 Experiment and Analysis

Choose a test graphic as shown in Fig. 7, input the graphic into MATLAB and cal-
culate the scan trajectory according to the steps of the algorithm above, the result is
shown in Fig. 8.

As shown in Fig. 8, Horizontal and vertical lines intersect, most lengths of the
scan lines are close to the optimal length of scan line, which would improve the
precision effectively by minishing the shrinking stress and warpage. Meanwhile,
scanning trajectory has a good continuity, with 4 breakpoints in Fig. 8, while there
would be at least 14 if algorithm of regular polygon grid is used. It can be concluded
that the empty travel is reduced and fabrication efficiency is improved. Since a part
may contain many layers which needs to be scanned with the same scanning mode, a
lot of filling path will be made by the scanning system, also the empty travel and the
laser off time would be enormous after accumulation. The simulation demonstrates
a good effect on optimization over time, and the fabrication efficiency has also been
improved.

Fig. 7 Test graphic

Fig. 8 Outcome of
algorithm application
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4 Conclusion

Algorithm on scan trajectory based on square lattice has been further developed
based on the algorithm of regular polygon grid. It can be more helpful to minish the
shrinking stress and warpage, and improve scanning precision. At the same time,
Experimental results show that this algorithm can reduce the frequency of ON/OFF
the laser, and the empty travel as well. And therefore, the fabrication efficiency has
been enhanced.
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Increasing Robustness of Differential
Evolution by Passive Opposition

Yiping Cheng

Abstract The differential evolution (DE) algorithm is known to be fairly robust
among various global optimization algorithms. However, the application of this algo-
rithm to an extensive set of test functions shows DE fails at least partially on 19% of
the test functions, and completely on 6.9%of the test functions. The opposition-based
DE in the literature, while aimed to improve the efficiency of DE, has a robustness
even worse than that of the classic DE. In this paper we describe a new variant of DE
called “passive oppositional differential evolution” (PODE) which utilizes opposi-
tion in such a way that a set of opposite vectors, while not part of the population,
are used in mutation to gain diversity. Numerical experiments show that compared
to DE and ODE, it has a much better robustness and a similar speed of convergence.

Keywords Differential evolution · Passive opposition · Global optimization ·
Evolutionary computing

1 Introduction

Differential evolution (DE) is a stochastic global optimization algorithm proposed
by Price and Storn in 1995 [1–3]. According to [4], DE outperforms particle swarm
optimization (PSO) andmost evolutionary algorithms. It was found to be simple, fast
converging, and robust in the sense that it finds the optimum in almost every run. DE
has also gained reputation as a robust algorithm from engineers’ experience in solv-
ing real-world optimization problems, for example, finding best design parameters,
training artificial neural networks, etc.
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However, this does not mean that the robustness of DE is nearly perfect and cannot
be improved further. Reference [5] described the “opposition-based differential evo-
lution” (ODE) algorithm for improving DE, and it contained the results of numerical
experiments comparing the performances of DE and ODE on a big set of 58 bench-
mark functions. From the results, one can derive the following data relating to the
robustness of DE and ODE:When the scheme is DE/rand/1/bin (the classic version),
DE fails at least partially on 11 functions, and completely on 4 functions, and ODE
fails at least partially on 15 functions, and completely on 4 functions. The situation
is similar when the other three scheme are used. Although many of the test functions
are designed intentionally to be hard ones, these data suggest that there is much room
for further improvement of the algorithm’s robustness.

In this paper, we shall present such an improvement, which is a new variant of
DE called passive oppositional differential evolution (PODE). Actually, like ODE,
PODE is also opposition-based, but the opposition is used in a different way. The
essential idea here is that, unlike in ODE, the opposite vectors do not actively take
part in the competition to be candidate solution vectors, that is, they do not belong
to the population. However, they do take part in the mutation operation, to increase
diversity of the population. Our original purpose of conceiving this approach was
to reduce the number of function calls but ironically it served more to increase the
robustness of the algorithm. We will later give results of PODE applied to the same
58 test functions and see the considerable reduction in the number of failed functions.

The rest of the paper is organized as follows: Sect. 2 gives a sketchy introduction
of the basic DE algorithm. Section3 introduces the concept of opposition-based
learning and the ODE algorithm. In Sect. 4, we describe our PODE algorithm in
full detail. Numerical results and discussions are provided in Sect. 5. Finally, Sect. 6
concludes the paper.

2 Basic Differential Evolution

DE works by carrying out iterations on a population of candidate solutions (called
individuals) until a suitable convergence criterion is met. LetD denote the dimension
of the solution space,Np denote the size of the population, x

g
i denote the ith individual

of the population of the gth generation (or iteration), and xgi,j denote the jth entry of
xgi . In the beginning, the 1st population of individuals are generated by

x1i,j = aj + rand()(bj − aj) for i = 1, . . . ,Np and j = 1, . . . ,D (1)

where aj are bj are lower and upper limits of the jth dimension, respectively, rand()
is random number generator with uniform distribution in [0, 1).

During each iteration (let it be the gth iteration), the following three operations are
done successively to each individual xgi . The details of the operations depend on the
scheme used, however in this paper we only use the classic scheme: DE/rand/1/bin.
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2.1 Mutation

A mutant vector is generated by

vgi = xgr1 + F(xgr2 − xgr3) (2)

where the indices r1, r2, r3 are drawn randomly from 1, . . . ,D and they must be
mutually different and also different from i, the real coefficient F is taken from
(0, 2). If any entry of vgi goes out of bound, then it is set to a random value within
the boundary.

2.2 Crossover

A trial vector ug
i is obtained by combining the target vector xgi and the mutant vector

vgi by

ugi,j =
{
v
g
i,j, if j = j∗ or rand() < Cr

xgi,j, otherwise
(3)

where j∗ is chosen randomly from 1, . . . ,D to ensure that ug
i and x

g
i differ at least at

one entry, Cr is a user-chosen crossover constant in (0, 1].

2.3 Selection

A greedy selection strategy is used:

xg+1
i =

{
ug
i , if f (ug

i ) < f (xgi )

xgi , otherwise
(4)

That is, the trial vector is accepted as new target vector if and only if it is fitter than
the old target vector.

3 Opposition-Based Differential Evolution

The concept of opposition-based learningwasfirst proposed in [6]. Further exposition
of this concept was provided in [7, 8], and the ODE algorithm was proposed in [5, 7]
which embeds opposition-based learning into differential evolution. Let us begin
with the definition of opposite number.
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Definition 1 Let x be a real number in an interval [a, b], the opposite (with respect
to the interval) of x, denoted by x̆, is defined by x̆ = a + b − x. Let x be a point in the
box [a1, b1] × · · · × [aD, bD], the opposite (with respect to the box) of x, denoted by
x̆, is defined by x̆ = (x̆1, . . . , x̆D) with x̆i = ai + bi − xi for i = 1, . . . ,D.

The rationale for proposing opposite numbers/points, for the 1-D case, is as fol-
lows: Suppose xs is the solution, and x is a random guess of xs, then “the probability
that the opposite point is closer to the solution is higher than a second random guess,
assuming the original guess is not closer” [8]. However, it was discovered in [9] that
a quasi-opposite point is more likely to be closer to the solution than the opposite
point. A quasi-opposite point is a number evenly randomly chosen from the interval
between a+b

2 and x̆.
The ODE algorithm is the attempt made in [5, 7] to accelerate the convergence

rate of differential evolution. In ODE, opposite numbers are used during popula-
tion initialization and also for generating new populations during the evolutionary
process. Due to space limitation, full description of ODE will not be given here. The
interested reader can consult [5]. The main points that are new in ODE are listed
below:

• Population initialization is quite different from the original DE: A population P
with size Np is randomly generated as usual. Then an opposite population OP with
the same size Np is calculated consisting of the opposite vectors of the vectors in
P. And the Np fittest individuals from the set P ∪ OP are selected as the initial
population. This phase requires 2Np function calls.

• At the end of each iteration, there is a probability Jr (jumping rate) that the pop-
ulation will jump to a new population. First, an opposite population is calculated
in a similar way it was in population initialization, but this time the lower and
upper limits used in the definition of opposite numbers are no longer the prede-
fined interval boundary values, but are the minimum and maximum values of each
coordinate in the current population, that is

OPi,j = MINj + MAXj − Pi,j for i = 1, . . . ,Np and j = 1, . . . ,D. (5)

Then, the Np fittest individuals from P ∪ OP are selected as the new population.
This again requires 2Np function calls, but this occurs only in 1/Jr of the iterations,
and hopefully this occasional jumping will help to reduce the number of iterations.

4 Passive Oppositional Differential Evolution

It is our perception that ODE is not an ideal replacement for DE. Although ODE
has increased speed of convergence for most of the functions that DE is already
successful, its performance regarding robustness becomes even worse. According to
[5], of the 58 test functions, the number of functions that DE fails at least partially
is 11, and 15 for ODE; the number of functions that DE fails completely is 4, and
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4 for ODE. The failure of ODE in improving robustness may be attributed to its
definition of opposite vectors using dynamic lower and upper limits. This practice,
albeit helpful in keeping the population within the reduced region it already goes
in thus speeding up convergence, is detrimental in maintaining population diversity
and makes it easy to converge prematurely around a local optimizer.

Actually, opposite vectors can also be used as a means to enhance population
diversity, and this has been overlooked in the existing literature. Recently, there is
growing literature about using Levy flight to gain diversity, see e.g. [10]. However,
in this paper we shall only use opposition, and currently it is still open which of the
diversity enhancement methods is the best.

Another motivation for our seeking a different approach is we want to avoid
function calls as they are costly. Can we use the opposite vectors without function
calls on them?

The outcome of these two thoughts is our passive oppositional differential evolu-
tion algorithm. Its key points are given as follows:

• Population initialization is the same as in classic DE, so there is no extra Np

function calls.
• At the beginning of each iteration, the opposite vectors of the individuals of the
population are built. They do not belong to the population, so again there will not
be Np additional function calls. But the opposite vectors take part in mutation,
i.e., they can be the xgr1 , x

g
r2 , x

g
r3 vectors in (2). There is no population jumping, no

jumping rate to specify, because building opposite vectors is almost costless and
hence can be done for every iteration.

• To strike a fair balance between global exploration and local exploitation. In the
algorithm there are two kinds of opposite vectors: global/static opposite vectors
and local/dynamic opposite vectors.

A detailed pseudocode of PODE is given in Algorithm 1. Note there that
x1, . . . , xNp are population vectors but xNp+1, . . . , x2Np are not part of the popula-
tion though they can be stored in memory just succeeding the population. Note also
that when calculating global opposite vectors we actually use the quasi-opposite
vectors, as we found they perform much better; but quasi-opposite vectors are not
employed in calculating local opposite vectors.

5 Numerical Results

In this section, PODE is applied to solve an extensive set of benchmark functions
to test its performance. To allow fair comparison with DE and ODE, we choose
the same set of test functions used in [5]. This set contains 58 functions, which are
described in [5, 11]. The other settings and parameters are also the same as in [5]
except for the crossover probability Cr .
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Algorithm 1 Passive Oppositional Differential Evolution
function x∗ =PODE(f , [a1, b1] × · · · × [aD, bD])

g ← 1
Generate Np vectors x11, . . . , x

1
Np

according to (1)
for i = 1, . . . ,Np do

Yi ← f (x1i )
end for
while convergence criterion not met do

for i = 1, . . . ,Np do
if rand() < 0.5 then

for j = 1, . . . ,D do
xgNp+i,j ← aj+bj

2 + rand()(
aj+bj
2 − xgi,j)

end for
else

for j = 1, . . . ,D do
xgNp+i,j ← MINj + MAXj − xgi,j

end for
end if

end for
for i = 1, . . . ,Np do

Randomly generate integers r1 �= r2 �= r3 �= i from 1, . . . , 2Np
Randomly generate integer j∗ from 1, . . . ,D
for j = 1, . . . ,D do

if j = j∗ or rand() < Cr then
ugi,j ← xgr1,j + F(xgr2,j − xgr3,j)

Bound ugi,j within [aj, bj]
else

ugi,j ← xgi,j
end if

end for
y ← f (ugi )
if y < Yi then

xg+1
i ← ugi
Yi ← y

else
xg+1
i ← xgi

end if
end for
g ← g + 1

end while
x∗ ← the fittest vector of the vectors xg1, . . . , x

g
Np

end function

• Mutation constant F = 0.5 and crossover probability Cr = 1. We found the algo-
rithm performs better with this setting than with the usual setting F = 0.5 and
Cr = 0.9.

• Population size Np = 100.
• Convergence criterion: The iteration will stop if the fittest individual reaches a
function-specific value to reach (VTR) or the number of function calls (NFC)
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reaches a predefinedMAXNFC. Here, VTR=exact minimum of the function+1E −
8 and MAXNFC = 106. A successful run is one that reaches VTR within MAXNFC

function calls.
• Since different run yields different NFC, in the experiment we do 50 runs, and
report the average NFC. The success rate (SR) is defined as the ratio of successful
runs to total runs. The acceptance rate (AR) of PODE is defined to be NFCDE

NFCPODE
.

Our experimental results are now reported in Tables1 and 2, along with previ-
ous results of DE and ODE taken from [5] to facilitate comparison. The following
observations can be drawn from the results:

• In the table the best NFC or SR is marked with a different color. Thus we can see
that DE performs the best on 12 functions, ODE performs the best on 21 functions,
and PODE performs the best on 25 functions. So PODE is the best in this respect.

• In the table the acceptance rate is calculated only when the success rates are equal.
If for one particular function one algorithm has a higher/lower success rate than
a compared algorithm, then this algorithm is deemed accepted/rejected over the
compared algorithm with no regard of NFCs. This is because NFCs have been
calculated without failed runs, and the actual NFC will be much larger if the failed

Table 1 Results for functions f1–f20
DE ODE PODE

F Name D NFC SR NFC SR AR NFC SR AR
f1 Sphere 30 87748 1 47716 1 1.84 14728 1 5.96
f2 Axis 30 96488 1 53304 1 1.81 16458 1 5.86
f3 Schwefel 1.2 20 177880 1 168680 1 1.05 36356 1 4.89
f4 Rosenbrock 30 403112 1 – 0 R 966807 0.28 R
f5 Rastrigin 10 328844 1 70389 0.76 R 44286 1 7.43
f6 Griewangk 30 113428 1 69342 0.96 R 19092 1 5.94
f7 Sum of Power 30 25140 1 8328 1 3.02 3664 1 6.86
f8 Ackley 30 169152 1 98296 1 1.72 28864 1 5.86
f9 Beale 2 4324 1 4776 1 0.91 10748 1 0.40
f10 Colville 4 16600 1 19144 1 0.87 41106 1 0.40
f11 Easom 2 8016 1 6608 1 1.21 11200 1 0.72
f12 Hartmann 1 3 3376 1 3580 1 0.94 12232 1 0.28
f13 Hartmann 2 6 – 0 – 0 – 35804 1 A
f14 Six Hump 2 5352 1 4468 1 1.20 12308 1 0.43
f15 Levy 30 101460 1 70408 1 1.44 222118 0.98 R
f16 Matyas 2 3608 1 3288 1 1.10 2694 1 1.34
f17 Perm 4 549850 0.04 311800 0.12 A 43324 1 A
f18 Michalewicz 10 191340 0.76 213330 0.56 R – 0 R
f19 Zakharov 30 385192 1 369104 1 1.04 230342 1 1.60
f20 Branin 2 4884 1 5748 1 0.85 28752 1 0.17
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Table 2 Results for functions f21–f58
DE ODE PODE

F Name D NFC SR NFC SR AR NFC SR AR
f21 Schwefel 2.22 30 187300 1 155636 1 1.20 31328 1 5.98
f22 Schwefel 2.21 30 570290 0.28 72250 0.88 A 33402 1 17.1
f23 Step 30 41588 1 23124 1 1.80 6514 1 6.38
f24 Quartic 30 818425 0.15 199810 1 A – 0 R
f25 Kowalik 4 13925 0.80 15280 0.60 R 32724 1 A
f26 Shekel 5 4 – 0 – 0 – 23764 1 A
f27 Shekel 7 4 – 0 – 0 – 23418 1 A
f28 Shekel 10 4 4576 1 4500 1 1.02 23518 1 0.19
f29 Tripod 2 10788 1 11148 1 0.97 28394 1 0.38
f30 De Jong 4 2 1016 1 996 1 1.02 772 1 1.32
f31 Alpine 30 411164 1 337532 1 1.22 31844 1 12.9
f32 Schaffer 6 2 7976 1 5092 1 1.57 16826 1 0.47
f33 Pathological 5 2163 0.88 2024 1 A 647484 1 A
f34 Inverted Cosine 5 38532 1 16340 1 2.36 35546 1 1.08
f35 Aluffi-Pentini 2 2052 1 1856 1 1.11 7392 1 0.28
f36 Becker-Lago 5 2 8412 1 5772 1 1.46 25362 1 0.33
f37 Bohachevsky 1 2 5284 1 4728 1 1.12 3828 1 1.38
f38 Bohachevsky 2 2 5280 1 4804 1 1.10 3890 1 1.36
f39 Camel Back 2 3780 1 3396 1 1.11 2700 1 1.40
f40 Dekkers-Aarts 4 2 2424 1 2152 1 1.13 23256 1 0.10
f41 Exponential 10 19528 1 15704 1 1.24 7702 1 2.54
f42 Goldstein-Price 2 4780 1 4684 1 1.02 10836 1 0.44
f43 Gulf Research 3 6852 1 8484 1 0.81 22184 1 0.31
f44 Helical Valley 3 7036 1 6172 1 1.14 14292 1 0.49
f45 Hosaki 2 3256 1 3120 1 1.04 7104 1 0.46
f46 Levy-Montalvo 1 3 6184 1 5472 1 1.13 12832 1 0.48
f47 McCormick 2 2976 1 2872 1 1.04 7540 1 0.39
f48 Miele-Cantrell 2 4 1108 1 1232 1 0.90 5402 1 0.21
f49 Multi-Gaussian 2 5232 1 5956 0.92 R 248 1 21.1
f50 Neumaier 2 4 379900 1 250260 0.20 R 665818 1 0.57
f51 Odd Square 10 – 0 16681 0.84 A 703254 1 A
f52 Paviani 6 10 14968 1 15104 1 0.99 70718 1 0.21
f53 Periodic 2 7888 1 4272 1 1.85 8206 1 0.96
f54 Powell Quadratic 4 8856 1 7504 1 1.18 7710 1 1.15
f55 Price Transistor 9 78567 0.24 97536 0.56 A 761100 0.02 R
f56 Salomon 10 37824 1 24260 1 1.56 747800 0.16 R
f57 Schaffer 2 2 30704 1 55980 0.76 R 14616 1 2.10
f58 Wood 4 16600 1 19144 1 0.87 41716 1 0.40
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runs are included. Now both ODE and PODE are compared with DE. ODE has
6 SR acceptances, 8 SR rejections, and the geometric average AR is 1.21. This
roughly means that ODE is worse in robustness but is 1.21 times more efficient for
the easy functions. PODEhas 7 SR acceptances, 6 SR rejections, and the geometric
average AR is 1.11. This roughly means that PODE is better in robustness and is
1.11 times more efficient for the easy functions than basic DE.

• Finally, we must notice that the number of functions that PODE fails at least
partially is 6, the number of functions that PODE fails completely is 2. Both
numbers are significantly smaller than the corresponding numbers of DE and
ODE, which are 11/4 and 15/4, respectively. These clearly show that PODE has
significantly better robustness than both DE and ODE.

6 Conclusion

We have given a new algorithm PODE, which has a significantly better robustness
and a similar speed of convergence for easy functions, as compared to basic DE and a
state-of-the-art algorithmODE.The key idea used is passive opposition. It thus shows
that opposition can be a means to give the diversity that an optimization algorithm
needs to find the optimum. However, how it relates to other diversity enhancement
techniques, and which is the best, is still open and deserves further study. We also
believe that further fine tuning in both the opposite vector generation and mutation
parts will yield an even more robust and more efficient algorithm.
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Studies on Two Classes of Skew Cyclic Codes
Over Rings

Yan Li and Xiuli Li

Abstract Two classes of skew cyclic codes over rings are studied in this paper.
According to their features, we present proper automorphisms. Combining with the
given automorphisms, we construct skew cyclic codes and discuss the properties of
the codes.

Keywords Automorphisms · Skew cyclic codes

1 Introduction

Recently, the appearance of skew cyclic codes has led coding theory into a new
direction. Many scholars have drawn certain useful research results with the help
of algebra knowledge. So far, research results are mainly obtained on Gauss Ring,
Z2 + μZ2 + μ2Z2, F4 + νF4, Fp + νFp(ν

2 = 1) [1, 2]. Based on the former and
original findings, we keep on looking for new conclusions to increase and enrich
coding theory [5–8].

In this paper,we are interested in discussing two classes of skewcyclic codes based
on rings with restrictions. One is the ring R1 = Fp + νFp = {a + bν|a, b ∈ Fp}
with ν2 = ν, the other one is the ring R2 = F2m + νF2m = {a + bν|a, b ∈ F2m }with
ν2 = ν, where Fp and F2m are finite fields.

In this section, R is an ordinary ring, θ is an automorphism of R.
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Definition 1 Let R[x, θ] = {a0 + a1x + a2x2 + · · · + anxn|ai ∈ R, 0 ≤ i ≤ n}. In
R[x, θ], we definite two operations: addition and multiplication. The addition is
defined to be the usual addition of polynomials and the multiplication is defined
by the rule (axi ) ∗ (bx j ) = aθi (b)xi+ j , and extended to all elements of R[x, θ] by
associative law and distributing. It is easy to check that the set R[x, θ] contains unit.
Then we call R[x, θ] a skew polynomial ring and each element in R[x, θ] a skew
polynomial. Obviously, R[x, θ] is non-commutative.

For f (x), g(x) ∈ R[x, θ] which are non-zero polynomials and the leading coeffi-
cient of g(x) is a unit, there exist unique polynomials p(x), q(x) ∈ R[x, θ], such that
f (x) = p(x) ∗ g(x) + q(x)with q(x) = 0 or deg(q(x)) < deg(g(x)). If q(x) = 0,
then g(x) is a right divisor of f (x), g(x) divides f (x) from right. Similarly, we also
give the definition of left division.

Let Rn = R[x, θ]/〈xn − 1〉. And note

Rn = {r(x)|r(x) = r0 + r1x + · · · + rn−1x
n−1, ri ∈ R, 0 ≤ i ≤ n − 1}.

Define the map ρ,

ρ : R[x, θ] → R[x, θ]/〈xn − 1〉,
f (x) → r(x),

where r(x) = f (x) + p(x)(xn − 1), p(x) is a polynomial of R[x, θ]. Clearly,we
have f (x) ≡ r(x)mod(xn − 1). That is, the image of f (x) undermapρ is the remain-
der of f (x) divided by xn − 1 from right.

Definition 2 Let Rn be the direct product of R and Rn = {(r0, r1, . . . , rn−1)|ri ∈
R, 0 ≤ i ≤ n − 1}. Let C be a subset of Rn , then we call C a skew cyclic code of
length n, if
(1) C is a R–submodule of Rn;
(2) If (c0, c1, . . . , cn−1) ∈ C , then (θ(cn−1), θ(c0), . . . , θ(cn−2)) ∈ C .

We call any vector element(c0, c1, . . . , cn−1) a codeword, n is the length of the
codewords.

Definition 3 Let C be a skew cyclic code and θ be an automorphism of R. For all
elements in R, if there exists an integer t , such that θt (a + bν) = a + bν, then we
call the minimal positive integer t as the order of θ and note |〈θ〉|.

For example, let R = R1, we give two automorphisms θ1, θ2 over R1,

θ1 : θ1(a + bν) = a − bν;
θ2 : θ2(a + bν) = a + b(1 − ν).
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By the above definition, |〈θ1〉| = |〈θ2〉| = 2. Obviously, for all a ∈ Fp,θ(a) = a.
Similarly, let R = R2, the automorphism θ are defined as follows:

θ : θ(a + bν) = a2
q + b2

q
ν, (q being positive integer and q ≤ m). (1)

According to the definition, |〈θ〉| = m
(m,q) . Suppose that q = 1, then |〈θ〉| = m.

2 Skew Cyclic Codes Over R1

Let R1 = Fp + νFp = {a + bν|a, b ∈ Fp} with ν2 = ν, θ is an automorphism over
it.

Lemma 1 If n|t , then 〈xn − 1〉 is a two-side ideal of the skew polynomial ring
R[x, θ].
Proof For any polynomial f (x) ∈ R[x, θ], let

f (x) = a0 + a1x + a2x
2 + · · · + amx

m,

where ai ∈ R and i = 0, 1, . . . ,m − 1,then

(xn − 1) ∗ f (x) = (xn − 1) ∗ (a0 + a1x + a2x
2 + · · · + amx

m)

= xn ∗ a0 + · · · + xn ∗ (amx
m) − (a0 + · · · + amx

m)

= θn(a0)x
n + · · · + θn(am)x

n+m − (a0 + · · · + amx
m).

Since θn(ai ) = ai , we get

(xn − 1) ∗ f (x) = a0x
n + a1x

n+1 + · · · + amx
n+m − (a0 + · · · + amx

m)

= (a0 + a1x + · · · + amx
m) ∗ (xn − 1)

= f (x) ∗ (xn − 1).

Hence, xn − 1 commutes with each element of R[x, θ], so xn − 1 is the center of
R[x, θ]. Thus 〈xn − 1〉 is a two-side ideal.
Theorem 1 A code C of length n over R is a skew cyclic code if and only if C is a
left ideal of Rn = R[x, θ]/〈xn − 1〉.
Proof C is a skew cyclic code over R of length n. For any vector (c0, c1, . . . , cn−1) ∈
C , we have (θ(cn−1), θ(c0), . . . , θ(cn−2)) ∈ C . Accordingly, if f (x) = c0 + c1x +
· · · + cn−1xn−1 ∈ C , then

θ(cn−1) + θ(c0)x + · · · + θ(cn−2)x
n−1 ∈ C.

Clearly, C is a R−submodule of Rn; for any f (x) ∈ C ,
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x ∗ f (x) = x ∗ (c0 + c1x + · · · + cn−1x
n−1)

= x ∗ c0 + x ∗ (c1x) + · · · + x ∗ (cn−1x
n−1)

= θ(cn−1) + θ(c0)x + · · · + θ(cn−2)x
n−1 ∈ C,

Then for any r(x) ∈ Rn ,r(x) ∗ f (x) ∈ C . In summary, C is a left ideal of Rn .
Conversely, suppose that C is a left ideal of Rn . For any f (x) ∈ C ,

x ∗ f (x) = x ∗ (c0 + c1x + · · · + cn−1x
n−1)

= x ∗ c0 + x ∗ (c1x) + · · · + x ∗ (cn−1x
n−1)

= θ(cn−1) + θ(c0)x + · · · + θ(cn−2)x
n−1 ∈ C,

That is, for any (c0, c1, . . . , cn−1) ∈ C , we get (θ(cn−1), θ(c0), . . . , θ(cn−2)) ∈ C .
This implies that C is a skew cyclic code over R.

Theorem 2 Let C be a skew cyclic code of length n over R, and g(x) be a monic
polynomial with minimal degree in C, then C = 〈g(x)〉l , g(x)|r (xn − 1). (In this
paper, 〈〉l stands for left ideal, |r represents right division).
Proof For any polynomial f (x) ∈ C , f (x) = p(x) ∗ g(x) + q(x), then q(x) = 0.
(If q(x) 	= 0, by the linear operation of code words, we have q(x) = f (x) − p(x) ∗
g(x) ∈ C . Since deg(q(x)) < deg(g(x)), it produce a contradiction). Therefore,
f (x) = p(x) ∗ g(x), C = 〈g(x)〉l .
Let xn − 1 = p(x) ∗ g(x) + q(x). Since q(x) = 0, xn − 1 = p(x) ∗ g(x), we

know that g(x) is a right factor of xn − 1. Hence g(x)|r (xn − 1).

Theorem 3 Fp[xt ] is the center of R1[x, θ].
Proof For all x in R1, we have θt (x) = x . Let f (x) = f0 + f1x + · · · + fi x i +
· · · + fmxm , where f (x) ∈ R1[x, θ], fi ∈ R1 and 0 ≤ i ≤ m; let g(x) = g0 + g1xt +
· · · + g j x t j + · · · + gnxtn , where g(x) ∈ Fp[xt ],g j ∈ Fp and 0 ≤ j ≤ n; thenwe get
( fi x i ) ∗ (g j x t j ) = fiθi (g j )xi+t j ,(g j x t j ) ∗ ( fi x i ) = g jθ

t j ( fi )xi+t j .
Since θt j ( fi ) = fi ,θi (g j ) = g j ,it follows that ( fi x i ) ∗ (g j x t j ) = (g j x t j ) ∗ ( fi x i ),

f (x) ∗ g(x) = g(x) ∗ f (x). Therefore Fp[xt ] is the center of R1[x, θ].

3 Skew Cyclic Codes Over R2

Let R2 = F2m + νF2m = {a + bν|a, b ∈ F2m } with ν2 = ν, θ is an automorphism
defined as (1). Similar to the proof of Theorem 2 and 3, we have the following
results.

Theorem 4 R∗[xt , θ] is the center of R2[x, θ]. (Here R∗ = F2 + νF2)

If the automorphism θ over R2 satisfies θ(ν) = ν, θ(ν − 1) = ν − 1, we have the
following conclusion.
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For the ring R2 = F2m + νF2m (ν
2 = ν), it consists of two maximal ideals I1 =

〈ν − 1〉, I2 = 〈ν〉 and R2/〈ν − 1〉 ∼= F2m , R2/〈ν〉 ∼= F2m . According to the Chinese
remainder theorem, R2 = 〈ν − 1〉 ⊕ 〈ν〉, then R2 = {r |r = c(ν − 1) + dν, c, d ∈
F2m }. Any non-zero element r of R2 is reversible if and only if c, d ∈ F∗

2m .
Let A, B be codes over R2, and A ⊕ B = {a + b|a ∈ A, b ∈ B}. Let C be the

subset of Rn
2 . If C is a R2−submodule of Rn

2 , then C a linear code of length n over
R2, we define:

Cν = {c ∈ Fn
2m |∃d ∈ Fn

2m , c(ν − 1) + dν ∈ C},
Cν−1 = {d ∈ Fn

2m |∃c ∈ Fn
2m , c(ν − 1) + dν ∈ C},

Clearly, Cν and Cν−1 are linear codes of R2; by the definition we get

C = (ν − 1)Cν ⊕ νCν−1.

Theorem 5 Let C = (ν − 1)Cν ⊕ νCν−1 be a linear code of length n over R2, then
C is a skew cyclic code of length n over R2 if and only if Cν and Cν−1 are all skew
cyclic codes of length n over F2m .

Proof Note that any element c = (c0, . . . , ci , . . . , cn−1) and ci = (ν − 1)ai + νbi ,
whereai ,bi ∈ F2m and0 ≤ i ≤ n − 1.Meanwhile notea = (a0, . . . , ai , . . . , an−1) ∈
Cν , b = (b0, . . . , bi , . . . , bn−1) ∈ Cν−1.

Since C is a skew cyclic code over R2, we have ϑ(c) = (θ(cn−1), θ(c0), . . . ,
θ(cn−2)) ∈ C . And

ϑ(c) = ((ν − 1)θ(an−1) + νθ(bn−1), (ν − 1)θ(a0) + νθ(b0), . . . , (ν − 1)θ(an−2)

+ νθ(bn−2))

= ((ν − 1)θ(an−1), (ν − 1)θ(a0), . . . , (ν − 1)θ(an−2)) + (νθ(bn−1), νθ(b0),

. . . , νθ(bn−2))

= (ν − 1)ϑ(a) + νϑ(b) ∈ C.

we have

ϑ(a) = (θ(an−1), θ(a0), . . . , θ(an−2)) ∈ Cν,

ϑ(b) = (θ(bn−1), θ(b0), . . . , θ(bn−2)) ∈ Cν−1,

Hence Cν and Cν−1 are all skew cyclic codes of length n over F2m .
Conversely, the same is as above.

Theorem 6 Let C = (ν − 1)Cν ⊕ νCν−1 be a skew cyclic code of length n over R2,
then C = 〈(ν − 1)g1(x), νg2(x)〉l where g1(x) and g2(x) are the generators of Cν

and Cν−1 respectively.

Proof From the above conclusion, we know that Cν and Cν−1 are all skew cyclic
codes of length n over F2m . Therefore Cν = 〈g1(x)〉l , Cν−1 = 〈g2(x)〉l . And there
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exist f1(x) ∈ 〈g1(x)〉l , f2(x) ∈ 〈g2(x)〉l , such that C = {c(x)|c(x) = (ν − 1) f1(x)
+ ν f2(x)} ⊆ 〈(ν − 1)g1(x), νg2(x)〉l .

Conversely, we take two elements of R2[x, θ], k1(x) = a1(x) + b1(x)ν, k2(x) =
a2(x) + b2(x)ν.

Let r1(x) = a1(x) ∈ F2m [x, θ], r2(x) = a2(x) + b2(x) ∈ F2m [x, θ], then

(ν − 1)k1(x) ∗ g1(x) = (ν − 1)a1(x) ∗ g1(x) = (ν − 1)r1(x) ∗ g1(x),

νk2(x) ∗ g2(x) = ν(a2(x) + b2(x)) ∗ g2(x) = νr2(x) ∗ g2(x),

We have

(ν − 1)k1(x) ∗ g1(x) + νk2(x) ∗ g2(x) ⊆ C,

Hence

C = 〈(ν − 1)g1(x), νg2(x)〉l .

Theorem 7 Let C = (ν − 1)Cν ⊕ νCν−1 is a skew cyclic code over R2, then there
exists unique g(x), such that C = 〈g(x)〉l , g(x)|r (xn − 1).

Proof From the above conclusion, we know thatC = 〈(ν − 1)g1(x), νg2(x)〉l where
g1(x) and g2(x) are generators of Cν and Cν−1 respectively, then g1(x)|r (xn − 1),
g2(x)|r (xn − 1). Therefore there exist r1(x), r2(x) ∈ F2m [x, θ] such that

xn − 1 = r1(x) ∗ g1(x), x
n − 1 = r2(x) ∗ g2(x)

Let g(x) = (ν − 1)g1(x) + νg2(x). Clearly, 〈g(x)〉l ⊆ C ; and

(ν − 1)g(x) = (ν − 1)2g1(x) = (ν − 1)g1(x),

νg(x) = ν2g2(x) = νg2(x),

hence 〈g(x)〉l ⊇ C , we get C
.= 〈g(x)〉l .

Since g1(x) and g2(x) are unique, g(x) is also unique, and

xn − 1 = [(ν − 1)r1(x) + νr2(x)] ∗ [(ν − 1)g1(x) + νg2(x)]
= (ν − 1)2r1(x) ∗ g1(x) + ν2r2(x) ∗ g2(x)

= (ν − 1)r1(x) ∗ g(x) + νr2(x) ∗ g(x)

= [(ν − 1)r1(x) + νr2(x)] ∗ g(x)

Hence g(x)|r (xn − 1).
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4 Applications

Example 1 Let R = F4 + νF4, we define an automorphism θ : θ(a + bv) = a2 +
b2ν, then |〈θ〉| = 2. Consider the generators of skew cyclic code of length 4.
Since x4 + 1 = (x2 + ωx + ω2 + ν) ∗ (x2 + ωx + ω + ν) where ω2 + ω + 1 = 0.
Let g(x) = x2 + ωx + ω + ν be a generator, then the generator matrix is

G =
(

ω + ν ω 1 0
0 ω2 + ν ω2 1

)

we get a [2–4] code.

5 Conclusion

In this paper, we mainly discuss two classes of skew cyclic codes by giving different
automorphisms. We get the existence conditions of skew cyclic codes over R1 =
Fp + νFp = {a + bν|a, b ∈ Fp} with ν2 = ν and its generating polynomials. We
also study the direct sum decomposition of skew cyclic codes over R2 = F2m +
νF2m = {a + bν|a, b ∈ F2m } with ν2 = ν. The automorphisms have key effect on
the properties of skew cyclic codes. Therefore, looking for fine automorphisms is
important. The followingworks will be relatedwith finding new automorphisms over
rings.
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C-Logit Stochastic System Optimum
Traffic Assignment

Gui Yong and Yan Xu

Abstract The C-logit model proposed by Cascetta et al. in 1996 aims at
resolving the route overlapping problem in logit-based stochastic traffic assignment,
being lack of economic meanings. In this paper, we formulate the C-logit system
optimum as a mathematical program through maximizing the system’s economic
benefit. Numerical studies are conducted for illustrating C-logit system optimum
and user equilibrium.

Keywords Route overlapping · C-logit model · Stochastic system optimum · Net
economic benefit

1 Introduction

In traffic network modeling and analyses, it is usually assumed that the travelers have
perfect information about the whole traffic, and then try to minimize their perceived
travel costs by choosing favorable routes, departure times or transport modes. If the
perceived travel costs are exactly the actual ones, this assumption leads to the de-
terministic user equilibrium (DUE) assignment. In reality, travelers traveling on the
same route may perceive different travel times or costs due to their inherent percep-
tion diversities, external information availabilities or other unmeasured factors. If the
perceived route costs are treated as Gumbel random variables and follow an inde-
pendent and identical distribution (IID), all users’ route choices for minimizing their
own perceived travel costs result in multinomial logit-based stochastic user equilib-
rium (MNL-SUE) [1]. The MNL-SUE model has a simple closed-form of the route
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choice probability expression, but has been criticized for giving unrealistic results
because the route overlapping problem is not well resolved [2]. In the MNL-SUE
model, two partly overlapped routes are independently handled, which is obviously
unreasonable.

To overcome the above deficiency, some modifications to the MNL-SUE model
have been conducted [3–9]. Cascetta et al. [10] proposed a so-called C-logit SUE
(CL-SUE) model, aiming at resolving the overlapping problem by adding a com-
monality factor into the deterministic part of the utility formula while remaining the
single-level tree structure of the logit model. Zhou et al. [11] developed an equivalent
mathematical programming formula of the length-based CL-SUE model.

The stochastic user equilibrium (SUE) solution corresponds to the DUE solution
with drivers choosing the route which minimizes their personal perceived travel cost.
Maher et al. [12] formulates the stochastic social optimum (SSO) which relates to the
SUE solution in the same way as the deterministic system optimum (DSO) solution
relates to the DUE solution. The SSO solution is that flow pattern which minimizes
the total of the travel costs perceived by drivers. Just as the DSO solution generally
requires some drivers traveling on paths which are not the minimum cost paths for
that OD pair, so the SSO solution generally requires some drivers to be assigned to
paths that are not their minimum perceived cost path. Yang [13] has characterized
the SSO solution of logit model as that which maximizes consumer surplus.

The paper is organized as follows. For completeness, Sect. 2 briefly reviews the
CL-SUE model and derives the formulation of the CL-SSO. In Sect. 3, we give a
simple example. Section4 concludes the paper.

2 CL-SSO Model

Define a strongly connected transportation network (N , A), where N and A are the
sets of nodes and links, respectively. Let W denote the set of all origin-destination
(OD) pairs, Rw be the set of all routes connecting OD pair w ∈ W , Rw be the travel
demand between OD pair w ∈ W , frw be the flow on route r ∈ Rw, w ∈ W , va be
the flow on link a ∈ A. Set an indicator δar which is 1 if route r uses link a and 0
otherwise. The following relationships and constraints hold:

dw =
∑
r∈Rw

frw,w ∈ W, (1)

frw ≥ 0, r ∈ Rw,w ∈ W, (2)

va =
∑
w∈W

∑
r∈Rw

frwδar , a ∈ A. (3)
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In this paper, we consider a separable and increasing link travel time function
ta(va), a ∈ A. Let crw be the actual travel time of route r ∈ Rw, w ∈ W , which is the
sum of travel time on all links that constitute the route. We then have

crw =
∑
a∈A

ta(va)δar , r ∈ Rw,w ∈ W. (4)

To overcome the deficiency of theMNL-SUEmodel, Cascetta et al. [10] proposed
a CL-SUE model by modifying the deterministic part of the utility. The CL-SUE
model considers the similarity between overlapping routes by adding a commonality
factor in the deterministic part of the utility function, while keeping the analytical
closed-form expression of route choice probabilities. Route choice probability Prw
is given below

Prw = exp(−θ(crw + c frw))∑
k∈Rw

exp(−θ(ckw + c fkw))
, r ∈ Rw,w ∈ W, (5)

where c frw is a commonality factor of route r ∈ Rw. The commonality factor is
computed by equation [10]

c frw = βln
∑
k∈Rw

(
Lrk√

Lr · √
Lk

)γ

, r ∈ Rw,w ∈ W, (6)

where Lrk is the ‘length’ of links commonly contained in routes r and k, Lr and Lk

are the overall ‘lengths’ of routes r and k, respectively, in this the ‘lengths’ represent
the free-flow time. The route flow assignment is given by

frw = dwPrw, r ∈ Rw,w ∈ W. (7)

If the commonality factor is assessed based on the flow-independent attributes,
e.g., physical length or free-flow travel time, the CL-SUE model with fixed OD
demand can be formulated as an equivalent minimization problem [11]:

min
f∈� f

Z(f) =
∑
a∈A

∫ va

0
ta(ω)dω + 1

θ

∑
w∈W

∑
r∈Rw

frwln frw +
∑
w∈W

∑
r∈Rw

frwc frw. (8)

It is known that for the logit-type model, Eq. (5), the expected indirect utility
received by a randomly sampled individual can be expressed as [14, 15]

Sw = E{max
r∈Rw

[−(crw + c frw) + ξrw]} = −1

θ

∑
r∈Rw

exp[−θ(crw + c frw)]. (9)

According to the representative consumer theory of the logit model [16], the
behavior of consumers with different tastes can be described by the choices made by
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a single individual who has a preference for diversity. The direct utility function of
traveler can be expressed as

U = −1

θ

∑
w∈W

∑
r∈Rw

frwln frw −
∑
w∈W

∑
r∈Rw

frwc frw + T0, (10)

where T0 is a constant representing the amount spent on non-travel items. TheEq. (10)
consistent with the logit model is an entropy-type function that has also been used as
a benefit measure in terms of interactivity in trip distribution. The total social cost is
given by TC = ∑

a∈A ta(va) · va .Then, the net economic benefit could be measured
as (U − TC), minimizing negative value of the net economic benefit, we have the
optimization program

min
∑
a∈A

ta(va) · va + 1

θ

∑
w∈W

∑
r∈Rw

frwln frw +
∑
w∈W

∑
r∈Rw

frwc frw. (11)

Subject to
dw =

∑
r∈Rw

frw,w ∈ W, (12)

va =
∑
w∈W

∑
r∈Rw

frwδar , a ∈ A, (13)

frw ≥ 0, r ∈ Rw,w ∈ W. (14)

The following Kuhn–Tucker conditions for any frw > 0 are also sufficient to
obtain the unique optimal solution

∑
a∈A

ta(va)δar + 1

θ
(ln frw + 1) + c frw − λw = 0, r ∈ Rw,w ∈ W, (15)

where λw is the Lagrange multiplier associated with constraint (12), and

ta(va) = ta(va) + t̂a(va), (16)

where

t̂a(va) = va
∂ta(va)

∂va
. (17)

Evidently, the first term of the right-hand side of Eq. (16) is the actual link travel
time of traveler and the second term is the additional travel time that a traveler
imposes on all other travelers in the link. Setting crw = ∑

a∈A ta(va)δar and ĉrw =∑
a∈A t̂a(va)δar , r ∈ Rw,w ∈ W, then crw = crw + ĉrw.According Eq. (15), we have

ln frw = θ(λw − crw − c frw) − 1. (18)
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Simplify Eq. (18) obtain

Prw = exp(−θ(crw + c frw))∑
k∈Rw

exp(−θ(ckw + c fkw))
, r ∈ Rw,w ∈ W. (19)

From the above derivation, we can easily observe that the formulation of CL-
SSO be equivalent to the expression which be similar to route choice probability of
CL-SUE.

3 Numerical Example

Figure1 illustrates an example network for the CL-SSO. The network has one OD
pair (A, B) connected by 3 routes. Route 2-3 overlaps with route 2-4. Setting travel
time functions for all segments:t1 = 1 + 0.02x, t2 = 0.6 + 0.01x, t3 = 0.4 + 0.01x
and t4 = 0.2 + 0.01x .

Fig. 1 An example network

Fig. 2 Changes of total network travel cost against demand
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Fig. 3 Changes of total network travel cost against parameter β

Figure2 plots the changes of total network travel costs (corresponding, respec-
tively, to SUE, SSO, CL-SUE and CL-SSO) against different travel demand for a
given value of parameter θ = 3.2064,β = 1 and γ = 1. From Fig. 2 we know that
the total travel cost of CL-SSO provides a lower limit of total network travel cost
associated with a given demand.

Figure3 shows the changes of total network travel cost against parameter β for
a given demand D=300, θ = 3.2064 and γ = 1. From this figure, we know that the
total travel cost of CL-SSO increases with parameter β and the total travel cost of
CL-SUE has minimal value.

4 Summary

TheC-logitmodel introduces a commonality factor for overcoming the route overlap-
ping problem. This paper derived a mathematical program of the C-logit stochastic
system optimum with the assumption of flow-independent commonality factor. A
numerical example was presented to illustrate the C-logit system optimum. Next, we
will extend the study to consider the flow-dependent commonality factor.
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Intelligent Robot Finger Vein Identification
Quality Assessment Algorithm Based
on Support Vector Machine

Yu Chengbo, Yuan Yangyu and Yang Rumin

Abstract The identity recognition technology as an important aspect in the field
of artificial intelligence. Especially with the development of intelligent robot has
the function of identification, the application fields of further widening. This paper
presents an identification algorithm of finger vein quality assessment based on the
support vector machine. Through the analysis of some existing features, and analyses
the three characteristic parameters of great influence on the finger vein image quality
(image contrast, image gradient covariance feature values, and the effective area).
Vein image by establishing a model of support vector machine to the known training
quality, and then, classify the test image random sampling. The experimental results
show that this algorithm can well distinguish the vein image high and low quality
for enhance the performance of the finger vein identification system.

Keywords Intelligent · Robot · SVM · Identification

1 Introduction

The identification on the robot, and it has the ability to identify the active research
topic in the field of intelligent robot research. The existing recognition system such
as: face recognition: the robot through the collection of face images are matched
to determine the identity of the visitors. Also by the visitor’s fingerprint, voice,
iris recognition method, but this belongs to the biological external features are easily
copied is not conducive to the protection of visitor information. However, advantages
of finger vein recognition. In robot vision, the more common finger vein recognition
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system conclude of the following steps: (1) the finger vein image acquisition, and the
transmission of infrared light is more common. (2) the size of the collected image is
normalized. (3) image enhancement. In general by the histogram equalization, gray
transformation, denoising, convolution and other ways to improve the contrast of
the vein in the image. (4) feature extraction. Mainly divided into two categories of
global feature extraction and local feature extraction. (5) pattern matching. Principal
component analysis method based on feature extraction.

Because the difference of individual and the influence of the factors such as light,
extrusion, position offset and so on. It will be reduce the quality of the finger vein
image These low quality images will affect the performance of the whole finger
vein recognition system, and low quality images will increase the processing of the
enhanced part. In contrast, high quality image enhancement part is simple, and the
parameters of feature extraction are less, so it is necessary to divide the vein image
into two categories of low quality and high quality.

Existing finger vein quality assessment method is mainly extract the vein charac-
teristics and it make all feature weighted fusion.We obtained a quality score, then the
provisions of a quality score threshold to distinguish between high quality and low
quality, in the weighted fusion, Get accurate weight, it is complex and not enough to
reflect the extent of the impact of image quality. So the final assessment inaccurate
results. Although these methods are widely used, but the results of the quality assess-
ment of accuracy and reliability have certain limitations, resulting in this reason there
are three points: (1) In the aspect of feature extraction, only the overall extraction,
can not bring the image to extract local block, so that the extraction method not only
has high complexity, and the effect is not good. (2) a lot of parameters are extracted
by using weighted fusion. But it is not the more the better extraction parameters,
because some quality parameters and image quality is not very good. (3) single and
multiple parameters weighted linear combination can well reflect mutual relation-
ship between the quality and the characteristic parameters, and the problem is no
longer a linearly separable, so the quality assessment model is attributed to nonlinear
classification.

Based on the above reasons, this paper proposes a method based on support vector
machine to evaluate the quality of vein image. Through the analysis of experimental
data, three parameters were found (image contrast, image gradient covariance feature
values, and effective area). Among them, the covariance features of image contrast
and image gradient values can reflect the changes of the image gray value.

2 Select Feature Quality Assessment

2.1 The Image of Gradient Covariance Eigenvalues

In the airspace, the gradient value of the image pixel is a characterization of the
ridge—valley direction clarity characteristics. In particular, a given single image
is split into several pieces on-overlapping area. For each area, referred to as H ,
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gs = (gx
s , g

y
s ) is as gradient covariance matrix, of which gx is the horizontal gradient

at the point, gy the the vertical gradient value at that point. For this region, all 256
pixels, its covariance matrix can be expressed as:

1

256

∑
x∈H

gx
Hgy =

[
a11 a12
a21 a22

]
(1)

The covariancematrix is a semi-positive definitematrix,meaning that value is greater
than or equal to zero. The determinant of the covariance matrix eigenvalues:

λ1 = (a11 + a22) + √
a112 + a222 + 2a11a22 − 4 det(gx Hgy)

2
(2)

λ2 = (a11 + a22) − √
a112 + a222 + 2a11a22 − 4 det(gx Hgy)

2
(3)

To reflect the ridge—valley direction, the above definition eigenvalues normalized
as follows:

X = (xsi , xci , xgi ) (4)

Experiments show that the closer k approaches one, the better a ridge—valley direc-
tion clarity, that is λ1 ≥ λ2, the k more close to 0, the worse the ridge—valley direc-
tion clarity, that is λ1 ≈ λ2, now the mass fraction Q1 is used to show the overall
feature image quality conditions in this value:

Q1 = 1

s

s∑
i=1

ki (5)

s represents the share of the total number of blocks, and ki (i = 1, 2, 3, . . . , s) shows
normalized feature value for each region. In this study, 250 high quality images
and low-quality image were tested, high-quality content Q1 is mainly distributed
in [0.55, 0.67], and low-quality content Q1 mainly in [0.22, 0.41]. Figure1 is mass
fraction distribution of high and low image quality.

2.2 Image Contrast

Image contrast is a reaction of the statistical feature of a picture’s grey level. If a
image is divided into 16 × 16 regions, each piece of contrast is defined as follows:

C j =

√√√√√
N∑
i=1

(xi − x)2

N
(6)
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Fig. 1 Mass fraction distribution of high and low image quality

N represents the total number of pixels inside each piece, and xi represents a pixel
value, and represents the average gray value of each block area. The entire image
contrast is the average value of each piece of contrast:

Q2 = 1

S

S∑
j=1

C j (7)

In the experiment, 250 high and low quality of the finger vein image are used to
calculate the contrast of the image size, and finally get the mass fraction under this
feature. For high-quality images, the mass fraction ranges from 14–16. For low-
quality images, the mass fraction ranges from 11–14. Figure2 is 250 high quality
low quality scores vein image distribution.

2.3 Effective Area

Visibly, high-quality images is obvious in very obvious ridge- valley direction from
high-quality image and low-quality images, that is clearly visible to the vein (Figs. 3
and 4), and in the low-quality image it is almost not clear (Figs. 5 and 6).

From the above analysis, it shows that the image of all ridge—Valley area account-
ing for the percentage of the entire image is treated as an effective area (Fig. 7):
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Fig. 2 250 Mass fraction distribution of high and low image quality

Fig. 3 High quality finger
vein

Sef f = S
′

(high × weigh)
× 100% (8)

In formula (8), Sef f represents the effective area. S
′
represents the ridge—valley

area, which refers to the number of pixels of the foreground image in the binarized
finger vein image. represent the height andwidth of the image. In the experiment, 250
pieces’ images of high and low quality are tested. The effective area of high-quality
images ranges from 0.41 to 0.53,while that of low-quality images is less than 0.39
(Fig. 3).



116 Y. Chengbo et al.

Fig. 4 High quality binary
image

Fig. 5 Low quality finger
vein

Fig. 6 High quality binary
image
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Fig. 7 250 high and low quality of the finger vein image effective area

3 SVM Theory and Analysis

Support vector machine theory was put forward firstly by the Cortes and Vapnik in
1995, usedwidely in pattern recognition, linear and nonlinear classifier field to find an
optimal strategy to make the experience of risk and confidence risk minimization. In
this paper, the problem is to conduct a convex quadratic programming finger vein set,
meaning being divided into two categories with high quality and low quality. From
SVM theory, it is a typical two kinds of classifiers, answering only for positive or
negative type of problems, so this method can solve the problem of text classification
in this paper.

To solve this problem, we will do some quantitative processing with output of
quality assessment, referring to g(x) as an output, recording threshold of high and
low quality of images as +1, −1.

g(x) =
{

high − quali t y images g(x) > 1
high − quali t y images g(x) ≤ −1

(9)

We will also make the following quantization processing for three characteristics
of vein image the text referring, recording xsi to represent the effective area of the
finger vein, xci showing the finger vein contrast and xgi representing the eigenvalues
finger vein gradient. If the three feature points mapped on the three-dimensional
coordinates, they would mean a point of the three-dimensional coordinates X =
(xsi , xci , xgi ), (i = 1, 2, 3, . . . , 500) its axis of xsi , xci , xgi represent the effective
area, contrast, gradient characteristic value, as shown in Fig. 8.
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Fig. 8 Different characteristic parameters described vein image

Through the above analysis, we can see the total can be found in the three-
dimensional space in an optimal classification surface, by which the finger vein
image is divided into two types of high quality and low quality. The decision surface
is expressed as follows:

g(x) = ωX + b (10)

In the formula X = (xsi , xci , xgi ), ω is a variable, b is a real number. To find the
optimal classification surface,we must determine the two parameters. Because the
sample point have been determined, the decision surface is also determined, and ω
is determined by the sample point. ω express as:

ω = AX (11)

A represent lagrange multiplier formula, A = (a1, a2, . . . , an).
Observing positive samples andnegative samples position of Fig. 4,wefixposition

of all points, but just one of the positive sample point change as a negative sample
point (that is, the shape of a point from circular to square). Then three lines have
to be moved because the three lines of this requirement is to point to the correct
square and round apart, indicating that ω is not only concerned with the location of
sample points, but also concerned with sample category. Therefore, the Eq. (10) is
rewritten as:

ω = AY X (12)
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Y = (y1, y2, . . . . . . , yn), yi ∈ {1,−1},then turn A into to get:

ω = a1y1x1 + a2y2x2 + · · · · · · + an ymxn (13)

yi represents samples categories of the i , and about a cluster of Lagrange mul-
tipliers of the Eq. (13), only a small part is not equal to zero. This part Lagrange
multiplier that is not equal to 0 multiply sample points, in fact, which fall on the
H1 and H2, and it is this portion of the sample determine the classification function
only. Of course, some of these samples can determine. This part of the sample point
is really needed is the support vector.

The (10) of the decision surface g(x) rewritten as:

g(x) =
n∑

i=1

a1yi xi · X + b (14)

Because xi , X is only the vector in Eq. (14), the others parameters are real numbers,
then the formula can be simplified to:

g(x) =
n∑

i=1

ai yi 〈xi , x〉 + b (15)

By SVM, the finger vein quality assessment nonlinear programming problem is
transformed into a linear regulation of the problem. But, inevitably, there will be the
classification error because of manual classification. This kind of point can not be
satisfied by the formula and the solution to the problem. To solve these fault tolerance
problems of these error sample point, we introduce slack variable ζ and punishment
factor c, which indicates the degree of fault tolerance. The final classification problem
becomes:

min

{
μ(ω, ζ) = 1

2
‖ω‖2 + c

n∑
i=1

ζi

}
(16)

Make this equation to get min:

n∑
i=1

ai yi 〈xi , x〉 + b + ζ ≥ 1 (17)

To make the results less bias,in experiment of this paper, the choice of the kernel
function is radial basis function, with which this function calculate the inner product
kernel. And then we combinate kernel function with “a” worked out by certain ways
to gain decision surface g(x).
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4 Results and Analysis

4.1 First Experiment

As described above, using three features represent the quality of a finger vein, but
choosing different characteristics will get different assessment results. In this experi-
ment, a single feature, two characteristics, and three different features are used to get
the comparison of experimental results. The experimental purposes is how to choose
the most appropriate combination of features makes the assessment results close to
the actual results, that is to say, the higher accuracy. The results are shown in Table1.

From Table1, to evaluate the accuracy of the intravenous quality by three kinds
of features is the most suitable, especially the gradient covariance eigenvalues, the
contrast, the effective area. but it can also be seen the accuracy by a single accuracy
or two features are more than 60%, which indicates that these features reflect the
vein image quality level in the maximum extent.

4.2 Second Experiment

In this part of the test, using 250 high quality pictures and 250 low quality pictures
as the database, from which we selected 200 high and 100 low quality pictures,
100 high and 200 low quality, and 200 high and 50 low quality, 50 high and 200
low-quality images to train the SVM for classification. In the training process, radial
basis function, Sigmoid, polynomial function were selected as kernel function, for
detecting impact of different kernel functions in training Effect degree. In addition,
to other classification methods do the appropriate comparison, such as: Bayesian
classifier, cluster analysis, decision tree learning, in Table2.

Table 1 The accuracy of the different characteristics

Feature Accuracy (%)

The gradient covariance eigenvalues 72.68

The contrast 80.25

The effective area 85.69

The gradient covariance eigenvalues, the effective area 87.52

The gradient covariance eigenvalues, the effective area 87.88

The contrast, the effective area 89.21

The gradient covariance eigenvalues, the contrast, the effective area 92.65

The gradient covariance eigenvalues, the contrast, information 91.44

The gradient covariance eigenvalues, the contrast, SNR 90.08
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Table 2 The accuracy of the different classification algorithms, and the number of different vein

Classification The
accuracy of
high quality
image (%)

The
accuracy of
low quality
image (%)

High-image Low-image Kernel
function

The total
accuracy
(%)

Bayes classifier 92.02 88.21 200 100 90.11

Bayes classifier 88.63 91.56 100 200 90.09

Bayes classifier 90.25 86.87 150 50 88.56

Bayes classifier 88.02 90.44 50 150 89.23

Cluster analysis 77.15 75.65 200 100 76.40

Cluster analysis 76.89 78.45 100 200 77.67

Cluster analysis 78.20 76.58 150 50 77.39

Cluster analysis 77.66 78.67 50 150 78.17

SVM 98.63 86.25 200 100 RBF 92.44

SVM 90.12 92.69 100 200 RBF 91.41

SVM 100 82.23 150 50 RBF 91.12

SVM 92.56 93.69 50 150 RBF 93.13

SVM 81.32 71.32 200 100 Sigmoid 76.32

SVM 80.36 79.65 100 200 Sigmoid 80.01

SVM 83.66 71.69 150 50 Sigmoid 77.68

SVM 79.32 78.62 50 150 Sigmoid 78.97

SVM 76.12 63.57 200 100 Polynomial 69.85

SVM 74.69 69.21 100 200 71.95

SVM 77.42 70.58 150 50 Polynomial 74.00

SVM 75.10 68.66 50 150 71.88

The classification algorithm is divided into two categories,meaning learning expe-
rience and no learning experience. Through training to learn to get this type of algo-
rithm, accuracy is better than that in another class. It can be drawn experienced learn
is appropriate for solving nonlinear classification problems. Compared with other
algorithms, SVM classification algorithm, can get the higher accuracy in all, but
the accurate of low quality picture is low. The reason is that so many good pictures
are as training samples, fewer low-quality image as training samples, which makes
decisions plane close to minority category.

SVM classification algorithm accuracy is not only related to the training samples,
but also to the choice of kernel, since the different kernel functions will make the
original nonlinear models into linear models with varying degrees of good and bad.
And ultimately the accurate rate is very low in the classification of the test sample
time. In the data used for this experiment, the choice of radial basis function as the
kernel function is the most stable and accurate rate is high. The other kernel function
is not suitable for this experiment, but may be applied to other data. In a word radial
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Table 3 The error of
different databases

Database Intravenous number Error

Database1 1420 0.08021

Database2 812 0.04386

basis function is chosen, because it wont get a large deviation in test results, even
though the different data is used.

4.3 Third Experiment

Quality assessment can effectively improve the performance of the finger vein recog-
nition system. This experiment shows that the quality assessment is how to effective
role in the identification system. And it use the database, people vein image of 71
age of 20–26 years old, and each person collected 20, a total of 1420 images. The
database is recorded database1.

In short, choosing a image at random from the database, after SVMquality assess-
ment algorithm classification, if they are classified as high-quality image, then retains
the image.On the contrary, if it is classified as low-quality image, the image is deleted.
Eventually establishment of a finger vein database contains only high-quality images.
The database is recorded database2.

Database1 and database2 are as a test database used to identify system perfor-
mance. In order to reflect the identification system, it uses FRR probability equal to
probability of false rate, that is equal error rate as performance indicators. Table3
is equal error rate in using the same recognition algorithm under different the
database.

5 Conclusions

In this paper, we propose a method based on support vector machine to assess the
amount of finger vein, andwith three experiments to prove the validity of thismethod.
The main results of the following four points: First of all: the influence of finger vein
image extraction quality large three characteristic parameters: Contrast, covariance
eigenvalues, effective area. Then, by extracting a low-quality picture experiments
and high quality pictures of three characteristic parameters. And then establish SVM
model of the finger vein image classification, It will gain high quality and low quality
of the vein image, and finally the quality evaluationmethod applied to the recognition
experiments show that can improve the recognition accuracy.
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A Design of Floating Vehicle Data
Acquisition System Based-on ZigBee

Zhuang Yan

Abstract Internet + will become normal. Every social or commercial stage has
a normal and development trends. The normal stage before “Internet +” is intro-
duced is in the big background that thousands of enterprises need to transform and
upgrade. In the next period of time, Internet + will greatly develop in macro as-
pects. The widespread use of Internet + technology, Internet + service, and O2O
has gradually become the mainstream of information society. As for the government,
the implementation of “Internet+” will become the main battlefield of realizing the
Thirteen five planning. Wireless sensor network based on ZigBee technology has
won an extensive popularity among engineers for the characteristics of low power
consumption, self organized network, large network capacity and high security. In
particular, the CC2430/31 wireless sensor network solution provided by Chipcon
Corporation brings more conveniences to developers. In this paper, well design a
wireless sensor network system based-on ZigBee technology that can give timely
and accurate fore-warnings of the road congestion situations based on the informa-
tion and analysis of the current existing congestion situation. Well also introduce
the technology of wireless sensor networks and ZigBee, and describe the specific
contents including network topology, hardware design, node design and software
design, etc.

Keywords Zigbee · Big data · Internet +
1 Introduction

1.1 Background and Significance of the Research

The traffic index is obtained by in-depth processing the dynamic vehicle location
information (referred to as the floating car data) distributed in the city streets, partic-
ularly in Beijing, is through the city’s more than 30,000 taxi GPS dynamic data that

Z. Yan (B)
Baicheng Normal University, Baicheng, China
e-mail: 381954@qq.com

© Springer International Publishing Switzerland 2017
V.E. Balas et al. (eds.), Information Technology and Intelligent
Transportation Systems, Advances in Intelligent Systems and Computing 454,
DOI 10.1007/978-3-319-38789-5_22

125



126 Z. Yan

transmits to the data processing center. First of all, the vehicles moving speed on all
different classes of roads though the position data, and then the weight of the road
in the whole traffic net is calculated according to the roads function and traffic flow
value. Finally, the 0–10’s index value is given by the people’s perception judgment
as to the congestion situation. Currently popular navigation software is based on the
dynamic data provided by the software company’s collaborative units such as buses,
taxi companies or private owners. Generally speaking, it is the judgment of the run-
ning speed of the vehicle to make a congestion index. While in different sections of
roads people have different feeling for the speeds, so in order to distinguish these
grades thousands of staff have to carry GPS instruments and travel all over the streets,
and then gave the final traffic index of different road sections on account of both the
on-site experience and traffic data.

In this paper what is designed is a kind of calculation method that is based on the
floating vehicle data, that is, the number of vehicles in a unit area. The data provided
by this method project the real situation and is actually an abstract map showing of
the actual situation happens under the camera. Compared with the GPS positioning
data by the cooperative units, you can cover all registered vehicles, so not only in
the developed big cities but in the communities or in the small alleyway, it can still
continue to play its advantages. Of course, this also requires all vehicles implanting
a chip at the same time when registering the license plate. But the cost is not only to
provide floating car data, but also as the identity card of the car and play an important
role in the subsequent traffic enforcement function, which is also an imperative way
to implement “Internet+”. Compared with the original monitoring equipment it has
the advantages of low cost, accurate data and needing less personnel equipped with.

1.2 Wireless Sensor Networks

Overview ofWireless SensorNetworks Sensor NetworksWireless (WSN) is a kind
of wireless network, which integrates the sensor, embedded computing, network and
information processing technology. It can perceive and collect information of various
kinds of environment or monitoring objects in real time, and it can be transmitted
in wireless mode, and it can be transmitted to the user terminal in the form of self
organized multi hops to meet the growing complexity of human society.

Architecture of Wireless Sensor Networks In wireless sensor networks, a large
number of nodes are deployed inside or surrounding the perception objects. These
nodes form a wireless network perceiving and processing specific information in a
cooperative way. The network, which is composed of self organized form, transmits
the data to the SINK node through multi hop relay. Finally, the data is transmitted
to the remote control center for processing through the SINK link. The architecture
of a typical wireless sensor network consists of sensor nodes, SINK nodes, and the
Internet, etc., as shown in Fig. 1.
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Fig. 1 Typical wireless sensor network architecture

1.3 Introduction of IEEE802.15.4/ZigBee

ZigBee technology is a group of communication technology based on IEEE802.15.4
wireless standard for networking, security and application software development.
IEEE802.15.4 specification is an economical, efficient, low data rate (<250kbps),
wireless technology working in 2.4GHz and 868/928MHz. It is the basis of ZigBee
application layer and network layer protocol. Mainly used for short-range wireless
connection. It is based on the 802.15.4 standard, in the coordination of thousands of
tiny sensors to achieve communication. These sensors only need a little energy in
order to relay the data from a network node to another node through radio waves, so
their communication efficiency is very high.

1.4 Basic Functions

System basic functions:

• Rea-time collection and return vehicle location information in the form of a chart
or table;

• real-time storage and analysis and upload data;
• ensure the number of nodes and the reorganization ability after the failure of some
node.

The main contents of this paper includes the design of ZigBee wireless network,
the design of the network topology, the design of the positioning scheme and nodes,
the design of the information processing function.
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Fig. 2 Network architecture

2 Design Scheme

2.1 ZigBee Network Components and Topology Design

Figure2 in the street lamp pole, FFD is installed as the master station equipment
while RFD is installed as the terminal node device to save energy consumption. The
main equipment is responsible for analyzing and processing data it has collected
and then transmits it to the command center through GPS or WIFI network center.
Each FFD device and a range of general terminal nodes it can reach form a network
which is responsible for collecting data in the region, while the vehicle’s RFD device
automatically join the network of the nearest FFD device.

Each network uses a star network topology for the reason that each network
coordinator, that is, the main network equipment, communicates with the terminal
nodes and the terminal nodes do not need communicate with each other. The master
station equipment can be supplied by the power system, and the terminal nodes due
to the simple functions and the small amount of data can choose the cheap RFD
equipment.

2.2 Positioning Scheme and Node Design

In this paper, a method based on the acceptance signal strength indicator (RSSI)
is proposed. In this method, the transmitting signal intensity of the emitted nodes
is calculated, and the receiving node calculates the transmission loss of the signal
according to the intensity of received signal. The transmission loss is converted into
a distance by using theoretical or experimental empirical model.
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The position of the nodes is calculated by using the three edge measurement
method or the triangulation method. Thus, the method requires multiple reference
nodes. The reason for choosing this method is that location of each master station,
also known as the sink node, can be precisely determined which is the emitted node
mentioned above and is called reference node. Each terminal node can be determined
and checked position by the surrounded vehicles. This kind of terminal node is called
blind node. The blind node is moving node. The reference node must be configured
correctly in the coordinates of the location area, which provides a package including
X, Y coordinates that contains its own position and RSSI information to the blind
node so that the blind node can calculate the coordinates of its own based-on the
information it receives and then send the appropriate information to the gateway.

The positioning algorithm is based on the chip’s hardware positioning engine. It
requires at least 3 reference nodes and the distance between the actual wire poles
is about 50m. Usually a blind node is surrounded by 3 or 4 reference nodes. The
positioning algorithm can be correct to the resolution of 0.25m, which meets the
need of this paper. Also the time consumes less than 50uS, which can meets the
need of positioning compared with the relative speed of the vehicle. The location
can be completely covered within the 64m × 64m area. The algorithm uses dis-
tributed computing method to avoid the large number of network transmission and
communication delays caused by centralized computing method.

In addition, a back-up FFD equipment is added to the master station node so that
there are 2 FFD devices in a master station node. This design has 4 reasons. Firstly,
a device failure can be performed by second devices. Secondly, it can be used by the
vehicle to determine the direction of the vehicle. The data uploaded including the
direction information can provide accurate travelling routes for users or navigation
software. Thirdly, the positioning data will be more accurate and fast. Finally, if the
system is applied to traffic law enforcement the time difference between these two
nodes can provide speed information. In the specific network building the nodes near
the traffic lights can be used as gateways and coordinators.

2.3 Software Design

Network software development is mainly responsible for the two aspects. One is
the transmission of data by both the sink nodes and common nodes. The other is
the management functionmainly by the coordinator node, that is, the sink nodes. The
management includes configuration addresses for newly added nodes, maintenance
of routing table, response to binding requirement, defining communication channel,
etc. Another function is to collect the data from other nodes and transmit to upper
node.

The main function modules of the reference node contain:
An information processing function that processes the information the reference

node receives according to the cluster ID.
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A response function that responses to the requests from the blind node. A config-
uration function that completes the configuration of the reference node parameters.

A RSSI collection function that adds and initializes the RSSI value of the network
address.

The main function modules of the blind node contain:
An information processing function that receives the data, processes data, do

corresponding work as the cluster ID and replies with a RSSI value.
A configuration function that completes the configuration of the blind node para-

meters.
A configuration sending function that send responses to requests to configuration

information.
A position computing parameter collection function that sends out multiple com-

mands to collect RSSI values.
A position computing function that starts the positioning engine related registers

and read out the position information of its own.
A coordinates sending function that sends its own coordinates information to the

coordinator in some time cycle.
The main function of the gateway includes node data processing, collection of

node network address, effective data length, cluster ID, and coordinate data, etc.,
check and analysis of the data packet and forwarding data the upper server through
GPS or WIFI network.

3 Conclusions

There have been many research results on the data acquisition of floating car, but the
action of the actual operation is not carried out. This paper attempts to discuss the
practical application of wireless sensor network and CC2430 development kit and
propose an energy saving, high speeding, low cost and feasible scheme which not
only can solve the problem of data collection of floating vehicles, but also provides
a wider range of expansion to the traffic law enforcement in the future.
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Design and Analysis of Efficient Algorithm
for Counting and Enumerating Cycles
in LDPC Codes

Kongzhe Yang, Bangning Zhang, Ye Zhan and Daoxing Guo

Abstract Since short cycles and trapping sets are culprits of performance and error
floor of low-density parity-check (LDPC) codes, it is necessary to obtain information
about the number and the distribution of all cycles in Tanner graphs. However, the
established algorithms could not efficiently search all cycles on account of restrictions
from both the structure and the girth of Tanner graphs. The proposed algorithm
solve the above problems with message-passing schedule, counting and enumerating
the cycles simultaneously. With information derived from the proposed algorithm,
performance will be enhanced and error floor will be lower, which is meaningful for
both adjustment and design of LDPC codes. Furthermore, the proposed algorithm
can be applied on general bipartite graphs.

Keywords Low-density parity-check (ldpc) codes · Bipartite graphs · Cycle ·
Trapping sets · Enumeration

1 Introduction

After the booming development of iterative decoding algorithms, low-density parity-
check (LDPC) codes were rediscovered and gradually accepted from industry to
academia. And LDPC codes have been widely used in various communication sys-
tems, for their capacity-approaching error correction over many importance chan-
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nels. However, the performance of iterative decoding algorithm depends largely on
the structure of Tanner graphs, which is an important tool for studying LDPC codes.
Numerous publications have shown that the cycle structure of Tanner graphs is cru-
cial to the performance of LDPC codes. The girth, the percentage of short cycles,
and the distribution of cycles are all the factors which may influence the ability of
error correction. Furthermore, trapping sets, whose subsets are mainly short cycles,
are the vital factors influencing the error floor of the codes. Since the established
algorithms either have difficulty in computation complexity and storage complex-
ity, or be restricted by the girth of Tanner graphs, it is necessary to design efficient
algorithm to count and enumerate all cycles in the graphs.

Numerical publications havemadeuse of the knowledgeof cycles inTanner graphs
to estimate the performance of LDPC codes or design good LDPC codes with better
performance and lower error floor [1–5]. However, counting and enumerating cycles
in a graph are both known to be NP-hard problems [6]. Plenty of work has been made
to lower the complexity of solving these problems [7–11], especially counting and
enumerating problems in bipartite graphs or in Tanner graphs [12–15].

The mentioned algorithms successively reduced their complexity, even made
breakthroughs in Tanner graphs due to the sparsity of LDPC codes. Nevertheless,
most of them cannot count or enumerate long cycles on account of restrictions from
the girth of Tanner graphs. The proposed algorithm derived from the algorithm in
[15]. And the improvement of the proposed algorithm is counting and recording the
exact trails of cycles simultaneously, while deleting the unqualifiedwalkswhich have
same nodes at the same time.

2 Definitions and Notations

2.1 Bipartite Graphs

A bipartite graph G = (V, E) is defined as two sets of nodes U and W , where
U

⋃
W = V ,U

⋂
W = ∅, and a set of edges E , where E is some subset of the pairs

{(u, w) | u ∈ U, w ∈ W }. And a Tanner graphs is indeed a certain kind of bipartite
graphs, whose U and W are referred to as variable nodes and check nodes in LDPC
codes. Figure1 shows an example.

2.2 Simple Cycles

In graph theory, a walk of length k in G is a sequence of successive nodes
{v1, v2, . . . , vk+1} in V such that (vi .vi+1) ∈ E for all i ∈ {1, . . . , k} [15]. A
cycle or a closedwalk is a type of walks whose two end nodes are identical. It
should be noted that all nodes except the two end ones are not necessary distinguish



Design and Analysis of Efficient Algorithm … 133

Fig. 1 An example of
Tanner graphs

Fig. 2 Some example of
non-simple cycles. a a
non-backtrackless cycle, b a
non-tailless cycle, c a
non-primitive cycle, d a tbc
walk is not always a simple
cycle

(a) (b)

(d)(c)

with each other in this definition. In another aspect, a cycle C of length k can be
described by corresponding sequence of k edges {e1, e2, . . . , ek} .

Some definitions of special cycles have been mentioned in [15], such as backtra-
ckless cycles, tailless cycles, primitive cycles and simple cycles. Figure2 shows some
examples of the above special cycles. In this design, we mostly restrict our attention
to simple cycles, and tailless backtrackless closed walk is abbreviated to tbc walk.

3 The Proposed Algorithm

3.1 Message Passing

A message-passing algorithm operates in a bipartite graph by computing messages
at the nodes fromU(W) and passing them along the edges to the adjacent nodes from
W(U). In this case, a complete cycle of message-passing fromU toW and then from
W to U is called one iteration [15].

Four kinds of problematicwalks are summarized in Fig. 3,which should be deleted
when applying the proposed algorithm. The hollow circles represent the nodes in
bipartite graphs. It should be noted that the solid line in the figure means there is only
an edge connects the adjacent two hollow circles, while the dotted line means there
can be none or more than one nodes connected one by one between the adjacent two
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Fig. 3 Four kinds of
problematic walks which
should be deleted when
applying the proposed
algorithm

(a)

(c) (d)

(b)

hollowcircles.What the aboveproblematicwalks have in common is that they all have
at least one node, except the two end notes, passed more than once. Consequently, it
is reasonable to delete all the problematic walks immediately they are found.

3.2 Counting and Enumerating Cycles

According to the lemma proved in [15], the number of 2k-cycles in the design can
be expressed as

N v
2k = 1

2

dv∑
j=1

dv∑
i=1
i �= j

N
v;ei ,e j
2k −

n∑
l=1
ul �=v

N v;ul
2k , (1)

where
N v
2k is the number of 2k-cycles whose starting node is v;

N
v;ei ,e j
2k is the number of 2k-cycles whose starting node is v, starting edge is ei ,

ending edge is e j ;
N v,u
2k is the number of 2k-cycles whose starting node is v;

ul , l = {1, 2, . . . , n} in N v,u
2k is one of the multi-passed nodes which has the small-

est serial number l, so that the number of cycles will not be miscount;
n in Eq. (1) is the number of nodes in the graph.

3.3 A Simple Example

We illustrate the proposed algorithm by a simple example in Fig. 4. Compared with
the example used in [15], we delete the problematic walks the moment we find them.
That is the core reason why the algorithm proposed in [15] can only count 2k-cycles
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 4 Message passing of the proposed algorithm in the graph of Fig. 1

Fig. 5 A problematic walks
is deleted at t = 6 because
node w1 is passed twice

where k is smaller than g. Additionally, the proposed algorithm efficiently enumerate
all the cycles in the graph by deleting the problematic walks immediately, such as
an example shown in Fig. 5.

4 Numerical Results

Numerical results were obtained by applying the proposed algorithm to the
Tanner graphs of four LDPC codes from [16]. Codes A to D are listed in [16] as
252.252.3.252, 504.504.3.504, PEGReg252x504 and PEGReg504x1008,
respectively.

For convenience, the number of cycles with length from 6 to 14 in the Tanner
graphs of these codes was listed in Table1. The algorithm was run on the machine
with a 1.3GHz CPU and 8GB of RAM. The girth histogram of Codes A to D were
shown in Fig. 6.
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Table 1 Number of cycles in the Tanner graphs of four LDPC codes

Number of cycles Code A Code B Code C Code D

N6 169 165 0 0

N8 1312 1258 802 2

N10 10052 10169 11279 11238

N12 83007 83489 86791 91101

N14 699526 707468 723426 748343
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Fig. 6 Girth histograms of 252.252.3.252, 504.504.3.504, PEGReg252x504 and
PEGReg504x1008, respectively
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5 Conclusions

In this paper, we proposed an improved efficient algorithm derived from [15] to
count and enumerate cycles in Tanner graphs. Compared with the original one, the
proposed algorithm was not restricted by the girth of the graph, and can not only
count, but also enumerate cycles of any length if exist. However, the complexity
of the proposed algorithm increases because we enumerate and count the cycles in
the meantime. Moreover, the proposed algorithm can be applied on general bipartite
graphs.

Although our main concern was enumerating and counting simple cycles, there
may be applications where one is interested in estimating and designing LDPC codes
with better performance, or analyze the impact of dominant trapping sets on LDPC
codes with the results of the algorithm.
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Soft Fusion with Second-Order Uncertainty
Based on Vague Set

Jianhong Wang and Tao Li

Abstract The vague set theory can overcome the shortcomings of fuzzy set by
describing the membership from two sides of both TRUE and FALSE, rather than
only by a single membership value, with the further generalization of fuzzy set the-
ory. It is superior in mathematical analysis of system with uncertainty, since vague
sets can provide more information than fuzzy sets. And it is more powerful in the
describing and processing of uncertain, inaccurate, even conflicting information. In
this paper, focused on the second-order uncertainty (SOU) issues in a weak knowl-
edge environment which comes from generalized or ubiquitous sensors, a novel
method of fuzzy decision fusion was presented based on vague set. The new method
is more efficient and powerful to fulfill decision fusion with uncertain and inaccurate
information.

Keywords Vague set · Second-order uncertainty · Fuzzy set · Decision making ·
Decision fusion · Soft fusion
1 Introduction

Data fusion is defined as processes or technologieswhich analyze, optimize, and inte-
grate the data from the multiple sensors or multiple sources, focused on the problems
of decision making. Therefor, we can obtain more accurate and more stable decision
result than the result obtained by using the sources solely. Many effective theories
and approaches have been developed since the data fusion is proposed, most of which
are based on the theory of probability. However, the decision is often made under
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weak knowledge environment because of using soft sensors. Thus, these problems
exhibit their fuzziness other than randomness, even uncertainty in the uncertainty
(second-order uncertainty) which make it difficult to calculate the probability, it is
hard to solve only by probability; even it maybe not have an accurate result in some
cases [1]. Fortunately, the vague set (VS) theory [2] can remedy the shortage of
fuzzy set [3] (FS) by describing the membership from two sides of both TRUE and
FALSE, rather than only by a single membership value. Many researchers have been
interested in the vague set theory in recent years, and got ahead in theory in many
fields, such as vague sets description, vague set operators, translation between vague
set and other sets, measures of similarity between vague sets, decision making and
approximate reasoning based on vague sets [3–5]. On the other hand, vague set has
been applied to target/pattern recognition, data fusion and so on successfully. With
further development of the information technology, some new approaches based on
the knowledge and cognition, such as data mining, machine learning and reason-
ing, and intelligent decision, will become the main development trend to uncertainty
information processing, which will make more use of the advantage of vague sets in
uncertain information processing.

2 Traditional Fusion Model

2.1 Problem Description

Reference [6]Assuming that O is the pending objects set, such as alternative schemes
or recognition, U is the corresponding attributes or features set, S is a decision-
maker (DM) set such as sensors or person of DMs, whereO = {O1, O2, . . . , Om},
U = {U1, U2, . . . , Ul}, S = {S1, S2, . . . , Sn}.

m, l, n is the number of objects, features and DMs respectively. The normalized
weights set of attributes, targets and sensors is written as

W = {w1, w2, . . . , wm} , V = {v1, v2, . . . , vl} , λ = {λ1, λ2, . . . , λn}

here the weighted values can be either real number or VS value. If they are real
number, they will satisfy

w1 + w2 + · · · + wm = 1, v1 + v2 + · · · + vl = 1, λ1 + λ2 + · · · + λn = 1

The date set likes the data table as follow
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U1 · · · Ul

w1 · · · wl

D =
S1
...

Sn

λ1
...

λn

⎛
⎜⎝

u11 . . . u1l
...

. . .
...

un1 · · · unl

⎞
⎟⎠

(1)

Now, the problem is how to making the fusion using the data set?

2.2 Traditional Algorithms Steps

Generally, a simply computational steps is given as follow:
Step 1. Select the fusion model and criterion.
Step 2. Input the original data O,U, S,W, V, λ.
Step 3. Translating the raw data derived from sensors (or other sources) and

attributes in vague set style.
Step 4. Aggregating the attributes and constructing the synthetic attribute values,

then converting to fuzzy style matrix.
Step 5. Calculating vague comprehensive evaluation vector can be calculated by

using one of decision models.
Step 6. Output the decision making result according to criterion.

3 Modeling Soft Fusion Based on Vague Set

3.1 Definitions

References [7–10] Definition 1. Ideal Target. Assuming that sensor can identify
target completely (100%), the target can be defined as an ideal target, which can be
written in Vague Set value [1, 1] as

O∗ = {(S1, [1, 1]), (S2, [1, 1]), . . . , (Sn, [1, 1])} (2)

Also as

O∗ = {s j , m∨
i=1

[
ti j , 1 − fi j

]} = {s j , m∨
i=1

[
to∗ j , 1 − fo∗ j

]} ( j = 1, 2, . . . , n) (3)

Definition 2. Evaluation Function. Reference [7] proposed twomethods to mea-
sure the degree of similarity betweenVSs—general evaluation function andweighted
evaluation function based on score function.
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Let S = {S1, S2, . . . , Sn} is a sensors set,W = {w1, w2, . . . , wn} is a normalized
weights set, O = {O1, O2, . . . , Om} is a targets set, and O∗ is the ideal target, then
the similarity measure function between the targets needing decision and the ideal
target can be described as

T (O,O∗) =
n∑

i=1

(
wi ∗ ∣∣(tO(ui ) + f ∗

O(ui )) − (tO∗(ui ) + f ∗
O∗(ui ))

∣∣) (4)

Assuming a Vague Set A is defined as

qi
A = tA(ui ) + ρ[ f ∗

A(ui ) − tA(ui )] (5)

Then, the evaluation function is

T (O,O∗) =
n∑

i=1

(
wi ∗ ∣∣qi

O − qi
O∗)

∣∣) (6)

Definition 3. Least Distance and Criterion. For the target needing decision set
and the ideal target, if the least distance exists, it can be defined as

Tmin
(
O,O∗) = min

{
T

(
O1,O∗) , T

(
O2,O∗) , . . . , T

(
Om,O∗)} = T

(
Oi ,O∗)

(7)
Criterion I: The target corresponding to the least distance is the decision result.

3.2 Soft Fusion Based on Vague Set

As above, objects set O , attributes or features setU , decision-maker set S, weights set
W , is defined respectively as follow O = {O1, O2, . . . , Om} ,U =
{U1, U2, . . . , Ul} ,S = {S1, S2, . . . , Sn}

W = {w1, w2, . . . , wl} , λ = {λ1, λ2, . . . , λn}

Then, the data set D is

U1 · · · Ul

[wL
1 , wU

1 ] · · · [wL
l , wU

l ]
S1
...

Sn

[λL
1 , λU

1 ]
...

[λL
n , λU

n ]

⎛
⎜⎝

[uL
11, uU11] . . . [uL

1l , uU1l]
...

. . .
...

[uL
n1, uUn1] · · · [uL

nl , uUnl]

⎞
⎟⎠

(8)



Soft Fusion with Second-Order Uncertainty Based on Vague Set 143

Note that value are VS style value. In the kth batch data gathered by kth DM or
sensors, uki j stands for the score of DM Sj to feature Ui , which can be written in VS
as

uki j = [uL
i j , uUi j ]k = (Sj , [ti j , 1 − fi j ])k (9)

The preference decision matrix given by Sj is written as [?]

U1 · · · Ul

Ak
j =

O1
...

Om

⎛
⎜⎝

[t11, 1 − f11] . . . [t1l, 1 − f1l ]
...

. . .
...

[tm1, 1 − fm1] · · · [tml, 1 − fml ]

⎞
⎟⎠ (10)

Aggregating the sensors and attributes, constructing the synthetic attribute values
(sensor Sj measures to target Oi ) as

ri j = (Sj , [ti j , 1 − fi j ]) (11)

Also, like as the follow.

Oi = {(S1, [ti1, 1 − fi1]), (S2, [ti2, 1 − fi2]), . . . , (Sn, [tin, 1 − fin])}, (i = 1, 2, . . . , m)

Then, the VS normalized matrix (synthetic decision matrix) of S to O is written
as

S1 . . . Sn

R =
O1
...

Om

⎛
⎜⎝

[t11, 1 − f11] . . . [t1n, 1 − f1n]
...

. . .
...

[tm1, 1 − fm1] · · · [tmn, 1 − fmn]

⎞
⎟⎠ (12)

Here, ti j and fi j stand for Sj pros and cons to Ui and Oi respectively. ti j ∈
[0, 1], fi j ∈ [0, 1], ti j + fi j ≤ 1, (i = 1, 2, . . .m, j = 1, 2, . . . , n). The value of
W = {w1, w2, . . . , wl} , λ = {λ1, λ2, . . . , λn} is a real number in the interval
[0, 1], even a VS data.

Finally, we can fusion calculation by using one of decision models, and output
the decision making result according to criterion.

4 Example

In a mission, there are three different kinds of planes, such as fighter, bomber and
transporter, which forms object set O = {O1, O2, O3}. PW, RF, NE, WW and WS
form the attributes set Uu1,u2, . . . , u5. The generalized sensors is S = {S1, S2, S3},
and weight set is {λ1, λ2, λ3}.
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Table 1 Input data set

S O1 O2 O3

Sj wjL wjU t1j 1−f1j t2j 1−f2j t3j 1−f3j

S1 0.4 0.6 0.6 0.7 0.7 0.8 0.5 0.6

S2 0.2 0.4 0.5 0.6 0.6 0.9 0.3 0.4

S3 0.1 0.3 0.4 0.5 0.6 0.8 0.5 0.6

Step 1 Receive the data and organize in VS style as Table1.
Step 2Convert the input data into VS style inmatrix form by formula (8) as follow,

RV =
O1

O2

O3

S1 S2 S3⎛
⎝ [0.6, 0.7] [0.5, 0.6] [0.4, 0.5]

[0.7, 0.8] [0.6, 0.9] [0.6, 0.8]
[0.5, 0.6] [0.3, 0.4] [0.5, 0.6]

⎞
⎠

And the weights set of the sensors is

λV = {[0.4, 0.6] , [0.2, 0.4] , [0.1, 0.3]}

For demonstration purposes, let xV and xF VS value and FS value respectively.
If VS data is xV = [tx , 1 − fx ], we can convert it to FS data by the function as

xF = (tx+1 − fx )
/
2

Thus, the weight set can convert from VS to FS form λF = {0.5, 0.3, 0.2}.
Step 3 Refer to traditional fuzzy comprehensive evaluation method, calculat-

ing vague comprehensive evaluation vector B = λ ◦ R. Ideal target value calcu-
lated by formula (2), evaluation function selected formula (7), and evaluation model
selected as

M(•,+) : b j =
n∑

i=1

(λi • ri j )

Then, calculating evaluation vector as B = (0.84, 0.51, 1.02).
Step 4 Using maximum membership principle (MMP), we can determine the

decision result. In this case, the second element is the minimum value, so its corre-
sponding object is O2.
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5 Conclusion

Focused the second-order uncertainty issues under a weak knowledge environment
which comes from generalized or ubiquitous sensors, the novel method based on
vague set can obtain coherent decision result. It is more efficient and powerful to
fulfill decision fusion with uncertain and inaccurate information. Universality, as
vague set theory can describe the soft data, it is more powerful than fuzzy method to
solve decision making and soft fusion problems.
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Vehicle Positioning Method of Modern Tram
Based on TETRA Communication System

Sun Yongmei, Wang Fuzhang and Zhong Yishun

Abstract Vehicle positioning system is an important component of traffic dispatch
and intelligent control of modern tram. The selection of vehicle positioning scheme
andwireless communication scheme decided the performance of the system.Accord-
ing to the characteristics and the requirements of modern tram vehicle positioning,
the paper proposed the positioning method of modern tram vehicle by utilizing com-
bined positioning method with satellite positioning and inertial navigation, and the
communication scheme between various terminal is realized by Terrestrial Trunked
Radio (TETRA)wireless communication system of rail transit, The proposed vehicle
positioning scheme can save the cost of the whole project, ensure the precision of
the system. Moreover, the vehicle positioning system have the merits of continuity,
reliability and maintainability.

Keywords Modern tram · Vehicle positioning · Communication · TETRA

1 Introduction

As a new type of urban transport, Modern Tram has the advantages of green envi-
ronmental protection, moderate traffic volume, comfortable ride, low cost and short
construction period, etc. Modern Tram is getting more and more attention of many
cities. At present, the lines which already on service in domestic including Shenyang
Hunnan tram, Tianjin Binhai New District tram, Dalian tram, Shanghai Zhangjiang
tram, etc. The cities which tram project is planned or under construction including
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Beijing, Zhuhai, Chengdu, Shenzhen, Xuzhou, Weihai and Huaian etc. Compared
with traditional tram,modern tram has great breakthrough in vehicle design and oper-
ation control. The body of modern tram is consist of numbers of modules, which
is lightweight designed and have smaller turning radius and larger climbing ability.
Considering of the power supply mode, modern tram can adopt ground third rail
power supply, super capacitor and battery power supply besides traditional overhead
contact network power supply. The application of new materials and new technolo-
gies can effectively reduce the vibration noise of vehicles [1–3].

The information of vehicle position and speed of modern tram vehicles in oper-
ation is very important for the dispatch system and the passenger information sys-
tem. Accurate positioning of vehicles can effectively ensure the safety of vehicles,
improve operating efficiency and shorten the distance between vehicles, moreover, it
can also promote the management modernization, improve the comprehensive trans-
port capacity and service quality. There are a lot of ways of vehicles positioning in
the area of rail transit, the different positioning method suitable for different envi-
ronment, and the cost and the positioning accuracy are different. Shenyang Hunnan
New District modern tram dispatching assistant system using integrated position-
ing (satellite positioning, beacon, pulse mileage sensor) scheme, and the wireless
transmission scheme using a set of wireless transmission system for signal specialty
[3]. Shanghai Pudong Zhangjiang tram project adopt GPS as the main positioning
mode, when entering the blind area, it can automatically switch to auxiliary position-
ing module. Utilizing GPRS as the communication platform, sent the real-time data
of vehicle positioning to control center server [4]. This paper introduces the vehi-
cle positioning method used in the current rail transit system, analyzes the special
requirements of the modern tram to the vehicle positioning system, and puts forward
the vehicle positioning scheme based on the TETRA communication network.

2 Rail Transit Vehicle Positioning Schemes

The selection of rail transit vehicle positioning scheme mainly includes two aspects,
one is the positioning system scheme, the other is wireless communication scheme.
Vehicle positioning method includes track circuit, transponder, odometer, electronic
map, GPS, inertial navigation, dead reckoning [5–7], etc. The single vehicle location
method cannot meet the requirement of vehicle positioning. At present, the vehicle
positioning ismainly used in combination, the specific positioning program including
GPS/ODO combination positioning [8], DR/GPS/MM combination positioning [9],
GPS/GLONASS combination positioning [10], etc.

The information collected from multiple sensors is required to be transmitted to
the control terminal for data analysis and data processing through wireless commu-
nication. There are several common wireless communication schemes in rail transit
system as followed.
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2.1 Vehicle Positioning Based on GSM-R Network

Reference [11] designs a fingerprint positioning system based on GSM-R net-work.
Vehicle terminal equipment (GPS receiver, gyroscope, odometer, GSM-R receive
antennas) acquire the location data and the intensity of the base station signal, through
data processing, obtain the vehicle geographic coordinates, time, angular velocity,
speed and signal strength information. The information is encapsulated in ARM
embedded system, and transmitted to the GSM-R wireless communication network
in the form of short message. GSM-R network establish a data channel according to
the communication protocol between the vehicle terminal and the monitoring center,
through this channel the information is sent to the monitoring center. Monitoring
center analyze the short message to get the vehicle information, through finger-
print positioning technology and data fusion to get the estimated position, then the
positioning information return to the vehicle terminal through the data channel, the
terminal control the vehicle running based on the positioning information.

2.2 Vehicle Positioning Based on Wireless Spread Spectrum
Communication

Wireless spread spectrum vehicle positioning system consist of wireless terminal,
wireless station (including terrestrial wireless base station) and vehicular wireless
apparatus. The position information is transmitted from the vehicular radio station
to trackside radio station. The distance between the vehicular radio station and the
ground radio station is calculated by using the DSP information processing tech-
nology, furthermore, the position coordinates of the vehicle is calculated through
distance. Wireless spread spectrum vehicle positioning is based on advanced wire-
less spread spectrum communication, pseudo code ranging and computer informa-
tion processing technology, which can realize real-time and accurate positioning of
vehicle in complex environment [12].

2.3 Vehicle Positioning Based on Special Wireless
Communication System

Special wireless communication system is to provide a reliable means of communi-
cation for rail transit fixed users (control center, vehicle dispatcher, station attendant)
and mobile users (train drivers, disaster prevention personnel, maintenance person-
nel and other mobile personnel). Special wireless communication system provides
call function, data function, assistant business function and network management
function. The vehicular radio station receive the vehicle positioning signals of GPS
satellite signal and other navigation signal, and send it to location server via spe-
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cial wireless communication network. The location server parse the received data,
and obtain the location information of the vehicle through data fusion. This kind of
wireless communication does not require extra investment and project construction,
it can save the system cost effectively.

2.4 Renting Public Network or Laying Special Network

Thewireless communication scheme selectGlobal system formobile communication
(GSM), or CDMA,GPRS. Both the base station and thewireless coverage equipment
use the existing telecom operators equipment. It should laying special line or renting
channel for the data transfer between the telecom operator room and the modern
tram control center, and doing extended development of wireless network software.
The information of satellite positioning and related information of vehicle transmit
through the public wireless network to the communication controller of telecom
operator room, then pass through the special line or rented channel to the server of
control center. It can also lay signal system and vehicle positioning data transmission
special line, this scheme is stable and reliable, but it will.

3 Requirements of Modern Tram Positioning

Compared to high-speed rail, subway and light rail, modern tram vehicles mainly
running on ground lines, the conditions are relatively complex. Most modern tram
selectmixed lane or semi closed lane, the right ofway are open relatively. Therefore it
cannot copy the existing rail transit train positioning scheme. In the design of modern
tram vehicle positioning system, it needs to be combined with the characteristics of
the railway line, and considered the feasibility, reliability and maintainability of the
system.

3.1 Reduce the Trackside Equipment as Far as Possible

Modern tram has variety right of way, and it always parallel with public traffic
network. Too much trackside equipment will influence the road traffic, and does not
easy to maintenance. In the choice of positioning scheme, the vehicle equipment is
the preferred selection.
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3.2 Ensure the Continuity of Positioning

It including the continuous of space and time. As long as the vehicle running on the
main line, the vehicle position information should be display in real-time any time
any place. In the choice of sensors and communication network, it need to consider
whether the sensor data output continuous, whether the sensor can work reliably
when the vehicle passing through the special terrain, such as the tunnel, elevated,
U-shaped slot, etc.

3.3 Ensure the Accuracy of Positioning

The location information of the vehicle is provided to vehicle dispatching system,
passenger information system, signal system, and other related driving systems,
which further realize the vehicle monitoring, arrival forecasting and other functions.
In the selection of the positioning scheme, the accuracy of data acquisition and
data fusion method of different sensors should be considered to meet the design
requirements.

4 Vehicle Positioning Method Based on TETRA System

4.1 TETRA Digital Trunked Communication System

Terrestrial TrunkedRadio (TETRA)digital trunked communication system is amulti-
functional digital trunked radio standard developed by European Telecommunica-
tions Standards Institute (ESTI). It adopt TDMA technique, and provide trunked
and non-trunked voice, circuit data, short message, packet data service and direct
mode operation communication. The system has the advantages of good compatibil-
ity, good openness, high frequency spectrum utilization and strong security. TETRA
digital trunked communication system has wide applications in urban rail transit,
which provides reliable communication for exchange of voice and data information
between the users of rail transit. The signal of TETRA covered throughout the vehi-
cle running area. Under the TETRA trunked communication mode, the application
of vehicle positioning can be realized by equipping GPS receiver and other posi-
tioning sensors on vehicular radio station, and utilizing the short data to transmit the
positioning information.
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4.2 Integrated Vehicle Positioning Scheme

The operating environment of modern tram is mainly on the urban ground road,
some of the line has a certain distance of the underground tunnels and elevated
sections. For vehicle positioning system, the best choice is GPS satellite positioning
method. In case of GPS signal coverage, it has higher positioning accuracy. But
considering the influence of high buildings, trees and tunnels on the operating line
of modern tram, it needs to use other positioning method to complement the non-
continuous outputwhen theGPS signal is blocked, to ensure the continuity of position
parameters. Inertial navigation measurement unit (IMU) is composed of gyroscope
and accelerometer. It can provide effective attitude, angular velocity and acceleration,
furthermore, the speed and position of the vehicle can be calculated by the above
parameters. The inertial navigation system canwork continuously and seldom appear
hardware failure. But the error of the inertial navigation system will accumulate with
time.

The performance of GPS and IMU is complementary. IMU can make up for the
signal interruption of GPS, and GPS can restrain and correct the accumulated error
of inertial navigation. Therefore, in order to realize the continuous, accurate and
reliable output, this paper uses the GPS/IMU combined positioning method.

4.3 System Architecture of Vehicle Positioning
Based on TETRA

The vehicle positioning system is composed of inertial navigation system, satel-
lite signal receiver, location server (main/standby redundancy), core switch (main/
standby redundancy), external interface, base station and transmission channel. Sys-
tem architecture is shown in Fig. 1.

4.4 Vehicle Positioning Equipment

Modern tram vehicular radio station consist of vehicular radio station host, control
box, interface circuit and powermodule. The vehicular radio station can realize voice
communication and data communication between the driver and the dispatch and the
station staff. The satellite data receivedmodule and the inertial navigationmodule are
installed in the vehicular radio station, and received the satellite data and the inertial
navigation data in real-time. The ARM embedded system complete the acquisition,
parsing and caching of various data. The data of sensors is transmitted to the location
server via the TETRA wireless communication network. The schematic diagram of
the vehicle positioning device is shown in Fig. 2.
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Fig. 1 System architecture of vehicle positioning based on TETRA

Fig. 2 Schematic diagram of the vehicle positioning device

4.5 Implementation of Location Server

The location server receives the short message data packets sent by vehicle posi-
tioning device, then conduct data analysis and location estimation in real-time. In
order to ensure the continuity and reliability of the location information, the location
server uses a hot standby configuration. The location server requires real-time mon-
itoring power on/off of the vehicle, and according to the received data of sensors to
determine the direction of the vehicle. Based on multi-sensor data fusion and dead
reckoning algorithm, the prediction and correction of vehicle position and velocity is
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obtained. After the vehicle drives into the mainline, the current position and velocity
information of the vehicle is sent to external dispatch and passenger information
system in real-time.

5 Conclusions

For some line of modern tram, there is no signal system operation equipment simi-
lar to the railway and the subway. Therefore, it need for a separate location service
system to achieve real-time tracking of the vehicle position. On the basis of the
research on the train location system of rail transit, a new type of vehicle positioning
scheme based on TETRA digital trunked communication is proposed. The wireless
transmission scheme is based on TETRA special wireless communication transmis-
sion network, and the positioning scheme is based on the combination of satellite
positioning, inertial navigation and other sensor data fusion. The system uses the
existing special wireless communication network, which save the cost of the whole
system, simultaneously, the stability and reliability of data transmission is ensured by
the performance of TETRA digital trunked communication network, the continuity
and accuracy of the positioning information is ensured by multi-sensor combined
positioning technology.
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Dynamic Path Selection Model Based
on Logistic Regression for the Shunt
Point of Highway

Bing Chang and Tongyu Zhu

Abstract In the operation management and real-time monitoring of the highway,
we alwayswant to know the current position of all vehicles in real time, so that we can
find the congestion and accident section timely and make effective treatment. But in
reality, only a small part of the highway vehicles equipped with a global positioning
system, and can access to the location information in real-time, for the most of the
vehicles, we can only access the position point when they are in and out the highway
by the toll data, and cannot get access to their specific routing when they are on
the highway. Especially when the vehicle is moving to the shunt point, during the
current state we cannot know exactly which direction the vehicle will choose next,
which leads to the result that we cannot estimate the correct position of vehicles. In
order to accurately identify the direction of vehicles in the shunt point, this paper
proposes a framework that based on the highway toll data, the A* algorithm and
logistic regression were used to predict the direction choose of vehicles on the shunt
point of highway. The framework takes the historical toll data as a sample to train the
feature weight in logistic regression model, and takes the actual direction of vehicles
on the shunt point as a test set to evaluate the effectiveness of the method proposed
by this paper.
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1 Introduction

In recent years, with the continuous development of the transportation infrastructure,
the vehicle population continues to increase and people’s travel demand is increas-
ing, the management and monitoring of the highway is facing increasing pressure,
reasonable and effective management of the highway is a hot research topic in the
field of traffic. A feasible solution is if we can get the current position of all vehicles
on the highway, then we can monitor the running state of all vehicles in real time,
and find out the abnormal traffic phenomena such as congestion and traffic accidents
on the freeway timely, then carry on the effective treatment. But at present, only a
small part of the highway vehicles equipped with a global positioning system, and
can get the running status information such as the position and speed real time and
precisely. For most of the vehicle without the global positioning system, the real-time
running state information of the vehicle can only be obtained by the fixed detection
equipment which is located on the highway, however, due to the high cost of the
fixed detection equipment, the layout density is relatively low, resulting in the fact
that we cannot obtain the running state information with high accuracy, therefore
we need to build a real-time vehicle location estimation model on the whole road
network. In the process of building the model, we will encounter a problem: when
the vehicle runs to the shunt point, we cannot know exactly the next direction choose
of the vehicle in real-time, and will lead to the failure of vehicle position estimation.
The main shunt points of the highway are the following: (1) after entering the toll
station, the vehicle can choose running up or down; (2) when the vehicle is traveling
to the ramp which connects two main line, it may continue to travel along the cur-
rent main line or turn to another main line on the ramp; (3) when the vehicle runs
along the main line near the ramp which links a toll station, it may continue to travel
along the main line or through the ramp to the toll station. Analysis of the direction
chooses of the vehicle at the shunt point, we find that in the case of different shunt
point, vehicles are always faced with two choices: running up or down in case (1)
and running on main line or turning to ramp in case (2) (3). Therefore, we can take
the problem of direction chooses on the shunt point as a classification problem of
the vehicle behavior, namely the vehicles choose the same direction are classified
as a class. Logistic regression model is a classical classification algorithm, which
can be used to calculate the probability of each category according to the input of
a set of independent variables. In this paper, the classification of vehicles on the
shunt point is exactly corresponding with logic regression. So this paper proposes a
dynamic direction choose model based on logistic regression when the vehicles are
facing the shunt point. Firstly the model redistricts the highway section to select the
shunt point, then uses A* algorithm to calculate the actual route of the vehicle and
to construct the training set based on toll data, the weight of feature vectors in the
logistic regression model is obtained by training the training set, finally constructs
the logical regression model to predict the vehicle direction selection on shunt point.

The rest of this paper is organized as follows. Section2 reviews some related
works. Section3 presents the framework of proposed method. Section4 describes
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the concrete implementation method in detail. Section5 evaluates the performance
and accuracy of the proposed approach. Finally, we summarize our conclusion and
discuss the next step of work.

2 Related Work

In this section, we will review some previous work. Dewen S provided that based on
traffic data of the past, the upcoming traffic flows can be estimated. With the help of
the improved ant colony algorithm, the dynamic optimal path planning results will
meet the need of the travelers accordingwithmultiple actual constraints [1]. Bierlaire
M proposed a probabilistic path generation algorithm to replace conventional map
matching (MM) algorithms. Instead of giving a unique matching result, the proposed
algorithm generates a set of potential true paths. Temporal information (speed and
time) is used to calculate the likelihood of the data while traveling on a given path
[2]. Li investigatedmorning commute route choice behavior using global positioning
systems and multi-day travel data [3]. In Mandirs study of the behavior of the driver
path selection in Munich metropolitan area, the vehicle routing model based on GPS
data is constructed by using C-logit model to prove the traffic information is helpful
to save the total time and total energy consumption [4]. Hood estimated a route choice
model with GPS data collected from smartphone users in San Francisco. Traces were
automatically filtered for activities and mode transfers, and matched to a network
model. Alternatives were extracted using repeated shortest path searches in which
both link attributes and generalized cost coefficients were randomized [5]. Broach
used the 1449 non-exercise, utilitarian trips to estimate a bicycle route choice model.
The model used a choice set generation algorithm based on multiple permutations
of path attributes and was formulated to account for overlapping route alternatives
[6]. Bierlaire and Frejinger proposed a general modeling framework that reconciles
network-free data with a network based model without data manipulations. The
concept that bridges the gap between the data and the model is called Domain of
Data Relevance and corresponds to a physical area in the network where a given
piece of data is relevant [7]. L. Liao introduces a hierarchical Markov model that can
learn and infer a users daily movements through an urban community. The model
uses multiple levels of abstraction in order to bridge the gap between rawGPS sensor
measurements and high level information such as a users destination and mode of
transportation [8]. Yang Y proposed amodel based on the PSLmodel, which is based
on the influence of road network conditions and traffic conditions on the behavior
of the driver path selection. The results show that taxi drivers are more likely to
choose the path which has short travel time and less turn, is a trunk road or has
more secondary roads [9]. Jia Z presents two new methods based on the shortest-
path (SP) approach. These heuristic methodsone centralized, the other distributed are
both polynomial. In numerical experiments the proposed algorithms almost always
find the optimal paths [10].
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Fig. 1 The framework of the
dynamic path selection
model

3 The Framework of Dynamic Path Selection Model

As shown in Fig. 1, the path dynamic selection model proposed in this paper consists
of three functional modules. The function of the first module is the actual route
extraction. In this module, the topology of the highway network is constructed with
the shunt point as breakpoint by analyzing the map bottom file, then combined with
the location of the toll station, A* algorithm is used to extract the shortest route
between the toll station as the input of constructing logistic regression model. The
function of the second modules is to construct a logistic regression model. First, we
should do preprocessing to remove the invalid toll data. Then with the routing data
between stations obtained from the upper module, the historical direction selection
data of the vehicle at the shunt point are generated, which can be used to train logistic
regression model. The third module is to use the logic regression model to predict
the direction selection of the vehicles in the shunt point and evaluate the accuracy of
the prediction.

4 The Concrete Implementation Method in Detail

4.1 Actual Route Extraction

In this module, it is divided into two steps: the extraction of the highway network
topology and the acquisition of the key route of OD. First we define the basic concept
of theOD, the continuous process of vehicle enters and leaves the highway as awhole
OD, and the entering station called O, the leaving station called D. Highway network
topology extraction work mainly uses the map file of the highway to search shunt
point and take the road connecting the shunt points as the unit road section, then
we save the connecting relationship as the new topological structure of highway
network. Combined with subsequent analysis needs, each unit road section sets up
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Table 1 The topological structure of the highway network

Road section number Next road section Length (km) Has toll
station

Station
number

G00G5001738924 G00G5001738766 20.5 N

G00G5001739859 G00G5001738924 18.34 Y 208

G00G5001740387 G00G5001739859
#J00G42000G4201351964

33.2 N –

J00G42000G4201351964 G00G4201351964 5.43 Y 3302

Table 2 The actual path selection on shunt point

O D Road section before shunt
point

Actual selection of next
road section

204 3020 G00G5001740387 J00G42000G4201351964

208 220 G00G5001740387 G00G5001739859

5004 5020 GS100200030060 G00G6511644839

a number of key attributes, including the length of the section, the next section, the
stations information if there is a toll station in the unit, etc. The topological structure
file of the highway network is shown in Table1.

On the table, if a road section has a plurality of subsequent sections, there is #
to split them. The main task of the second step is to extract the main route of OD.
Combining the topology structure of the highway network in the first step, taking
the shortest route as the filter standard and the A* algorithm as the main filtering
algorithm to extract the shortest route between any OD pairs as the actual route
selection, further extracting the available shunt nodes in the actual route, and finally
obtain the actual path selection on the shunt node (if there is a shunt node in present
route). The actual path selection on shunt point is shown in Table2.

4.2 Logistic Regression Model Construction

The main function of this module is to train the logistic regression model using the
toll data and the actual path selection data on shunt point.

(1) Data preprocessing: The data quality of the input data has a significant effect
on the final construction of the model. So in this module, data preprocessing is
first carried out to guarantee the accuracy and reliability of data. The main function
of data preprocessing is to delete invalid data, including station information losing
and station matching failing records, license plate missing and error records, vehicle
typemissing and time format error records, and delete the redundant attribute. Table3
shows the sample data after data preprocessing.
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Table 3 The sample data after data preprocessing

Plate Vehicle
type

O D Enter time Out time

AN8360 1 3020 3009 20140901083045 20140901091330

CQ9110 0 220 208 20140901134032 20140901143045

K61630 4 3706 720 20140923183044 20140923171242

... ... ... ... ...

(2) Extraction of historical path selection on shunt point: Combining data in
Tables2 and 3 according to the same attribute O and D, we can obtain the data of
the path selection of all vehicles as well as other attribute data, which can be used as
input of feature vector extraction.

(3) Feature vector extraction: In the construction of logistic regression model, the
feature vector is used as the direct input. In this paper, the feature vector including the
entering station number (S), entering time (T), vehicle type (C) and vehicle license
plate (P).

(S,T ,C,P)

Among them, S is the actual number of toll stations, such as 220. The value of T
is 1, 2, 3, 4 which represent the 4 time periods of a day: 00:00–06:00, 06:00–12:00,
12:00–18:00 and 18:00–24:00. Vehicle types is the number from 0 to 6, which 0 said
the small passenger car, 1 said the large and medium-sized passenger car, 2 said the
first kind of truck, 2 said the second kind of truck, 4 said the third kind of truck, 5
said the fourth kind of truck, 6 said the fifth kind of truck. The license plate number is
represented by the number which is the sequence number for all vehicles appearing
on the highway, such as the number of YUAN8360 is 101.

(4) Logistic regression model construction: On the highway, when vehicle V runs
to a designated shunt point, there may be two or more follow-up path selection
P=p1p2pn, for any one of the path in the collection P, V either selects the path pi or
selects another path from P-pi. So for all vehicles traveling to the shunt point, there
are two results: selecting pi or not, as shown in Fig. 2.

In this paper, we use the logistic regression to model each optional path on des-
ignated shunt point. Logistic regression model is a classical classification algorithm,
which can be used to calculate the probability of each category according to the input
of a set of independent variables. Logistic regression which has two categories of 0
and 1 is commonly used, its conditional probability distribution is:

P(Y = 1|x, w) = ew
Tx+b

1 + ewT x+b
= 1

1 + e−(wT x+b)
(1)

P(Y = 0|x, w) = 1

1 + ewT x+b
(2)
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Fig. 2 The map of vehicle selection on shunt point

x ∈ Rn is the input and called the feature of an instance. Y ∈ {0, 1} is output, 0 and
1 respectively represent selecting pi or not. w ∈ Rn and b ∈ R is parameter, w is the
weight vector, b is the offset.

Weight vector represents the influence of input on the classification results. The
weight is positive suggests that the corresponding input increases the probability of
the result; negative weight is just the opposite. The absolute value of the weight is
bigger indicates that the impact of the input is stronger; on the contrary, the weight
is close to 0, indicating that the input have little effect on the results. The Fig. 3 is
the chart of LR function.

For a given training data set T = {(x1, y1), (x2, y2), ..., (xn, yn)}, We can estimate
the model parameters w by using the maximum likelihood estimation method, so as
to get a logistic regressionmodel, then for an instance input x, according to themodel
can calculate the result P(Y = 1|x, w), this is a number between 0 and 1, and we can
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Fig. 3 The chart of LR
function

set a threshold (for example 0.5), if P(Y = 1|x, w) is greater than the threshold, the
instance belongs to category 1, otherwise it can be judged into category 0.

From the historical feature data of Table4, we select a path pi on some shunt
point to construct the logical regression model. If we get the training data set from
Table4 is T = {(x1, y1), (x2, y2), ..., (xm, ym)}, xi ∈ Rn, yi ∈ {0, 1}, we can estimate
the model parameters w by using the maximum likelihood estimation method.

If P(Y = 1|x, w) = φ(x), then P(Y = 0|x, w) = 1 − φ(x), the likelihood func-
tion is

m∏
i=1

[φ(xi)]yi [1 − φ(xi)]1−yi (3)

The log likelihood function is

L(W ) =
m∑
i=1

[yi logφ(xi) + (1 − yi) log(1 − φ(xi))] (4)

Seeking the maximum value of L(W ), we can get the estimated value of w.

Table 4 The feature vector data

Station number (S) Entering time (T) Vehicle type (C) Plate (P)

3020 2 1 101

220 3 0 362

3706 4 4 1034

... ... ... ...
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Assuming that the maximum likelihood estimate value ofw is
∧
w, then the logical

regression model is:

P(Y = 1|x, w) = 1

1 + e− ∧
w

I
x

(5)

P(Y = 0|x, w) = 1

1 + e
∧
w

I
x

(6)

At this point, the problem is transformed into an unconstrained optimization prob-
lemwith the log likelihood function. In the process of getting a solution, the problem
of seeking the maximum value is generally converted to a minimum value seeking
problem. So we turn the objective function to the negative log likelihood function,
the function is a convex function that can be solved by using the gradient descent
method.

Now considering the simple expression of unconstrained optimization problems
min f (x), x ∈ Rn, using x∗ to indicate the minimum point of the objective function.
Assuming f (x) has two order continuous partial derivatives, the independent variable
is xk in the kth round iteration, the gradient function is g(x) = ∇f (x), the Hessian
matrix of f (x) is H(x) = [ ∂2f

∂xi∂xj
]n×n, using gk and Hk represent the value of gradient

function and Hessian matrix in xk respectively, then the two order Taylor expansion
of f (x) in xk is

f (x) = f (xk) + gTk (x − xk) + 1

2
(x − xk)THk(x − xk) (7)

We should note the fact that the expansion is ignored in the higher order infinitesi-
mal part. Each iteration starts from the point xk to seek theminimumpoint of objective
function. xk+1 is the value of k + 1 iteration, the necessary condition for minimum
value is g(x) = ∇f (x) = 0, so nablaf (xk+1) = 0 and gk + Hk(xk+1 − xk) = 0, we
can get the recursion formula

xk+1 = xk − H−1
k gk (8)

pk represents the search direction of the kth iteration, so

pk = −H−1
k gk (9)

In order to prevent over fitting and to obtain a simple model, we use the L1
regularization term in the trainingprocess, the benefits of joining theL1 regularization
term are

• The relationship between the L1 regularization term and the sample complexity
is logarithmic, which means that the L1 has good adaptability to the independent
features.

• L1 can train lots of features which the weight value is zero.
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• Compared with L2, L1 can achieve convergence with less times of iterations.

So the original optimization problem into

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

f (w) = l(w) + r(w)

l(w) = −
m∑
i=1

log(P(y|xi, w))

r(w) = C
n∑

j=1
|wj|

min
w

f (w)

(10)

C is a constant for more than 0. Easily calculated

l(w) =
m∑
i=1

[chi log(1 + e−wT xi) + nochi log(1 + ew
T xi)] (11)

So its gradient is

∇l(w) =
m∑
i=1

[−chi
e−wT xi

1 + e−wT xi
xi + nochi

ew
T xi

1 + ewT xi
] (12)

So

∇l(w) =
m∑
i=1

[−chiP(y = 0|xi, w)xi + nochiP(y = 1|xi, w)xi] (13)

As for the problem of point zero is not differentiable results from L1, we use the
finite memory quasi Newtonmethod (OWLQN) to solve the problem. The simplified
form of the objective function containing the L1 regularization term is

f (x) = l(x) + C
∑
i

|xi| (14)

The process of solving logistic regression model based on OWLQN is as follows:
Step 1: Initial valuew0 = (0, 0, ..., 0)T , set iteration convergence parameter ε and

k = 0;
Step 2: Calculating∇l(wk), thus we can calculate the negative imaginary gradient

vk = −♦f (x) of f (x) in wk , if ||vk||2 < ε then exit, approximate solution to this
problem is x∗ = xk , otherwise turning Step 3;

Step 3: Calculating Bkvk using BFGS algorithm, the search direction is pk =
π(Bkvk; vk);

Step 4: Determining step and linear searching t, making

f (xt + t • pk) = Min(f (xk + t • pk))(t ≥ 0)
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and calculating xk+1 = xk + t · pk , turning Step 3.
After the model is solved, we can get the mapping file of the feature to the weight,

which is what we call the model file.

5 Prediction

In this paper, we take the Chongqing highway as the predicting object.We choose the
toll data fromMarch 2015 toMay2015 as the sample to train logical regressionmodel
and use the toll data from June 2015 to August 2015 testing the model. There are
three shunt points are selected to construct the LRmodel, including the intersection of
YuKun highway and the highway roundChongqing (Fig. 4), the intersection of YuSui
highway and the highway round Chongqing (Fig. 5), the intersection of BaoMao
highway and the ramp connecting JieLong station (Fig. 6).

In the above picture, the green line represents the path to model.
Figures7, 8 and 9 has shown the prediction of vehicles path selection on shunt

point using the LR model. In order to further verify the accuracy of the prediction
results, Figs. 10, 11 and 12 compares the predicting results with the actual results in
above conditions.

From the above picture, we can see the fact that the predicting result using the
LR model has a high fitting with the actual result. But the contrast above is analyzed
from a macro point of view, and cannot guarantee the reliability of the predicting
results.

Fig. 4 Condition 1
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Fig. 5 Condition 2

Fig. 6 Condition 3

6 Assessment

In order to further verify the accuracy of the logistic regressionmodel in the prediction
of path selection on shunt point from the microscopic, we set up two indicators TPR
and FPR. TPR is the probability of dividing the positive cases into the true category,
and FPR is the probability of dividing the negative cases into the true category, their
calculation method is:

TPR = TP

TP + FN
(15)
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(a) (b)

Fig. 7 The result that using the LR model to predict the vehicle numbers which select the green
path in Fig. 4 from June 2015 to August 2015 (a). The result that using the LR model to predict the
vehicle numbers which select the black path in Fig. 4 from June 2015 to August 2015 (b)

(a) (b)

Fig. 8 The result that using the LR model to predict the vehicle numbers which select the green
path in Fig. 5 from June 2015 to August 2015 (a). The result that using the LR model to predict the
vehicle numbers which select the black path in Fig. 5 from June 2015 to August 2015 (b)

(a) (b)

Fig. 9 The result that using the LR model to predict the vehicle numbers which select the green
path in Fig. 6 from June 2015 to August 2015 (a). The result that using the LR model to predict the
vehicle numbers which select the black path in Fig. 6 from June 2015 to August 2015 (b)
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Fig. 10 Comparison of
predicting result and actual
result in condition 1

Fig. 11 Comparison of
predicting result and actual
result in condition 2

Fig. 12 Comparison of
predicting result and actual
result in condition 3
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FPR = FP

FP + TN
(16)

Each test instance can be divided into one of the four types of the table:
TP/FP/TN/FN. Positive represents the test instance is from the positive category.
Negative represents the test instance is from the negative category. True represents
the true prediction. False represents the false prediction. Figures13 and 14 show the
TPR and FPR of LR model predicting results (Table5).

Can be seen from the above figure that TPR of the LR model predicting result
remains at around 90%, and FPR remains at around 10%, so there is no doubt that
the logistic regression model has high accuracy and credibility for the prediction of
path selection when vehicles are facing shunt point, and the prediction results are
relatively stable, which can be used to predict the real-time path selection.

Fig. 13 TPR of predicting
result

Fig. 14 FPR of predicting
result
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Table 5 Symbolic
interpretation

Positive Negative

True True Positive (TP) True Negative (TN)

False False Positive (FP) False Negative (FN)

7 Conclusion

In this paper, we propose a model for the prediction of the path selection of vehicles
with the shunt point and we carried out the actual model construction analysis and
have solved all kinds of problems in the process of construction. Finally we take
the Chongqing highway as the predicting object and compare the predicting result
with the actual result to prove the accuracy and credibility of the proposed model.
On the basis of this model, the next step can continue to study the real-time location
calculating problem for all vehicles, and finally achieve the overall monitoring and
management of the highway. In this paper, firstly, the range of the vehicle density is
between [0, 45], so we need to analyze the evolution law of speed in higher vehicle
density. Secondly, this paper is based on the overall vehicle density as the research
object, research is relatively rough, so the next step is to divide the vehicle density
according to the vehicle type attributes, and further analyze the effect of different
vehicle type on speed.
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Research on a Rapid Hierarchical Algorithm
for the Wavelet Transform Based Contour
Detection of Medium Plates

Ji Li, Xuxiao Hu and Mingmin Yang

Abstract This paper reviews two problems occur in the online real-time detection
for cold rolled medium plates-low transmission efficiency and poor performance.
The detecting process involves sending collected images to the industrial personal
computer (IPC) of a camerawhere a rapid contour detection scheme ofmediumplates
based on wavelet transform is presented. The overall architecture, contour detection
principle and new two graded data transmission structure which are different from
traditional ones will be analyzed. In the first place, the wavelet scalar quantization
algorithm is used for pre-processing and compressing the picture captured by the
image acquisition module. Subsequently, the processed data will be sent to the IPC
where it is then uncompressed. Results show that the compressed image size equals
0.09% of the original one; hence the new method is of capability to improve the
overall system effectiveness significantly without affecting the accuracy.

Keywords Laser line · Contour detection · Wavelet transform · Image coding ·
Data transmission

1 Introduction

The term cold rolling means to roll steel, the raw material at temperature lower than
its crystallization point; whereas hot rolling is the process of heating up a piece of
steel billet before several rounds of rolling, and subsequently trimming it into a piece
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of steel plate. Moreover, in comparison with the hot rolled ones, cold rolled steel
sheets are of finer surface quality, better appearance as well as higher dimension
precisions.

According to their thickness, steel plates can be divided into sheets, medium
plates, thick plates and super thick plates. For instance, medium plates usually range
from 4.5 to 25 mm. Since they have been widely used in the fields of construc-
tion engineering, machinery and containers manufacturing, shipbuilding along with
bridge construction, etc., their quality is of significant impact on the safety and relia-
bility of them [1]. On the one hand, the contour of medium plates serves as a crucial
index for evaluating the performance of the plate mill and the control of their shapes.
On the other hand, the accuracy of their detections affects steel losses directly. A
research shows that among all losses in the yield of medium plates, cropping ends
and trimming has respectively caused 23 and 26% of the total wastage. Hence, it is
clear that the plate contour detector produces great economical values by reducing
cutting losses while increasing the yields of medium plates through the improvement
of its detecting performance and accuracy [2].

Due to the gradual popularization of automatic product lines in the processing
industry, the requirements for cold rolled medium plates tend to become increas-
ingly exigent as they are the main raw materials for manufacturing. Consequently,
their shape control has become a problem which the metallurgy industry needs to
solve urgently along with shape testing as one of the crucial priorities of reinforcing
automatic shape control [1].

To define the contour information obtained from the detector as essential para-
meters and send it to the Rolling Mill Control System is a way of entitling improved
rolling quality to the strip steel in the first place. In addition, transmitting this data
into secondary process systems, such as the Optimized Shear System, introduces
the possibility of achieving automatic production in the rolling process. At present,
although a variety steel strip profile detectors fitted for specific product lines have
been successfully developed as well as partially applied in the actual manufacturing
of strip steels; certain problems still show up [3]. For example, low transmission
efficiency and poor real time effect can occur when the excessive width or high trav-
elling speed of the plates generate a large number of images; and as a consequence,
the productivity as well as quality of strip steel products will become less satisfying.

The emphasis of this paper is placed on cold rolled medium plate product lines.
A set of rapid hierarchical testing methodologies based on wavelet transform have
been developed in order to detect and display the contour data of tested plates for
users online. These methods use an industrial plane array CMOS camera to capture
the laser line irradiating on the surface of a medium plate at a high speed continu-
ously. Afterwards, the pictures are transmitted into the camera IPC through an image
acquisition device. The IPC will then process the received images so that the vertical
and end position coordinates of the captured laser lines can be acquired. Next, visual
calibration is combined with the speed data of the medium plates on the conveyor
collected by pace testing devices, in order to transform the statistics of the vertical
and end positions coordinates of laser lines into height information and edge position
coordinates of the medium plate. The contour data of cold-rolled medium plates will
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then be generated aftermatching the above information and is eventually presented to
users in a curve format which shows that the non-contact testing has been achieved.

In order to fulfill the testing purposeswhile concentrating on improving the system
efficiency, the following approaches are included in this paper.

First of all, the global structure of the medium plate contour detecting system is
demonstrated. Subsequently, the constitution of the image acquisitionmodule and the
data transmittingmethods are elaborated.After that is the presentation of the principle
of medium plate contour detection. Afterwards, the two-stage-image-compressing
algorithm introduced with an emphasis of describing the image compressing arith-
metic based on wavelet transform in the second phase. Finally, the advantages of the
algorithm in effects and productivity are empirically proved.

2 The Principle of Medium Plate Contour Detection

According to their functions, five modules can be derived from the cold rolled
medium plate contour detecting system, including the human-machine interactive
host PC module, the front-end IPC module, image acquisition and processing mod-
ule, medium plate speed and length testing module, as well as the contour graphic
work condition and running state real-time monitoring module. Within the whole
system, the image acquisition module is the most important but the most time con-
suming.

2.1 The Structure of Image Acquisition Module
and the Statistics Transmission

The structure of image acquisition module The main function of the image acqui-
sition module is to acquire pictorial information of the laser lines crossing the strip
surface. Then the collected images will be processed with the results being transmit-
ted into the IPC of the camera.

The main hardware components of the image acquisition module involve plane
array CMOS image sensor, linear array semiconductor laser, and image capture card.
Being selected as the light source for the image acquisition module, semiconductor
laser lines have been installed on flat surfaces at a fixed height. Taking into account
the reflection properties of cold rolled medium plate surfaces and the attempt to
achieve optimal imaging quality of the camera, diffuse reflection has been chosen
as the lighting system; as illustrated in Fig. 1, the axial planes of the laser line and
the camera will form an angle named which the light will shine through. In order to
eliminate the interference produced by the laser lines which illuminate on non-steel
surfaces, and to speed up the image processing by simplifying its algorithm, the
system uses plane mirror reflection to filter out the laser lines shining on non-steel
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Fig. 1 The illustration of lighting system for contour detection of medium plates

Fig. 2 The data flow diagram of the image acquisition module in a single CMOS camera

plate surfaces. Hence the diffuse reflection line will not be able to enter the image
sensors.

Data transmission Figure2 displays the data flow diagram of the image acquisition
module data flow in a single complementary metal oxide semiconductor (CMOS)
camera. Every plane array CMOS camera is equipped with a sensor which trans-
forms the acquired optical signals into analog electrical signals; and an inner signal
processing circuit where these analog image signals are translated into digital image
signals. Subsequently, the Camera Link interface passes the processed digital image
information to the image acquisition card based on the compact peripheral compo-
nent interface (CPCI). The card has a built-in pre-processing algorithm for images
with a main purpose of highlighting useful information in the pictures through elim-
inating noise signals. In addition, such algorithm can speed up the image acquisition
procedure of the camera by reducing the amount of pictorial statistics. Afterwards,
the card will transport the pre-processed image information to the camera IPC for
further treatments through the CPCI. Nonetheless, in the case of testing an exces-
sively thick plate, images captured by a single CMOS camera are not possible to
cover all information of the whole plate. As a solution, multiple-CMOS cameras are
needed but they will produce enormous images. Therefore, to continue using this
transmission method means to incur high costs with low efficiency.
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Fig. 3 The new data transmission of image acquisition module

In this paper, a new image acquisition module has been established (Fig. 3). The
process of data transmission in this innovative module is divided into two phases. In
the first place, pictures captured by multiple CMOS cameras be sent to the first tier
of image processing unit, which has been enhanced with an image compressing unit
on top of the built-in conventional pre-processing algorithm; whereas in the second
stage, instead of having all image information of massive data flushed into the IPC
directly, the statistics will be transmitted after being processed in the previous step.
As a result, the transmission productivity is significantly improved so that the whole
processing duration is shortened to some extent. Eventually, the pictures are decoded
by the IPC in order to make subsequent image processing at ease.

In an image acquisition module, the communication between individual hardware
components needs coordination and controls. Refer to Reference (2) for detailed
communication structures.

2.2 Principle of Contour Detection

According to the demands of techniques, the contour of medium plates mainly
involves their sides along with anterior and posterior. Figure4 shows a picture of
laser lines shining on a plate placed on a moving conveyor belt taken by a CMOS
camera in proper sequence; whereas Fig. 5 is a diagram of the successful contour
detection on cold-rolled medium plates.

When middle part of the medium plate is being inspected, the object of detection
is the side contour. In this procedure, laser lines continuously irradiate on the plane of
themedium plate, and the number pixels (W) between the upper and lower end points
of the laser line will be worked out after the collected images being processed. After
the visual calibration by the camera [4], with the help of Eq. (1), the pixel coordinates
of the captured laser lines ends can be transformed into space coordinates of the
medium plates side edge.

L = λW (1)
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Fig. 4 The image of laser line on the plate captured by CMOS camera

Fig. 5 Diagram of successful contour detection on cold-rolled medium plates

In the above equation, L stands for the width of the medium plate; whereas λ is
the actual length represented by a pixel of the image; it is related to the distance (h)
between the surface of the tested strip steel and the camera plane. The relationship
between and h can be identified through camera calibration.

The anterior and posterior contour of the medium plate is uneven along the width
in comparison with its central part. As a consequence, some of the flat laser lines
irradiate on these two parts will go across the plate through the grooves instead
of remaining on the surface. In this situation, segmentation will occur to the laser
lines, as seen from the left end of Fig. 5. According to the principle of side contour
detection, likewise, the coordinates of the laser line ends can be worked out with a
specific algorithm.

The above procedure can generate coordinate statistics of a medium plate for
its side, anterior and posterior end points; by utilizing these data, an overall contour
curve of the whole medium plate can be fitted. As we can tell from Fig. 5 that the strip
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steel moves at a constantly changing speed (v), by observing its pace information
with a special speed testing device in a certain cycle (T0), its coordinate on the X
direction can be identified. In addition, the image acquisition modules takes pictures
of the laser lines on the medium plate in a particular period (T) as well, so that the
concurrent coordinate data of its side, anterior and posterior ends can be adopted.
In another words, the coordinates of the strip steel edges on the Y direction can be
worked out in this way.

To summarize, the contour detection system firstly works out the corresponding
space coordinates and speeds of the medium plate edges for the laser line ends in the
acquired images, then conducts related processes which mean matching the width
statistics to an appropriate position; finally, the contour curve for the medium plate
is fitted and shown on the human-machines interactive interface of the host PC.

3 The Description of the Image Compressing Algorithm

Due to the massive space taken up by the pictures captured by multiple CMOS
cameras and the low productivity of direct image transmission, compressing has been
proposed in the image acquisition module as a means to minimize image sizes and
transmitting timewithout interfering the follow-up processing of laser line coordinate
extractions [5].

3.1 The Algorithm Flow of the Images

In Fig. 6a, the whole algorithm of the first phase algorithm is illustrated, while the
arithmetic flow of decoding and post treatment in the second stage is displayed in
Fig. 6b. We can tell that there are also two phases in the compressing procedure,
the first step is to extract as-small-as-possible areas in the image that contain the
required features. In the second stage, wavelet decomposition will be conducted
on the pictures before applying a wavelet scalar quantization to the decomposed
coefficient; subsequently, the quantized coefficient will go through run-length and
Huffman coding; eventually, the data will be translated into a standard format of
document.

3.2 Image Compressing Process Based on Wavelet Transform

This paper alsoworks on the image compressing process based onwavelet transform,
and precisely studies thewavelet decomposition and reconfiguration ofmedium plate
images.
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Fig. 6 Image compression and decompression algorithm flow. Flow of the whole first phase algo-
rithm (a), flow of the second phase algorithm (b)

Table 1 Coefficients of DB97 wavelet decomposition filter group

Coefficients of low-pass filter Coefficients of high-pass filter

0.037828455506995

−0.023849465019380 0.064538882628938

−0.11062440441842 −0.040689417609558

0.37740285561265 −0.41809227322221

0.85269867900940 0.78848561640566

0.37740285561265 −0.41809227322221

−0.11062440441842 −0.040689417609558

−0.023849465019380 0.064538882628938

0.037828455506995

Thefilter groupused forwavelet decomposition in thismethod is awhole sampling
set (WSS). h0 is used for representing the low pass filter while h1 stands for the high
pass one. In response of WSS, the low pass filter needs to symmetric in relation to
0, hence h0 runs from h0(−r0) to h0(r0), in another words h0(−n) = h0(n). In
contrast, the high pass filter is symmetric in relation to −1, therefore h1(−1 − n) =
h1(n − 1). According to research outcomes, DB97 wavelet decomposition filter set
is a group ofWSSwhich has the best compressing effect [6]. Please see its coefficient
in Table1.

As for thewavelet reconfigurationfilter group, its coefficient is determined entirely
by the anti-alias relativity of Eq. (2).

{
f0(n) = (−1)nh1(n − 1)
f1(n) = (−1)n−1h0(n − 1)

(2)
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Table 2 Coefficients of DB97 wavelet reconfiguration filter group

Coefficients of low-pass filter Coefficients of high-pass filter

0.037828455506995

−0.064538882628938 0.023849465019380

−0.040689417609558 −0.11062440441842

0.4180922732222 −0.37740285561265

0.78848561640566 0.85269867900940

0.41809227322221 −0.37740285561265

−0.040689417609558 −0.11062440441842

−0.064538882628938 0.023849465019380

0.037828455506995

According to this, when the wavelet configuration takes place, the coefficient of
the high pass filter depends on the low pass filter which can work reversely as well.
The WSS coefficient is worked out through the relativity shown in Table2.

The boundaries of signals are in need of an extension so that the filter set can be
helped adapt to signals of diverse lengths. In another word, such extension allows
images in random sizes to undergo a multi-tiered wavelet transform. The boundary
extension includes cycle extension, symmetry extension and zero extension, to name
but a few. Among them, symmetry extension is used in the algorithm of wavelet
scalar quantization.

Symmetric wavelet transform indicates that signals are extended before trans-
forming.

Suppose x stands for incoming signals, then x will run from x(0) to x(N0 − 1),
that means the length of signal x is N0. Furthermore, (i, j) represents the coordinates
of x. To decide whether the left and right ends need to be extended, we can tell from
the figures of the coordinates, if i = 1, no extension is needed for the left end; but
if i = 2, extension for the left end is in need; the same principle applies for j as an
indicator of extension needs for the right end. Also, E(i, j) is used for representing
extensions [7]. Hence, the relativity can be shown as below,

{
DirectTransformation : xy {a0, a1}
InverseTransformation : {a0,a1} yx (3)

where y stands for the signals acquired though the symmetric extension of x .
During the symmetric wavelet transformation, only half of the signals need to be

calculated and saved as the signals are symmetric after the mentioned extension. For
instance, after symmetric wavelet transforming, the wavelet coefficient of WSS and
its even length signals is shown as Eq. (4),

ai (k) =
N−1∑
n=0

y(n)hi (2k − n) (4)
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The only thing that requires calculation and storage is the coefficient of k =
0, . . . , N0/2 − 1, therefore,

bi =↓ (y ∗ hi ) (5)

3.3 The Scalar Quantization of Wavelet Coefficients

Quantization serves as a process of further data discretization. It involves not only
scalar quantization which means to quantify a single statistic according to pixels; but
also vector quantization in which a data block is quantified. In actual application,
the compressing effect of vector quantization tends to be better, but its machinery
structure is a lot more complicated hence will much more time is required for coding
images [5]. For a compressing system that handles a huge amount of medium plate
images, such disadvantage cannot be compensated. Taking this factor into account,
scalar quantization has been chosen for the algorithm of this research.

Mathematically, the scalar quantizer can be represented by Eq. (6), with S indi-
cating the quantizer index of discretion of which the value is the data used in entropy
coding; meanwhile, E is not reversible, hence the compressed result is damaged. For
the coding of this paper, scalar quantizer indicates p, the quantizer index that maps
a, the wavelet coefficient, onto the integer value; this index points to the quantized
interval where a locates, as shown in Fig. 7, hence

E : R → S (6)

Fig. 7 Scalar quantizer
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Fig. 8 Quantizer configuration process

During the decompression of image data, the quantizer index requires inverse
quantization; inverse quantizer can bemathematically shown as Eq. (7), in whichD is
not an inverse transformation of quantizer E.Within the decompiler, inverse quantizer
maps the quantizer value p onto a discrete reconfiguration coefficient named â, hence

D : S → R (7)

In accordance to the above description, the priority for quantifying the wavelet
coefficient is to construct a quantizer, the constructing process can be found in the
Fig. 8 [8].

3.4 The Entropy Codification of the Quantization
Index Value

The entropy expression of the discrete source and source code First of all, the
assumed constitution of the symbol set of a discrete source includes a number of
symbols (N ) in the range of {x1, x2, xN }, the occurrence probability of a symbol

in the source matches {p1, p2, , pN } as well as fulfilling
N∑

k=1
pk = 1. This paper

has chosen memory-less sources for its algorithm so that the current and previous
output statistics are detached from each other [9]. The Eq. (8) below decides how
much information each symbol contains, and this is the so-called self-information
quantity.

I (xk) = −log2 pk (8)

Therefore, the average self-information quantity of each symbol in the discrete
source set of {x1, x2, , xN } is worked out by the relativity of Eq. (9).

H(x) = −
N∑

k=1

pk log2 pk (9)

H(x) represents the entropy of the source.
Source coding implies the representation of a source output sequence by a Binary

code sequence. In addition, two conditions must be met in order to apply coding on
the memory-less discrete source [10].
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Fig. 9 Divisions of sub-bands and data blocks

Data sequence of entropy coding After the wavelet decomposition, 64 sub-bands
can be derived from the image of a medium plate, and their distributions are shown
in Fig. 8 [11]. These sub-bands will be divided into 3 data blocks during the entropy
coding procedure; these blocks will then be codified individually [12]. Figure9 illus-
trates the divisions of sub-bands and data blocks; sub-bands NO.0-18 are in the
first data block, NO.19-51 are in the second, while NO.52-63 are in the third block.
Scans on each data block is based on the sequence of sub-bands, while within each
sub-band, scans are done from left to right and top to bottom.

Zero RLE The continuous occurrence of certain symbols in a signal is absolutely
common during the coding process. When encountering this situation, such signals
can be represented by the number of occurring times (L) and the symbol (V) [13].
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For example, the character string of signal aaabbbbbddddddccc can be simplified as
3a5b6d3c.

In fact, in signals, zero is the only symbol value that will turn up from time
to time, whereas others occur randomly. Therefore, RLE is only applicable to zero
symbols in this case. In the algorithm of this paper, the quantizer indexmatrix derived
through the scalar quantization of wavelet coefficient is sparse. In another word, the
quantizer index matrix has a large number of zero symbols. Relying on the scanning
strategies introduced in Sect. 3.4.2, as soon as all statistics are linked together to form
a data string, a huge bunch of zero will turn up continuously, while other indexes
are distributing randomly. Therefore, RLE has been chosen for initially coding the
quantization value matrix.

As for the RLE of zero, results are recorded according to the symbol list in Ref.
[14] which is then used as the input symbol table for Huffman coding.

Implementation of Huffman coding In 1952, Huffman put forward the codes of
variable length named Huffman coding. Such coding is to allocate code words of
different lengths to symbols according to their occurrence probabilities. Generally,
symbols of higher probabilities will be allotted shorter code words and vice versa
[15–18]. Figure10 demonstrates the application process of image coding whereas
Fig. 11 shows the procedure of the codes being written to files. Huffman coding
works in the following sequencing.

First of all, the data distribution probabilities are counted. Secondly, the statistics
are ranked from low to high probability. Thirdly, the smallest two nodes are combined
into one having the probability value of the combined node equals the total of both
nodes. Fourthly, the second and third steps are repeated until the node sum becomes
1 in order to build a binary tree that is named Huffman Tree. Finally, coding takes
place based on the route of Huffman Tree, in another words, the 0, 1 code strings on
the routes that the terminal node runs through towards each origin node are used as
the coding words.

Implementation of Huffman decoding Figure12 demonstrates the process of
Huffman decoding. As shown in Fig. 6b, the first task in Huffman decoding is to
read the Huffman table generated by the compression. Hence, there is no necessity

Fig. 10 Implementation of image coding
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Fig. 11 The process of writing to the file

Fig. 12 Huffman decoding
process for this report

of establishing another Huffman table during decoding. The first basic step of decod-
ing is to read the binary values one by one and store them into internal codes. After
that, the data lengths are assessed aiming at verifying whether they equal the code
lengths. If both lengths are identical, the code will be inspected in order to search for
corresponding code words; if such code words exist, their corresponding symbols
will be decoded. The same procedures are repeated in the reading of the next binary
value until the whole decoding is completed.

Based on the flow chart demonstrated in Fig. 12, a customized Huffman decoding
process for this report has been adopted.

Firstly, read the Huffman table generated from the compressed source document
in order to acquire BITS [] and HUFF VAL []. Secondly, identify the code length
table of HUFFSIZE [] and code word table of HUFFCODE [] on the basis of BITS []
and HUFFVAL []; this process should be kept the same as the generating procedure
of HUFFSIZE [] andHUFFCODE [] during coding. Thirdly, work outMINCODE [],
MAXCODE [] as well as VALPTR [], the three tables which are used in the decoding
algorithm, in accordance to BITS [] and HUFFCODE []. In this stage, under the
circumstance of having I as the code length, MINCODE [I] contains the smallest
code word, MAXCODE [I] has the biggest one, whereas VALPTR [I] possesses the
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first value in the table. Finally, decode the code stream in accordance to the previously
acquired tables.

4 Experiments

Anexperimental prototype for the cold-rolledmediumplate contour detection system
is built. With the purpose of handling and controlling the acquisition of images,
vc++ software is used in the prototype for writing image acquisition processing and
controlling programmes. Also, with the goal of displaying the results of contour
detections, a human-machine interactive interface application is programmed.

Image compression is used in this paper, and the method used in such procedure
is evaluated by the key performance index including compression ratio (CR), peak
signal to noise ratio (PSNR) along with the complexity of the algorithm [19]. The
main verifying object of the algorithm in this research is to significantly improve the
running effectiveness of thewhole system by reducing data transmitting time through
the compressing algorithm without affecting the accuracy of contour detection. The
following pictures illustrate the stages of the algorithm practice.

First of all, Fig. 13a, b are respectively the images of laser lines shining on a
medium plate captured simultaneously by the CMOS cameras on the left and right
sides, their dimensions are both 718*960*3 and they both have 2067840 bytes;
meanwhile, Fig. 14 is a picture which has been through image mosaicking and the
extraction of laser-line-only area, it is sized as 54*553*3 with 89434 bytes making
it only equals 4.3% of the original image size.

Secondly, Fig. 15 is the decompressed (with the algorithm of this paper) version
of Fig. 14, this image indicates that later acquisitions of laser line edge coordinates
are not affected by compression or decompression. The only difference is that the file

Fig. 13 Images of laser lines shining on a medium plate captured by the CMOS cameras on the
left (a) and right (b) sides at the same time
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Fig. 14 Picture which has been through image mosaicking and extracted the area with only laser
line on

Fig. 15 The decompressed (with the algorithm of this essay) image of Fig. 14

Fig. 16 The pixel image generated after a series of image processing work in the IPC

Fig. 17 Image of laser line with 4 ends in it

Fig. 18 Outline image of
steel plate according to the
curve fitting of coordinates
of the ends of each laser line

size is reduced to only 2 k with 2*1024 bytes after compression. Also, the duration
of compression is verified as 8 ms, while the decompression time is 15 ms.

Thirdly, Fig. 16 is the pixel image generated after a series of image processing
procedures in the IPC, through this, the laser line coordinates can be found as (5,
23) and (5, 544). Figure17 shows the situation of laser line breakage during the
measurement of the medium plate ends, the coordinates for the 4 end points in this
case are respectively (6, 23), (7, 116), (7, 169), (5, 540).

Finally, Fig. 18 is the contour image of a medium plate fitted according to the
extracted laser line ends coordinates the IPC has extracted from individual pictures.

Without interfering subsequent coordinate extractions from the ends of laser lines,
the image size will be reduced to as small as 0.09% of the original picture. This small
size will undoubtedly.
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5 Conclusion

This paper summarizes the research status of the medium plate detection system
which is problematic to some extent. Therefore, an innovative detection system is
developed to tackle the problems. In the first place, the detection principle of the sys-
tem is briefly introduced by emphasizing on the description of the hierarchical data
transmission approach in the new system. Afterwards, the theory of the algorithm
for medium plate compression is precisely studied, including the basic principles for
wavelet decomposition and reconfiguration, wavelet symmetric extension, wavelet
scalar quantization as well as quantizer index value coding. In addition, the funda-
mental theory and application process of Huffman coding are analyzed. Eventually, a
performance test on the algorithm takes place with feedbacks showing that the speed
of the system can be improved providing all conditions are met.
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Research on Power Dividing Strategy
for Hybrid Electric Vehicle

Luming Chen, Zili Liao, Chunguang Liu and Yu Xiang

Abstract In order to eliminate negative effects of transient power demands, config-
urations and power source characters of series hybrid electric vehicleswere analyzed.
The power dividing strategy was established based on wavelet transform, and then it
was tested in RT-LABmodel to compare with the result of constant temperature con-
trol strategy. As it was shown in the simulation, the power dividing strategy had an
advantage in power following. Meanwhile, power supply quality could be promoted
and battery life could be extended.

Keywords Wavelet transform · Power dividing · Instantaneous power

1 Introduction

With the development of science, technology and the advancement of new military
revolution, weapons and equipments are becoming the key factor of combat power
generation. Due to the limitation of the power system structure and the transmis-
sion way in traditional armored vehicles, it is hard to meet firepower, mobility and
protective performance with the increasing load demands [1]. New type of energy
storage technology is gradually mature, which paves the way for the development

L. Chen (B) · Z. Liao · C. Liu · Y. Xiang
Department of Control Engineering, Academy of Armored Force Engineering,
Beijing 100072, China
e-mail: 18211077415@163.com

Z. Liao
e-mail: 295170692@qq.com

C. Liu
e-mail: 18800130677@163.com

Y. Xiang
e-mail: 13121511200@163.com

© Springer International Publishing Switzerland 2017
V.E. Balas et al. (eds.), Information Technology and Intelligent
Transportation Systems, Advances in Intelligent Systems and Computing 454,
DOI 10.1007/978-3-319-38789-5_28

191



192 L. Chen et al.

of the hybrid power armored vehicles. Integrated power system with multiple
power supplies becomes a new development direction of hybrid power armored
vehicles [2].

Power supply quality of integrated power system depends not only on topology
structures of each power source, but also control strategies. In view of the different
integrated power system structures and tasks, there are several control strategies,
such as typical biggest charged state of peak power control strategy and constant
temperature control strategy, etc. Thehybrid control strategybasedon electric priority
aiming at compound type was established in Literature [3], which improved the
efficiency of vehicle braking energy recovery at theUDDScondition. In literature [4],
a single point of constant temperature control strategy was applied at power maintain
stage to increase the fuel economy. The process of starting, acceleration and braking
will be more frequently existed during drive conditions. It may cause negative effects
to the durability and reliability of power supplies. Wavelet transform can carry on
the decomposition of the power signal in time domain, frequency domain and shunt
high-frequency transient power for ultracapacitor, maximizing the advantages of
high specific power. The method is suitable for non-steady state and transient signal
analysis.

This paper analyzes the hybrid vehicle configuration and the power supply charac-
teristics, selects CYC-HWFET as drive test cycle, uses wavelet transform to realize
the diversion of vehicle power. Finally the simulation experiment was carried out
on the established RT-LAB vehicle model. Comparing with the result of constant
temperature control strategy, it is proved that the power dividing strategy based on
wavelet transform can give a full play to different power supplies, extends the ser-
vice life of power battery and engine/generator set, improves power supply quality
of integrated power system.

2 The Basic Situation of the Hybrid Electric Vehicle

2.1 Hybrid Electric Vehicle Configurations

The integrated power system is connected in the form of series [5], and its concrete
structure are shown in Fig. 1.

2.2 The Vehicle Power Calculation

According to vehicle dynamics theory, the formula to calculate vehicle power demand
is shown as follow [6]:

P =
(
mg sin α + mg f cosα + Cd A

21.15
v2 + δm

dv

dt

)
v

3600
(1)
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Fig. 1 Structure of integrated power system

In the formula, f is the rolling friction coefficient, α is the slope angle, Cd is the
air drag coefficient, A is the windward area, v is speed, m is the quality of vehicle,
δ is spinning quality coefficient.

2.3 Parts Power Characteristic

Kamaraj [7] Engines:When the dynamic load changes quickly, the change of engines
working point will be very intense.While the engine is a big delay inertia component,
severe dynamic adjustment processwill lead to dynamic losses. Itwill reduceworking
efficiency and lead to the deterioration of fuel economy index.

Power batteries:When the amplitude and frequency of the power demand are very
high, the stability of the battery and its life will be affected, especially transient peak
current flowing through power battery will lead to irreversible damages.

Ultracapacitors: The energy density of ultracapacitor is 10 to 100 times more than
other battery powers. In addition, charging and discharging process can be finished
in several milliseconds to several seconds because of its excellent high-frequency
performance.

3 Wavelet Transform Theory

3.1 The Characteristics of Wavelet Transform

Zhang [8] Wavelet analysis, which is originated in the 1980, is the expansion and ex-
tension of Fourier analysis. As a function of the wavelet analysis, wavelet transform
is mainly used to decompose a given function or time signal into different scales.
It absorbs and inherits the localization thought of short-time Fourier Transform,
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established the follow-up relations between window size and frequency. Wavelet
transform is an effective signal time-frequency analysis and compression tool, par-
ticularly in providing dynamic changes of the time-frequency window.

Wavelet transform has good localization ability, especially in some local features
area it has inherent advantages. In the course of signal processing, The scaling,
translation and other operations are applied in wavelet transform to realize the multi-
scale refinement.Meanwhile, it has a strong adaptive capacity inmeeting the analysis
requirement in time domain and frequency domain, even some details of signal can
be focused to overcome the weakness of Fourier transform. At present, wavelet
transform technique has been successfully applied to many fields such as the signal
and graphics compression, signal analysis and engineering technology, etc.

3.2 Wavelet Transform Process

The process of wavelet transform generally includes two stages, namely, decomposi-
tion and reconstruction. First of all, through the decomposition formula one dimen-
sional time-domain function will be mapped to the two dimensional time-frequency
domain. Thewavelets with different time-frequencywidthwill be obtained by chang-
ing the translation and scaling factors, reaching the purpose of analyzing the signal
in time-frequency localization. Finally, the two dimensional signal will be recon-
structed back to the original one dimensional signal through the wavelet inverse
transformation. Wavelet basis function used by wavelet transform is diverse, so how
to choose the function becomes the key factor to outcome result. As one of the most
popular wavelet basis function, haar wavelet has the shortest length of filtering in the
time domain comparing with other wavelets. As a result, the paper choose the haar
wavelet as the wavelet basis function [9], the expression is shown as follows:

ψ(t) =
⎧⎨
⎩

1 t ∈ [0, 1/2]
−1 t ∈ [1/2, 1]
0 others

(2)

For continuous wavelet transform, the decomposition expression is shown as follow:

Lψ f (a, t) = 1√
cψ

1√|a|
∫ +∞

−∞
f (u)ψ

(
u − t

a

)
du(a �= 0), (t ∈ R) (3)

The expression of continuous wavelet reconstruction transform is shown as follow:

f (t) = 2π√
cψ

∫ +∞

−∞

∫ +∞

−∞
Lψ f (a, t)

1√|a|ω
(
t − u

a

)
duda

a2
(4)
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In practical problems of numerical calculation, the continuous wavelet transform is
a function of continuous change, which is not convenient for continuous integral of
the digital signal. Riesz base is adopted to meet the demand of f (t) transform to
achieve discrete results of continuous wavelet transform processing. At this point,
decomposition expression of discrete wavelet transform is shown as follow:

Lψ f (a, t) = 1√
cψa

∫ +∞
−∞ f (u)ψ( u−t

a )du

(a = 2− j , t = k2− j , j, k ∈)
(5)

The reconstruction expression of discrete wavelet transform is shown as follow:

f (t) = 2π√
cψ

+∞∑
j=−∞

+∞∑
k=−∞

2 j/2Lψ f (a, t)ψ(2 j t − k) (6)

3.3 Power Dividing Strategy

The power dividing strategy based onwavelet transform has the advantage in extract-
ing the instantaneous power component from the total power demand in vehicles, and
the high frequency components will be allocated to the ultracapacitor. This will make
full use of ultracapacitors high specific power characteristics. On the other hand, sur-
plus low-frequency power component is offered by engine\generator set and power
battery. Other than one-way characteristic of engine\generator set, power battery
allows the bidirectional power flows. Therefore, power battery can not only absorb
the low frequency feedback but also act as a capable assistant of the engine/generator
set to meet the demand of low-frequency power [10].

In the process of vehicle driving, wavelet decomposition order should be appro-
priate to ensure simplicity of calculation and meet the demand of the frequency
constraints. Hence the paper chooses the third order haar wavelet in decomposition
and reconstruction power demand, distribution situation is shown in the Fig. 2.

The expression of power supply power allocation is shown as follow:

PEG =
{
0.6x0(n) x0(n) > 0
0 others

(7)

Fig. 2 Power dividing
sketch map
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PBatt =
{
0.4x0(n) x0(n) > 0
x0(n) others

(8)

PUC = x1(n) + x2(n) + x3(n). (9)

4 Examples of Application

4.1 Basic Parameters and Performance Indicators

In order to calculate power demands and performance parameters of the various com-
ponents, necessary parameters and performance requirements of the hybrid vehicle
is listed in Table1.

4.2 Drive Test Cycle

Vehicle driving test cycle is a speed curve which is composed of a large number of
data points, reflecting the changing relation between the speed and time. The driving
test cycle can realize the simulation of vehicle and it is usually adopted to forecast
integrated power system performance at early stage. In this paper, the CYC-HWFET
driving test cycle is selected to testing the performance of the hybrid electric vehicle
[11, 12]. The speed curve is shown in Fig. 3.

Parts of characteristic values in this driving test condition are shown in Table2.

4.3 The Simulation Model

RT-LAB is an engineering design application platform based on models, which can
directly apply a mathematical model of dynamic system, which is established in

Table 1 Basic parameters and design requirements of hybrid electric vehicle

Basic parameters Design requirements

Total weight (t) 18 Largest highway speed (km/h) 110

Windward area (m2) 2.2*3 Largest cross-country speed
(km/h)

40

Motorcycle type 8× 8 Largest permissible
gradient

30

Drag coefficient 0.5 Mute mileage (km) 10

Reduction ratio 10 0–32km/h accele ration time (s) 9
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Fig. 3 CYY-HWFET drive test cycle

Table 2 CYC-HWFET
characteristics

Types Values

Time (s) 760

Distance (km) 16.3

Maximum speed (km/h) 95

Average speed (km/h) 77.2

Maximum acceleration (m/s2) 1.31

Maximum deceleration (m/s2) –1.12

Average acceleration (m/s2) 0.57

Average deceleration (m/s2) –0.42

MATLAB/Simulink, to real-time hardware in the loop (HIL) simulation test or other
related fields. The hybrid vehicle model built in RT-LAB platform is shown in Fig. 4.

4.4 The Power Dividing Simulation Curve

To compare results of the power dividing strategy based on wavelet transform and
constant temperature control strategy, the simulation test was respectively carried out
on the vehicle model established in RT-LAB. The power supplys dividing situation
is shown in Figs. 5 and 6.

As it is shown in Fig. 5, the peak power of power battery is not more than 50kW
and engine\generator set peak power is 63kW.While in Fig. 6, peak power demands
of power battery and motor\generator set are respectively 76 and 72kW. There-
fore, final conclusion can be drawn that power dividing strategy based on wavelet
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Fig. 4 Simulation model of hybrid electric vehicle

Fig. 5 The power dividing
strategy based on wavelet
transform
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transform has a better performance than constant temperature control strategy. After
the wavelet transform process, intensity and frequency of ultra capacitor power in-
crease significantly. It is beneficial to develop its inherent advantage in high specific
power. Power flowing to engine/generator and power battery has a lower frequency,
a reduced impact on the power supply, and ensures the higher quality of power sup-
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Fig. 6 Constant temperature
control strategy
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ply coming from integrated power system. The results show that the proposed power
dividing strategy based on wavelet transform is superior to the traditional strategy,
and the former has the feasibility and adaptive ability.

5 Conclusion

The paper established a power dividing strategy based on the wavelet transform,
decomposition and reconstruction of power demand will be fulfilled by time domain
and frequency domain transformation. Given the negative impact on power supply
from high frequency transient components, the integrated power system assigns high
power to ultra capacitor. Meanwhile, the remainder is jointly offered by the power
battery and engine\generator set. These measures tend to reduce the power fluctua-
tions on the impact of power sources, extend power battery service life and improve
the power supply quality of integrated power system.
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Driver Compliance Model Under Dynamic
Travel Information with ATIS

Ande Chang, Jing Wang and Yi Jin

Abstract This study explores many details of the drivers response to dynamic travel
information with variable message signs (VMS) which is the one of the most common
advanced traveler information systems (ATIS) deployed in many areas all over the
world. A stated preference (SP) survey was conducted in some parts of China to
collect various drivers behavior information with VMS. Based on the findings from
the surveys, seventeen potential affecting factors for driver compliance with VMS are
identified and applied to further study. A binary logistic regression model is adopted
to evaluate the significance of these seventeen factors. Gender, age, whether full-
time worker, delay ratio of the current route, knowledge of an alternate route, length
ratio of an alternate route, and crowded level on an alternate route are proved to be
significant variables affecting driver compliance under dynamic travel information
with VMS. Classification and regression trees (CART) is adopted to develop the
driver compliance model. The CART model reveals the hierarchical structure of
driver compliance and produces many interesting findings. The developed model is
evaluated with collected data from SP survey and shows a reasonable performance.
The CART model explains the behavior data most clearly and maintains the highest
prediction rate.

Keywords Intelligent transportation systems ·Variable message signs ·Driver com-
pliance · Classification and regression trees
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1 Introduction

During the last years, traffic congestion has become one of the most common phrases
in the daily news. Traffic congestion is a phenomenon caused when a facility is asked
to bear a travel demand that is greater than its capacity. This has been caused, in part,
by our rapid economic growth. With our rapid economic growth, we have come to
expect more mobility in our modem life.

To mitigate this traffic congestion and improve the efficiency of travel in urban
areas, various types of advanced traveler information systems (ATIS) have been
studied and implemented during the past several decades. ATIS is a major component
of intelligent transportation systems (ITS) that include a wide range of new tools for
managing traffic as well as for providing services for travelers. Given the continued
increase in travel and the difficulties of building new and expanded roads in urban
areas, ATIS is essential to maximize the utilization of existing facilities.

One common ATIS that has been deployed is variable message signs (VMS). They
are installed along roadsides and display messages of special events that can affect
traffic flow such as football games. VMS usually deliver various types of information
such as expected delay, cause of incident, lane closure, etc., which can help drivers
make smart decisions regarding their trip. It is expected that by providing real-time
information on special events happening on the oncoming road, VMS can improve
the drivers route choice, reduce the drivers stress, mitigate the severity and duration
of incidents and improve the performance of the transportation network.

Unlike other ITS components such as ramp closure, which is part of the advanced
traffic management system (ATMS), VMS are not supported by mandatory regula-
tion. That is, the impact of implemented VMS on the transportation network depends
to a large degree on the response of drivers. Therefore, it is very important to find
and understand those factors that can affect driver compliance with ATIS. Many past
studies were widely applied to the collection of data and the results were analyzed
using statistical methods. However, those individual findings are rarely aggregated
to explain driver compliance in an effective and efficient manner and there has been
no extensive evaluation of those findings [1].

Many researchers, in their attempts to analyze the driver behavior data, have
adopted a logistic regression model [2–6] that is based on Logit function and utility
models that usually assume the effects of attributes of an alternative are compensatory,
which means that increase or decrease of one attribute in a model can be compensated
by certain proportional increases or decreases of other variables. In many cases, it is
difficult for driver behavior characteristics to meet the assumptions and it is difficult
for the researcher to reflect the nonlinear effects of variables or interactions between
variables using the logistic regression model.

To overcome this limitation, several new attempts have been made, such as using
neural networks [7–9]. These approaches are useful in terms of overcoming many
limitations in the traditional logistic regression model by automatically detecting
no-compensatory, nonlinear effects of variables and interactions between variables.
However, it is difficult to interpret the results of these models to understand the
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behavior characteristics of the drivers who have been analyzed. In other words,
these models would provide good predictions, overcoming many limitations of the
traditional approach, but it is very difficult to use the results or findings for any policy
implications [1].

This study explores many details of the drivers response to VMS. A SP survey
was conducted in China to collect various drivers behavior information with VMS.
Based on the findings from the surveys, as much as possible potential affecting
factors for driver compliance with ATIS are identified and applied to further study.
A binary logistic regression model is adopted to evaluate the significance of these
factors. CART model is adopted to develop the driver compliance model. This paper
is outlined as follows: The next section depicts the data survey works for driver
behavior; Sect. 3 analyses the impacts of VMS on driver behavior; Sect. 4 researches
the CART model for driver compliance; Sect. 5 depicts the model validations; Last
section presents conclusion.

2 Data Survey for Driver Behavior

The scope of research is usually limited by the availability of data. This study aims
to understand the structure of driver compliance with VMS on the urban network.
However, driver response associated with VMS is difficult to observe and collect
in the field. Thus this study has adopted stated preference (SP) methods involving
extensive user surveys. The SP method is a very effective tool to investigate the drivers
behavior characteristics under a variety of controlled scenarios. To understand the
general drivers response to VMS and to find significant variables that affect the
drivers compliance, an online survey was conducted.

Based on the recent enhancement of the internet, online surveys are now generally
established as one of the tools for behavior studies. Use of the internet for surveys
can improve the reliability of collected data by allowing the researcher to provide
more detailed and realistic descriptions to respondents, which allows them to provide
answers closer to their behavior under real circumstances. Moreover, it can largely
eliminate coding errors and take adaptive designs where the options offered can be
modified as a result of the responses to previous answers. However, users of this
method should be careful to control the sample population.

The survey was sent to a random sampling of drivers in China based on their travel
experiences with a sample size of 1000. A 22-question driver survey questionnaire
(see Appendix) was developed to collect the following information: (1) Demographic
characteristics of drivers; (2) Perceptions of dynamic travel information; (3) Driver
behaviors under dynamic travel information with VMS. Seventeen potential affecting
factors are identified as following: city kind (x1), region (x2), gender (x3), age (x4),
marital status (x5), degree (x6), job (x7), whether full-time worker (x8), monthly
income (x9), crowded level on the current route (x10), vehicle queue length of the
current route (x11), delay ratio of the current route (x12), knowledge of an alternate
route (x13), length ratio of an alternate route (x14), crowded level on an alternate
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route (x15), anticipated travel time saving ratio (x16) and quality of dynamic travel
information (x17).

540 completed survey forms were returned and used for analysis. Among 490
valid surveys (50 surveys were excluded due to incredulity), more than 50 % of

Table 1 Demographic characteristic of survey respondents

Numbers Characteristics Options Percentages (%)

1 Region Northeast 55.7

North China 20.6

East China 11.4

Central South 4.5

Northwest 3.3

Southwest 4.5

2 County Village 6.7 5.1

City Kind Common City 46.9

Provincial Municipality Capital 15.0 26.3

3 Gender Female 36.9

Male 63.1

4 Age Less than 20 4.1

20–29 51.6

30–39 27.3

40–49 11.2

50–59 4.5

Greater than 60 1.3

5 Marital Status No 44.9

Yes 55.1

6 Degree Elementary School 12.0

Middle School 12.7

University 52.6

Master or Doctor 22.7

7 Job Student 16.9

Company Staffer 31.4

Civil Servant 6.8

Teacher or Doctor 11.2

Freelancer 10.4

Other 23.3

8 Whether Full-time Worker No 23.1

Yes 76.9

9 Monthly Income (Yuan) Less than 2000 18.4

2000–4000 40.6

4000–8000 26.9

Greater than 8000 14.1
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the respondents are somewhat familiar with VMS. The respondents demographic
characteristics which present the applicability of research conclusions in this paper
are shown in Table 1.

3 Impact Analysis on Driver Behavior

Binary responses occur in many fields of study. Logistic regression analysis has been
used to investigate the relationship between these discrete responses and a set of
explanatory variables. The response, Y , of an individual or an experimental unit can
take on one of two possible values such as Comply (Y = 1) or Not Comply (Y = 0).
Suppose x is a vector of explanatory variables and is the response probability to be
modeled. The linear logistic model has the form:

logit (p) = ln

(
p

1 − p

)
= a + b1x1 + b2x2 + · · · + bmxm (1)

where a is the intercept parameter and bi (i = 1, 2n) are the slope parameters.
It obtains maximum likelihood estimates of the parameters using an interactive

weighted least squares algorithm whereas least squares regression minimizes the sum
of squared errors to obtain parameter estimates. The logistic regression has four vari-
able selection methods: forward selection, backward elimination, stepwise selection,
and best subset selection. The best subset selection is based on the likelihood score
statistic. This method identifies a specified number of best models containing one,
two, three variables and so on, up to a single model containing all the explanatory
variables.

Total 490 responses were collected and used to develop a binary logistic regres-
sion model. The result of binary logistic regression for compliance behavior is sum-
marized in Table 2. This shows that x3 (wald = 5.377, sig = 0.02), x4 (wald =
5.505, sig = 0.019), x8 (wald = 3.272, sig = 0.07), x12 (wald = 4.105, sig =
0.043), x13 (wald = 7.652, sig = 0.006), x14 (wald = 8.347, sig = 0.004) and x15

(wald = 17.666, sig = 0) have wald-values are significantly greater than the others
indicating that the parameters have the greater impacts on driver behavior than oth-
ers, and sig-values less than or close to 0.05 indicating that the parameters are not
zero using a significance level of 0.05.

It is further proved from the result of the binary logistic regression shown in Table 3
that the driver behaviors under dynamic travel information with VMS depend greatly
on their Gender, age, whether full-time worker and the traffic factors, including delay
ratio of the current route, knowledge of an alternate route, length ratio of an alternate
route and crowded level on an alternate route.
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Table 2 Binary logistic regression with complete explanatory variables

Variables B S.E. Wald DF Sig Exp(B)

x1 −0.092 0.131 0.492 1 0.483 0.912

x2 −0.069 0.091 0.573 1 0.449 0.933

x3 0.570 0.246 5.377 1 0.020 1.768

x4 −0.347 0.148 5.505 1 0.019 0.707

x5 0.018 0.311 0.003 1 0.953 1.019

x6 −0.109 0.164 0.439 1 0.507 0.897

x7 0.010 0.078 0.016 1 0.900 1.010

x8 0.547 0.303 3.272 1 0.070 1.729

x9 0.022 0.146 0.023 1 0.879 1.022

x10 −0.046 0.146 0.099 1 0.753 0.955

x11 0.030 0.088 0.116 1 0.733 1.031

x12 0.226 0.112 4.105 1 0.043 1.254

x13 0.416 0.150 7.652 1 0.006 1.516

x14 −0.305 0.106 8.347 1 0.004 0.737

x15 −0.480 0.114 17.666 1 0.000 0.619

x16 0.024 0.095 0.063 1 0.802 1.024

x17 0.019 0.119 0.026 1 0.872 1.019

Table 3 Binary logistic regression with primary explanatory variables

Variables Transition
Variables

B S.E. Wald DF Sig Exp(B)

x3 X1 0.581 0.241 5.813 1 0.016 1.788

x4 X2 −0.317 0.116 7.484 1 0.006 0.729

x8 X3 0.516 0.269 3.691 1 0.055 1.675

x12 X4 0.228 0.084 7.318 1 0.007 1.256

x13 X5 0.403 0.148 7.426 1 0.006 1.496

x14 X6 −0.290 0.103 7.972 1 0.005 0.748

x15 X7 −0.467 0.101 21.343 1 0.000 0.627

4 CART Modeling for Driver Compliance

Using classification and regression trees (CART) is a very effective method when
there is a need to classify or makes a prediction from a complicated data set. Espe-
cially when traditional statistical methods, which are required to meet many stringent
conditions, fail to analyze the given data effectively, trees can be utilized in many
circumstances. Trees label records and assign them to discrete classes. They are built
through a process known as binary recursive partitioning. The process of computing
the CART can be characterized as four basic steps [10]:
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(1) Specifying the criteria for predictive accuracy. The CART algorithms are
generally aimed at achieving the best possible predictive accuracy. Operationally, the
most accurate prediction is defined as the prediction with the minimum costs. The
notion of costs is developed as a way to generalize, to a broader range of prediction
situations, the idea that the best prediction has the lowest misclassification rate.
In most applications, the cost is measured in terms of proportion of misclassified
cases. In this context, a prediction would be considered best if it has the lowest
misclassification rate. The need for minimizing costs, rather than just the proportion
of misclassified cases, arises when some predictions that fail are more catastrophic
than others.

(2) Selecting splits. The second basic step in CART is to select the splits on the
predictor variables that are used to predict membership in classes of the categorical
dependent variables, or to predict values of the continuous dependent variable. In
general terms, the split at each node will be found that will generate the greatest
improvement in predictive accuracy. This is usually measured with some type of
node impurity measure, which provides an indication of the relative homogeneity of
cases in the terminal nodes. If all cases in each terminal node show identical values,
then node impurity is minimal, homogeneity is maximal, and prediction is perfect.

(3) Determining when to stop splitting. As discussed in Basic Ideas, in principal,
splitting could continue until all cases are perfectly classified. However, this wouldnt
make much sense since we would likely end up with a tree structure that is as complex
and tedious as the original data file, and that would most likely not be very useful
or accurate for predicting new observations. What is required is some reasonable
stopping rule.

(4) Selecting the right-sized tree. The size of a tree in CART analysis is an impor-
tant issue, since an unreasonably big tree can only make the interpretation of results
more difficult. Some generalizations can be offered about what constitutes the right-
sized tree. It should be sufficiently complex to account for the known facts, but at
the same time it should be as simple as possible. It should exploit information that
increases predictive accuracy and ignore information that does not. It should, if pos-
sible, lead to greater understanding of the phenomena it describes. The strategy is to
use a set of well-documented, structured procedures developed by Breiman (1984)
for selecting the right-sized tree.

CART is an effective and efficient tool that can generate various classification
trees. Seven numerical variables are used as predictors. Gender and whether full-time
worker are two categorical variables that have binary choice. The other categorical
variable is code, which indicates which data belongs to which scenario. The details
of the seven variables are summarized in Table 4.

Among total 490 valid surveys, 390 random samples are used to construct a final
tree with fourteen intermediate nodes and sixteen terminal nodes. As can be seen
in Fig. 1, for example, if a sample has values of X6 greater than 1, X5 greater than
1, X2 less than or equal to 4, X6 less than or equal to 2 and X2 greater than 3. It is
shows that those who do have an age in 50 59 and know an alternate route well will
comply with the given information, and then take an alternate route under the given



208 A. Chang et al.

Table 4 Summary of seven variables

Variables Parameters Value ranges Digitization

X1 Gender {female, male} {0 1}

X2 Age <20, 20 29, 30 39, 40 49, 50 59,>60 {0 1 2 3 4 5}

X3 Whether full-time
worker

{no, yes} {0 1}

X4 Delay ratio of the
current route

{<0.5, 0.5, 1, 2,>2, not sure} {0 1 2 3 4 5}

X5 Knowledge of an
alternate route

{lowest, lower, upper, highest} {0 1 2 3}

X6 Length ratio of an
alternate route

{<0.5, 0.5, 1, 2,>2, not sure} {0 1 2 3 4 5}

X7 Crowded level on
an alternate route

{lowest, lower, upper, highest, not sure} {0 1 2 3 4}
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1 
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12111 12112 
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Fig. 1 CART for driver compliance
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situation that the length ratio of an alternate route is 1 when a traffic incident has
been occurred.

5 Model Validation

The prediction rates of binary logistic regression model and CART are compared to
validate the developed model. To compare the result from the models with the other
100 random samples which were collected by the online survey, it is assumed that if
p greater than 0.5, a driver would comply with the given dynamic travel information
with VMS. Table 5 shows the aggregated error rates for the binary logistic regression
model.

As can be seen in Table 6, CART model shows a better performance than the binary
logistic regression model. Compared with the binary logistic regression model, the
CART model shows a 5 % lower error rate with total validation samples. In particular,
the CART model shows a 17 % lower error rate for Comply cases than the binary
logistic regression model. According to the developed driver compliance model,
driver compliance depends on different variables depending on the characteristics of
drivers and trips.

Table 5 Classification matrix for binary logistic regression

Predicted

Y = 0 Y = 1 Percentage Errors
(%)

Observed Y = 0 9 14 25.0

Y = 1 11 66

Table 6 Classification matrix for CART

Predicted

Y = 0 Y = 1 Percentage Errors
(%)

Observed Y = 0 8 15 20.0

Y = 1 5 72
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6 Conclusion

Based on the many findings from the SP surveys, seventeen factors are identified
that potentially affect driver compliance with ATIS. With extensive SP approach, the
study revealed many details of driver behavior with VMS. Based on online survey,
those factors are evaluated and analyzed. To analyze the impact on driver behavior
with VMS, a binary logistic regression is adopted. The binary logistic regression
approach identifies seven significant variables, which are Gender, age, whether full-
time worker, delay ratio of the current route, knowledge of an alternate route, length
ratio of an alternate route and crowded level on an alternate route. A CART model is
used to analyze driver compliance. It showed great flexibility in analyzing the data
and identifying the structure of the given data set. It clearly presents the structure of
driver compliance behavior while maintaining a reasonable prediction rate of around
80 %. The study has analyzed driver compliance behavior with the tree approaches
which provides more understanding of driver compliance behavior mechanism while
maintaining reasonable estimation accuracy.

The study has found the conditional structure of driver compliance with VMS
which means non-homogeneous driver would use different factors to make a route
choice decision. This finding can be applied to develop implemental operation strate-
gies for ATIS applications including VMS.

The significant variables that affect driver compliance under the provision of
travel information are based on the SP study. However, the study collected 490
samples to analyze and construct the models but considering the complicated struc-
tures of driver compliance, extensive research with a larger sample size may dis-
close many answers more clearly. Especially follow-up survey with non-respondent
group will be essential to ensure many findings from this research. To enhance
the driver behavior study with VMS, ongoing efforts should be made to find more
effective uses of available technologies in SP surveys, including the use of inter-
active and dynamic surveys based on the computer and the internet. This will help
in the development of more reliable and cost-effective methods for behavior data
collection.
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Appendix

1. Driver Survey Questionnaire Demographic characteristics of drivers
Where are you living?
(a) Northeast (b) North China (c) East China (d) Central South (e) Northwest (f)

Southwest
What kind of city you are living?
(a) Village (b) County (c) Common City (d) Provincial Capital (e) Municipality

What is your gender?
(a) Woman (b) Man
What is your age?
(a) Less than 20 (b) 20 29 (c) 30 39 (d) 40 49 (e) 50 59 (f) Greater than 60
Have you ever get married?
(a) No (b) Yes
What is your degree?
(a) Elementary School (b) Middle School (c) University (d) Master or Doctor
What is your job?
(a) Student (b) Company Staffer (c) Civil Servant (d) Teacher or Doctor (e) Free-

lancer (f) other
Are you engaged in full-time work?
(a) No (b) Yes
How much is your monthly income (Yuan)?
(a) Less than 2000 (b) 2000 4000 (c) 4000 8000 (d) Greater than 8000
2. Perceptions of dynamic travel information
How serious do you think about traffic congestion around your hometown?
(a) Nothing serious (b) Generally serious (c) Very serious (d) Not sure
Do you feel that the availability of travel information in regards to traffic conges-

tion is important?
(a) Not important (b) Generally important (c) Very important (d) Not sure
3. Driver behaviors under dynamic travel information
Please recall an experience of your travel, and then we will ask you some questions

about how you make your decision under traffic congestions and travel information
with VMS. If you cant get any experience, please give us your estimation based on
the following questions. How do you think the length of current route?

(a) Less than 0.5 km (b) 0.5 1 km (c) 1 2 km (d) 2 4 km (e) 4 8 km (f) Greater than
8 km (g) Not sure

How do you think the travel time of current route?
(a) Less than 5 min (b) 5 10 min (c) 10 20 min (d) 20 40 min (e) Greater than

40 min (f) Not sure
How do you think the crowded level on the current route?
(a) Lowest (b) Lower (c) Upper (d) Highest (e) Not sure
How do you think the vehicle queue length of the current route?
(a) Less than 50 m (b) 50 100 m (c) 100 200 m (d) 200 400 m (e) 400 800 m (f)

Greater than 800 m (g) Not sure
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How do you think the delay of the current route?
(a) Less than 2 min (b) 2 5 min (c) 5 10 min (d) 10 20 min (e) 20 40 min (f) Greater

than 40 min (g) Not sure
Are you familiar with the alternate route?
(a) Lowest (b) Lower (c) Upper (d) Highest (e) Not sure
How do you think the length of alternate route?
(a) Less than 0.5 km (b) 0.5 1 km (c) 1 2 km (d) 2 4 km (e) 4 8 km (f) Greater than

8 km (g) Not sure
How do you think the crowded level on the alternate route?
(a) Lowest (b) Lower (c) Upper (d) Highest (e) Not sure
How do you think the anticipated travel time saving on the alternate route?
(a) Less than 2 min (b) 2 5 min (c) 5 10 min (d) 10 20 min (e) 20 40 min (f) Greater

than 40 min (g) Not sure
Based on all given questions above, would you take an alternate route?
(a) Yes (b) No
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Binary Probit Model on Drivers Route
Choice Behaviors Based on Multiple
Factors Analysis

Jing Wang, Ande Chang and Lianxing Gao

Abstract This study explores many details of the drivers response to dynamic travel
information with variable message signs (VMS) which is the one of the most com-
mon advanced traveler information systems (ATIS) deployed in many areas all over
the world. A stated preference (SP) survey was conducted to collect various drivers
route choice behavior with VMS. Based on the surveys, seventeen potential affect-
ing factors such as city kind, region, gender, age, marital status, degree, job, whether
full-time worker, monthly income, crowded level on the current route, vehicle queue
length of the current route, delay ratio of the current route, knowledge of an alter-
nate route, length ratio of an alternate route, crowded level on an alternate route,
anticipated travel time saving ratio and quality of dynamic travel information were
identified and applied to further study. A binary probit model was adopted to evaluate
the significance of these seventeen factors. Gender, age, whether full-time worker,
delay ratio of the current route, knowledge of an alternate route, length ratio of an
alternate route, and crowded level on an alternate route were proved to be significant
variables. Then a model for estimating drivers route choice results was build based
on the significant variables. The verification results showed that themodel estimating
precision could reached 76%.
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1 Introduction

During the last years, traffic congestion has become one of the most common phrases
in the daily news. Traffic congestion is a phenomenon caused when a facility is asked
to bear a travel demand that is greater than its capacity. This has been caused, in part,
by our rapid economic growth. With our rapid economic growth, we have come to
expect more mobility in our modem life.

To mitigate this traffic congestion and improve the efficiency of travel in urban
areas, various types of advanced traveler information systems (ATIS) have been
studied and implemented during the past several decades. ATIS is amajor component
of intelligent transportation systems (ITS) that include a wide range of new tools for
managing traffic as well as for providing services for travelers. Given the continued
increase in travel and the difficulties of building new and expanded roads in urban
areas, ATIS is essential to maximize the utilization of existing facilities.

One commonATIS that has been deployed is variablemessage signs (VMS). They
are installed along roadsides and display messages of special events that can affect
traffic flow such as football games. VMS usually deliver various types of information
such as expected delay, cause of incident, lane closure, etc., which can help drivers
make smart decisions regarding their trip. It is expected that by providing real-time
information on special events happening on the oncoming road, VMS can improve
the drivers route choice, reduce the drivers stress, mitigate the severity and duration
of incidents and improve the performance of the transportation network.

Unlike other ITS components such as ramp closure, which is part of the advanced
traffic management system (ATMS), VMS are not supported by mandatory regula-
tion. That is, the impact of implemented VMS on the transportation network depends
to a large degree on the response of drivers. Therefore, it is very important to find and
understand those factors that can affect drivers route choice behaviors with ATIS.
Many past studies were widely applied to the collection of data and the results were
analyzed using statistical methods. However, those individual findings are rarely ag-
gregated to explain drivers route choice behaviors in an effective and efficient manner
and there has been no extensive evaluation of those findings [5].

Many researchers, in their attempts to analyze the driver behavior data, have
adopted logistic regression models [1–4, 6–8] that is based on regression function
and utility models that usually assume the effects of attributes of an alternative are
compensatory, which means that increase or decrease of one attribute in a model can
be compensated by certain proportional increases or decreases of other variables.
However, potential affecting factors were considered too small to reflect the drivers
route choice behaviors well.

This study explores many details of the drivers response to VMS. A SP surveywas
conducted in China to collect various drivers behavior information with VMS. Based
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on the findings from the surveys, as much as possible potential affecting factors for
drivers route choice behaviors with ATIS are identified and applied to further study.
A probit model is adopted to evaluate the significance of these factors, and then the
primary explanatory factors are adopted to develop the driver compliance model.

2 Stated Preference Survey

The scope of research is usually limited by the availability of data. This study aims
to understand the structure of driver compliance with VMS on the urban network.
However, driver response associated with VMS is difficult to observe and collect
in the field. Thus this study has adopted stated preference (SP) methods involving
extensive user surveys. TheSPmethod is a very effective tool to investigate the drivers
behavior characteristics under a variety of controlled scenarios. To understand the
general drivers response to VMS and to find significant variables that affect the
drivers compliance, an online survey was conducted.

Based on the recent enhancement of the internet, online surveys are now generally
established as one of the tools for behavior studies. Use of the internet for surveys
can improve the reliability of collected data by allowing the researcher to provide
more detailed and realistic descriptions to respondents, which allows them to provide
answers closer to their behavior under real circumstances. Moreover, it can largely
eliminate coding errors and take adaptive designs where the options offered can be
modified as a result of the responses to previous answers. However, users of this
method should be careful to control the sample population.

The survey was sent to a random sampling of drivers in China based on their travel
experiences with a sample size of 1000.A 22-question driver survey questionnaire
(see Appendix) was developed in June 2011 to collect the following information: (1)
Demographic characteristics of drivers; (2) Perceptions of dynamic travel informa-
tion; (3) Driver behaviors under dynamic travel information with VMS. Seventeen
potential affecting factors are identified as following: city kind (x1), region (x2), gen-
der (x3), age (x4), marital status (x5), degree (x6), job (x7), whether full-time worker
(x8), monthly income (x9), crowded level on the current route (x10), vehicle queue
length of the current route (x11), delay ratio of the current route (x12), knowledge of
an alternate route (x13), length ratio of an alternate route (x14), crowded level on an
alternate route (x15), anticipated travel time saving ratio (x16) and quality of dynamic
travel information (x17). 540 completed survey forms were returned and used for
analysis. Among 490 valid surveys, more than 50 percent of the respondents are
somewhat familiar with VMS. The respondents demographic characteristics which
present the applicability of research conclusions in this paper are shown in Table1.
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Table 1 Demographic characteristic of survey respondents

Numbers Characteristics Options Percentages (%)

1 Region Northeast 55.7

North China 20.6

East China 11.4

Central South 4.5

Northwest 3.3

Southwest 4.5

2 City kind Village 5.1

County 6.7

Common city 46.9

Provincial capital 26.3

Municipality 15.0

3 Gender Female 36.9

Male 63.1

4 Age Less than 20 4.1

20–29 51.6

30–39 27.3

40–49 11.2

50–59 4.5

Greater than 60 1.3

5 Marital status No 44.9

Yes 55.1

6 Degree Elementary school 12.0

Middle school 12.7

University 52.6

Master or Doctor 22.7

7 Job Student 16.9

Company staffer 31.4

Civil servant 6.8

Teacher or Doctor 11.2

Freelancer 10.4

Other 23.3

8 Whether Full-time Worker No 23.1

Yes 76.9

9 Monthly income (Yuan) Less than 2000 18.4

2000–4000 40.6

4000–8000 26.9

Greater than 8000 14.1
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3 Potential Affecting Factors Analyzing

Binary responses occur inmanyfields of study. Probitmodel analysis has been used to
investigate the relationship between these discrete responses and a set of explanatory
variables. The response, y, of an individual or an experimental unit can take on one
of two possible values such as Comply (y = 1) or Not Comply (y = 0). Suppose x
is a vector of explanatory variables and is the response probability to be modeled.
The probit model has the form:

p(y|x) = f (x) (1)

If the following formula is established,

f (x) = Φ(β0 + β1x1 + β2x2 + · · · + βmxm) (2)

Then,
p(y|x) = Φ(β0 + β1x1 + β2x2 + · · · + βmxm) (3)

where xi (i = 1, . . . ,m) are the arguments, βi (i = 1, . . . ,m) are the correlation co-
efficients, β0 are the constant terms andΦ(·) is standard normal distribution function.

Total 490 responses were collected and used to develop a probit model. The result
based on complete 17 variables is summarized in Table2. This shows that x3 (Wald
= 4.951), x4 (Wald = 5.726), x8 (Wald = 3.262), x12 (Wald = 3.968), x13 (Wald =
7.306), x14 (Wald = 9.284) and x15 (Wald = 18.318) have wald-values are signifi-
cantly greater than the others indicating that the parameters have the greater impacts
on driver behavior than others. It is further proved from the result of the probit analy-
sis shown in Table3 that the driver behaviors under dynamic travel information with
VMS depend greatly on their x3 (Gender), x4 (age), x8 (whether full-time worker)
and the traffic factors, including x12 (delay ratio of the current route), x13 (knowledge
of an alternate route), x14 (length ratio of an alternate route) and x15 (crowded level
on an alternate route).

4 Probit Model for Driver Compliance

The prediction rates of binary probit model between complete explanatory variables
and primary explanatory variables are compared to validate the necessity of potential
affecting factors analyzing. To compare the result from the models with the other
100 random samples which were collected by the online survey, it is assumed that if
p greater than 0.5, a driver would comply with the given dynamic travel information
with VMS. Table4 shows the aggregated error rates for the binary probit model with
complete 17 explanatory variables. Table5 shows the aggregated error rates for the
binary probit model with 7 primary explanatory variables.
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Table 2 Probit analysis for driver behavior with complete explanatory variables

Variables B S.E. Wald

x1 –0.044 0.076 0.339

x2 –0.043 0.053 0.656

x3 0.315 0.141 4.951

x4 –0.205 0.086 5.726

x5 0.028 0.177 0.024

x6 –0.066 0.094 0.484

x7 –0.003 0.045 0.005

x8 0.318 0.176 3.262

x9 0.005 0.083 0.003

x10 –0.043 0.084 0.259

x11 0.023 0.050 0.310

x12 0.124 0.062 3.968

x13 0.224 0.083 7.306

x14 –0.181 0.059 9.284

x15 –0.285 0.067 18.318

x16 0.013 0.053 0.065

x17 0.014 0.069 0.042

Table 3 Probit analysis for driver behavior with complete explanatory variables

Variables Transition
variables

B S.E. Wald

x3 X1 0.328 0.138 5.622

x4 X2 –0.186 0.068 7.629

x8 X3 0.300 0.156 3.686

x12 X4 0.124 0.047 6.854

x13 X5 0.219 0.081 7.285

x14 X6 –0.166 0.058 8.335

x15 X7 –0.276 0.059 21.893

Table 4 Classification
matrix for probit model with
complete variables

Predicted

Y = 0 Y = 1 Percentage
errors (%)

Observed Y = 0 7 16 31.0

Y = 1 15 62
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Table 5 Classification
Matrix for probit model with
primary variables

Predicted

Y = 0 Y = 1 Percentage
errors (%)

Observed Y = 0 9 14 24.0

Y = 1 10 67

5 Conclusion

Based on the many findings from the SP surveys, seventeen factors are identified
that potentially affect drivers route choice behaviors with ATIS. With extensive SP
approach, the study revealed many details of driver behavior with VMS. Based on
online survey, those factors are evaluated and analyzed. To analyze the impact on
driver behavior with VMS, a probit model is adopted. The binary probit model iden-
tifies seven significant variables, which are Gender, age, whether full-time worker,
delay ratio of the current route, knowledge of an alternate route, length ratio of an
alternate route and crowded level on an alternate route. Then the primary variables
are used to analyze driver compliance. It showed great flexibility in analyzing the
data and identifying the structure of the given data set. It clearly presents the struc-
ture of driver compliance behavior while maintaining a reasonable prediction rate of
around 76%. The study has analyzed driver compliance through behavior potential
affecting factors analyzing which provides more understanding of driver compliance
behavior mechanism while maintaining reasonable estimation accuracy.

The study has found the conditional structure of driver compliance with VMS
which means non-homogeneous driver would use different factors to make a route
choice decision. This finding can be applied to develop implemental operation strate-
gies for ATIS applications including VMS.

The significant variables that affect driver compliance under the provision of travel
information are based on the SP study. However, the study collected 490 samples
to analyze and construct the models but considering the complicated structures of
driver compliance, extensive research with a larger sample size may disclose many
answersmore clearly. Especially follow-up surveywith non-respondent groupwill be
essential to ensure many findings from this research. To enhance the driver behavior
study with VMS, ongoing efforts should be made to find more effective uses of
available technologies in SP surveys, including the use of interactive and dynamic
surveys based on the computer and the internet. This will help in the development
of more reliable and cost-effective methods for behavior data collection.
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Accelerating Reservoir Simulation
on Multi-core and Many-Core Architectures
with Graph Coloring ILU(k)

Zheng Li, Chunsheng Feng, Shi Shu and Chen-Song Zhang

Abstract Incomplete LU (ILU) methods are widely used in petroleum reservoir
simulation andmany other applications. However high complexity oftenmakes them
the hotspot in the whole simulation due to high complexity when problem size is
large. ILU’s inherent serial nature also makes them difficult to take full advantage of
computing power of multi-core and many-core devices. In this paper, a greedy graph
coloringmethod is applied to the ILU(k) factorization and triangular solution phases.
Thismethod increases degree of parallelismand improves load balance.Ablock-wise
storage format is employed in our ILU implementation in order to take advantage of
hierarchicalmemory structures.Moreover, a dual intensive parallelmodel is proposed
to further improve the performance of ILU(k) on GPUs. We test the performance of
the proposed parallel ILU(k) with a set of Jacobian systems arising from petroleum
reservoir simulation. Numerical results suggest that the proposed parallel ILU(k)
method is effective and robust on multi-core and many-core architectures. On an
Intel Xeon E5 multi-core CPU, the speedup compared with the serial execution
time is 5.6× and 5.4× for factorization and triangular solution, respectively; on an
Nvidia K40c GPU card, the speedup can reach 8.6× and 12.7× for factorization and
triangular solution, respectively.
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1 Introduction

Petroleum reservoir simulation is an important tool to understand residual oil dis-
tribution, design development plans, and optimize the recovery processes. High-
resolution reservoir models can better characterize the reservoir heterogeneity and
describe complex water encroachment [1]. The demand for more accurate simula-
tion results has led to larger and more heterogeneous models, which entail large and
difficult-to-solve linear systems. For fully implicit reservoir simulation, the solution
of Jacobian systems usually accounts for the majority of simulation time.

The Incomplete LU (ILU)methods arewidely used as preconditioners for iterative
methods for solving a sparse linear algebraic system Ax = b due to their effective
reduction to wide range error components. The ILU methods can be divided into
two phases: the setup and solve phases. The setup phase yields a lower triangular
sparse matrix L and an upper triangular sparse matrixU such that the residual matrix
R = LU − A satisfies certain conditions. Denote M = LU and M can be viewed
as an approximation of A. The block-wise ILU (or BILU) methods are often used
as a stand-alone preconditioner or a component of multi-stage preconditioners, such
as the well-known CPR-type preconditioners [2–4] in reservoir simulation. Since
BILU(k)may have high computational complexity, it usually becomes the bottleneck
of linear solution when the problem size grows. Wu et al. [5] reported that the BILU
factorization and triangular solution sometimes count for more than 50% of the CPR
solver time in their numerical tests.

Computers are now equipped with multi-core CPUs and coprocessors that have
tens or even thousands of light cores, such as Intel Xeon Phi coprocessors and graphic
processing units (GPUs). This presents new challenges for solving large problems
with parallel algorithms. This is especially true for ILU methods because they have
strong data dependency and are naturally sequential. Wu et al. [5] and Chen et al. [6]
applied a level-scheduling strategy [7] to parallelize ILU(k) in reservoir simulation
as well as circuit simulation on multi-core architectures. Klie et al. [8] partitioned
the connectivity graph associated with A using METIS, and do ILU(k) or ILUT
factorizations on each local matrix and triangular solution in parallel on GPUs. Li
and Saad [9] used a multi-color method to parallelize triangular solution of ILU(0)
on GPUs.

In this paper, we apply a greedy graph coloring method [7, Sect. 3.3] to par-
allelize ILU(k) in both factorization and triangular solution phases. The proposed
method is implemented on multi-core CPUs and many-core GPUs. We propose a
dual intensive parallel model on GPUs, which greatly improve parallel performance
of factorization and triangular solution. To test the robustness and effectiveness of
our implementation, we apply BILU(k) to a linear solver for fully implicit petroleum
reservoir simulation. We shall note that BILU(k) has a wide range of applications in
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scientific/engineering computing and our method is not restricted in any ways to the
petroleum reservoir simulation.

The rest of this paper is organized as follows: In Sect. 2, we firstly profile the
running time of our linear solver in reservoir simulation. In Sect. 3, we briefly review
the sequential ILU algorithm.We then introduce the greedy graph coloring algorithm
in Sect. 4. We give implementation details of ILU(k) on multi-core CPUs and many-
core GPUs in Sect. 5. In Sect. 6, we design several numerical tests and show speedup
of BILU(0) and BILU(1) in reservoir simulation on CPUs and GPUs.

2 Petroleum Reservoir Simulation

In reservoir simulation, among many possible discretization methods for the black
oil model, fully implicit method (FIM) [10] is often used in commercial simula-
tors due to its robustness and stability. However it has a major disadvantage—the
computational cost associated with solving the Jacobian systems arising from the
Newton linearization is high. Very often, solving such linear systems takes more
than 80% of the computation time in reservoir simulation. In our numerical exper-
iments, we employ a popular two-stage CPR preconditioner [2, 11, 23]. In the first
stage, the pressure equations is solved (approximately) by algebraic multigrid meth-
ods (AMG) [12]. And, in the second stage, the BILU(0) method is applied to the
whole Jacobian systems. Thus, our linear solver mainly consists of BILU(0), AMG,
and GMRES.

It is well-known that AMG’s solve phase and GMRES are mainly based on sparse
matrix vector multiplication (SpMV) and their implementation on CPUs and GPUs
is relatively easy. However, BILU(0) and AMG setup phase are inherently sequential
and difficult to be parallelized.We profile our linear solver and evaluate the CPU time
ratio of BILU(0), AMG setup and SpMVover the linear solver running time in Fig. 1.
From the figure, we can see that BILU(0) accounts formore than 30%of linear solver
time for almost test cases. In particular, it mounts to 40% for Case–8. Furthermore,
the ratio trends to increase with the size of problems. These observations indicate
that poor scalability of BILU(0) will result in the poor overall parallel performance
of linear solver on multi-core and many-core platform. We have discussed the AMG
method on GPUs in [11]. In this paper, we focus on the strategies for implementing
BILU(k) on CPUs and GPUs.

We choose ten Jacobian matrices from different real reservoir problems, which
are listed in Table1 in detail. These test problems can be categorised into three types
due to their origin. Case 1–4, Case 5–8, Case 9–10 are adapted and modified from
the benchmark models in SPE10 [13], SPE1 [14], SPE9 [15], respectively. The size
of matrices ranges from tens of thousands to several millions; the block size of them
are 2 (two-phase) or 3 (three-phase); In each type, the problems are ordered with
increasing matrix size. Due to the presence of wells and faults, the band-width of
Jacobian matrix will be affected by number of perforations and the number of non-
neighboring connections (NNCs). Therefore, the bandwidth (maximal number of
row non-zeros) of these matrices varies largely among different sources.
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Fig. 1 Time profile for linear solver of reservoir simulation

3 Sequential ILU Algorithm

The setup phase of ILU contains symbolic factorization and numerical factorization,
and the solve phase is just triangular solution. The symbolic factorization determines
sparsity patterns of L and U ; the numerical factorization, on the other hand, is done
in place to determine the value of non-zeros. The ILU factorization is similar to
the well-known Gauss Elimination process. It introduces non-zero values for some
entries of thematrix Awhose values are zero initially. These new arrivals often called
fill-in’s and they can be discarded based on different criteria, such as according to
their positions, magnitudes, etc. Many variants of ILUwere proposed in the past (see
for example [16]) and are widely used in practice. These methods differ in the rules
they use to drop fill-in’s; see [7] and references therein for details.

In this paper, we only consider the parallel implementation for ILU(k). ILU(k)
is obtained based on the concept of “level of fill-in”. The initial level of fill-in of a
matrix entry ai j is defined as (1). Then level of fill-in is updated for each matrix entry
that occurs in the incomplete factorization process following the rules

lev(ai j ) = min{lev(ai j ), lev(aik) + lev(akj ) + 1}. (1)

Fill-in’s are dropped if the entry’s level is larger than a given integer k after each
elimination.

4 A Greedy Graph Coloring

Note that, from the implementation point of view, there is not much difference be-
tween BILU and ILU. ILU can be viewed as a special case of BLIUwith blocksize 1.
For brevity, we will only address algorithms for ILU in this paper. But the following
discussed parallel methods can be easily extended to BILU.
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Let A ∈ Rn×n be a square matrix. The adjacency graph of A is a graph G(A) =
(V, E), whose vertices are in the index set V = {1, 2, . . . , n} and whose edges are
defined as (i, j) ∈ E if and only if ai j �= 0. Thus, each vertice corresponds to a row of
A. The coming introduced algorithms, level-scheduling algorithm and greedy graph
coloring algorithm, are based on matrix graph G(A). A natural parallel method
of ILU(k) is to sort the unknowns in a way such that unknowns (except for the
i-th variable) involved in the i-th equation must be known at the i-th step. This
logic relation can be measured by assigning depth to each unknown depth(i) =
1 + max

j
{depth( j), ∀ j ∈ Ni }, where Ni ⊂ V is the neighboring variables of i .

We sort unknowns with increasing depth and view unknowns with the same depth
as in the same level. This way, we form a dependency level sequence {Li }Mi=1,M is the
number of levels. Then unknowns are solved by increasing depth order. Obviously,
those unknowns on the same level Li can be simultaneously solved. This method is
called level-scheduling [7] and is widely used for parallel implementation. However,
this method has two major drawbacks: 1. It sometimes yields too many levels (see
rightmost two columns of Table1); 2. The number of vertices in different levels vary
largely. These two disadvantages will result in higher synchronization overhead and
serious load imbalance for parallel implementation.

Here we consider a greedy graph coloring method [7], it is based on the graph
associated with the matrix A; The graph coloring method aims to divide the G(A)
into several independent sets Gi , i = 0, . . . , l, and they satisfy that G(A) = G0 ∪
G1 ∪ · · · ∪ Gl . If we apply graph coloring algorithm to the matrix on the left of
Fig. 2, three independent sets are generated, G0 = {0, 2}, G1 = {1}, G2 = {3}. The
permuted matrix PAPT , is the one on the right of Fig. 2, where P is permutation
matrix. It is easy to see that the first two rows can perform the Gauss Elimination
process simultaneously, then the third, and the fourth row at last.

The sparsity pattern after the factorization shows that the non-zero pattern of
ILU(k) grows like |A|k+1 (|A| denotes the absolute value of A). Inspired by this fact,
Heuveline et al. [17] proposed a modify ILU(k) methods by restricting the non-zero
pattern of the factorization in the non-zero pattern of |A|k+1. He applied the coloring
algorithm to |A|k+1 to obtain multi-color order, and then permuted A with the order.
He proved the fill-in of modified ILU(k) to permuted A only occur on off-diagonal
blocks. In reservoir simulation high level of fill-in ILU(k) (k > 1) methods are rarely
used, we will not consider them in this paper.

We apply the level-scheduling algorithm and the graph coloring algorithm
to the Jacobian matrices in Table1. Note that, due to discretization of petro-
leum reservoir simulation equations involving upwinding weights of convection
terms, the resulted Jacobian matrices are usually not structurally symmetric, i.e.,

Fig. 2 Natural ordering
(Left) and Multi-color
ordering (Right)
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ai j �= 0 if and only if a ji �= 0, ∀i, j ∈ V . Then the proposed coloring algorithm is
applied to the symmetrized matrix A + AT to obtain the independent sets {Gi }.
Table1 shows that the number of colors and levels of test problems formed by graph
coloring and level-scheduling. In this table, “#Rows” stands for number of rows of
block matrix; “#MaxRowNZ” gives the maximal number of nonzeros in each row;
#Colors(0) and #Levels(0) are number of colors and levels corresponding to ILU(0)
formed by graph coloring and level-scheduling, similarly, #Colors(1) and #Levels(1)
are corresponding to ILU(1).

We notice that, for level-scheduling, the number of levels of ILU(0) and ILU(1)
are more than 200. On the other hand, for graph coloring, the number of colors are
no more than 4 except for Case 3 in ILU(0) and is less than 100 in ILU(1). It is
obvious that the degree of parallelism ( #Rows

#Colors ) of ILU(k) based on the graph coloring
is higher than level-scheduling. In addition, since L0U0 is more dense than A, the
levels (colors) of ILU(1) increase dramatically when compared with ILU(0). Here,
L0 and U0 are the factors of A for ILU(0). From Table1, we also find that number
colors of ILU(1) are easily affected by the bandwidth of matrix, but it would be
bounded by MaxRowNZ(L0U0)+1 [7].

5 Parallel ILU Algorithm

In this section, we discuss parallel implementation of BILU(k) based on the greedy
graph coloring algorithmonGPUs aswell asmulti-coreCPUs.Webeginwith parallel
implementation on GPUs. GPUs are throughput-oriented processors, and have great
computing power and high band-width. Better performance of factorization and
triangular solution can be expected from the right combination of data structures
and corresponding implementation that best exploit the GPU architecture. Bell and
Garland [18] studied several traditional sparse storage formats onGPUs and analysed
their performance, and proposed a GPU-suitable Hybrid (ELL/COO) storage format.
The advantage of this Hybrid data format lies in that all threads coalesced access to
global memory, which reduces cache missing and burden of memory band-width. Li
et al. [11] presented a block hybrid (BHYB) format for Jacobian matrices on GPUs
and we employ BHYB for ILU(k) implementation on GPUs.

In order to sufficiently expose fine-grained parallelism of GPUs, we now present a
new dual intensive parallel model, that’s, the outer parallel is that vertices inGi (rows
with same color) can simultaneously process, the inner parallel is that multi-threads
are assigned to handle each vertex (each row) together; see Fig. 3. This dual intensive
parallelmodel canbe easily applied to numerical factorization and triangular solution.
For simplicity, we ignore the irregular part of matrix stored in BCOO format and
only show BELL part of matrix in Fig. 3. The column Ri in BELL format denotes the
i-th row in A, nb denotes block size, and m denotes the number of column in BELL
format. Vi is global vector index, each vector will handle a column. The number of
vectors equal the matrix size.
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Fig. 3 A dual intensive
parallel model R0 R31 Rn
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The next is to group all threads in the same block into vectors and also keep
thread coalesced access to global memory. Assume 64 threads in each thread block,
and each vector has two threads. that’s, there are 32 vectors in each thread block.
Therefor, each continual 32 columns, e.g. R0 ∼ R31, are assigned to each thread
block as a task. Some indices are needed to organize threads and vectors:

• the index of thread in global: id = threadIdx.x + blockIdx.x *
blockDim.x;

• the index of vector in global: v_i = id / vec_size, where vec_size
means the number of threads in each vector;

• the index of vector in thread block: v_loc = threadIdx.x % #vectors
where #vectors is the number of vectors in each block;

• the index of thread in each vector: tid_loc = threadIdx.x / #vector.

Threadswithin the samevector andvectors in the same threadblock can communicate
with each other via the shared memory as well as the global memory, but vectors in
different thread blocks can only communicate via the global memory. Since multiple
threads work on a task together, the reduction operation and communication are often
needed. A most efficient way to handle this is to cache data in the shared memory,
which has higher bandwidth than global memory. Hierarchical memory structure
of GPUs are addressed with great details in [19]. Another main factor affecting the
performance of this parallel model is the vector size. To determine the vector size,
the priority is to select how many threads in each block. Thread configuration of
kernel functions is complicated and has much to do with the resources provided by
specific GPU cards in use, such as cache size, number of registers, and so on. A lot of
research has been done on the issue and interested readers are referred to [20–22] and
references therein. In this paper, we just use an empirical value and fix the number
of threads in each block to be 128.

In order to investigate performance of the proposed dual parallel model and chose
the reasonable vector size, we test the different vector size on Case 7, the execution
time of factorization and triangular solution are recorded; see Fig. 4. We can see that
time using vector size 4 is considerably shorter than the other cases. When com-
pared with non-vector parallel case (vector size 1), the vector size 4 has 63 and 23%
improvement for factorisation and triangular solution, respectively. Since computa-
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Fig. 4 Performance
comparison for vector sizes

tion of factorization is more intensive than triangular solution, factorization achieves
greater improvement than triangular solution. Large improvement is obtained when
intensive parallel model is employed.

The graph coloring method discussed here can also be applied for parallel im-
plementation of BILU on multi-core CPUs. Inner loop operations of numerical fac-
torization are small block multiplication, and triangular solution is much like sparse
matrix vector multiplication (SpMV). We use block sparse row (BSR) storage for-
mat for matrix A, block operations implements explicitly by taking usage of registers
and data locality. Since the high degree of parallelism of BILU(k) based on graph
coloring, it is easy to implement using OpenMP on multi-core architectures. Here
we use the default static task schedule strategy and no extra attentions are paid to the
task assignment to each thread.

6 Numerical Experiments

All experiments were run on a work station with 2 Intel Xeon CPU E5-2690 v2 with
20 cores, 175GB of RAM, and an NVIDIA Tesla K40c coprocessor with 2880 cores,
12GB of memory. In order to get better ideas on the efficiency and robustness of
the proposed graph coloring based BILU(k) methods, we chose a set of ten Jacobian
systems from realistic reservoir simulation, whose main characteristics have been
listed in Table1. The stopping criteria for the preconditioned GMRES method [7] is
to reduce the relative residual in the Euclidian norm by 10E-3 or more.

In all tables of numerical experiments part, “NO”, “LS”, “MC” denote iteration
number of sequential linear solver associated with ILU in natural order (NO), level-
scheduling (LS) order, and multi-color (MC) order, as preconditioners, respectively;
“Wall Time for sequential” records the CPU time of setup and solve phases of BILU
run by one core while “Wall Time for LS” and “Wall Time for MC” record the GPU
time of setup and solve phases of BILU corresponding to level-scheduling andmulti-
color order. “Speedup on CPUs” denotes the speedup gained for ILU setup and solve
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Table 2 Performance comparison of BILU(0) by LS and MC on GPUs

Case Wall Time for LS Wall Time for MC

LS Setup (s) Solve (s) MC Setup (s) Solve (s)

1 7 0.12 0.07 9 0.03 0.03

2 5 0.07 0.09 6 0.03 0.03

3 4 0.39 0.13 5 0.12 0.06

4 17 0.12 0.54 19 0.04 0.46

5 3 0.03 0.02 5 0.01 0.01

6 4 0.06 0.06 5 0.03 0.03

7 4 0.09 0.09 5 0.05 0.04

8 4 0.13 0.13 6 0.07 0.08

9 7 0.06 0.11 9 0.03 0.05

10 4 0.10 0.11 5 0.05 0.05

phases with using 12 cores. Similarly, “Speedup on GPUs” denotes the speedup of
above two parts on GPUs.

We first compare the performance of BILU(0) with level-scheduling and multi-
color order on GPUs. From the Table2, we can see that the iteration number of
level-scheduling is less than that of multi-color, this is because level-scheduling
method does not change the non-zero pattern ofmatrix butmulti-colormethod should
permute matrix. Besides, the setup and triangular solution time cost twice thanmulti-
color at least. This indicates the poor performance of level-scheduling.

Next, we analysis the performance of multi-color order based BILU. We can
see that, from Table3, the iteration number of linear solver preconditioned by the
multi-color ordered BILU(0) is slightly higher than the natural ordered BILU(0).
The iteration numbers of parallel linear solver on CPUs and GPUs are exactly the
same as the sequential version. This verifies the good parallelism of the multi-color
ordered BILU(0).

The speedup corresponding to factorization and triangular solution increases with
the problem size regardless on CPUs or GPUs. When compared with Case 4, whose
size is same to Case 3, the speedup of factorization of Case 3 is lower than that of
Case 4, this is because the number colors in Case 3 is 18, much more than that of
Case 4. In our implementation, factorization on each color needs a auxiliary private
arrays. Performance usually deteriorates whenmore private arrays are required. Case
1–4 with blocksize 2 have higher speedup than other test problems with blocksize 3
in terms of factorization and triangular solution. This advantage is more obvious on
GPUs. It indicates that speedup does not only depend on problem size, but are also
affected by the block size. In most cases on CPUs, the speedup of factorization is
higher than that of triangular solution. This is due to computation of factorization is
more intensive than triangular solution.

Generally speaking, higher level of fill-in results in more accurate decomposi-
tion. However, it results in more fill-in’s, which means more memory space and
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Table 3 Performance comparison of BILU(0) on CPUs and GPUs

Case Iteration numbers Wall time (sequential) Speedup on CPUs Speedup on GPUs

NO MC Setup (s) Solve (s) Setup Solve Setup Solve

1 7 9 0.09 0.27 2.56 4.13 2.97 8.04

2 5 6 0.19 0.36 5.14 5.26 6.78 10.79

3 4 5 0.39 0.64 2.99 4.96 3.28 11.11

4 17 19 0.37 3.12 4.89 5.89 8.62 13.84

5 3 5 0.06 0.08 3.82 4.51 4.85 7.18

6 4 5 0.19 0.21 5.17 4.24 6.31 7.59

7 4 5 0.31 0.33 6.34 4.22 6.69 7.62

8 4 6 0.47 0.60 6.17 4.68 6.74 7.73

9 7 9 0.17 0.39 4.82 4.74 5.43 7.44

10 4 5 0.35 0.38 5.55 4.54 5.84 8.91

Average speedup 4.74 4.65 6.27 9.46

Table 4 Performance comparison of BILU(1) on CPUs and GPUs

Case Iteration number Wall time for sequential Speedup on CPUs Speedup on GPUs

NO MC Setup (s) Solve (s) Setup Solve Setup Solve

1 6 7 0.86 0.69 3.97 5.71 7.17 11.56

2 4 5 1.69 1.24 4.24 6.84 9.26 18.52

3 3 4 3.59 2.03 4.03 5.75 2.45 17.52

4 13 27 3.64 13.7 4.26 5.89 10.69 18.68

5 2 4 0.46 0.18 6.45 4.69 7.81 7.44

6 3 4 1.35 0.52 6.90 5.16 9.81 9.51

7 3 4 2.07 0.79 6.65 4.56 10.32 9.58

8 3 6 3.02 1.78 6.29 4.72 10.01 14.82

9 6 7 1.41 1.05 6.17 5.79 8.43 9.72

10 4 5 2.34 1.14 6.94 4.91 10.32 9.89

Average speedup 5.59 5.40 8.63 12.72

more computation for factorization and triangular solution. In the classic CPR-type
preconditioners in reservoir simulation, BILU(0) is usually more cost-effective than
BILU(1). We apply the graph coloring method to BILU(1) here in order to verify
parallel performance of BILU(1) both on CPUs and GPUs. As Table4 shows, the
average speedups of the setup and solve phases on CPUs and GPUs are higher than
BILU(0), which is expected due to more intensive computational cost of BILU(1).
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Indoor Scene Classification Based
on Mid-Level Features

Qiang Zhang, Jinfu Yang and Shanshan Zhang

Abstract In this paper, we use mid-level features to solve the problems of indoor
scene image classification. The mid-level patches should satisfy two conditions:
(1) representative, they should occur frequently enough in the visual world; (2)
discriminative, they need to be different enough from the rest of the visual world. In
this paper, we propose a method to select the initial patches. It can eliminate a large
number of patches which are mismatch the conditions, and there is no need manual
processing. For initial patches we adopt unsupervised cluster algorithm on HOG
space. Then, using the purity-discriminative evaluation criteria, the top r clusters
were selected to represent each scene. The experimental results on MIT Indoor
67 scene image classification datasets indicate that our method can achieve very
promising performance.

Keywords Mid-level features · Scene classification · Initial patches ·Unsupervised
cluster · Evaluation criteria

1 Introduction

As an important research content of image understanding, scene image classification
has become an important research problem in the field of computer vision and pattern
recognition. It has been attracted much attention in recent years. It’s a difficult task to
classify the scene images correctly, because the categories of scene have the nature
of variability and ambiguity. Currently, the most popular visual representations in
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computer vision are based on visual words [1] which are obtained by unsupervised
clustering of SIFT [2] features. SIFT features is a kind of low-level features. One
of the problem is that the low-level features are relatively low-dimensional. So it
might not be powerful enough to express anything of higher complexity. In [3], there
is an interesting attempt to represent image by high-level semantics. It represents
images by pooling the responses of pre-trained object detectors to the image. High
level semantics also applied to recognize objects, actions and scene. However, there
are also some practical barriers. First, we should require a large amount of labels
to train per each semantic entity. Second, many semantic entities are not discrimi-
native enough to act as good features. For example, wall is a well-defined semantic
category, but it makes a bad detector because walls are usually plain and not easily
discriminable. As a result, most researchers have concerned on using features at an
intermediate scale: the mid-level image patches.

For pattern recognition, mid-level features provide a connection between low-
level features and high-level semantic concepts. The mid-level features are more
informative than visual words and do not require the semantic grounding of the
high-level entities. The idea is to search for clusters of image patches that are both
(1) representative, i.e. frequently occurring within the dataset, and (2) visually dis-
criminative. The properties means that mid-level patches can be detected in a large
number of images with high recall and precision. Mining mid-level patches from
a large dataset is difficult for a number of reasons. First, the search space is huge:
a typical dataset for visual data mining has tens of thousands of images, and find-
ing something in an image involves searching across tens of thousands of patches
at different positions and scales. Second, patch descriptors tend to be thousands of
dimensions.

The mid-level features have been used for tasks including image classification
[4–6], object detection [7], action recognition [8, 9], visual data mining [10, 11].
Recently, several approaches have proposed mining visual data for discriminative
mid-level patches. M. Juneja et al. [4] presented a method to automatic discover the
distinctive patches for an object or scene class. In this approach, the author address
this problem by learning parts incrementally, starting from a single part occurrence
with an Exemplar SVM [12]. And the additional patch instances are discovered
and aligned reliably before being considered as training examples. However, it is
difficult to train a SVM classifier for every object. In [13], the features are learned
using supervisedmid-level information in the formof hand drawn contours in images.
Patches of human generated contours are clustered to form sketch token classes and
a random forest classifier is used for efficient detection in novel images. However,
in the real scenario, it’s a huge quantity of work to sketch the contours for every
training sample.

In this paper, we add a pre-processing step before selecting the patches. Our goal
is decrease the number of patches in the initialization step, and reserve the patches
which are contain abundant features as far as possible. As we know, the interesting
features always contains much more gradient information, so we utilize one of the
contour detection methods to obtain the gradient information in the images. As
Fig. 1 shows that we can obtain the major objects in the images. Then, we select the
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Fig. 1 An example of an original image and its contour image

patches in the region where contain the salient gradient information. The next step is
finding good mid-level patches which represent each indoor scene. This procedure is
inspired by the work in [14]. In our experiments, we used the original MIT Indoor-67
train/test dataset (80 training and 20 testing images per class) which containing 67
scene categories.

The rest of the paper is organized as follows. We introduce a mid-level patches
selecting method in Sect. 2. In Sect. 3, the patches are clustered and ranked. Section4
describes the results and the analysis. The paper is concluded in Sect. 5.

2 Selecting Initial Patches

In this section, we introduce the method how to select the initial patches in training
set. We utilize the Canny edge detector to detect the contour of training images, than
we sample the patches in the region of the contour.

2.1 Calculating the Gradient

In this step, we adopt the Canny edge detector [15] to detect the contour of the
training images. Comparing with other contour detection methods, Canny operator
is the optimal algorithm. Because it use two threshold values to detect weak and
strong edges, and the two threshold values are set to clarify the different types of
edge pixels, one is called high threshold value and the other is called the low threshold
value. If the edge pixels gradient value is higher than the high threshold value, they
are marked as strong edge pixels. If the edge pixels gradient value is smaller than
the high threshold value and larger than the low threshold value, they are marked as
weak edge pixels. If the pixel value is smaller than the low threshold value, they will
be suppressed. The two threshold values are empirically determined values, which
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Fig. 2 An image in MIT indoor 67 training dataset and its contour image calculated by Canny
detector

will need to be defined when applying to different images. So Canny edge detector
is more suitable for detecting the real weak edges.

The process of Canny edge detection algorithm can be broken down to 5 different
steps:

1. Apply Gaussian filter to smooth the image in order to remove the noise
2. Find the intensity gradients of the image
3. Apply non-maximum suppression to get rid of spurious response to edge detec-

tion
4. Apply double threshold to determine potential edges
5. Track edge by hysteresis: Finalize the detection of edges by suppressing all the

other edges that are weak and not connected to strong edges.
Figure2a is an image inMIT indoor 67 training dataset, which belongs to the scene

of bedroom. Figure2b is the Canny edge detector applied to the color photograph.
In Fig. 2b, the main objects’ edge which represents this scene have already detected,
such as bed, bed lamps, windows. In our experiments, we set the high threshold
k1 = 0.25, the low threshold k2 = 0.1.

2.2 Obtaining the Patches

In this procedure, we sample the patches on original images in a regular size (64 × 64
pixels in our experiments) based on the contours. In Fig. 3a, there are many highly
overlapping patches. For decreasing the redundant patches, we eliminate the patches
which overlapping area ratio greater than 0.5. In Fig. 3b, the region in the red
bounding boxes are initial patches for next step. In MIT Indoor-67 train/test dataset
(80 training and 20 testing images per class), we discover patches for each scene
independently and we select 20 patches per training image, for a total of 107, 200
patches.



Indoor Scene Classification Based on Mid-Level Features 239

Fig. 3 An example of the overlapping patches in image and eliminate the overlapping image

3 Clustering and Ranking the Patches

In this part, we use HOG features to descript the patches, than run a unsupervised
cluster algorithm on HOG space. At last, the clusters were ranked by a evaluation
criteria.

3.1 Feature Representation and Clustering

For all selected patches, we compute HOG descriptors [16]. HOG features are based
on small spatial regions located in the images. Each 8 × 8 pixels region, which is
called a cell, accumulates a local histogram of gradient directions over the pixels.
And each 2 × 2 cells region, which is called a block, accumulates a measure of local
histogram energy over larger spatial regions and uses the results to normalize all of
the cells in the block. Firstly, each pixel calculates a weighted vote for an orientation
histogram channel based on the orientation of the gradient element centred on it,
and the votes are accumulated into orientation bins over cells (i.e., local spatial
regions). The orientation bins are evenly spaced over 0◦−180◦ to generate 9 contrast
insensitive orientations, and 0◦−360◦ to generate 18 contrast sensitive orientations.
To reduce aliasing, votes are interpolated bilinearly between the neighboring bin
centres in both orientation and position. Then, we compute 4 normalization factors
for a cell in a measure of its local histogram energy. A HOG feature is originally
a 36-dimensional vector. In this procedure, we use an alternative 31-dimensional
HOG feature to descript the patches. In Fig. 4, the top row is an example of mid-level
patches, the below is their corresponding HOG features. For each scene, we run
standard k-means clustering in HOG space. Then, we use patches within the cluster
as positive examples and all patches of other clusters as negative examples to train a
linear SVM classifier for each cluster.
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Fig. 4 An example of selected patches and the corresponding HOG features

3.2 Ranking the Patches

Our algorithm produces a lot of clusters for each scene. The next task is to rank them,
to find a small number of the most discriminative and representative clusters. We
utilize the evaluation criteria which proposed in [15]. The evaluation criteria consists
of two terms: purity anddiscriminativeness.Agood cluster should have all itsmember
patches come from the samevisual concept.Weapproximate the purity of each cluster
in terms of the classifier confidence of the cluster members. Thus, the purity score
for a cluster is computed by summing up the SVM detection scores of top r cluster
members. For discriminativeness, we can say is that a highly discriminative patch
should appear rarely in other scenes. Therefore, the discriminativeness of a patch
is defined as the ratio of the number of firings on positive examples to the number
of firings on negative examples. All clusters are ranked using a linear combination
of the above two scores. For each scene, we select the top 3 clusters to represent
their nature. To perform classification, the selected patches in the top 3 clusters of
each scene are aggregated into a spatial pyramid [17] using max-pooling over the
discriminative patch scores as in [3] use a linear SVM in a one-vs-all classification.

4 Experiment and Analysis

We tested our method on a widely used scene image classification dataset, MIT
Indoor-67 dataset. On this dataset, we followed the original splits in [18], which
used around 80 training images and 20 testing images for each category.

As shown in Table1, our method achieved the second highest accuracy. Note that
Visual elements utilized numerous patches extracted at scales ranging from 80× 80
to the full image size, and the patches were represented by HOG descriptors plus a
8× 8 color image in L ∗ a ∗ b space. In our algorithm, we just use HOG features
to descript the paths. The HOG features, heavily engineered for both accuracy and
speed, are not without issues or limits. They are gradient-based and lack the ability
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Table 1 Average classification on MIT Indoor-67 dataset

Method Accuracy (%) Method Accuracy (%)

ROI + Gist [18] 26.05 miSVM [11] 46.40

DPM [19] 30.40 MMDL [5] 50.15

Object Bank [3] 37.60 Blocks that shout [4] 60.77

RBoW [20] 37.93 Visual element [21] 64.03

D-Patches [15] 38.10 Ours 62.30

to represent other features. But an image is not just represented by gradient, it also
have other characteristic, for example the color features. So it is suitable for most
scenes, not for all.

5 Conclusions

In this paper, we presented a pre-processing method before selecting the patches.
Our goal is decrease the number of patches in the selecting step, and reserve the
patches which are contain abundant features as far as possible. We utilize the Canny
edge detector to detect the contour of training images, than we sample the patches
in the region of the contour. Then, we run a unsupervised cluster algorithm on HOG
space. At last, the clusters were ranked by a evaluation criteria. Our results shows
that the accuracy have much better than most of the method. However, there is still
much room for improvement in feature representation. For instance, images were
utilizing the multi-feature fusion to represent images.
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Object Detection Based on Improved
Exemplar SVMs Using a Generic
Object Measure

Hao Chen, Shanshan Zhang, Jinfu Yang and Qiang Zhang

Abstract Recent yearsmost object detectionmethod tends to use the slidingwindow
fashion, which need to search the whole images entirely, causing the extreme waste
of search resources. In this paper we propose an object detection method based on
improved Exemplar SVMs (IESVM). Our method mainly includes two steps: (1)
Coarse object detection: we use a generic object measure to find a region that may
contain objects. In this step we do not care about the category of the objects. (2)
Precise object detection: we extract the regions created in last step, in where we use
Exemplar SVMs to finish the mission of detection. It is proved that the our method
can reduce the search space and improve the accuracy of detection. We evaluate
our IESVM method on the PASCAL VOC 2007 dataset and find that our method
achieves good results in the PASCAL object detection challenges.

Keywords Object detection · IESVM · Generic object measure · Exemplar

1 Introduction

Over the past decade, object detection has been one of the most fundamental chal-
lenges in computer vision. One of the early advancements in statistical object detec-
tion came back in 2005 whenDalal and Triggs [1] introduced histograms-of-gradient
(HOG) descriptor to represent object templates and coupled it with SVM. Conse-
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quently, much subsequent work focused on exploiting the HOG+SVM strategy, in
conjunction with exhaustive sliding window search. The most successful have been
deformable parts-based models (DPM) [2]. DPM extended these HOG-based tem-
plates by adding part templates and allowing deformation between them. The emer-
gence ofDPM, and improvements in algorithms to train it, have led to a brisk increase
in performance on the PASCAL VOC object detection challenge. Later, numerous
works focused on improving the parts themselves, from using strongly supervised
parts [3] to using weak 3D supervision [4]. An alternate direction for improve-
ment in performance was to incorporate bottom-up segmentation priors for training
DPMs [5].

However, these approaches have a fundamental limitation: given the complexity
of exhaustive search, they can only utilize simple features. As a consequence, amajor
shift in detection paradigm was to bypass the need to exhaustive search completely
by generating category-independent candidates for object location and scale [6].
Commonly-used methods propose around 1,000 regions using fast segmentation
algorithms,which aim to discardmanywindowswhich are unlikely to contain objects
[7]. These object proposal methods have resulted in the use of more sophisticated
features and learning algorithms.

In recent years sliding-window fashion [8] has been a common approach in object
detection research area. While this kind of method need to search the whole images
entirely every time which may cause the extreme waste of resources and low effi-
ciency of detection algorithms. In this paper we first use a measure of generic object
over classes. It quantifies how likely it is for an image window to cover an object of
any class.

We argue that any object has one of three characteristics as follows: a well-
defined closed boundary in space; a different appearance from their surroundings
[9]; sometimes it is unique within the image [10]. Many objects have several of these
characteristics at the same time. We design an generic object measure and explicitly
train it to distinguish windows containing an object from background windows.
This measure combines in a Bayesian framework several image cues based on the
above characteristics. We also show that the combined cues performs better than any
cue alone. We demonstrate an algorithm to greatly reduce the number of evaluated
windows with only minor loss in detection performance. By this kind of idea, we
proposed improved Exemplar SVM based on generic object measure, aiming to
reduce the search space and raise the detection accuracy as in Fig. 1 shows.

2 Coarse Object Detection

Recently, several techniques have been proposed to reduce the cost of slidingwindow
algorithms. One approach is to reduce the cost of evaluating a complex classifier on a
window. In this step we use a generic object measure, quantifying how likely it is for
an imagewindow to contain an object of any class.We explicitly train it to distinguish
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Fig. 1 An example of the outputs of the two steps

objects with a well-defined boundary in space, such as cows and telephones, from
amorphous background elements, such as grass and road. The measure combines in
a Bayesian framework several image cues measuring characteristics of objects, such
as appearing different from their surroundings and having a closed boundary.

Objects in an image are characterized by a closed boundary in 3D space, a different
appearance from their immediate surrounding and sometimes by uniqueness. These
characteristics suggested the four image cues we use in the generic object measure:
Multiscale Saliency (MS), Color Contrast (CC), Edge Density (ED), Superpixels
Straddling (SS). MS is a global saliency measure based on the spectral residual of the
FFT,which favors regionswith an unique appearancewithin the entire image. TheCC
cue is a local measure of the dissimilarity of a window to its immediate surrounding
area. The ED cue measures the density of edges near the window borders. The SS
is a different way to capture the closed boundary characteristic of objects rests on
using superpixels [11] as features.

We learn the parameters of the generic object cues from a training dataset which
consists of 50 images randomly sampled from severalwell knowndatasets, including,
Pascal VOC 2006 and Caltech 101. These images contain a total of 300 instances of
50 diverse classes including a variety of objects such as animals, buildings, persons
and so on. For training, we use annotated object windows, but not their class labels
because our aim is to learn a measure generic over classes. There are 8(3 + 1 ∗ 5)
parameters to be learned because there is 5 scales. The first three are learned in a
Bayesian framework, while the last one MS is trained independently by optimizing
the localization accuracy of the training object windows at each scale using the
efficient technique of Neubeck and Van Gool [12]. Rather than only a single cue
can perform very well, instead, CC provides more accurate windows, but sometimes
misses objects entirely. EDprovidesmany false positives on textured areas. SS is very
distinctive but depends on good superpixels, which are fragile for small objects. So
we need to combine the four cues. To achieve this goal, we train a Bayesian classifier
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Fig. 2 Some examples of output after coarse object detection

to distinguish between the positive and negative. For each training image, we sample
100,000 windows from the distribution given by the MS cue, and then compute
the other cues for them. Windows covering an annotated object are considered as
positive examples, all others are considered as negative.After training parameters and
combining the cues, we can sample any desired number of windows from computing
the cues for them when a test image is given. The posterior probability of a test
window is shown below in Fig. 2.

3 Precise Object Detection

After obtaining these regions as shown in Fig. 2 in Sect. 3.1, we use Exemplar SVM
(ESVM) to detect just in these regions more precisely. Our main thought can be
describe simply as follows: non-parametric when representing the positives, but
parametric when representing the negatives. It is the key point of ESVM approach.
Our approach can propagate rich annotations from exemplars onto detection win-
dows,with discriminative training,which allows us to learn powerful exemplar-based
classifiers from vast amounts of positive and negative data.

Our object detector is based on a very simple idea: to learn a separate classifier
for each exemplar in the dataset. We represent each exemplar using a HOG tem-
plate. Since we use a linear SVM, each classifier can be interpreted as a learned
exemplar-specific HOGweight vector. As a result, we have a large collection of sim-
pler individual Exemplar SVM detectors of various shapes and sizes, each of which
is highly tuned to the exemplars appearance, instead of a single complex category
detector. We perform well on popular dataset such as the PASCAL VOC 2007.

As Fig. 3 shown that given a set of training exemplars, we represent each exemplar
Evia a rigidHOGtemplateXE.Wecreate a descriptor from theground truth bounding
box of each exemplar with a cell size of 8 pixels using a sizing heuristic which
attempts to represent each exemplar with roughly 100 cells. We let each exemplar
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Fig. 3 Some examples of exemplars and the corresponding HOG features

define its own HOG dimensions respecting the aspect ratio of its bounding box.
We create negative samples of the same dimensions as XE by extracting negative
windows NE, from images not containing any objects from the exemplars category.

Each Exemplar-SVM (WE, bE), tries to separate XE from all windows in NE by
the largest possible margin in the HOG feature space. Learning the weight vector
WE to optimizing the following convex objective:

ΩE (ω, b) = ‖ω‖2 + C1h
(
ωT xE+b

) + C2

∑
x∈NE

h
(−ωT x − b

)
(1)

Using the procedure above, we train an ensemble of Exemplar SVM. However, due
to the independent training procedure, their outputs are not necessarily compatible.
In our case, since each exemplar-SVM is supposed to fire only on visually similar
examples, we cannot say for sure which of the held-out samples should be considered
as positives a priori. Fortunately, what we can be sure is that the classifier should not
fire on negative windows. Therefore, we let each exemplar select its own positives
and then use the SVM output scores on these positives, in addition to lots of held-out
negatives, to calibrate the Exemplar SVM.

To obtain each exemplars calibration positives, we run the Exemplar SVM on
the validation set, create a set of non-redundant detections using non maximum
suppression, and compute the overlap score between resulting detections and ground-
truth bounding boxes. We treat all detections which overlap by more than 0.5 with
ground-truth boxes as positives. All detections with an overlap lower than 0.2 are
treated as negatives, and we fit a logistic function to these scores.
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Fig. 4 Some examples of output after precise object detection

After calibration, we can create detection windows for each exemplar in a slid-
ing window fashion. A common and simple mechanism for suppressing redundant
responses is non maximum suppression (NMS); however, using NMS directly on
exemplars means that multiple exemplars will be competing for detections windows.
Instead of just using the raw association score, we propose to augment each detec-
tion with an exemplar context score which uses the identities and scores of nearby
detections to boost the raw detection score. For each detection we generate a context
feature similar to [2] which pools in association scores of nearby and overlapping
detections and generates the final detection score by a weighted sum of the local
association score and the context score.

At test time, each Exemplar SVM creates detection windows in a sliding window
fashion, but instead of using a standard non maxima suppression we use an exemplar
context information for suppressing redundant responses. For each detection we
generate a context feature similar to [13] which pools in the SVM scores of nearby
or overlapping detections and generates the final detection score by a weighted sum
of the local SVM score and the context score. Once we obtain the final detection
score, we use standard non maximum suppression to create a final, sparse set of
detections per image. We choose window corresponding the highest score for the
final output as can be seen in Fig. 4.

4 Experiment and Analysis

We test our method on the 20 category PASCAL VOC 2007 dataset. Table1 shows
associated with each detection. Following the protocol of the VOC Challenge, we
evaluate our systemon a per-category basis on the test set, consisting of 4,952 images.
These results have been summarized in Table1 as Average Precision per class. As we
can see that our method IESVM has a better performance in most of the categories.

Table2 clearly indicates that our method is much better than standard Nearest
Neighbor (NN) and a distance function formulation [14]. Not surprisingly, IESVM
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Table 1 IESVM object detection results on PASCAL VOC 2007

VOC2007 Areo Bike Bird Boat Bottle Bus Car Cat Chair Cow

ESVM 0.208 0.480 0.077 0.143 0.131 0.397 0.411 0.052 0.116 0.186

IESVM 0.384 0.576 0.207 0.102 0.183 0.581 0.587 0.284 0.190 0.331

DPM 0.332 0.603 0.102 0.161 0.273 0.543 0.582 0.230 0.200 0.241

VOC2007 Table Dog Horse Mbike Person Plant Sheep Sofa Train Tv

ESVM 0.111 0.031 0.447 0.394 0.169 0.112 0.226 0.170 0.369 0.300

IESVM 0.203 0.248 0.563 0.529 0.480 0.128 0.422 0.344 0.495 0.390

DPM 0.267 0.127 0.581 0.482 0.432 0.120 0.211 0.361 0.460 0.435

Table 2 mAP compared with other methods

Method NN DFUN ESVM DT LDPM DPM IESVM

mAP 0.039 0.155 0.227 0.097 0.266 0.337 0.361

Fig. 5 PASCAL VOC
results for varying negative
set sizes

has improved the performance of its original method ESVM, because the reducing
the search space and promoting the search accuracy. Even our method edges out the
DPM, which has been one of the fundamental method in the area of object detection.

Figure5 shows the summarized results for the three methods: ESVM and IESVM.
We compute the performance of the Exemplar SVM algorithm as a mAP over 6
PASCAL categories: bus, cow, dining table, motorbike, sheep, and train. The x-axis
indicates the number of negative images used and the y-axis is the PASCAL VOC
2007 resulting mAP score for each of the 2 methods. We note that increasing the
negative set size from 25 to 250 negatives images gives us a much higher boost than
increasing it from1000 to the full 2500 images. This suggests that once each exemplar
has seen a sufficient number of negatives, its performance will not significantly
improve with more negatives.

The PASCAL VOC mAP versus number of exemplars plots can be seen in Fig. 6.
As can be seen from this curve, the performance saturates for these categories when
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Fig. 6 PASCAL VOC
results for varying HOG
template sizes

about half the exemplars are chosen. The flat tail of each curve suggests that many
of the last half of exemplars may be bad and with the its number added, it makes
our performance drop. This result suggests that we can get much faster object cat-
egory detectors by constructing an ensemble with no more than half the number of
exemplars in each category.

5 Conclusions

In this paper, we presented a pre-processing method IESVM for object detection.
Our goal is to reduce the search space and improve the accuracy of detection. We
utilize the general object measure to conduct the coarse object detection, which we
can obtain a region that probably contains the object(regardless of categories), that
is we extract the object from the background roughly. then we use the ESVM to
finish the whole detection process. We evaluate our IESVMmethod on the PASCAL
VOC 2007 dataset and find that our method achieves good results in the PASCAL
object detection challenges. However, there is still much room for improvement in
our method. For instance, feature representation for the images such as HOG may
need to be improved.
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Euler–Maclaurin Expansions
and Quadrature Formulas
of Hyper-singular Integrals
with an Interval Variable

Chong Chen, Jin Huang and Yanying Ma

Abstract In this paper, we present a kind of quadrature rules for evaluating
hyper-singular integrals

∫ b
a g(x)qα(x, t)dx and

∫ b
a g(x)qα(x, t) ln |x − t|dx, where

q(x, t) = |x − t| (or x − t), t ∈ (a, b) and α ≤ −1(or α < −1). Since the derivatives
of density function g(x) in the quadrature formulas can be eliminated by means of
the extrapolation method, the formulas can be easily applied to solving correspond-
ing hyper-singular boundary integral equations. The reliability and efficiency of the
proposed formulas in this paper are demonstrated by some numerical examples.

Keywords Hyper-singular integral · Euler–Maclaurin expansions · Quadrature
formulas · Hadamard finite part
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1 Introduction

In recent years, many scientific and engineering problems, such as fracture mechan-
ics, fluid dynamic, and elasticity [1, 2], have attracted attention to boundary inte-
gral equations with hyper-singular kernels. To evaluate the hyper-singular integrals
[3–10] efficiently is a major problem to solve the hyper-singular integral equations
[2, 3, 10–13].
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We consider the hyper-singular integral with an interval variable t ∈ [a, b],

(I(g))(t) =
∫ b

a
g(x)qα(x, t)dx, (1.1)

(I(g))(t) =
∫ b

a
g(x)qα(x, t) ln |x − t|dx, (1.2)

where q(x, t) = |x − t| (or x − t), and α ≤ −1 (or α < −1) is a real number. (1.1)
denotes the Hadamard finite part [9, 13] of the hyper-singular integral.

The paper is organized as follows: in Sect. 2, we recall the general definition of
Hadamard finite-part integrals; in Sect. 3, we present quadrature rules and the Euler–
Maclaurin expansions for hyper-singular integrals (1.1) and (1.2); in Sect. 4, some
examples are tested. Conclusions are drain in Sect. 5.

2 Definition of Hadamard Finite-Part Integrals

We will recall the definition of Hadamard finite-part integrals at first.

Definition 2.1 TheHadamard finite-part integral [9]: Let f (x) be integrable on (ε, b)
for any ε,ε ∈ (0, b) andb < ∞. Suppose that there exists a sequenceα0 < α1 < α2 <

. . ., and a non-negative integral Z such that the expansion

∫ b

ε

f (x)dx =
∞∑
i=0

Z∑
j=0

Ii,jε
αi lnj(ε), (2.1)

converges for any ε ∈ (0, h)with h > 0. Then the Hadamard finite-part integral (2.1)
is defined as :

f .p.
∫ b

0
f (x)dx =

{
0 if αk �= 0 for all k,
Ik,0 if αk = 0 for some k.

(2.2)

Based on the Definition 2.1, we recall the following two Lemmas.

Lemma 2.2 ([9]) For any b > 0, we have

f .p.
∫ b

0
xαdx =

{
ln b, for α = −1,
bα+1/(α + 1), for α �= −1.

(2.3)

Lemma 2.3 ([9]) Assume α < −1 and m > −α − 2 and g(x) ∈ Cm+1[0, b). Then
for any b > 0, we have

f .p.
∫ b

0
g(x)xαdx =

∫ b

0
xα

⎡
⎣g(x) −

m∑
k=0

gk(0)xk/k!
⎤
⎦ dx +

m∑
k=0

(gk(0)/k!)f .p.
∫ b

0
xα+kdx.

(2.4)
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3 Quadrature Formulas of Hyper-singular Integrals
and Their Euler–Maclaurin Expansions

In this section, we major study one of the following integrals

I(G) = f .p.
∫ b

a
G(x, t)dx = f .p.

∫ b

a
qα(x, t)g(x)dx, (3.1)

I1(G) = f .p.
∫ b

a
G1(x, t)dx

= f .p.
∫ b

a
|x − t|α(ln |x − t|)g(x)dx, α < −1, (3.2)

where q(x, t) = |x − t| (or x − t) for α ≤ −1(or α < −1), and g(x) is a smooth
function on [a, b]. G(x, t) and G1(x, t) are hyper-singular functions about interval
variable t as α < −1.

The interval [a, b] is divided into n parts, and h = (b − a)/n. Let xj = a + jh
(j = 0, 1, . . . , n) and the singular point t satisfies t ∈ {xj : 1 ≤ j ≤ n − 1}. In terms
of results of Sect. 2 and conclusions of [9], we derive the formulas of integral (3.1)
with q(x, t) = |x − t|(or(x − t)) in [3].

Lemma 3.1 ([3]) Let g(x) ∈ C2m+1[a, b], and G(x, t) = g(x)(x − t)α for α < −1.
Taking t = xi, 1 ≤ i ≤ n − 1, then the following assertions hold.
(i) When α = −2l − 1 for l ∈ N+, the expansion is

Q(h) =
n−1∑
j=0

hG

(
a +

(
j + 1

2

)
h

)

= f .p.
∫ b

a
G(x, t)dx +

m+1∑
k=1

h2k

(2k)!B2k

(
1

2

)
[G(2k−1)(b) − G(2k−1)(a)]

+ 2
min(m,l−1)∑

k=0

h2(k−l)+1

(2k + 1)!ζ
(
2(l − k),

1

2

)
g(2k+1)(t) + O(h2m+2+α). (3.3)

(ii) When α = −2l − 1 with l = 0, the form of rule can be written by

n−1∑
j=0

hG

(
a +

(
j + 1

2

)
h

)
=

m+1∑
k=1

h2k

(2k)!B2k

(
1

2

)
[G(2k−1)(b) − G(2k−1)(a)]

+ f .p.
∫ b

a
G(x, t)dx + O(h2m+2+α). (3.4)
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(iii) If α is a negative even integer, the formula is given by

Q(h) =
n−1∑
j=0

hG

(
a +

(
j + 1

2

)
h

)
− 2ζ

(
m + 1,

1

2

)
g(t)h−m

= f .p.
∫ b

a
G(x, t)dx +

m∑
k=0

ζ

(
−2k − α,

1

2

)
2g(2k)(t)

(2k)! h2k+α+1

−
m∑

k=1

ζ

(
1 − 2k,

1

2

)
G(2k−1)(b) − G(2k−1)(a)

(2k − 1)! h2k + O(h2m+α+2). (3.5)

When we study some boundary integral equations, we notice that, it is demand
for calculating the integrals with logarithmic functions to solve the equations.
Theorem 3.2 shows the Euler–Maclaurin expansions of (3.2).

Theorem 3.2 Assume that function g(x) ∈ C2m[a, b], and G(x, t) = g(x)|x − t|α ln
|x − t|, where α < −1 and t ∈ {xj : 1 ≤ j ≤ n − 1}, l = 1, 2, . . ..
(i) If α is a non-integer, then we have the formulas

n−1∑
j=0

hG

(
a +

(
j + 1

2

)
h

)
−

l−1∑
k=0

2
h2k+1+α

(2k)!
[
ζ

(
−2k − α,

1

2

)
ln h

− ζ ′
(

−2k − α,
1

2

)]
g(2k)(t)

= f .p.
∫ b

a
G(x, t)dx +

m∑
k=1

h2k

(2k − 1)!ζ
(

−2k + 1,
1

2

)
[G(2k−1)(a)

− G(2k−1)(b)] +
m∑
k=l

2
h2k+1+α

(2k)!
[
ζ

(
−2k − α,

1

2

)
ln h

− ζ ′
(

−2k − α,
1

2

)]
g(2k)(t) + O(h2m+2+α). (3.6)

(ii) If α is a negative even integer, then rule has the form of

n−1∑
j=0

hG

(
a +

(
j + 1

2

)
h

)
+ 2g(t)hα+1

(
ζ ′

(
−α,

1

2

)
− ζ

(
−α,

1

2

)
ln(h)

)

= f .p.
∫ b

a
G(x, t)dx +

m∑
k=1

G(2k−1)(a) − G(2k−1)(b)

(2k − 1)! ζ

(
1 − 2k,

1

2

)
h2k

+
m∑
k=l

2g(2k)(t)

(2k)!
(

ζ

(
−2k − α,

1

2

)
ln(h) − ζ ′

(
−2k − α,

1

2

))
h2k+α+1 + O(h2m+2+α)

(3.7)
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Proof Take t = xi, then t is point of division of the interval (a, b). The integral of
(3.1) can be decomposed into two parts

f .p.
∫ b

a
G(x, t)dx = f .p.

∫ b

a
g(x)|x − t|αdx

= f .p.
∫ t

a
g(x)(t − x)αdx + f .p.

∫ b

t
g(x)(x − t)αdx.

We consider the two items of the theorem. According to the conclusions of Lemma
2.1 and Lemma 2.3. We have

i−1∑
j=0

hG

(
a +

(
j + 1

2

)
h

)
= f .p.

∫ t

a
G(x, t)dx

+
m∑

k=1

h2k

(2k − 1)! ζ
(

−2k + 1,
1

2

)
G(2k−1)(a)

+
2m+1∑
k=0

(−1)khk+1+α

k! ζ

(
−k − α,

1

2

)
g(k)(t) + O(h2m+2+α),

(3.8)

n−1∑
j=i

hG

(
a +

(
j + 1

2

)
h

)
= f .p.

∫ b

t
G(x, t)dx

−
m+1∑
k=1

h2k

(2k − 1)!ζ
(

−2k + 1,
1

2

)
G(2k−1)(b)

+
2m+1∑
k=0

hk+1+α

k! ζ

(
−k − α,

1

2

)
g(k)(t) + O(h2m+2+α).

(3.9)
Combining (3.8) with (3.9), we obtain

n−1∑
j=0

hG

(
a +

(
j + 1

2

)
h

)
= f .p.

∫ b

a
G(x, t)dx

+
m+1∑
k=1

h2k

(2k − 1)! ζ
(

−2k + 1,
1

2

) [
G(2k−1)(a) − G(2k−1)(b)

]

+
m∑

k=0

2
h2k+1+α

(2k)! ζ

(
−2k − α,

1

2

)
g(2k)(t) + O(h2m+2+α).

(3.10)

In virtue of α is a negative non-integer, the rule of (3.10) is analysis about α. The
conclusion of (i) hold by derivative of (3.10) about parameters α.
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The result of (ii) can be obtained by derivative of (3.5) of the Lemma3.1 about
variable α. �

Remark (i) On the bases of the condition that the rules of [3], we can obtain the
corresponding quadrature rules of the hyper-singular integral (3.2) as the parameter
α of (3.2) changes, by derivative of the rules about parameters α.

(ii) Considering the formulas of Lemma 3.1 and Theorem 3.2, we can obtain a better
numerical results by the Richardson extrapolation or Romberg extrapolationmethod.

(iii) IfG(x) is a periodic function, the term [G(2k−1)(b) − G(2k−1)(a)] of error expan-
sions will vanish. Quadrature rules with higher orders accuracy can be achieved
by Romberg extrapolation. Furthermore, if G(x, t) is not a periodic function, we can
periodizate the integrand by sinp-transformation [14, 15] to improve the convergence
order.

Now, taking Example4.2 for example, we obtain the quadrature formula and its
error expansion. The quadrature rule isQ(h) = ∑n−1

j=0 hG(a + (j + 1/2)h). Then the
kth extrapolation is given by

⎧⎪⎨
⎪⎩
Q̄(0)(h) = 2Q(h) − Q( h2 ),

Q̄(k)(h) = [22kQ̄(k−1)( h2 ) − Q̄(k−1)(h)]/(22k − 1), 1 ≤ k ≤ m + 1.

(3.11)

Q̄(k)(h) has a high convergence order of O(h2(k+1)), where k = 0, 1, . . . ,m + 1.

4 Numerical Experiments

In this section, numerical experiments illustrate the features of the quadrature rules
and verify the theoretical conclusions proposed in this paper. Let h = b−a

n be the step
length, and n is the number of nodes. I(t) is the Hadamard finite-part integral of the
hyper-singular integral (I(g))(t). Q(i)(h) (i = 0, 1, 2) is the quadrature formula of

ith extrapolation. h2k − ex (k = 0, 1, 2, 3) and |Q(k−1)
(h) − I|(k = 1, 2) are absolute

errors of kth extrapolation, and r(k)
2n = h2k−ex

( h
2 )2k−ex

(or |Q(k−1)
(h)−I|

|Q(k−1)
( h
2 )−I| ).

Example 4.1 Calculate the following hyper-singular integral

(I(g))(t) =
∫ 1

0

g(x)

(x − t)2
dx, t ∈ (0, 1), (4.1)

with g(x) = x6 and the exact value of this finite-part integra is

(I(g))(t) = 6

5
+ 3t

2
+ 2t2 + 3t3 + 6t4 − 1

t − 1
+ 6t5ln

1 − t

t
.
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We use the formulas of (3.5) and corresponding extrapolation of the quadrature
formulas to evaluate the hyper-singular integral, and obtain the numerical results in
following three Tables1, 2, and 3. And the quadrature formulas have second order
accuracy.

The numerical results the three tables display the fact that r(k)
n ≈ 22k+2, (k =

0, 1, 2). The rate log2(r
k
n) shows that quadrature rule isO(h2), and it’s kth extrapola-

tion formulas have fourth and sixth order accuracy as k = 1 and k = 2 respectively.

Example 4.2 ([8]) Calculate the hyper-singular integral

(I(g))(t) =
∫ 1

0

g(x)

(x − t)3
dx, g(x) = x5 + 1, (4.2)

where the exact solution is

(I(g))(t) = 10t2 + 5t + 10

3
+ 5t + 4

2t2
+ t − 3

2t2(t − 1)2
+ 10t3 ln

1 − t

t
.

We get the numerical results by using the rules (3.3) and (3.11) at t = 1/4, 7/8,
1/32 with α = −3. On the basis of (3.11), we have the numerical results listed in
Tables4, 5, and 6 for (4.2) by the Romberg extrapolation.

Clearly, the numerical results inTables4, 5, and6 imply that r(k)
n ≈ 22k, (k = 1, 2),

which meet the formula (3.25) of [3]. The convergence orders of rules Q
(0)

(h) and

Q
(1)

(h) are O(h2) and O(h4), respectively.

Table 1 The numerical results with t = 1/8, I(t) = 0.283573383

ex\e\n 23 24 25 26 27 28

Q(0)(h) 0.280422 0.282784 0.283376 0.283524 0.283561 0.283570

h0 − ex 3.1509e-3 7.8913e-4 1.9737e-4 4.9348e-5 1.2337e-5 3.0844e-6

r(0)
n 21.9974 21.9994 21.9998 22.0000 22.0000 22.0000

Q(1)(h) 0.283571 0.283573 0.283573 0.283573 0.283573

h2 − ex 1.8751e-6 1.1804e-7 7.3869e-9 4.164e-10 2.8859e-11

r(1)
n 23.9897 23.9981 23.9998 24.0000 23.9999

Q(2)(h) 0.283573 0.283573 0.283573 0.283573

h4 − ex 8.9780e-10 1.0193e-11 6.3838e-14 2.2204e-16

r(2)
n 26.4607 27.3190 28.1674
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Table 2 The numerical results with t = 1/2 + 1/8, I(t) = 1.607735786

ex\e\n 23 24 25 26 27 28

Q(0)(h) 1.607736 1.607736 0.283376 1.607736 1.607736 1.607736

h0 − ex 3.1787e-3 7.7770e-4 1.9329e-4 4.8250e-5 1.2057e-5 3.0142e-6

r(0)
n 22.0312 22.0085 22.0022 22.0005 22.0001 22.0000

Q(1)(h) 1.607736 1.607736 1.607736 1.607736 1.607736

h2 − ex 2.2647e-5 1.5152-6 9.6460e-8 6.0571e-9 3.7900e-10

r(1)
n 23.9018 23.9734 23.9932 23.9983 23.9961

Q(2)(h) 1.607736 1.607736 1.607736 1.607736

h4 − ex 1.0640e-7 1.8767e-9 3.0286e-11 4.6207e-13

r(2)
n 25.8252 25.9534 26.0344 25.7563

Table 3 The numerical results with t = 1 − 1/8, I(t) = −4.417842751

ex\e\n 23 24 25 26 27 28

Q(0)(h) −4.082210 −4.320490 −4.392276 −4.411363 −4.416217 −4.417436

h0 − ex 3.3563e-1 9.7353e-2 2.5566e-2 6.4797e-3 1.6257e-3 4.0678e-4

r(0)
n 21.7856 21.9290 21.9802 21.9949 21.9987 21.9997

Q(1)(h) −4.399916 −4.416205 −4.417725 −4.417835 −4.417842

h2 − ex 1.7927e-2 1.6374e-3 1.1753e-4 7.6502e-6 4.8328e-7

r(1)
n 23.4527 23.8003 23.9414 23.9846 23.9960

Q(2)(h) −4.417291 −4.417827 −4.417842 −4.417843

h4 − ex 5.5140e-4 1.6206e-5 3.2501e-7 5.4871e-9

r(2)
n 25.0886 25.6398 25.8883 25.9484

Table 4 The numerical results for t = 1/4

n 23 24 25 26 27 28

I 8.26888 8.26888 8.26888 8.26888 8.26888 8.26888

Q(h) 9.37407 11.23356 14.40670 20.59816 32.94096 57.61642

Q
(0)

(h) 7.51458 8.06041 8.21524 8.25537 8.26550

|Q(0)
(h) − I| 7.5430e-1 2.0847e-1 5.3640e-2 1.3511e-2 3.3842e-3

r(1)
n 21.9892 21.9973 21.9993 21.9998 21.9999

Q
(1)

(h) 8.24235 8.26685 8.26875 8.26887

Q
(1)

(h) − I 2.6526e-2 2.0292e-3 1.3481e-4 8.5635e-6

r(2)
n 23.9766 23.9938 24.0061 22.6378
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Table 5 The numerical results for t = 7/8

n 25 26 27 28 29 210

I −81.01843 −81.01843 −81.01843 −81.01843 −81.01843 −81.01843

Q
(0)

(h) −79.50641 −80.63022 −80.92070 −80.99396 −81.01231

|Q(0)
(h) − I| 1.51203 3.8821e-1 9.7730e-2 2.4475e-2 6.1215e-3

r(1)
n 21.9616 21.9900 21.9975 21.9994 21.9998

Q
(1)

(h) −81.00483 −81.01753 −81.01838 −81.01843

Q
(1)

(h) − I 1.3606e-2 9.0230e-4 5.7290e-5 3.5943e-6

r(2)
n 23.9145 23.9772 23.9945 23.9778

Table 6 The numerical results for t = 1/32

n 28 29 210 211 212 213

I 511.85420 511.85420 511.85420 511.85420 511.85420 511.85420

Q(h) 509.88417 511.37943 511.77746 511.91933 512.03915 512.3777

Q
(0)

(h) 508.38891 510.98139 511.63558 511.79951 511.84052

|Q(0)
(h) − I| 3.4653 8.7280e-1 2.1861e-1 5.4679e-2 1.3671e-2

r(1)
n 21.9892 21.9973 21.9993 21.9998 22.0000

Q
(1)

(h) 511.84556 511.85365 511.85416 511.85419

Q
(1)

(h) − I 8.6399e-3 5.4884e-4 3.4411e-5 2.1946e-6

r(2)
n 23.9766 23.9954 23.9708 26.2235

5 Conclusion

From the above results in this paper, we draw conclusions as follows: Evaluating
hyper-singular integrals by the quadrature formulas, the algorithms need not calcu-
late any weight. The accuracy order of the algorithms can be improved by extrapo-
lation method. Finally, the examples match with the error analyses.
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Optimization Control for Bidirectional
Power Converter of DC Micro-grid Power
Distribution in Highway Tunnel

Zhou Xiwei, Song Ahua and Xu Hongke

Abstract The characteristic of micro DC-Grid power supply is very valuable to
remote mountainous highway tunnel. It can operate not only on parallel mode, but
also on isolated mode. Power electronic bidirectional three-level inverter is a key
link in the system. A novel three-level inverter SHEPWM algorithm is studied in the
paper according to the internal relation between SVPWMand SHEPWM.The switch
angle of the algorithm can be achieved by synthesis of the space voltage vector. The
method has same Harmonic elimination effect, and can completed the task of AC
load in micro DC-Grid system, to achieve stable operation of new energy highway
tunnels of DC power supply system.

Keywords Highway tunnel · Micro DC-Grid · Three level inverter · SHEPWM ·
Voltage vector

1 Introduction

Micro grid research is becoming a hot spot, it will combinemicro power, load, energy
storage and its control device together. Compared with AC micro-grid, DC micro-
grid does not need to track the phase and frequency of the voltage, the controllability
and reliability being greatly enhanced, more suitable Distributed Energy Resource
(DER) and the load to access.
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DC micro-grid has many notable features: dc terminal load for power users, con-
nected to a DC micro-grid can reduce the number of energy conversion, reduce the
loss and failure rate. And because no skin effect, the DC power supply cable pro-
vides stronger loading capacity. The anti-disturbance of the DC micro-grid is better
than AC micro-grid, and the investment on the infrastructure is much lower than AC
micro-grid. AC micro-grid has some complex problems such as synchronization of
distributed power, Impulse current caused by transformers, the reactive power flow,
harmonic currents and phase imbalance, etc., making the control of AC micro-grid
is more complex than DC micro-grid.

At present, the highway distribution system still mainly rely on national public AC
grid, and the optimal characteristic of DC micro-grid for power supply requirement
of highway tunnel is very valuable. For highway tunnels in the remote mountainous
areas, the DCmicro-grid can not only form amargin of each prepared with public AC
grid, improve the security and reliability of the distribution, but also be reasonable and
efficient use various forms of energy. The distribution system of the DC micro-grid
in the highway tunnel as shown in Fig. 1, DC micro-grid is connected with the large
power grid throughmultiple bidirectional converter. Among them, the distributedDC
source includes photovoltaic cells, fuel cells and fuel DC generator sets, distributed
AC source has a wind machine, micro turbine and so on.

The mainly use of electricity load in the tunnel is: emergency lighting, general
lighting, communications monitoring equipment, fire monitoring, fire control facil-
ities and smoke exhaust fans and other disaster prevention facilities. Among them,
the important power load is the first level load, should be set up by two power supply,
should also set up separate backup power and continuous emergency power supply.
In the distribution system of highway tunnel, the introduction of the DC micro-grid

Fig. 1 The distribution system of the DC micro-grid in the highway tunnel
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Fig. 2 Main circuit topology structure of the diode clamped three level inverter diode

power distribution, it can not only operation with grid connected but also can operate
withan independent island mode operation to reduce dependence on the public grid
and provide greater security and reliability of electricity load.

2 Bidirectional Three-Level Converter

Bi-directional power electronic converter is a key link in the system. The converter
should be not only can finish the AC–DC transformation, realize feed-in energy
received; But also asked to complete a DC–AC inverter, to meet the needs of high
quality demand for electricity of AC load.

2.1 Harmonic Elimination Characteristic of SHEPWM

DC micro-grid system can use three-level converter, Fig. 2 shows the main circuit
topology structure of the diode clamping, the quality of the output waveform is good,
and the switch loss of single IGBT is also small.

Bi-directional power electronic converter is a key link in the system. The converter
should be not only can finish the AC–DC transformation, realize feed-in energy
received; But also asked to complete a DC–AC inverter, to meet the needs of high
quality demand for electricity of AC load.

This converter can use specific harmonic elimination SHEPWM technique. As
shown in Fig. 3a is a single phase output voltagewaveform for SHEPWMmodulation
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Fig. 3 Phase voltage and switching clamping angle of three level SHEPWM

of the 3 level inverter. It can be seen that this waveform has a 1/4 periodic symmetry,
N is the number of switching angles in 1/4 fundamental cycle, Fig. 3b is the inverter
switching waveform of three-phase switch angle when the N = 10. Phase voltage
function can be Fourier analysis:

uA (t) = a0
2

+
∞∑
n=1

(ancosnωt + bnsinnωt) (1)

where, an = 0, n = 1, 2, 3, . . ., bn = 0, n is an even number. bn = 4E
nπ

N∑
k=1

(−1)k+1

cosnαk , n is an odd number. Further, there are:

0 ≤ α0 < α1 < · · · < α j < · · · αm < π/
2 (2)

In order to eliminate kth harmonics, the corresponding coefficient b0 = 2, calcu-
late the switching angle, and the number of N − 1 non 3 integer harmonics can be
eliminated.

SHEPWM technology has a variety of optimization methods. The typical method
of solving the switch angle equation is different, there are: homotopy algorithm,New-
ton downhill method, genetic algorithm chaos ant colony optimization, bee colony
algorithm, etc. In solving the equations, the selection of initial value and optimiza-
tion of multiple solutions are also studied. In general, the SHEPWM technology
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Fig. 4 The space vector hexagonal of three level inverter decomposition and work sector

of the three level inverter is a fundamental bottleneck problem in the solution of
the switching angle nonlinear transcendental equations. We can studies a new algo-
rithm on SHEPWM modulation of three level inverter which could suitable for DC
micro-grid distribution. The algorithm of switch angle can be directly synthesized by
calculating basic space voltage SV vector and have the same harmonic elimination
effect, provide AC of high quality waveform for AC load in DC micro-grid.

2.2 The Voltage Vector Synthesis Algorithm of Three Level
SHEPWM

Due to the three level vector hexagon can be decomposed into two level small
hexagon, find the corrected reference voltage space vector, three levels can determine
switching sequence and the action time of SV vector as the two-level inverter. And
two level SHEPWMmodulation can be realization by vector sequence composed of
the basic SV vector, function time of basic SV vectors is derived and state switching,
SHEPWM instruction of synthetic arm switch, can generate a three-level SHEPWM.

2.3 The Three Level Space Vector Decomposition

Each bridge arm switch state combination of three level inverter can produce three
output voltage state: Udc/2, 0, −Udc/2, respectively with a status value of 1, 0, −1.
Space voltage vector hexagon of three levels and its decomposition diagram in Fig. 4.
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For the three-level, the origin of the two-level hexagon are located on the internal
hexagon vertices of three-level inverter. Small hexagon 1©, for example, three level

reference vector
⇀

V
∗
can be made of three adjacent

⇀

V 1,
⇀

V 2,
⇀

V
∗
0 within the switching

period T.

⇀

V
∗
T = ⇀

V 1t1 + ⇀

V 2t2 + ⇀

V
∗
0t0

while,
⇀

V
∗
1T = ⇀

V 4t1 + ⇀

V 3t2, and
⇀

V
∗

= ⇀

V
∗
0 + ⇀

V
∗
1.

Therefore, the reference voltage vector of three level can generated by the two
levels reference voltage vector, three level can determine the action time of the
switching sequence and the voltage vector as two level inverter.

2.4 SHEPWM Voltage Vector Synthesis

You can analyze the ß/3 interval of SHEPWM modulated when choose N = 10,
three-phase PWM output pulse waveform can be composed by base vector sequence
and the zero vector. As shown in Fig. 3, the two-level small hexagons which are
decomposed by the three level, each small hexagonal can be divided into six sectors,
the allocation of the work sector could see Table1.

In each small hexagon, with k = It/(TS/2) + 1, I is the under rounding function,
Ts = 2π/ (3N + 1) t is the instantaneous moment within each π/3 sector, actually
kmax = N + 1, each sector is divided into kmax intervals. Within each k interval, the
three-phase output PWM pulse of SHEPWM can be composed of the corresponding
three-level basic voltage vectors and the zero vector. Each k range, SHEPWM three-
phase output PWM pulse can be made up of three corresponding level of the basic
voltage vector and zero vector. The switch state table of all sectors for different
modulation M can be classified as shown in Tables2 and 3, the second line of each
table is even number sector, the third line is the odd number sector.

Table 1 The allocation table of work sector

1© 2© 3© 4© 5© 6©
VI, I I, II II, III III, IV IV, V V, VI

II, III III, IV IV, V V, VI VI, I I, II

Table 2 Basic vector switching states of SHEPWM I (M<1)

k=1 k=2 k=odd k=even k=N k= (N+1)

SA → SB →−→
V ∗

0

−→
V ∗

0 → SB SB → SA →−→
V ∗

0

−→
V ∗

0 → SA →
SB

SB → −→
V ∗

0
−→
V ∗

0 → SB →
SA

SB → SA →−→
V ∗

0

−→
V ∗

0 → SA SA → SB →−→
V ∗

0

−→
V ∗

0 → SB →
SA

SA → −→
V ∗

0
−→
V ∗

0 → SA →
SB
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Table 3 Basic vector switching states of SHEPWM (1 ≤ M ≤ 1.15)

k=1 k=2 k=odd k=even k=N k= (N+1)

SA → SB →−→
V ∗

0

−→
V ∗

0 → SB SB → SA →
SB

SB → −→
V ∗

0
−→
V ∗

0 → SA →
SB

SB → SA →−→
V ∗

0

−→
V ∗

0 → SA SA → SB →
SA

SA → SB →
SA

SA → −→
V ∗

0
−→
V ∗

0 → SB →
SA

In the table, the SA is the basic voltage vector of the state value of the three-phase
bridge arm is zero, the SB is the basic voltage vector of the state value is not zero,−→
V ∗

0 is the zero vector of each small hexagon. And the function of zero vector is
the transition of the adjacent basic vector, the choice of zero vector should make
three-phase voltage state change single step and only switch one arm bridge at one
time.

2.5 The Basic Voltage Vector Function Time of SHEPWM

In the two level small hexagon, the reference voltage vector of three level in the
corresponding sector need to correct the bias. Each phase reference voltage vector
after correction could see in Table4.

and u∗′
Cs = −u∗′

As − u∗′
Bs In each small hexagon, the function time of basic SV

vectors is different from the parity of k: (1) When k = is odd

⎧⎨
⎩

TA = MTs sin
(

π
3 − δ

)
/2

TB = MTs sin (δ) /2
T0 or T7 = Ts/2 − TA − TB

(3)

And k = N , TB = MTs sin (δ) /2, T0 or T7 = Ts/2 − TB .

Table 4 Correction values of the reference voltage vector

Small hexagon u∗
As

′ u∗
Bs

′

1© u∗
As − Vdc/3 u∗

Bs + Vdc/6

2© u∗
As − Vdc/6 u∗

Bs − Vdc/6

3© u∗
As + Vdc/6 u∗

Bs − Vdc/3

4© u∗
As + Vdc/3 u∗

Bs − Vdc/6

5© u∗
As + Vdc/6 u∗

Bs − Vdc/6

6© u∗
As − Vdc/6 u∗

Bs + Vdc/3
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(2) When k = is even

⎧⎨
⎩

TA = MTs sin (δ) /2
TB = MTs sin

(
π
3 − δ

)
/2

T0or T7 = Ts/2 − TA − TB

(4)

And k = 2, T0 or T7 = Ts/2 − TB , TB = MTs sin
(

π
3 − δ

)
/2.

3 Experiment

Given DC Bus of DCmicro-grid is 500V, used the new synthesis algorithm of three-
level SHEPWMvoltage vector,modulation coefficient is set to 1, selected the number
of switching angles N = 10 within 1/4 fundamental period, AC output frequency
is 50Hz, experimental waveforms shown in Figs. 5 and 6 is output line voltage
waveform and neutral-point potential waveform, Fig. 7 is FFT spectrum analysis of
line voltage.

The results showed that the three level inverters uses SHEPWM algorithm of
voltage vector synthesis, the output voltage waveform of the non 3 integer harmonic
which is under 30 times with the elimination of the ability, and the output funda-
mental component achieve modulation factor requirements, meet the requirements
of waveform quality of DCmicro grid in AC load. But if considering the influence of

Fig. 5 Output phase voltage of three-level inverter

Fig. 6 Output line voltage and neutral-point
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Fig. 7 FFT spectrum potential analysis of line voltage

SHEPWMmultiple solutions the neutral-point potential of the three level inverter and
the dynamic performance of the algorithm, the method needs to be further studied.

4 Conclusions

The application of DCmicro grid technology in the modern Power Supply System is
increasingly concerned. But DC micro-grid research in China has just begun. Wind
energy and solar energy could be an energy supply unit in DC micro-grid. Thus,
the DC micro-grid is not only form the margin of the public AC grid, Improve the
security and reliability of the distribution, but also is available for the reasonable
and efficient use of clean energy. However, the DC micro grid system requires the
coordination and cooperation among the various devices, and the power electronic
converter is one of the key point. Only in the rich theoretical basis and experimental
study, the DC micro-grid is able to realize the goal of saving energy and user load.
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Bayesian Fault Diagnosis Using Principal
Component Analysis Approach with
Continuous Evidence

Wenbing Zhu, Zixuan Li, Sun Zhou and Guoli Ji

Abstract For fault diagnosis problems where the historical data is from a number of
monitors, conventional likelihood estimation approaches for Bayesian diagnosis are
typically independent or lumped approach. However, for most chemical processes
themonitor outputs are often not independent, but exhibit correlations to some extent;
as for the lumped approach, it is infeasible due to the curse of dimensionality and the
limited size of historical dataset. Also there is another limitation to the accuracy of the
diagnosis that the continuous monitor readings are commonly discretized to discrete
values, therefore information of the continuous data cannot be fully utilized. In this
paper principal component analysis (PCA) approach is proposed to transform the
evidence into independent pieces, and kernel density estimation is used to improve
the diagnosis performance. The application to the Tennessee Eastman Challenge
process using the benchmark data demonstrates the effectiveness of the proposed
approach.

Keywords Fault diagnosis · Principal component analysis ·Kernel density estima-
tion · Tennessee eastman challenge process

1 Introduction

The purpose of fault detection and diagnosis is to detect and isolate in the process
the components that have failed. The strong demand for decreased downtime, better
performance, safety practices, and energy saving incidents all fuel this active area
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of research. A Bayesian frame for control performance diagnosis has been proposed
in [1]. It takes input from many different fault detection and diagnosis techniques in
order to make a synthesize decision [2]. However, the industrial processes often have
hundreds of monitors in practice, which results in computation burdens and misdi-
agnosis. This work proposes the use of principal component analysis in order to
handle high dimensional problems, then making use of continuous evidence through
kernel density estimation in instead of discrete methods to improve diagnostic per-
formance. The proposed method is applied to the Tennessee Eastman Challenge,
simulation results demonstrate the effectiveness.

2 Bayesian Inference

2.1 Bayesian Data-Driven Approach

Bayesian data-driven approach, which is distinct from other fault detection and di-
agnosis methods, mainly for the reason that the Bayesian approach is a higher-level
diagnosis method, other diagnosis methods and even instruments themselves are
treated as input sources and are referred to as monitors [3]. Collecting data from
monitors for every scenario that one would wish to diagnose, this scenarios which
are referred to as operational modes, and the data is called evidence.

According to Bayes Theorem, The Bayesian diagnosis technique ranks each of
the modes based on posterior probability, which is calculated

p(M |E, D) = p(E |M, D)p(M |D)

p(E |D)
∝ p(E |M, D) (1)

Given history dataset D, where p(M |E, D) is the posterior probability given evi-
dence E ; p(M |D) is the prior probability of the historical mode M ; p(E |D) is a
normalizing constant; p(E |M, D) is known as likelihood probability, which is the
key point of Bayesian inference. Likelihood estimatemethod include discretemethod
and continuous method.

2.2 Discrete Method for Likelihood Estimation

For discrete method, the likelihood p(E |M) can be calculated as

p(E |M) = n(E, M)

n(M)
(2)



Bayesian Fault Diagnosis Using Principal Component Analysis Approach … 275

where n(E, M) is the number of data points where the evidence E and mode M
occur simultaneously, and n(M) is the total number of data points were the mode M
occurs.

2.3 Continuous Method for Likelihood Estimation

Kernel density estimation is the principal technique for the non-parametric estimation
of continuous density functions. A kernel density estimate is a summation of kernel
functions centered around each data point D [4]. From a multivariate data set D with
n entries, a kernel density estimate from the kernel K (x) is given as:

f (x) ≈

1

n

n∑
i=1

1

|H | 1
2

KH (H
1
2 (x − Di )) (3)

The kernel function must satisfy

∫
Rd

K (x)dx = 1 (4)

Due to the universality of the normal distribution, multivariate Gaussian kernel is a
popular choice.

KH (φ) = 1√
(2π)d

exp(φTφ) (5)

where d is the data dimension, then

f (x) ≈ 1

n

n∑
i=1

1√
(2π)d |H |exp([x − Di ]T H [x − Di ]) (6)

3 Dimension Reduction

In practice, Data always has high dimension. It cause two disadvantages: The com-
pute burden and the demand for a large number of samples grows exponentially with
the dimensionality of the feature space. This limitation is called the “curse of dimen-
sionality” and severely restricts the practical application of the data-driven Bayesian
Fault diagnosis.
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3.1 Independent Approach

If the interdependence of each monitor is small, we consider all monitor outputs as a
set of single pieces of evidence.All likelihood estimates are one dimensional and then
the joint probability could be calculated by multiplying them together. For example,
consider a two-dimensional evidence vector E = (E1, E2), if the two elements are
independent,

p(E1, E2|M) = p(E1|M)p(E2|M), E1|M⊥E2|M (7)

Of course, This assumption depends on the available data.

3.2 PCA Approach

As we all know, each variable of dataset are often not independent, the Hypothesis
in Sect. 3.1 will bring large error. Principal component analysis (PCA) serves as the
most fundamental technique in high dimensional data preprocessing. PCA is used
widely for dimensionality reduction. It transformed the raw data to several principal
components, based on the assumption of linear relationship between the variables.

PCA can transform X = {x1, x2, . . . , xd} into PCS = {pc1, pc2, . . . , pcd},
where d is the number of dimensions and pci denotes the i th principal compo-
nent. each principal component pci is a linear transformation of the variables in
the original X and the coefficients defined in this transformation are considered as
weight vectors, i.e.,

pci = α1i x1 + α2i x2 + · · · + αdi xd , i = 1, 2, . . . , d (8)

where α is the corresponding weight and xi denotes the i th variable of X . Moreover,
the first principal component sequence pc1 has the largest variance, it contains most
of the information about X . According to the SVD, the covariance matrix can be
decomposed by

Ω = ZV ZT (9)

where Z contains the weights for the principal component sequences and the matrix
Z has the corresponding variances. The first p principal component are retained,

PCSn×p = Xn×d Ad×p (10)

where it is often the case that p < d by set an available contribution rate [5].
In our approach, we set the contribution rate equals one, thus the number of

principal components is equal to the number of original variables. The advantage of
proposed approach is that Information of raw data will not lost.
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An overview of the algorithm is given below:

1. Set the contribution rate equals one, input history data with different modes,
output different principal components of history data and the means of history data,
coefficient matrix. Each column of coefficient contains coefficients for one principal
component.
2. For a validation data, transformed it with the same means and coefficient matrix
which came from history data.
3. Now we obtain new history data and a new validation data for Bayesian Fault
diagnosis. Making a diagnosis, then joint posterior is obtained by combine multiple
posterior.
4. If the new validation data corresponding to one mode which has the largest joint
posterior probability, the diagnosis mode is that mode; if the mode equals to the true
mode, then we can say it is a correct diagnosis.

4 Application

Although being a rather old process model, the Tennessee Eastman Challenge re-
mains an important tool throughout all disciplines of the system theory for the purpose
of comparative studies or validation of algorithms [6]. The benchmark dataset can
be downloaded from the website: http://web.mit.edu/braatzgroup/links.html.

4.1 Process Model

There are 15 known preprogrammed major process faults and normal state exist in
the process. Extensive reviews of Tennessee Eastman Challenge have been presented
in [7]. Flow chart of the process is below (Fig. 1).

4.2 Simulated Modes

Eight types of faults and normal operation status are taken into consideration, except
the ones of no significant effect on the process [8], as is shown in Table1 [9].

The proposed method is applied to Tennessee Eastman Challenge for testing fault
detection and diagnosis performance. The diagnostic results in terms of average
posterior probability are shown inFigs. 2, 3, 5, 6.Amore Intuitive results of validation
data be diagnosed mode and the true mode are shown in Figs. 4, 7.

http://web.mit.edu/braatzgroup/links.html
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Fig. 1 Process model of the tennessee eastman challenge [7]

Table 1 List of simulated modes for the Tennessee Eastman Challenge

Mode Process variable Type

NF N/A N/A

IDV1 A/C feed ratio B composition constant (stream 4) Step

IDV2 B composition, A/C ratio constant (stream 4) Step

IDV7 C header pressure loss, reduced availability (stream 4) Step

IDV8 A, B, C feed composition (stream 4) Variation

IDV10 C feed temperature (stream 2) Variation

IDV12 Reactor cooling water inlet temperature Variation

IDV13 Reaction kinetics Drift

IDV14 Reactor cooling water valve Sticking

4.3 Comparison of Dimension Reduction Approaches

From the simulation, we can see that independent approach has two wrong diagnosis
result which are IDV 7 and IDV 13. It is in sharp contrast with the PCA approach
for zero wrong diagnosis. Simultaneously, the misdiagnosed validation data of PCA
approach are less than independent approach.
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Fig. 2 Posterior probability assigned to each mode for tennessee eastman challenge preprocessing
options: independent approach

Fig. 3 Posterior probability assigned to each mode for tennessee eastman challenge preprocessing
options: PCA approach
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Fig. 4 True mode and diagnosis result of different preprocessing options: a True mode; b Inde-
pendent approach Bayesian; c PCA approach Bayesian

Fig. 5 Posterior probability assigned to each mode for tennessee eastman challenge PCA ap-
proaches for discrete method
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Fig. 6 Posterior probability assigned to each mode for tennessee eastman challenge PCA ap-
proaches for kernel density method
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Fig. 7 True mode and diagnosis result of different likelihood estimate method: a True mode; b
Discrete method Bayesian; c Continuous method Bayesian

4.4 Comparison of Likelihood Estimate

For the same preprocessing options of PCA, the discrete method has three wrong
diagnosis result which are NF and IDV 7. The same with 6.1, the KDE method for
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zero wrong diagnosis. Simultaneously, the misdiagnosed validation data of KDE
method are less than discrete method.

4.5 Comparison of Diagnosis Performance

Denote the absolute misdiagnosis rate by Fa , and the relative misdiagnosis rate by
Fb, for each validation data point the correct diagnosis results is ncor .

Absolute misdiagnosis rate

The first performance assessment have been presented in [4], a brief review would
be taken here. It requires the following steps:

1. Using training data construct the likelihood function P(e|m) and make sure that
validation data with the same proportion to the prior probability.
2. Calculate the posterior probability P(m|ei ) for each validation data point.
3. The mode with the largest posterior D(m) is the one diagnosed, if the diagnosed
mode equal true mode we set ncor = ncor + 1.
4. Fa can be obtained using Fa = 1 − ncor

no·of validationdata .

Relative misdiagnosis rate

The difference between the relative misdiagnosis rate and absolute misdiagnosis
rate is that the former taking the posterior probability relative size relationship into
account. The correct diagnosis results then set ncor = ncor + 1

(m−1) , m which is the

(a) (b)

Fig. 8 Absolute misdiagnosis rate and relative misdiagnosis rate: a Preprocessing options; b Like-
lihood estimate method
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rank of the posterior probability from low to high. Then Fb can be calculated the
same with Fa .

To make an integrated evaluation, the proposed assessment criterion are per-
formed. The failed diagnosis rate for each mode is given in Fig. 8.

5 Conclusions

A new data-driven method with consideration of high dimensional problems for
Bayesian Fault diagnosis has been proposed. The proposed method uses principal
component analysis approach for data preprocessing and utilizes continuous evi-
dence. The proposed method has been applied to the Tennessee Eastman Challenge,
where the diagnostic performance of the proposed approaches is demonstrated. One
can observe that diagnosis performance is apparently improved.
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Behavior Recognition of Scale Adaptive
Local Spatio-Temporal Characteristics
Harris Algorithm

Zhen Xu, Xiao Li, Fan Wu, FengJun Hu and Lin Wu

Abstract As the accuracy of standard Harris algorithm is not high in the application
of behavior recognition, this paper proposed a behavior recognition model based on
scale adaptive local spatio-temporal characteristics Harris algorithm, which firstly
uses local spatio-temporal characteristics function to achieve fast convolution in
order to reduce complexity of the algorithm, and then uses scale adaptive local
spatio-temporal characteristics function to replace Gaussian function as the filter of
the algorithm, and finally calculates the adaptive matrix and the response value of the
angle points in order to improve the accuracy of behavior recognition. Simulation
results show that the accuracy of the Harris Algorithm based on scale adaptive local
spatio-temporal characteristics, proposed in this paper, is higher than the standard
Harris algorithm on behavior recognition.

Keywords Harris algorithm ·Behavior recognition · Scale adaption · Local spatio-
temporal characteristic function · Gaussian function optimization
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1 Introduction

The aim of the research on behavior recognition of the athletes in a sport game
video is to analyze the image or video, in order to gain the parameters of the posture
and movement, and further execute the semantic analysis and the behavioral recog-
nition and understanding [1]. The behavior recognition of the sports game video
is a challenging and interdisciplinary research direction, containing characteristics
extraction, target tracking and detection, behavior representation, the constructing
of the classifier and the behavior recognition etc. specific research contents, which
needs use the movement target detection, segmentation, tracking recognition, and
semantic representation and reasoning etc. technology, involving mode recognition,
image processing, graphics, computer visual, machine learning and artificial intelli-
gence etc. subject [2].

Researchers at home and abroad have already achieved a lot of success in the
study of behavior recognition. Park et al. use elliptical structure model to express
human head, torso and extremities in the driver behavior analysis [3]. Alexei uses
13 points to represent the human body, and through analyzing the trajectories of
feature points recognizes the human behavior [4]. Body contouring appearance and
other characteristics can also be used for human action. Liu et al. use the proportion
of human head, upper and lower extremities and other main parts of the body to
express the body posture [5]. Chung et al. describes the basic movements, such as
sit, stand and lie down, through calculating the Gaussian distribution of the target
distance projection [6]. Wang et al. use R transformation to study human behav-
ior in the office environment. Although using vision technology to express human
behavior has the advantage of perspective invariance, it has a large amount of cal-
culation and high performance requirements of the system, which is not often used
[7]. The behavior representation based on motion characteristic is a commonly used
method. For example, Zhu et al. use optical flow to study hitting actions in tennis.
Furthermore, and using the spatio-temporal feature points to express the behavior is
also a commonly used method [8]. Bobick and Davis analyze the human behavior
through calculating the motion energy images (MEX) and motion history images
(MHI). Veeraraghavan et al. use dynamic time warping (DTW) algorithm to match
the behavior sequence. Template matching method does not need extensive sample
and has a small calculation, but it is sensitive to the duration and noise of the behavior
[9]. Luo et al. use dynamic Bayesian network to study the human behavior recogni-
tion and compare with HMM [10]. Buccolieri identifies the posture through using
neural network to analyze the body silhouette. In spite of overcoming the drawbacks
of template matching, state space method often requires a large number of iterations.
The appropriate method should be selected according to the actual situation [11].

Aiming at the characteristics of behavior, this paper proposes a behavior
recogni-tion model based on scaling adaptive local spatio-temporal characteristics
Harris algorithm, whose accuracy is optimized through scaling adaptive local spatio-
temporal characteristic function.
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2 Harris Algorithm Analysis

Algorithm is calculated by the pixel gray-scale variance change points in a dif-
ferent direction. The specific steps are as following: select a local window which
takes a target pixel as the center; move the window respectively towards up, down,
left and right, a small amount of movement; in the four directions, calculate the
change volume of average gray value of the pixel points in the window; if the change
volume of that response point is greater than scheduled threshold, it is final angle
point. Assume that the center point of moving the window is (x, y), the offset in the
direction of the X axis is u, the offset in the direction of the Y axis is v, then its
calculation formula of regional variation gray is:

Ex,y = ∑
wx,y[Ix+u,y+v − Ix,y]

= ∑
wx,y[uX + vY + o(u2 + v2)]2 (1)

Where are first-order gradient, execute convolution to the image, obtain

X = I ⊗ (−1, 0, 1) = ∂ I

∂x
(2)

Y = I ⊗ (−1, 0, 1)T = ∂ I

∂y
(3)

InEq. (1), Ex,y expresses the variations of graypixels in thewindow; Ix,y expresses
the gray of the image in the point (x, y); 0 expresses the higher-order infinitesimals;
wx,y expresses the window function, in the form shown below:

wx,y = e−(x2+y2)/2σ2
(4)

Removing the infinite events can be expressed as:

Ex,y = ∑
wx,y(uX + vY )2

= ∑
wx,y(u2X2 + v2Y 2 + 2uXvY )

= Au2 + 2Cubv + Bv2
(5)

where:
A = X2 ⊗ wx,y (6)

B = Y 2 ⊗ wx,y (7)

C = (X · Y ) ⊗ wx,y (8)

So, Ex,y can be expressed in the form of a matrix

Ex,y = [ u v ]M
[
u
v

]
(9)
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M is a symmetric matrix in the type:

M =
[
A C
C B

]
(10)

Execute similarity diagonalization to M , obtain

M = R−1

[
λ1 0
0 λ2

]
R (11)

Where, the corner response function CRF(x, y) of the Harris can be expressed in
the following type:

CRF(x, y) = det(M) − k(trace(M))2 (12)

In the type, det (M) expresses the determinant of the matrix M , trace(M) expresses
the trace of the matrix M , k = t/(t + 1)2, k is a variable constant changing with
Gaussian function and differential template, and its value usually between 0.04 and
0.06

det(M) = λ1λ2 = A + B (13)

trace(M) = λ1 + λ2 = AB − C2 (14)

So, the corner response function can be expressed as:

CRF(x, y) = AB − C2 − k(A + B)2 (15)

When the value of the corner response function CRF(x, y) is the local maxi-mum,
and it is greater than the given threshold, the corner is regarded as what we have to
solve.

Harris algorithm is adaptive to the change of angle and the scale, and it can
effi-ciently complete the extraction of angular point, but its accuracy also has some
shortcomings.

3 Harris Algorithm Based on Scale Adaptive Local
Spatio-Temporal Characteristics

3.1 Scale Adaptive Local Spatio-Temporal Characteristics

According to defect of Harris algorithm, this paper uses scale adaptive local spatio-
temporal characteristics to optimize it, and the scale adaptive local spatio-temporal
characteristics function is a kind of important spline function, for the node sequence
{xi }, set:
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ϕm(t) = (t − x)m+ =
{
(t − x)m, (t ≥ x)
0, (t < x)

(16)

The m + 1 order mean deviation of the function (x j+m+1)ϕm(t) is:

Bj,m(x) = (x j+m+1 − x j )ϕm(t)
⌊
x j , x j+1, L , x j+m+1

⌋
(17)

The j th of the m time scale adaptive local characteristic function, which can be
called local spatio-temporal characteristics function for short. On this basis, the N
time local spatio-temporal characteristic function is obtained:

Bn(x) =
n+1∑
j=0

(−1) j

n! C j
n+1

(
x + n + 1

2
− h

)n

u

(
x + n + 1

2
− j

)
(18)

where:

u =
{
0, x < 0
1, x > 0

(19)

3.2 Improved Harris Algorithm

This paper proposes an improved Harris algorithm, which uses scale adaptive local
spatio-temporal characteristics to replace the Gaussian function through introducing
scale adaptive local spatio-temporal characteristic function in Harris algorithm.

According to the central limit theorem, when the order of the scale adaptive local
spatio-temporal characteristic function approaches infinity, the scale adaptive local
spatio-temporal characteristic function infinitely approaches Gaussian function, so
the use of scale adaptive local spatio-temporal characteristic function can realize fast
convolution and reduce the complexity of the algorithm. degree of scale adaptive
local spatio-temporal characteristic function space is a subset of square integrable
space. This function is a degree piecewise polynomial and its first order has partial
derivative. Its two-dimension form can be expressed as:

V n = {gn(x, y) =
∑
k,l∈z

C(k, l)Bn(x − k, y − l)} (20)

where, Bn(x) can be expressed as:

Bn(x) = ( n+1
2 + x)Bn+1(x + 1

2 ) + ( n+1
2 + x)Bn−1(x − 1

2 )

n
(21)
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Formula (20) respectively executes partial derivative to x and y, obtain:

⎧⎪⎨
⎪⎩

∂gn(x,y)
∂x = ∑

k,l∈z
C(k, l) ∂Bn(x−k)

∂x Bn(y − l)

∂gn(x,y)
∂y = ∑

k,l∈z
C(k, l)Bn(x − k) ∂Bn(y−l)

∂x

(22)

Formula (21) executes partial derivative to x , obtain:

∂Bn(x)

∂x
= Bn−1

(
x + 1

2

)
− Bn−1

(
x − 1

2

)
(23)

In conclusion, the differential template of the scale adaptive local spatio-temporal
characteristic function in the direction of and are obtained. The steps of the improved
Harris algorithm are as follows:

(1) Use the scale adaptive local spatio-temporal characteristic function to take place
the Gaussian function as the filter in the algorithm;

(2) According to the formula (20)–(23), calculate the adaptive matrix:

M =
[
I 2x Ix Iy
Ix Iy I 2y

]
(24)

(3) To avoid selection of k, use the following formula to calculate the response value
of angular point:

R(x, y) = I 2x × I 2y − (Ix Iy)
2

I 2x + I 2y
(25)

(4) The operation is finished when the value which meets R(x, y) is greater than the
given threshold or R(x, y) is the local maximum in particular neighborhood.

4 Algorithm Performance Simulation

In order to verify the validity of this algorithm, execute the simulation experiment.
First, apply the Harris algorithm based on adaptive local spatio-temporal characteris-
tics to the behavior recognition, and take a basketball video as example to test the
algorithm, as shown below:

From Figs. 1 and 2, it is seen that the athlete behavior in image is obvious passing
and blocking, but standard algorithm gives the result of shooting and blocking shot.
The improved algorithm recognizes rightly the behavior of athletes.

Then, use five sport videos to test the accuracy of the algorithm in behavior recog-
nition, and compare with the standard Harris algorithm, the results are shown in the
following figure.
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Fig. 1 Athletes behavior
recognition of the results of
standard algorithms

Fig. 2 Improved algorithm
athlete behavior recognition

As can be seen from the above results, the Harris algorithm based on adaptive
local spatio-temporal characteristics, proposed in this paper, greatly improves the
accuracy of original algorithm on behavior recognition (Fig. 3).

5 Summarize

The behavior in sports video is a planned, highly collaborative multi-player team
behavior. Therefore, sports video behavior recognition is of great economic and
social value.This paper presents a behavior recognitionmodel basedon scale adaptive
local spatio-temporal characteristics Harris algorithm, and seen from the simulation
results, the proposed model can effectively improve the recognition accuracy.
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Fig. 3 Compare athlete
behavior recognition
accuracy
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Calorific Value Prediction of Coal Based
on Least Squares Support Vector Regression

Kuaini Wang, Ruiting Zhang, Xujuan Li and Hui Ning

Abstract The calorific value of coal is important in both the direct use and
conversion into other fuel forms of coals. Accurate calorific value predicting is
essential in ensuring the economic, efficient, and safe operation of thermal power
plants. Least squares support vector machine (LSSVM) is a variation of the classical
SVM, which has minimal computational complexity and fast calculation. This paper
presents Least squares support vector regression (LSSVR) to predict the calorific
value of coal in Shanxi Coal Mining Region. The LSSVRmodel takes full advantage
of the calorific value information. It derives excellent prediction accuracy, including
the relative errors of less than 3.4% and relatively high determination coefficients.
Experimental results conform the engineering application, and show LSSVR as a
promising method for accurate prediction of coal quality.

Keywords Least squares support vector machine · Regression · Calorific value of
coal · Prediction
1 Introduction

Coal as a conventional fossil fuel, has played an important role in industrial fields,
such as electricity generation, cementmaking and conversion to coke for the smelting
of iron ore. The calorific value of coal refers to the quantity of heat released from unit
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coal. The calorific value of coal is important in both the direct use and conversion into
other fuel forms of coals [1]. It is not only one of the main coal quality evaluations,
but also can provide the foundation for the variation of coal and coal classification
research. In thermal power plants, the consumption of coal as the main economic
indicator must be calculated according to the calorific value. Moreover, The heat
balance of the boiler, ratio of mixed fuel, and the theoretical combustion temperature
also rely on the calorific value of coal [2]. Themeasurement of calorific value usually
requires sophisticated experimental conditions and experts, and the maintenance of
experimental apparatus has many difficulties. It is time-consuming, and the mea-
surement results often lag behind. Therefore, effective and accurate measurement of
the calorific value has been a hot topic, which has important practical significance
for coal enterprise. In the past, many scholars make use of industrial and elemental
analysis of experimental data to establish the empirical formulas [2]. These methods
can only approximately estimate the calorific value, because the errors are often big.

In recent years, with the development of artificial intelligence algorithms, such as
artificial neural networks (ANNs) [3] and support vector machines (SVMs) [4, 5],
which have beenwidely used to predict the calorific value of coal. Thesemethods like
ANNs do not require the knowledge of mathematical relationship between the inputs
and corresponding outputs as well as explicit characterization and quantification of
physical properties and conditions. However, ANNs needmuch running time and can
not acquire the global minima. This inevitably affects the efficiency and accuracy.
SVMs proposed by Vapnik and colleagues [4, 5], have attracted wide attention over
the past decades as an elegant machine learning approach. They are based on the
structural risk minimization, and have simple structure models, the global optimum
and excellent generalization ability, particularly in dealing with high dimensional
data. SVMs have been widely applied to pattern recognition, regression analysis,
time series prediction and other fields [6–9].

Suykens andVandewalle [10, 11] proposed least squares support vector regression
(LSSVR) which replaces the inequality constraints with equality constraints, and
meanwhile adopts sum of squares error loss function instead of epsilon-insensitive
loss in the original SVR. In this way, the solution of LSSVR directly follows from
solving a set of linear equations, which reduces the computational complexity and
storage. More discussions about LSSVR can be found in monograph [11]. Extensive
empirical results show that the performance of LSSVR is as comparable as that of
SVR whereas the training cost has been cut down remarkably [12, 13].

This paper presents least squares support vector regression (LSSVR) to predict
the calorific value of coal in Shanxi Coal Mining Region. Experimental results show
that the model has high prediction accuracy. It is applicable to predict the calorific
value of coal, and has a certain significance to the industry production.
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2 Least Square Support Vector Regression

Consider a regression problem with training samples of input vectors {xi }ni=1 along
with the corresponding targets {yi }ni=1, and the task is to find a regression function
that best represents the relation between input vectors and their targets. A nonlinear
regressor makes predictions by f (x) = w�φ(x) + b, where φ(·) is a mapping which
maps the input data into a high-dimensional feature space, w represents the model
complexity, and b is the bias. To derive a nonlinear regressor, LSSVR solves the
following optimization problem:

min
w,b,ei

1

2
‖w‖2 + C

2

n∑
i=1

e2i (1)

s.t. yi = w�φ(xi ) + b + ei , i = 1, · · · , n (2)

where ei represents the error variables, and C > 0 is the regularization parameter
that balances the model complexity and empirical risk. We introduce Lagrangian
multipliers and construct a Lagrangian function to solve the optimization problem
(1)–(2). One can define the Lagrangian function:

L(w, b, e,α) = 1

2
‖w‖2 + C

2

n∑
i=1

e2i +
n∑

i=1

αi (yi − w�φ(xi ) − b − ei ) (3)

where α = (α1,α2, · · · ,αn)
� are Lagrangian multipliers. According to

Karush-Kuhn-Tucker (KKT) conditions, we get the following functions

∂L
∂w

= 0 ⇒ w =
n∑

i=1

αiφ(xi ) (4)

∂L
∂b

= 0 ⇒
n∑

i=1

αi = 0 (5)

∂L
∂ei

= 0 ⇒ αi = Cei (6)

∂L
∂αi

= 0 ⇒ yi = w�φ(xi ) + b + ei (7)

Eliminating the variable w and ei , (4)–(7) can be transformed as a set of linear
equations: [

0 1�
1 K + 1

C In

] [
b
α

]
=

[
0
y

]
(8)
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where 1 = (1, 1, · · · , 1)�, y = (y1, y2, · · · , yn)�, In denotes identity matrix, and
K = (Ki j )n×n is the kernel matrix with Ki j = k(xi , x j ) = φ(xi )�φ(x j ), k(·, ·) is the
kernel function, which can be expressed as the inner product calculation in high
dimensional feature space.

When (8) is solved, the following regressor is obtained as

f (x) = w�φ(x) + b =
n∑

i=1

αi k(xi , x) + b (9)

For a new pattern x , we can predict its target by (9).

3 Performance Evaluation Criterions

In the experiments, We adopt the following four popular regression estimation crite-
rions, root mean squared error (RMSE), mean absolute error (MAE), mean relative
error (MRE), determination coefficients (R2) to evaluate the performance of LSSVR
for predicting the calorific value of coal.

(1)

RMSE =
√√√√ 1

N

N∑
i=1

(yi − ŷi )2 (10)

(2)

MAE = 1

N

N∑
i=1

|yi − ŷi | (11)

(3)

MRE = 1

N

N∑
i=1

| yi − ŷi
yi

| (12)

(4)

R2 = 1 −
∑N

i=1 (yi − ŷi )2∑N
i=1 (yi − ȳ)2

(13)

where yi denotes the actual target, and ŷi the corresponding prediction, N refers to the
number of test samples. Denote ȳ = 1

N

∑N
i=1 yi as the average value of y1, y2, ..., yN .

The smaller RMSE is, the better fitting performance is. However, if noises are also
used as test samples, too small RMSE probably stands for the over-fitting of the
regression. The closer the value of R2 is to 1, the better the model’s regression result
is.
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4 Experimental Results

In this paper, experimental data of the 38 coal samples were collected from Shanxi
Coal Mining Region. All samples were determined and used in the prediction model.
The samples cover Mad, Aad and Vad as the input data and Qgr,d as the target. We
randomly split the coal samples as the training samples and test samples. The number
of training samples is 20, and the rest are test samples. LSSVR are repeated ten times
with different partition of training and test samples.

We conduct experiments on the above data to predict the calorific value of coal.
Linear kernel k(xi , x j ) = xTi x j and Radial Basis Function (RBF) kernel k(xi , x j ) =
exp(−‖xi − x j‖2/σ2) are chosen in the experiments, where σ > 0 is the RBF kernel
parameter. The optimal parameters are through grid search from the search range
{2−9, 2−8, . . . , 28, 29}. Table1 shows the average accuracies of the calorific value

Table 1 Important indexes of calorific value prediction of coal based on LSSVR

Kernel RMSE MAE MRE R2

Linear 0.2892 0.2308 0.0054 0.9582

RBF 0.3113 0.2513 0.0058 0.9519

Table 2 The predicted calorific value of coal

Linear kernel RBF kernel

No. Actual Predicted Relative error
(%)

Predicted Relative error
(%)

1 24.1900 24.1721 0.0740 24.2352 0.1869

2 23.3000 23.4497 0.6425 23.4637 0.7026

3 21.1000 21.0421 0.2744 20.9007 0.9445

4 21.0400 21.7385 3.3199 21.6188 2.7510

5 22.2500 22.5341 1.2769 22.4543 0.9182

6 24.7400 24.2078 2.1512 24.2832 1.8464

7 24.5000 24.6721 0.7024 24.7575 1.0510

8 20.6900 20.7408 0.2455 20.5829 0.5176

9 22.9800 22.8833 0.4208 22.8412 0.6040

10 23.8600 23.7512 0.4560 23.7962 0.2674

11 24.6000 24.7376 0.5593 24.8193 0.8915

12 21.0500 21.3183 1.2746 21.1509 0.4793

13 21.2600 20.8900 1.7404 20.7395 2.4483

14 22.4400 22.5768 0.6096 22.4995 0.2652

15 22.6400 22.2399 1.7672 22.1309 2.2487

16 23.1500 23.2518 0.4397 23.2531 0.4454

17 23.3000 23.2020 0.4206 23.1925 0.4614

18 23.1700 23.1459 0.1040 23.1299 0.1731



298 K. Wang et al.

0 2 4 6 8 10 12 14 16 18
20.5

21

21.5

22

22.5

23

23.5

24

24.5

25

Number of test samples

Q
gr

,d
Actual

Predicted

0 2 4 6 8 10 12 14 16 18
20.5

21

21.5

22

22.5

23

23.5

24

24.5

25

Number of test samples

Q
gr

,d

Actual

Predicted

Fig. 1 Prediction results with linear kernel (left) and RBF kernel (right)

of coal by LSSVR with linear kernel and RBF kernel, respectively. It can be seen
that the two determination coefficients R2 of LSSVR with linear kernel and RBF
kernel exceed 0.95, and MRE 0.0054 and 0.0058, which are excellent performance
indexes. Compared with RBF kernel, the performance of LSSVR with linear kernel
is superior.

Table2 and Fig. 1 report the prediction results of calorific value. Relative error
is usually employed as an engineering requirement [14]. As depicted in Table2, the
maximum relative errors of LSSVR do not exceed 3.4%, indicating high accuracy,
as well as generalization ability of the model. Figure1 indicates that the predicted
values and actual values fit well. Meanwhile, the tendencies are quite close to actual
situations.

5 Conclusions

In this paper, the LSSVR model is applied to predict the calorific value of coal
incorporating proximate analysis results. It takes full advantage of the information of
the calorific value of coal, and derives high determination coefficients. Experimental
results show that LSSVR is simple and effective to conduct, and the prediction is
satisfactory, which is very important in practical production. It is hoped that these
results serve as a reference for the variation of coal and coal classification research
in Shanxi Coal Mining Region.

Acknowledgments This work is supported by Xi’an Shiyou University Youth Science and Tech-
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Research on Shortest Path Algorithm
in Intelligent Traffic System

Zhang Shui-jian

Abstract The shortest path problem is one of the most critical issues of intelligent
transportation systems. Ant colony algorithm is an effective intelligent optimization
method to solve the shortest path problem. However, there are some drawbacks when
basic ant colony algorithm is used in solving the shortest path problem. So in this
paper the basic ant colony algorithm is improved, so that the improved ant colony
algorithm is suitable for solving the shortest path problem. In order to improve the
efficiency of the algorithm, the search scope is limited, and the transfer rule and the
ant colony algorithm pheromone update rule are improved. Simulation results show
that the improved ant colony algorithm can efficiently obtain the shortest path.

Keywords Ant colony algorithm · Shortest path · Transportation network

1 Intelligent Transportation Systems

Intelligent Transportation Systems (ITS) effectively integrates a series of advanced
information technology, communication technology, control technology, sensor tech-
nology and system integration technology on basis of better infrastructure, and uses
these services provided by the variety of technologies in ground transportation sys-
tems. Information sharing, systems integration and integrated services are essential
characteristics of ITS and the fundamental goals the ITS construction [1]. ITS tech-
nology enables managers, operators and individual travelers becomemore informed,
more coordinatedwith eachother, andwiser tomakedecisions. Through the construc-
tion and implementation of ITS system, traffic congestion can be alleviated, traffic
accidents reduced, transportation costs reduced, and transport efficiency improved.
So that the real-time, secure, efficient, comfortable and environmentally friendly
intelligent integrated transport system can be established. Shortest path problem is
one of the most critical issues of intelligent transportation systems [2, 3].
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2 Shortest Path Ant Colony Algorithm

2.1 Basic Ant Colony Algorithm

The rise of intelligent optimization algorithm provides a feasible way for finding the
shortest path in a complex transportation network. Italian scholar Colorni A, Dorigo
M and Maniezzo V presented a new intelligent optimization algorithm (Ant Colony
Optimization, ACO) in 1992 [4–6].

Ants can detect the pheromones released by other ants as they find the path,
and use the pheromones to guide their direction of movement, and select the paths
with greater amount of pheromones with higher probability. And ants also release
pheromones as traveling on this route. Therefore more ants will pass the path with
more pheromones, and the amount of pheromones on this path will increase, where
by a large number of ants’ foraging process constitutes a kind of positive feedback
process to the pheromones. Through that way ants can gradually find a shortest for-
aging path. Ant colony algorithm is a swarm intelligence algorithm devised through
simulating the principle of ants how to find the shortest path during the foraging
process [7, 8].

The process of basic ant colony algorithm is as follows:

(1) Initializing ant colony;
(2) Computing the fitness of each ant according to the length of the path along that

the ant reaches the destination;
(3) Releasing pheromones on the path which the ants pass through according to

certain rules;
(4) The ants which depart behind the preceding ants select a path to the destination

according to the left pheromones;
(5) The pheromones left on the paths continue to volatilize at a certain rate.

The concentration of the pheromone on each path is equal through initializing
ant colony, i.e., as t = 0, τi j (0) = C (C is a constant), τi j (0) denotes the amount of
pheromones of section i j at initial moment. Each ant k(k = 1, 2, . . . ,m) (assuming
ant scale is m) chooses the next section in accordance with the rules of random pro-
portion according to the concentration of the pheromone on the path in the foraging
process, i.e., at time t the ant k that is in position i chooses to move to position j
in a certain probability, this probability is called as transition probability, which is
calculated by the formula (1):

Pk
i j (t) =

⎧⎪⎨
⎪⎩

τα
i j (t) η

β
i j (t)∑

s∈notcrossedk τα
is (t) η

β
is (t)

, j ∈ notcrossedk

0 otherwise

(1)

Where Pk
i j (t) denotes this probability in which at time t the ant k that is in

position i chooses to move to position j , ηi j denotes the visible coefficient from
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position i to position j , the parameter α denotes the importance of the pheromone
on the path to the ants choose the path, the parameter β denotes the influence degree
of the heuristic information to the ants; notcrossedk = {0, 1, · · · , n − 1} denotes
the allowed positions that the ant k can reach next. The formula (1) shows that
the transition probability is in direct proportion to τα

i jη
β
i j , i.e., the more amount of

pheromone on the path and the more heuristic information, the bigger probability in
which ants choose the path. To prevent ants pass through the passed nodes in one
cycle, taboo list is designed to record the positions which the ants has passed through,
the taboo list is emptied after a cycle ends.

After all ants complete a process of finding paths, the pheromones of each section
are updated with the following formula:

τi j (t + 1) = ρ · τi j (t) + Δτi j (t, t + 1) (2)

Δτi j (t, t + 1) =
m∑

k=1

Δτ k
i j (t, t + 1) (3)

whereΔτ k
i j (t, t + 1) denotes the amount of pheromoneswhich the kth ant releases on

section (i, j) at time (t, t + 1).Δτi j (t, t + 1) denotes an incremental of pheromones
on section (i, j) during this loop; The pheromones which ants release on the path
evaporate at a certain rate, only part of the pheromones is left, 1 − ρ is the pheromone
evaporation coefficient, ρ is the residual coefficient, generally ρ < 1.

2.2 Improved Shortest Path Ant Colony Algorithm

Considering the characteristics of shortest path problem of transport network, in this
paper the basic ant colony algorithm is improved based on fully taking advantage of
the excellent performance of basic ant colony algorithm, so one improved ant colony
algorithm is obtained which is suitable for solving the shortest path problem in a
transportation network. The improvements which are made for improving the basic
ant colony algorithm are the followings:

(1) To speedup the operation and reduce storage space, the search area of the network
can be restricted considering the characteristics of space distribution of network,
i.e., the amount of data for finding the shortest path can be reduced based on
maintaining a certain degree of confidence. The algorithm of restricted area can
be used to achieve that purpose; the restricted area can be oval, rectangular or
polygonal area. The larger the transportation network, the more obvious the
advantages of the algorithm has. In this paper a rectangular area is used to limit
the search area. Only the data included in the rectangle are loaded in to find
the shortest path. The search efficiency is improved effectively through this way
under ensuring a certain degree of confidence of path search.
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(2) In a transportation network the shortest path from one origin point to the des-
tination does not deviate from the straight line connection the origin point and
destination, so it is reasonable to choose the sections close to the line in the
process of finding the shortest path. Shown in Fig. 1, assuming origin point is
point A, B is the destination, one ant starts from point A, and arrive at node i ,
there are two nodes j and E alternatively when it chooses the next node. The
Fig. 1 shows that the perpendicular distance from the point j to the line i B is
less than the perpendicular distance from the point e to the line i B, then it can be
known that the section i j is more inclined to i B, if the amount of pheromones
of section i j and i E equal approximately and the traffic situations are roughly
similar, ants will travel along the section i j , which is in line with the usual
people’s psychology of choosing the travel path. For this reason we have made
improvements on the transition rule of ant colony algorithm.
In the improved shortest path ant colony algorithm, the coefficient ηi j in the
formula (1) is improved by adding heuristic information of direction in the
calculation of transition probabilities in which ants choose the next position
in the travel process. ηi j is calculated as follows:

ηi j = 1/wi j · d (4)

where wi j is the traffic impedances of section i j , d is the perpendicular distance
from the node to the line i B as shown in Fig. 1. The formula (4) shows that the
smaller the impedances of the section and the smaller the perpendicular distance,
the more probable the section will be chosen.

(3) In basic ant colony algorithm the pheromones of all sections which each
ant passed through must be updated in a loop. The efficiency of this
pheromone-update rule is low. To improve the performance of the algorithm,

Fig. 1 Search direction Origin

A

B

Destination

i

j
E
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Fig. 2 One city
transportation network

the pheromone-update rule of basic ant colony algorithm has been improved.
First, the ants whose fitness is high are selected, i.e., the m ants are chosen, the
paths are the top mth shortest path, and then the pheromones of the m shortest
paths will be updated. The amounts of pheromones released on the paths are
determined according to a feature of the paths. The people generally prefer the
paths with less traffic lights and intersections, so in this paper the amounts of the
pheromones of the topm selected paths depend on the number of intersections of
the paths, the less the intersections, the more pheromones released on the path.
The increment of pheromones is still calculated according to the formula (2) (3),
where m represents the top m shortest paths.

3 Simulation Experiment

The shortest path ant colony algorithm has been simulated on a transport network
which has 1015 nodes and 1006 sections (shown in Fig. 2). The program of the
improved ant colony algorithm is developed with C# under the ArcGIS10.2 envi-
ronment. Three pair of origin and destination are selected to test the algorithm. The
experimental results show that the improved ant colony algorithm has significant
performance than the basic ant colony algorithm.
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4 Conclusion

Ant colony algorithm is an intelligent optimization algorithm with excellent perfor-
mance. In this paper the basic ant colony algorithm was improved so that ant colony
optimization algorithm is suitable for finding the optimum path on the transport net-
work. On the basis of the excellent performance of basic ant colony algorithm, the
pheromone-update rule is improved according to the people’s psychology of choos-
ing the traveling path, and the search scope of the improved algorithm is limited to
improve the efficiency according to the geospatial feature of transport network.

The experiment shows that the improved shortest path ant colony algorithm can
find the shortest path between the origin and destination more efficiently than the
basic ant colony algorithm. The shortest path ant colony algorithm proposed in this
paper can help people seek the shortest path, and can be used to assign traffic flow.
It has a certain theoretical and practical significance.

Acknowledgments Supported by: Natural Science Research Project of Education Department
of Zhejiang Province (Y201432450), and Huzhou Municipal Science and Technology project
(2014YZ09).
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Surface Defect Detection Algorithm Based
on Local Neighborhood Analysis

Chengfei Li and Xinhua Chen

Abstract Surface defect detection algorithm based on local neighborhood is
proposed to improve the accuracy and real-time of surface defect detection in automa-
tion industrial production. A local neighborhood window slides over the entire
inspection image, and the coefficient of variation is used as a homogeneity mea-
sure. A defect-free region will generate a smaller value of Variation Coefficient than
that of a defective region. A simple threshold can thus be used to extract and segment
the defective regions. The integral image is introduced to increase the computational
efficiency. The proposed algorithm is used to detecting only one single discrimina-
tion feature. It could avoid complicated Spectral decomposition and sample learning.
Experimental results from material surface detection in the industry, has shown the
feasibility and effectiveness.

Keywords Surface inspection · Local neighborhood · Variation coefficient

1 Introduction

In the modern industrial automation production, involving a variety of product
quality inspection, requests on product quality become higher and higher in indus-
trial production line. Due to the influence of fatigue and psychological factors, the
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human eye cannot usually continue to steadily and reliably detect the defects in real
time. With the development of signal processing theory and computer technology,
based on the image sensor and image processing technology of machine vision auto-
matic detection system has been widely used. Compared with traditional methods,
machine vision inspection technology has non-contact, high speed, high precision,
low cost advantages [1, 2]. In machine vision systems, surface defect detection is
very important, it is widely used in steel balls surface defect detection [3], the rail
surface detection [4], the bottle caps surface inspection [5], the slab surface defect
detection [6] and solar wafer surface detection [7] and many other fields.

In recent years, surface defect detection technology has developed rapidly. There
are many related algorithms, such as histogram statistics, co-occurrence matrices,
autocorrelation, theFourier transform, theGabor filtering [8].However surface defect
inspection technology is still facedwithmany problems, such as uneven illumination,
defect area and the non-defect area low contrast, large environmental noise, detecting
slow, low recognition accuracy. To overcome the problem mentioned above, in this
study, we propose a simple and rapid detection method based on local neighborhood,
using the coefficient of variation as defect detection and localization of homogeneity
measure and using the integral image technology to reduce computing time. The
proposed measure has high inspection speed and high accuracy, and insensitive to
uneven illumination. It is well applied to defect detection in steel plate, leather in
this study.

2 Surface Defect Detection Algorithm Based on Local
Neighborhood Analysis

2.1 The Coefficient of Variation

The coefficient of variation, also known as dispersion coefficient. It is a reflection of a
statistical distribution of the amount of data, which reflects the degree of variation of a
set of observed data. The coefficient of variation is the ratio of the standard deviation
of the mean. This ratio is a relative variation index, used to reflect the degree of
dispersion on mean unit. When you need to compare the size of the dispersion of two
or more sets of data, if the difference between the two sets of data measuring scale is
too large, the coefficient of variation can eliminate the effects of scale. The coefficient
of variation is not only influenced by the value of the discrete variable degree, but also
affected by the variable value average size. The coefficient of variation is given by

Cv = σ

μ
× 100% (1)

where σ is standard deviation and μ is mean.
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In general, if the variation coefficient of a group of data is larger, it means that
the group data relative to the distribution of discrete, density change is bigger, non-
uniform distribution of data. On the contrary, if a group of data of variation coefficient
is small, then the groupdata density change is not big, the data distribution is relatively
uniform.

2.2 The Description of the Local Neighborhood Algorithm

A defect images usually consists of defective region and defect-free region. The
defect-free region of the pixel gray level distribution more uniform, the defective
region is abnormal region, its presence pixel gray mutation or unevenly distributed.
Homogeneity, also known as homogeneousness, it is largely associated with the
image of local information, it reflects the distribution of gray scale [9]. The coefficient
of variation described above can be very good reflection of the distribution of data.
Therefore, the coefficient of variation can be used as a measure of the value of
the image homogeneity, used to test whether there are defects in the image. For
an image I of size M × N , it can be seen as an image matrix of N rows and M
columns. I (x, y) is a corresponding gray value at the coordinates (x, y), where
x = 1, 2, . . . , M, y = 1, 2, . . . N . Define local homogeneity measure (LHM) of the
pixel P(x, y). Let W × W be the neighborhood window size centering on the pixel
P(x, y), where W = 2w + 1 for some integer w, calculate coefficient of variation
of pixel gray value in this neighborhood Cv(x, y) which is given by

μx,y =

w∑
i=−w

w∑
j=−w

I (x + i, y + j)

W × W
(2)

σx,y =

√√√√√
w∑

i=−w

w∑
j=−w

(
I (x, y) − μx,y

)2
W × W

(3)

Cv(x, y) = σx,y

μx,y
× 100% (4)

where μx,y is the gray value of pixels which within the neighborhood window, σx,y

is standard deviation, Cv(x, y) is the local homogeneity measure value.
For a homogeneously textured or uniformly non-textured surface image, gray

distribution on any local neighborhood uniform, its LHM value will be relatively
small. In the image which contains defects, the gray distribution of defective region
not uniform, its LHM value will be relatively large and the LHM of defect-free
region is small. Using neighborhood window of size 25 × 25, the LHM value of
each pixel can be calculated according to Eq. (4). Figure1 shows a metal image
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Fig. 1 Defect image

Fig. 2 LHM distribution

of size 300 × 300 which contains the hole defect. Figure2 shows the distribution of
LHM, the small value of LHMat relatively flat area representative defect-free region,
the large value of LHM at two peaks representative defective region.

Sowe can put LHMvalue as discriminating feature to distinguish the defect region
and the defect-free region. The greater the LHM values of pixels, it belongs to the
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possibility of defective region is larger, through adaptive LHM threshold selection to
segment defect region. When LHM value of a pixel is above the threshold, judging
it belongs to the defective region. If LHM value is less than the threshold value, it is
determined that it is defect-free region. The threshold is given by

Tcv = μcv + ω (5)

μcv =

M∑
i=1

N∑
j=1

Cv(i, j)

M × N
(6)

where μcv is the mean of LHM values of all the pixels in an image, w is the control
variable. As can be seen from the above definitions, different images have different
thresholds Tcv . That is to say threshold Tcv is not fixed, it is self-adaptive variable with
different images. Control variable is usually according to different object detection
and takes different values, and it can be obtained by offline learning through a lot of
defective samples and defect-free samples.

2.3 Improved Algorithm Basing on Integral
Images Technique

In this paper, improved algorithm base on integral images technique is adopted. The
concept of integral image was first proposed by Paul viola, for a grayscale image I ,
its integral image is a map. The value of arbitrary point G(x, y) in integral image
refers to the sum of all the pixel gray value of rectangular area which from the current
point to the upper left corner in the gray image. The integral image associated with
G(x, y) is constructed by G(x, y) = ∑

x ′≤x

∑
y′≤y

I (x ′, y′). So in the image I , the sum

of all the pixel gray value within the neighborhood window which centering P(x, y)
with size (2w + 1) × (2w + 1), with integral image can be expressed as

w∑
i=−w

w∑
j=−w

I (x + i, y + j) = G(x + w, y + w) − G(x + w, y − w)

− G(x − w, y + w) + G(x − w, y − w) (7)

So, how large the size of the neighborhood window, the sum of all pixel gray
value within any window can be obtained through just 3 times with integral image
arithmetic. In the first step of the local neighborhood algorithm to calculate the value
of each pixel LHM, its computational complexity is O(W · W · M · N ). Use integral
image can greatly reduce the computational complexity, only need to O(M · N ).
And no matter how big the window size to take, it will not increase the amount of
calculation.
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2.4 Process of Local Neighborhood Algorithm

(1) Given a neighborhood window of size W × W , and then slide over the entire
inspection image in a pixel by pixel basis. Calculate the mean and standard
deviation of all pixels in the window with pixel P(x, y) as the center, using
Eq. (4) to obtain the LHM of pixel P(x, y). Then get LHM value of each pixel
in the image.

(2) Calculating the mean of LHM value of all the pixels in the image, then using the
Eq. (5) obtain the adaptive threshold Tcv .

(3) Using the threshold Tcv to segment defective image. Scanning the entire image,
the pixel which LHM value is less than the threshold is determined as a defect-
free region, while LHM value is greater than the threshold is determined as a
defective region.

(4) According to the definition of surface defect area size, filter the pseudo defect
which area is too small. Then get the final defect segmentation image.

3 Experimental Results

To evaluate the accuracy and reliability of the proposed surface detection algorithm,
a large set of images has been used in our experiments, including smooth metal
defective images, textile defective image, steel defective images. The size of each
image is. In defect segmented image, the white represent the defect-free region, black
represent defective region. Figure3 shows the detect result of smooth metal. Figure4
shows the detect result of textile. Figure5 shows the detect result of steel.

There are various defect types in the above several sample images. The gray value
of some defect regions have obvious difference with the background, some defects
and background have low contrast with gray value, some defects are relatively large,
some relatively small and some defects in the dark, some bright defects. As can be
seen from the experimental results, for the above several kinds of surface defects, by
using the method of this paper can accurately identify and locate.

When the light changed in the process of industrial production, uneven illumina-
tion is created in the image. But in a small image it can be considered to be uniform
illumination. In this paper, the local neighborhood method is proposed, and it can
greatly reduce or even eliminate the effects of uneven illumination. As shown in
Fig. 5 detect results show that the surface defect detection algorithm based on local
neighborhood effects on light has a good robustness.

The choice of Neighborhood window size W × W and control variable thresh-
old will directly affect the result of detection algorithm. If selected window size
is too small, only the edges of the defect is detected, resulting in defect detection
incomplete, and even cause false detection and missed detection. If selected window
size is too large, it may smooth the image, ignoring small defects, and cause missed
detection. Generally, the size of neighborhood window should be larger than the
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(a) (b) (3) (4)

Fig. 3 Different defect types of smooth meta

Fig. 4 Textile surface defect detection results

defect. The size of the defect is known in advance in industrial production, so you
can confirm the proper neighborhood window size to detect defect. Choosing control
variable threshold is very important. If you select a smaller, may generate pseudo
defects and noise in the segmented defect image. If you select a larger, it maybe cause
defect detection incomplete, and even defectmissed detection. Similarly, suitable can
be obtained by testing of a large number of defect images. In the experiments, the
smooth metal surface, textile surface, steel plate surface defects are detected, their
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Fig. 5 Uneven illumination of the steel plate surface defect detection

Table 1 Comparison of two kinds of algorithm performance

The number of
unqualified
products

Miss detection
rate (%)

The number of
qualified products

False detection
rate (%)

Du-Ming Tsai 74 7.5 37 7.5

Algorithm in this
paper

80 0 39 2.5

window size are chose to 13 × 13, 13 × 13, 16 × 16, their control variable threshold
are chose to be 0.3, 0.8, 0.3. It is tested to judge the performance of the proposed
defect detection algorithm in this paper and to confirm to meet the industrial pro-
duction line quality control reliability requirements. In the test there are 120 samples
of various kinds of steel strip surface defects, including 80 defective samples and
40 defect-free samples. At the same time, compared with another advanced method
proposed by Du-Ming Tsai [10], miss detection rate and false detection rate to be as
the performance of the defect detection technology. Miss detection rate is the ratio of
the number of defective samples which are detected as defect-free samples and the
number of all defective testing samples. False detection rate is the ratio of the number
of defect-free samples which are detected as defective samples and the number of
all defect-free testing samples (Table1).

From the experiment results, the detection algorithm performed a high success
rate of this paper. The experiment completed on the inter Core i3 − 2348M 2.3GHz
CPU, memory for 2g platform, using Matlab software, the average time is 0.37s to
detect an image. Therefore both in terms of detection effect and running speed can
well meet the requirements of industrial production.
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4 Conclusion

In this paper, an automated fast surface defect detection method has been proposed
using local neighborhood analysis. The variation coefficient is used as a local neigh-
borhoodhomogeneitymeasure, using adaptive threshold processing technology, real-
izing the detection and localization of surface defects. Experiments show that the
method can effectively detect different types of surface defects, and is insensitive
to uneven illumination, has a good robustness. It is very easy to implement and is
computationally fast for online and can meet the high-speed detection requirements
on the production assembly lines.
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Technique of Target Tracking
for Ballistic Missile

Xu-hui Lan, Hui Li, Changxi Li and Mao Zheng

Abstract Ballistic missile tracking belongs to the domain of group tracking, and
arouses new difficulty for the research of target tracking technique, due to numerous
group members. This paper emphasized on the research of group tracking applied
in ballistic missile tracking, and concluded the ballistic missile tracking technique
from the development process of group tracking, tracking techniques based on data
association and non-data association, etc., and analyzed the relative techniques of
random finite set (RSF) applied in group tracking, and deduced the recursive formu-
lation and defined the algorithm performance assessment index, and finally pointed
out the development trend of ballistic missile tracking technique.

Keywords Ballistic mission · Group tracking · Data association · Random finite
set

1 Introduction

In order to improve the missile penetration capability, ballistic missile often takes
penetration measures in the middle of the flight, such as launching confusion jam-
ming and simulated warhead, or exploding the end-stage rocket into pieces forming
interference fragment cloud. Since there is no air resistance at this stage, warhead,
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decoy, fairing, bus and wreckage move at high speed in the vicinity of trajectory,
which formed the group targets that diffuse range up to several kilometers [1].

Group targets refers to multi-objective set that maintain a relatively fixed spatial
position over a longperiod of time andmeeting a given space constraint. The literature
about the technique of group targets tracking published at home and abroad, mainly
aims at aircraft fleet and ship formation and there is a few of literature specific to
ballistic missile group targets tracking [2]. Group tracking belongs to multi-target
tracking in essence, but the framework for group tracking adds two functional units,
clustering detection and combine separation detection, with respect to the framework
for multi-target tracking.

Compared ship formation, aircraft fleet and other group targets, the number of
ballistic missile group targets is large without certain rules, at the same time, the
phenomenon of group member occlusion, coupled with the limited resources and
radar resolution, the radar could not distinguish each target in the group. Therefore
ballistic missile group targets belong to the target group that can not be distinguished
or can be distinguished partially, and we classified this kind of group tracking as
dense multi-target tracking.

From the formation of the idea of ballistic missile group targets tracking, the
defects of the traditional data association algorithm when applied to track ballistic
missile group targets and the technique of non-associated ballistic missile group
targets, this paper conducted a comprehensive exposition about ballisticmissile group
targets, and raised some new ideas on specific issues, and elaborated the trend and
difficulty of the technique of ballistic missile group targets tracking finally.

2 The Formation of the Idea of Ballistic Missile Group
Targets Tracking

Wax proposed the basic concept of multi-target tracking in 1955 [2], and the basic
process and algorithmhavematured after decades of development. For now, the single
radar has been successfully achieved for sparse multi-target tracking [3], while the
multi-target tracking algorithm under coarctation multi-echo becomes more perfect.
However, there is no effective way for dense multi-target tracking of group targets
such as ballistic missile.

Based on the analysis of the existing tracking algorithm, the entire neighborhood
data association algorithm and the formation target tracking algorithm, which are
representative of joint probability data association algorithm, are most likely apply
to dense multi-target tracking. However, there are still some flaws when the two
algorithms apply to track ballistic missile group targets. First, multi-target tracking
and other joint probability data association algorithms exist mistracking and lose
targets problem when track ballistic dense group. We can improve the dense multi-
target tracking capability of the algorithm by reducing its radar tracking gate to
some extent, but the radar tracking gate can not be infinitely narrowed. However,
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the members of the ballistic missile group targets are numerous, and the capability
of tracking ballistic missile group targets is limited radar tracking this by reducing
the radar tracking gate. Secondly, multi-targets in formation is target collection that
target spacing is small, but the speed, the direction are basically the same, which is
a special form of dense multi-target, without universal. Meanwhile, there is no law
in orientation of the members of the ballistic missile group target, nor in line with
the target formation characteristics. Therefore, whether the entire neighborhood data
association algorithm, or formation tracking algorithm based on formation target,
can not completely solve the problem of dense multi-target tracking.

To solve these problems, given the current sparse multi-target tracking algorithm
has matured, and ballistic missile group can be viewed as a whole, and be divided
into a number of discernible single target, indiscernible dense multi-target group or
both coexist within the allowable range of radar resolution.

After the above analysis, we can make a conclusion that the achievement of
ballistic missile target group tracking mainly has the following steps:

(i) Divide the ballistic missile group into a number of discernible single target and
indiscernible dense multi-target group according to certain rules;

(ii) View the indiscernible dense multi-target group as a whole, form a number of
discernible and partial discernible multi-group target;

(iii) Deal with multi-group target as sparse multi-target tracking.

3 Defects of Traditional Data Associated Multi-target
Tracking Method to Track Ballistic Missile Group Target

In the field of multi-target tracking, traditional data association algorithm firstly
determines the correspondence between the targets and sensor measurements using
data association techniques, and then separately estimates the state of each target,
its main typical algorithms including Nearest Neighbor Data Association (NNDA),
Probability Data Association (PDA), Joint Probability Data Association (JPDA),
Multiple Hypothesis Tracking (MHT), etc.

NNDA algorithm determines the correct measurement based on the principle of
minimum statistical distance betweenmeasurement and prediction centers achieving
multi-target tracking. This method is only applicable to sparse multi-target tracking,
and unable to meet need of ballistic missile dense multi-target tracking. PDA algo-
rithm assumes that there is a only correct measurement in each tracking gate, and
other measurements are considered as false measurements obeyed uniform distribu-
tion. This method is applicable to single target tracking under dense echo. When the
distance among targets is large, themeasurement of a target falls into its tracking gate
with small probability, and the interference disposed as false measurements obeyed
uniform distribution can be tolerated. But with regard to ballistic missile group, the
spacing between members is not determined, some spacing may be large, meet the
conditions that processed as false measurement obey uniform distribution, and some
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may be close to each other, which will interfere with the other goals, and lead to
tracking unstable, even result in the mistracking. Therefore, PDA algorithm can not
completely solve the problem of ballistic missile group tracking.

JPDA algorithm taking into account the joint probability data association of all
targets within the surveillance zone is one of the accepted and most effective multi-
target tracking methods under dense multi-echo currently. JPDA algorithm is based
on PDA algorithm, and needs to meet the following two conditions. Firstly, the target
number is known, namely the target tracking has already started. Secondly, the rela-
tionship between the measurement and the target is unique, i.e., each measurement
can only be derived from a target, and there is only one measurement at most for
a target. For ballistic missile group, the number of the group is unknown, and as a
result of the spacing between a small part of the group members is tiny, it is difficult
to guarantee the correspondence between the measurements and the targets.

MHT algorithm assumes that each newly received measurement may comes from
new target, clutter or existing target, and establishes a plurality of candidate hypothe-
ses by a sliding window with finite length of time, then achieve the multi-target
tracking by techniques of assessment hypothesis, management hypothesis, is a delay
logic based method. It not only provides an effective solution to the problem of data
association in the process of keeping track, but also can effectively initiate and stop
multi-target track. At the same time, the number of targets and clutter presents expo-
nential growth as the increase of the number of feasible joint hypothesis, which leads
to incomplete data estimate problem, and constraints its application scope.

It is difficult or not necessary to track members one by one when tracking ballistic
missile group. To solve these problems, Feldmann and Franken [6], Koch [7] pro-
posed group tracking algorithm based on Bayes recursion formula, which requires
that themotionmodel andmeasurementmodel of the group is linear, and only applies
to single group target under no clutter conditions. However, the motion model and
measurement model of ballistic missile group generally exhibit non-linear character-
istics, and ballistic missile group is divided into a number of relatively independent
small groups, which evolved into a multi-group tracking problem. Therefore, Koch’s
method is not suitable for ballistic missile group tracking.

4 Ballistic Missile Group Tracking Technique Based
on Non-association

In the field of non-associated multi-target tracking algorithm, the main algorithm
are symmetrical measurement equation algorithm [8] and random finite set (RFS)
[9, 10] algorithm.
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4.1 The Technique of Ballistic Missile Group Tracking Based
on Symmetrical Measurement Equation Algorithm

Embed data association in the target state estimation process is the main issue of
symmetry measurement equation method. To solve this problem, we assume that
the measurement equation is a symmetric function on the target location, and don’t
need to consider with the measurement and target association process. However, this
algorithm is strictwith symmetry demanding, and only for given the number of targets
case, can not be directly set when the number of targets is unknown, while embedding
association problem in state estimation process also increases the complexity of the
state estimation. In terms of ballistic missile group, the measurement equation and
the target position is asymmetric, while the number of members in a single group
is unknown, and even varies, so these harsh restrictions will limit the application of
this method in ballistic missile group targets tracking.

4.2 The Technique of Ballistic Missile Group Tracking
Based on RFS

Data association is the core of the whole issue of tracking the problem in traditional
in the data association multi-target tracking algorithm, and error association will
result in larger tracking error or losing target. Mahler apply the random finite set
theory to the field of dense multi-target tracking, and proposed dense multi-target
tracking algorithm based on probability hypothesis density filter (PHDF) [11–14],
with the goal of avoiding the problem of data association between measurement and
target. PHDF is particularly suitable for the group tracking, nevertheless mainly used
in conventional individual targets multiple tracking, and rarely applied to the group
tracking according to open literature.

Group tracking algorithm based on Gaussian mixture probability hypothesis den-
sity filter (GM-PHDF) [15], proposed by Clark, does not track the overall group
directly, but rather focuses on the individuals within the group, and is suitable to
group tracking under the condition of a linear track, do not apply to ballistic missile
group tracking.

Lian-feng et al. proposed a partial distinguished group tracking algorithm based
on sequential Monte Carlo probability hypothesis density filter (SMC-PHDF) [16].
It fits resample particle distribution using a Gaussian mixture model (GMM), regards
the group as awhole, gets the number and state estimation of group throughmodeling
the evolution process and the measurement equation of the group. Because the use of
SMC, it is applied to the condition of nonlinear targetmotionmodel andmeasurement
model, while has a good track effect for the issue of group tracking with clutter, the
number of group and individual members of the group changed over time.
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Time evolution model of ballistic missile group State Assume that state time evo-
lution model of group g(g = 1, 2, 3, . . . , N ) at k meets Markov, then the transition
probability density of group center state is [17]:

fk/k−1(g
g
k |gg

k−1) = fk/k−1(x
g
k |gg

k−1) fk/k−1(X
g
k |X g

k−1)

In the equation, xg
k represents the center state of group g(g = 1, 2, 3, . . . , N ) at k,

xg
k represents the shape matrix state of group g(g = 1, 2, 3, . . . , N ) at k, gg

k−1 repre-
sents the state of group g(g = 1, 2, 3, . . . , N ) at k − 1, fk/k−1(X

g
k |X g

k−1) represents
the group shape transition probability density.

Sensormeasurement modelAssume that zmk represents targetm produced by group
g(g = 1, 2, 3, . . . , N ) at k, then its likelihood function is [18]:
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k |gg
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In the equation, pg
k represents measurement position of group g(g =

1, 2, 3, . . . , N ) at k, fk(p
g
k |gg

k ) describes the distribution of p
g
k relied on group target

state g
g
k .

It should be noted that the equation given above is measurement likelihood func-
tion expression derived from group, which influenced by the environment fiercely,
and has more clutter, with regard to fleet of aircraft, ships formation and other group
targets. Document [16] gives a measurement intensity expression derived from clut-
ter. However, ballistic missile group move outside the atmosphere with little clutter,
therefore, there is no need to consider the clutter impact on ballistic missile group.

Ballistic missile group tracking PHDF recurrence formula Assume that multiple
groups motion procession meets Poisson distribution, Mahler has get multi-sensor
multi-target group Bayes filter under RFS framework, and obtained the PHDF of
group by solving its first order approximation [19], as follows :

Dk|k(gk |Z1:k) =
∫

gk∈Gk fk|k(Gk |Z1:k)δGk

In the expression, Gk = {
g

g
k

}N

g=1 represents the state set of the group targets,

Zk = {
zmk

}Mk

m=1 represents the sensor measurement at, Mk represents the number
of measurement at k, fk|k(Gk |Z1:k) represents the posterior probability density of
multiple targets state set under RFS framework,

∫ ·δGk represents the set inte-
gral of finite set statistic character, the process of PHDF, as follows Forecasting
process

Dk|k−1(gk |Z1:k−1) = γk(gk)+∫ [
pS,k|k−1(gk−1) fk|k−1(gk |gk−1) + βk|k−1(gk |gk−1)

]
Dk−1|k−1(gk |Z1:k−1)dgk−1
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Renewal process:

Dk|k(gk |Z1:k) = (1 − pD,k(gk))Dk|k−1(gk |Z1:k−1)+∑
zk∈Zk

pD,k (gk ) fk (zk |gk )Dk|k−1(gk |Z1:k−1)∫
pD,k (gk ) fk (zk |gk )Dk|k−1(gk |Z1:k−1)dgk

In the expression, γk(gk) is the intensity of group targets, pS,k|k−1(gk−1) represents
the survival rate of group targets, βk|k−1(gk |gk−1) represents the regeneration or split
intensity of group targets, pD,k(gk) represents detection probability of group targets
of sensors.

Performance evaluation index of ballistic missile group tracking algorithm In
the field of single target tracking, root mean square error (RMSE) is a good indicator
of quantitative evaluation algorithm performance, and its expression is:

RMSEk(xk, x̂k) =
√√√√ 1

N

N∑
i=1

(d(xik, x̂
i
k))

In the expression, N is Monte Carlo simulation times, x̂k is the estimation of xk ,
d(xk, x̂k) is distance function, and is usually taken as the norm 2, namely:

d(xk, x̂k) = ∥∥xk − x̂k
∥∥
2

Loss track rate and correct association rate are as well as evaluation indicator of
multi-target tracking algorithm based on data association commonly used. However,
multi-target tracking algorithm based on RFS, on one hand does not perform data
association, on the other hand can track multiple targets at the same time. Therefore,
RMSE, loss track rate and correct association rate etc. can not be directly used to
evaluate the multi-target tracking algorithm based on RFS.

Currently, the evaluation indicator of multi-target tracking algorithm based on
RFS includes Hausdorff Distance (HD) [21], Wasserstein Distance (WD) [22] and
Circular Position Error Probability (CPEP) [23] etc. Although these indicators are
proposed for multi-target tracking algorithm, Lian-feng etc. have applied WD and
CPEP to group tracking algorithm and achieved good results. Only if grasp well
the distance relationship between the target set, multi-group can be regarded as a
multi-target in essence. Therefore, these indicators are still suitable for quantitative
evaluation of ballistic missile target tracking algorithm.

(1) Hausdorff Distance (HD)
Assume that real state set and estimation state set of the group at k are defined as

Gk and Ĝk , the definition of HD is [16]

HDk = max

{
max
xk∈Gk

min
�
x k∈Ĝk

d(xk, x̂k), max
x̂k∈Ĝk

min
xk∈Gk

d(xk, x̂k)

}
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In the equation, xk is the state of group center. HD is commonly used to measure
the distance between two sets, and can reflect estimation results of local performance,
but it is not sensitive to the number of ballistic missile group.

(2) Wasserstein Distance (WD)
Assume that real state set and estimation state set of the group at k are defined as

Gk and Ĝk , the L2 order WD of group center state is defined as [16]:

WD2 = min
Ck

√√√√√ N̂k∑
i=1

Nk∑
j=1

Ci j
k

∥∥∥x̂ j
k − x j

k

∥∥∥2

2

In the equation, Nk is the real number of group at k, N̂k is the estimate

number of group at k, coefficient matrix Ci j meets Ci j > 0,
∑ Gk

j=1C
i j
k = 1

/
Ĝk

,∑ Ĝk
i=1C

i j
k = 1/

Gk
, ‖.‖2 represents 2 norm. The advantage of WD is that when the

estimation number of group is wrong, the evaluation results will be punished. Koch
etc. describe WD using an oval (or ellipsoid). On the basis of this, Lian-feng defined
the axis and direction angle WD distance of group shape estimation at k:
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In the expression, dk = [dmax
k , dmin

k ]T is the axis of oval, dmax
k and dmin

k are major
axis and minor axis, γk(00 ≤ γk ≤ 900) is direction angle, and defined as the angle
between dmax

k and X axis direction.
(3) Circular Position Error Probability (CPEP)
The CPEP of group position at is defined as:

CPEPk = 1

Nk

∑
xk∈Gk

Pr ob
{∥∥Hk x̂k − Hkxk

∥∥
2 > r,∀x̂k ∈ Ĝk

}

In the equation, r is the radius of the circle, Hkxk and Hk x̂k are real position vector
and estimation position in the Cartesian coordinate system at k.
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5 The Development Trend and Difficulties of Ballistic
Missile Target Tracking Technique

With the development of strategic early warning system construction in recent years,
the group tracking technique are paid more and more attention, but most algorithm
direct at aircraft fleet, ship formation etc. group tracking, and there is a little of
literature about ballistic missile tracking technique currently, and a lot of technical
difficulties need to be resolved. From a global perspective, how to improve the track-
ing equipment precision, how to find a suitable and effective tracking algorithm, how
to improve the overall situation cognitive ability of the group, are the difficulty of
ballistic missile group tracking technique.

(1) Equipping
The excellent equipment is the basis and the premise of target tracking. The

so-called group targets have the relevant with the sensor resolution. When sensor
resolution is precise enough, and all individuals within the group targets is fully
resolved, the targets is the traditional multi-target; when the sensor resolution is not
precise enough, and individuals within the group targets are partially or completely
indiscernibility because of cluster phenomena, then all the targets are regarded as a
whole, namely the group targets. Improving sensor resolution, is one of the effective
ways to improve the ballistic missile group clustering detection. Currently, the res-
olution of multi-sensor tracking system, including radar systems, space surveillance
systems, are more and more higher. For the ballistic missile which diffuses range
up to several kilometers, with dense targets in the group, nevertheless, the sensor
resolution still should be improved.

(2) Algorithm
At present, the traditional tracking algorithms mainly based on data association

have matured, and non-associated tracking algorithms are also gradually improving.
Nevertheless, the traditional data association algorithms are difficult to adapt to the
needs of the ballistic missile group tracking. At the same time, PHDF recursive
formula given in text contains multiple points, and can not be resolved for ballistic
missile group with non-linear characteristic, and its forms of expression. Therefore,
PHDF recursive formula the need for improved. SMC-PHDF tracking algorithm
proposed by Feng [16], is the combination of particle filter and PHDF in essence,
and achieves the non-linear characteristic target tracking. Mahler proposed extended
PHDF on the basis of PHDF [24], and this algorithm can accurately obtain the state
and number of multi-targets, but is more complex and time-consuming, if combined
with particle filter, can also solve the non-linear characteristic target tracking in
theory. With the development of intelligent information fusion technology, multi-
target multi-sensor neural networks—fuzzy—expert tracking system [25] attracts
more and more attention. The proposition of new track theories riches the existing
tracking algorithm. However, how to integrate these new theories and new algorithms
with ballistic missile group characteristics, and find a more efficient, more useful
ballistic missile group tracking algorithm, is a difficult in the field of ballistic missile
group tracking.
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(3) Comprehensive cognitive abilities for the group situation
Ballistic missile group is numerous, widely diffuses in extended range, has only

one or a few real warhead. Even if effectively split the group, forming a multi-group
target, but the information, such as spatial location, identity attributes, threat degree
of these group targets, is intertwined together, result in the comprehensive situation is
still very complicated. Distinguishing these group targets on the level of threat class
according to certain criteria in accordance with the existing recognition technology,
focusing on the high level threat target tracking, decreasing the low threat level target
tracking standard or do not even track, may be a good choice. On the one hand, we
are able to accurately track the group targets, on the other hand, the sensor also saves
resources. However, how to set the right distinction standard of ballisticmissile group
threat level according to the existing recognition technology is one of the problem
we need to solve.

6 Conclusions

Ballisticmissile group tracking is an important part of building air andmissile defense
system, but also an important part of improving the strategic early warning sys-
tem. Currently, there is a few published literature on ballistic missile group tracking
technique. This paper analyzed the advantages and disadvantages of the traditional
multi-target tracking and formation tracking techniques in tracking ballistic missile
group, and conducted a systematic summary of ballistic missile group tracking tech-
nique, and put forward my own views about the development trends and difficulties
of ballistic missile group tracking technique from three aspects, namely equipment,
algorithms, comprehensive cognitive abilities of situation. But how to solve these
problems is the next step of research we need to focus on.
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The Trajectory Optimization of Spray
Gun for Spraying Painting Robot Based
on Surface Curvature Properties

Zhang Peng, Ning Huifeng, Gong Jun and Wei Lina

Abstract Based on the surface curvature feature, the identification scheme is put
forward for curvature of the free-form surface and the complex free surface, which
is divided into large curvature and small curvature surface, and the graphic exam-
ple is given to illustrate scheme effectiveness; Aimed at the trajectory optimization
problem of spray gun of spraying-robot on complex free surface, the spray gun
trajectory optimization model of different curvature surface is put forward to com-
plete the trajectory optimization on the free surface. Combined with the least square
approximation and topology elementmeshing techniques, the trajectory optimization
problem of the intersecting area of two patches of different curvature will be turned
into the trajectory optimization problem of the intersecting area of a similar natural
quadric patch and an approximate plane patch. Then the trajectory optimization eval-
uation function model is set up, which verifies the proposed scheme effectiveness by
simulation results.
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1 Introduction

The key technology research of spray gun trajectory optimization [1–3] that faced
with the free-form surface is the focus of related scholars at home and abroad.
The literature [4–6] according to the geometrical characteristics of the complicated
surface to subdivide the surface, and establish the optimization target mathematical
model to realize the Trajectory patterns and trends of spray gun, The scheme will not
make coating uniformity problem as the main object to discuss. The literature [7–9]
by using plane gunmodel on smaller surface curvature change along a specified space
path to optimize spray gun trajectory, and established the curved surface spray model
based on the coating accumulation rate model of plane that has deprived. But the
scheme for large curvature surface spray gun spraying robot trajectory optimization
is relatively inadequate. The literature [10] optimize the spraying gun trajectory of
the free surface boundary, but the solution for the curvature change of more complex
curved surfaces is not good enough. The 3D gun model [11–15] for different feature
surface is established to solve the cylinder and cone surface and plane intersection
of trajectory optimization. According to the above problem, this paper made the
following content:

(1) Based on the existing 2 D and 3 D trajectory model, the relatively perfect spray
gun models are established in order to achieve better spray gun path generation
and optimization;

(2) Combining with the curvature features and small curvature surface mesh topol-
ogy, When spraying free-form surface, on the surface with small curvature
surface curvature on the spray gun trajectory optimization respectively;

(3) Discussed the surface features on the border of large curvature surface and small
curvature surface, And established coating uniformity evaluation functionmodel
on the surface junction according to the different curvature gun model. Imple-
ments different curvature surface border gun spraying robot trajectory optimiza-
tion;

(4) Simulation verification.

2 Gun Model

When the spray gun to the distance of the workpiece is constant, the traditional 2D
gun model [7–10] is obtained by analysis of coating accumulated data in Fig. 1:

f (r) = A(R2 − r2) (1)

Where A is constant.
R = h · tan ϕ

2
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Fig. 1 Plane model of the spray gun and layer growth rate model. a Plane model of the spray gun.
b Layer growth rate model

Fig. 2 Arc coating on the
surface of the growth model:
a Convex arc surface.
b Concave arc surface

The 3D gun model [11–15] is shown in Fig. 2:

qs (x, y, z) = A
(
R2 − r2

) cos (θs ± λs)

cos θs
(2)

where:
Hs = rs

tan θs
, x2 + y2 + z2 = ρ2, r = H tan θs, rs = √

x2 + z2,

λs = arcsin
(
rs
ρ

)
, θs = arctan

(
rs

H±ρ−y

)
In the process of spraying, the flow is the same, change, but the different paint

flow is gotten. According to the Fig. 1, the flow rate of Q can be formulated as:

Q =
∫ R

0
2πrf (r)dr (3)

R = h · tan ϕ

2
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Therefore to modify coating the cumulative 2D and 3D model can get

f (r, h) = A · λ4(h2tan2ϕ
/
2 − r2)

qs (x, y, z) = A · λ4(h2tan2ϕ
/
2 − r2)

cos (θs ± λs)

cos θs
(4)

Among λ = h0
h for height coefficient, h0 for the initial height.

3 The Curvature Division of the Free-Form Surface

Due to the curvature factors of the free-form surface, so the size of triangles are
different after meshing distribution the CAD model. As shown in Fig. 3 will be a
CAD surface of a mechanical equipment parts (motorcycle wheel cover), which
is obtained by triangular mesh partition as shown in Fig. 4, every little triangle area
formed inB area is bigger than inA, and per unit area in the form of triangle number is
less than A zone. Using the method of curved surface topology principle to model the
curved surface will generate several approximate flat piece of area of big differences,
and leading to the result of the spray gun trajectory planning is not enough good and
the coating thickness uniformity. In order to solve this problem, first to discuss the
classification principles of free-form surface curvature. The literature [14] gives the
definition of large curvature surface: When the free surface sprayed, large curvature
surface which refers to the spraying radius, certain rest if another size is smaller than
the length of the spraying radius, says this belongs to the large surface curvature,
the method makes spraying radius R as the basis of defining large surface curvature.
And in the actual process of spraying, the size of the R influenced by spray gun to
spray is the distance, so not intuitive easy to identify.

In order to implement the curvature division of free surface directly and avoid the
above problems, this paper puts forward the curvature recognition algorithm:

Fig. 3 The original model
of surface
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Fig. 4 Meshing figure

Step1: Identify the sprayed surface and establish 3D CAD model;
Step2: Using mesh topology to the 3D model that established in step 1;
Step3: In step 2 the grid model of the part of the triangle density is significantly

higher than in other locations, as shown in Fig. 4, B in a single triangle area is
almost the same size, every triangle area formed in B area is bigger than in A, and
per unit area in the form of triangle number is less than A zone. So we can define
B area as large curvature surface directly, area A as small curvature surface.

Step4: Based on the idea of step 3, we can delineate the large curvature surface of
the free surface 3D CAD model, which facilitate robot spray gun path generation
and optimization.

4 The Junction of Trajectory Optimization for Large
and Small Curvature Surfaces

In order to further verify the validity of the model selection here at the junction of
large curvature and small curvature surface as the research object. Known from the
analysis of the literature [8–10, 15], the problem of small curvature can be divided
into several planes to discuss, and the problem of large curvature surface can be
translated into the natural quadric surface to discuss. So the junction of trajectory
optimization problem of study for large curvature and small curvature surface can
be converted to approximate plane and natural quadric surface intersection problem
as shown in Fig. 5 to discuss. When natural Quadrille surface is aspheric surface, the
boundary line will be circular arc, Select point S, track geometry distribution model
as shown in Fig. 5a, we need to optimize the distance h1 that spray gun trajectory to
the boundary and corner β that spray gun transition from plane to the sphere. When
natural quadric surface is spherical surface, the boundary line will also be circular
arc, select point S, track geometry distribution model as shown in Fig. 5b, we need
to optimize the distance h1 that spray gun trajectory to the boundary and corner β

that spray gun transition from plane to the sphere.
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Fig. 5 Intersect model of plane and natural quadric surface. a Calculation model at the junction of
plane and natural quadric surface (aspherical). b Calculation model at the junction of the plane and
spherical

Among: a12 is the normal Angle of the face 1 relative to face 2 at point S, a21 is
the normal Angle of the face 1 relative to face 2 at point S, the coating thickness of
cylinder and spherical junction at certain point can be represented as type (5):

(1) when 0 ≤ x ≤ h1

qs = q1(x, h1) + q2 (x, h2 (l)) cos a21 (5)

(2) When h1 ≤ x ≤ h1 + h2 (l)

qs = q2 (x, h2 (l)) + q1 (x, h1) cos a12 (6)

The established optimization objective function is:

⎧⎨
⎩minE(h1, h2) =

∫ h1+h2

0
(TS(x, h1, h2 (l)) − Td)

2dx

s.t.h1 ≥ 0, h2 ≥ 0
(7)

Angle that spray gun by plane trajectory to natural quadric trajectory:
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β = π

2
+ 2 arcsin

h2
2ρ

− r (8)

when the natural quadric surface is aspheric surface (a),

α12 = π

2
+ 2 arcsin

x − h1
2ρ(l)

− γ

α21 = ±
[π

2
− γ − ω

]

ω = arccos
L2
os(l) + ρ2(l) − (h1 − x)2

2ρ(l)Los(l)

L2
os(l) = (h1 − x)2 + ρ2(l) − 2ρ(l)(h1 − x) cos γ

When natural quadric surface is spherical (b),

a12 = π

2
− r − arccos

2ρ2 − L2
ps

2ρ2

a21 = ±
(π

2
− r

)

Lps = h2 − x

5 Simulation Prove

The determination of spray gun parameters: determine the ideal coating thickness
is 48μm, spray gun spray cone angle θ=45◦, Spraying flow Q = 200ml/s, spraying
time of walking by every point is Δt = 0.5s, Coating using coefficient is 0.8. Any
natural quadric surface and plane will be tangent in junction, means γ = 90◦, arc
radius of surface ρ = 300mm, spray gun radius in plane and arc surface are respec-
tively R = 50mm, δ = 60.5mm, range for coating is [45.5μm, 52.5μm]. Spray gun
velocity on the plane v = 325.6mm/s, spraying rate on the arc surface is 322.7mm/s.
Spraying trajectory as shown in Fig. 6.

Stay spray gun rate on the plane and cylinder unchanged, By type [4–8] optimiza-
tion can get h1 = 35.5 mm, β = 6.9◦. The coating thickness range on the junction is
[51.9μm, 47μm]. And the coating thickness distribution of the simulation is shown
in Fig. 7. The result shows that the coating thickness range on the junction is in the
range of set coating thickness, which shows the effectiveness of optimization plan.
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Fig. 6 Spray trajectory
schematic diagram

Fig. 7 The coating thickness
distribution on the junction
of plane and arc surface
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6 Conclusion

(1) Aiming at spraying trajectory optimization study that spray the free-form surface
do not consider the surface curvature change, on the basis of the CAD model
and surface curvature characteristics, depending on grid method, the scheme is
put forward for dividing the free surface curvature; and based on features of
different curvature of the spray gun spraying model, the spraying trajectory is
optimized on the free surface.

(2) According to spray gun trajectory optimization problem on different curvature
surface intersect and the theory of least squares and the mesh topology, the
junction problems of small curvature and large surface curvature are converted
into the junctionof the natural quadric andplane intersect trajectory optimization,
finally the simulation prove the validity of the scheme, and realize a complex
problem simple.
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Characteristics Analysis on Speed Time
Series with Empirical Mode Decomposition
as Vehicle Driving Towards an Intersection

Liangli Zhang and Bian Pan

Abstract In this paper, we explore the characteristics of vehicle speed time series
which described the processes that a driver finishing a specific driving task with
different driving operations. Three types of vehicle driving behavior like driving
towards an intersection for turn-left, driving for turn-right, and driving for go-straight
are designed as a set of real vehicle driving experiments to be carried out on an
urban road. Similar to the expected, the collected speed time series of all driving
behavior types tend to be non-linear and non-stationary. Therefore, empirical mode
decomposition (EMD) is introduced to analyze the characteristic values of speed time
series intrinsic mode functions (IMF) and residues. After decomposing, there are 4
levels of IMF with a residue exist existed in the speed time series of turn-left driving
behavior, as well as 3 levels in turn-right and 5 levels in go-straight. All the first level
IMF of three types of vehicle driving behavior have relatively high frequencies which
could be regarded as systematic errors of vehicle speed sensors.As the decomposition
continued, subsequent IMF frequencies become lower but average amplitudes have
different change trends which could help identifying the driving behavior types. All
residue curves are firstly monotone increasing and then monotone decreasing, but
the occurrence time of residue maximums are inconsistent. Through this research,
we can distinguish the driving behavior type between turn-left, turn-right and go-
straight with those vehicle driving behavior time series characteristic values and
their changing trend. If all those judgment and statistics of characteristic values be
implemented by vehicular industrial control computes, it would improve driving
behavior recognition or prediction performances of an advanced driving assistance
embedded on vehicle.
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Keywords Driving behavior analysis · Vehicle speed time series · Empirical mode
decomposition · Intersection

1 Introduction

Vehicle speed values and time series are used to model subjects like drivers behav-
iors, vehicle running status and peripheral road traffic environments, which were
regarded as the key factors to vehicle driving safety [1–5]. Various forms of vehicle
speed information collecting experiments were designed and carried out for those
researches. Sato and Akamatsu investigated the influence of the position of a forward
vehicle and its following vehicle on the onset of driver preparatory behavior before
making a right turn at an intersection [6]. The quantized driving speed values of the
vehicles were taken advantage to predict whether a rear-end collision happening.
Spek et al. described the process of drivers searching gap acceptance at intersections
and proposed a statistical model [7]. It assumed the logarithms of gap time and the
speed values of the vehicle closing the gap. The parameter estimation yielded that
the speed had a significant effect on gap acceptance behavior.

With the increasing intelligence of modern vehicles, getting and taking advantage
of speed information for improving driving safety is becoming common. To get
car-following and lane-changing patterns on Swedish roads, Ma and Andreasson
collected themotional data of an advanced instrumented vehicle such as acceleration,
speed, and position fromCANbus of the vehicle [8].With the similar data acquisition
way, McCall et al. designed an instrumented vehicle test bed [9]. To model driving
behavior enabling the simulation of Advanced Driving Assistance Systems (ADAS),
Bifulco et al. designed data collecting experiments with various kinds of road-side
sensors, vehicular DAQs [10]. In addition, data streams including speed, the pedal
positions of the clutch, the brake and the accelerator, the rotation angle of the steering
wheel were taken from the CAN network of vehicles. As the On Board Diagnosis-II
(OBD-II) data on network of the latest cars widely applied [11], collecting vehicle
speed values or engine parameters becomes more and more simple and easy.

Taking a preliminary look at vehicle speed values collected via vehicular exper-
imental devices, it is easily found that speed time series tend to be a non-linear and
non-stationary state. Summarizing the literatures, we know that changing trends of
time series are affected by drivers intentions and operation habits, vehicle speed data
source accuracies, road alignments and speed limits, and uncertain surrounding traf-
fic situations. Such as Shi et al. measured traffic speed time series of multi-fractal
behaviorswith Legendre singularity spectrum [12]. The proposal approach can reveal
significant information that remains hidden. Relative to the above speed time series
acquired continuously, some analysis of discrete state time series about vehicle speed
were reasoned by the graphical models such as Dynamic Bayesian Network [13] and
conditional restricted Boltzmann machines [14].
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Before modeling, it is necessary to analyze characteristics of speed time series
which are corresponded to a specific driving environment. According to the
non-linear and non-stationary state, Wang and Shi forecasted the short-term traf-
fic speed with the model based on Chaos-Wavelet Analysis-Support Vector Machine
(C-WASVM) theory [15]. Zheng et al. demonstrated the capabilities of wavelet trans-
form for analyzing the feature data in a systematic congested traffic manner [16].
In addition, fractal theory regarded as multi-scale analyzing method was introduced
to decompose non-linear and non-stationary time series [17, 18]. In the past years,
empirical mode decomposition was frequently proposed to analyze characteristics
of time series in a variety of areas. This method was originally used to find out
the residue line which was under the multiple frequency mixed signals [19, 20]. But
nowadays, more and more researchers regard that the intrinsic mode functions (IMF)
are containing distinct frequency characteristic either [21–23]. From the perspective
of recognition modeling, both residue and IMFs are the same important measures of
characteristics.

In this paper, we explore the characteristics of a set of vehicle speed time series as
a vehicle driving towards an intersection. The speed time series were derived from a
real vehicle driving experimental platform operated by a male test driver, and some
typical driving behaviors such as turn-left, turn-right and go-straight were asked
to be taken into practice. To the general sense, sample values in the vehicle speed
time series of those behaviors would be random because of drivers operating habits,
complex surrounding driving environments and countdown traffic lights. Driven by
different intentions, a drivermight control his vehiclewith different speed and change
them frequently. However, the threshold and the frequencies values can be used as
indicators for drivers behavior recognition. Obtaining the above characteristic values,
the preliminarywork is to adaptively decompose non-linear and non-stationary speed
time series. So the selected method is empirical mode decomposition (EMD) which
can supply intrinsic mode functions and distinct frequencies of the target time series
quickly and accurately.

2 Methodology

In order to analyze nonlinear and non-stationary time series, Huang et al. proposed
a new joint time-frequency analysis algorithm called empirical mode decomposition
(EMD) [24]. It is a data-driven method which can adaptively decompose the men-
tioned time series or signals with a set of intrinsic mode functions (IMF). Each IMF
corresponds to a specific frequency of the time series, and the specific frequency
components during the decomposition are output according to an order from high to
low. It is worth to note that the primary function and levels of decomposition are not
need to be set in advance. So the method was often used to analyze those time series
noises and their trends.
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It has been known that the vehicle speed time series are decided by drivers
intentions, vehicle running status, road traffic environments and so on. Hypothesize
that each factor mentioned may affect the speed fluctuating in an inherent pattern
expressed by IMF and a residue which shall be different from each other. The IMF
can be considered as a component with a specific frequency, and the residue is the
non-periodic part. Both IMF and residue may be linear or may be non-linear. Within
each IMF, it has the same number of extremum and zero crossing points, and there
must be only one extremum between two zero crossing points. All IMF and residue
are independent. Overlaying them along t-axis can obtain the original speed time
series overall. Assuming the original speed time series as x(t), (t = 1, 2, T ) which
can be decomposed to N IMF and a residue, therefore the target IMF are defined as
fi (t), (i = 1, 2, N ) and the residue as rN (t). The followed formula exists.

x(t) =
N∑
i=1

fi (t)+ rN (t) (1)

Steps to obtain fi (t) and rN (t) with EMD are as followed.
Step 1: Find out the upper and lower envelope lines of the target time series line.

Screen out sectional maximum value points of the target time series line, and then
use cubic spline interpolation with the above points to obtain the upper envelope line
recorded as xu(t). With the same way, we get the lower envelope line recorded as
xl(t).

Step 2: Remove the internal low frequency time series from the target time series.
Take the original time series for instance. After applying Step 1 to it, we get xu(t)
and xl(t) of x(t). Calculate the average line recorded as xm(t) as

xm(t) = xu(t)+ xl(t)

2
(2)

Remove xm(t) from x(t) as h(t) = x(t)− xm(t), so we get a new time series
without a level of low frequency component. If the number of extremum points in
h(t) equals to the number of points on x-axis or their difference does not exceed
1, h(t) is turning to become an IMF. In practice, only one calculation above often
cannot come to the requirement. So, replace x(t) with h(t) and execute Step 1 and
Step 2 again until xm(t) is gradually closed to the latest x(t).

Step 3: Use a standard deviation of limit to judgewhether hik(t) could be identified
as fi (t). A quantitative judgment threshold can help a computer program automati-
cally cycling or ceasing calculation. Define the standard deviation of limit SD which
is usually expressed as

SD =
T∑

k=1

∣∣hi(k−1)(t)− hik(t)
∣∣2

h2i(k−1)(t)
(3)
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where T is the length of the target time series, and i stands for the level number of
IMF which has been defined in formula (1). Generally, SD is within (0.2, 0.3).

Step 4: Decompose fi (t) out from the original time series with the order from
high frequency to low frequency. Take f1(t) for instance. Executing Step 1 to Step
3, we got f1(t) as the component with the highest frequency. Remove f1(t) from the
original time series as r1(t) = x(t)− f1(t), and observe it whether r1(t) has wave
character. If so, replace x(t) with r1(t) for decomposing f2(t) which steps are from
Step 1 to Step 3 again. Finally, as ri (t) does not have wave character, record it as
rN (t) and fi (t), (i = 1, 2, N ) are identified as IMF of the original time series.

3 Vehicle Speed Time Series Collection

Vehicle speed time series for decomposition and characteristics analysis in this paper
were captured by a real vehicle driving experimental platform. And three types of
driving behavior were performed on an urban road. In order tomake the experimental
driving process flow and be out of interferences, an implement procedure of driving
testwas designed.More details of vehicle speed time series collection are as followed.

3.1 Driving Behavior Types Selection and Data Structure

Driving behaviors of vehicle in urban intersection areas are always be concerned by
many experts and scholars of road traffic safety research fields. In order to avoid vehi-
cles collision happening in an intersection, it is necessary to collect some observable
time series before vehicles entering an intersection, analyze those time series char-
acteristics and model for accident risk predictions. As a vehicle driving towards an
intersection, one of driving behavior types such as turn-left, turn-right and go-straight
had been formed in the drivers brain which usually drives this driver operating the
steering mechanisms of vehicle. As to vehicle status parameters related to driving
behaviors or drivers intentions, vehicle speed should be preferred. We collected the
speed values with a real vehicle driving experimental platform. It connected a real
car by a CAN bus data analyzer. The vehicle speed values would be intervallic cap-
tured per 1.0s and then transmitted to a vehicular industrial control computer. After
the outdoor experiments, data would be exported and aligned to be a speed time
series form. In order to compare the speed time series of different types of driving
behaviors, speed values collected dividedly were artificially re-aligned to the same
t-axis.
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Fig. 1 The driving area selected for vehicle speed time series collection

3.2 Driving Area and Experimental Participants

We selected a driving area which includes bidirectional six-lanes and an X-shaped
intersection in Tuanjie Avenue, Wuhan, China, shown in Fig. 1. The lane length is
about 1.6km and a set of traffic control lights with a count-down timing board is
near the intersection. As this area belongs to a new developing zone of the city, few
passing vehicles is benefit to the driving test execution.

Two experimental participants were employed in each driving test. Onemale adult
selected as vehicle driver was required to have 3 years of driving experience and no
less than 50km driving per week. The other participant as an assistant was required
to operate onboard instruments, give directions to the vehicle driver and monitor
real-time data.

3.3 Experimental Procedure and Data Results

The entire driving test lasted 3 days. In each day, the driver should select one type
of driving behavior from driving for turn-left, driving for turn-right, and driving for
go-straight as his mission to complete. A valid driving section was regarded from the
entrance of road (right part in Fig. 1) to the exit of intersection.During this process, the
driver should not be disturbed, and he might be asked to implement a single behavior
repeatedly. The collected vehicle speed data would be recorded and stored in the
hard disk of vehicular industrial control compute. The validity of data was judged
by the assistant sitting next to the driver. Screen out the valid speed data of each type
of driving behavior and align them with timestamps given by the collection system
software. Vehicle speed time series curves of each driving behavior type as driving
for turn-left, turn-right and go-straight are shown in Fig. 2. The single line in each
coordinate is connected with 140 discrete points of mean arithmetical values of one
driving behavior type. Observing directly, those lines in Fig. 2 are obviously found
having non-linear and non-stationary characteristics. In fact, we had analyzed the
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Fig. 2 Speed time series curves collected through the driving test

speed time series with fractal theory, and the results showed that they indeed belong
to chaos systems with bias [25]. In this paper, we try to analyze their characteristics
with EMD.

4 Decomposition and Characteristics Analysis

4.1 IMF and Residues of Speed Time Series

Decompose the speed time series shown in Fig. 2 with EMD whose computing pro-
cedure was encoded by Matlab 2014a. Set the standard deviation of limit SD = 2.5,
and IMF and residues of the original time series of 3 types of driving behavior are
respectively shown from Figs. 3, 4 and 5, where the abscissa values standing for
timestamps marked per second (s) and the ordinate values standing for vehicle speed
(km/h). In those figures, we find that 4 levels of IMF with a residue exist in the
speed time series of turn-left driving behavior, as well as 3 levels in turn-right and 5
levels in go-straight. All time series of 3 types of driving behavior collected in the
experiments have multi-scale decomposition characteristics distinctly.
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Fig. 3 IMF and residue of turn-left driving behavior speed time series

Fig. 4 IMF and residue of turn-right driving behavior speed time series

4.2 Frequency and Amplitude Characteristics of IMF

According to the decomposition order of EMD, f1(t) as IMF with the highest fre-
quency is firstly obtained and often regarded as white noise time series. In this study,
f1(t) of 3 types of driving behavior respectively shown in Figs. 3, 4 and 5 are also
regarded as systematic errors of vehicle speed sensors. Due to the same experi-
mental platform and the familiar driving environment, f1(t) frequency differences
between 3 types of driving behavior are not obvious as turn-left 0.364 Hz, turn-right
0.336 Hz and go-straight 0.357 Hz. Meanwhile, f1(t) amplitude ranges (absolute
value) of those behavior types are quite close between each other, where the average
amplitude of behavior turn-left is 1.661 km/h (61.6% relative to the upper quartile),
turn-right 1.477 km/h(62.9%), and go-straight 2.295 km/h(64.7%). All statistics
of 3 types of driving behavior f1(t), such as upper and lower quartiles, maximum,
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Fig. 5 IMF and residue of go-straight driving behavior speed time series

Fig. 6 Box plots of f1(t)
including upper and lower
quartiles, maximum, and
minimum

and minimum are shown in Fig. 6. Based on the frequencies and amplitude ranges
of f1(t) regarded as sensor errors, we may select an adaptive filter algorithm such as
Kalman filter to get rid of them.

When it comes to characteristics of the other IMF defined as fi (t), (i > 1), we
also focus on the differences of frequencies and amplitude ranges. fi (t), (i > 1)
characteristic values of turn-left, turn-right and go-straight speed time series are
shown in Table1, where percents in parentheses followed the average amplitudes
stands for the corresponding one related to upper quartile. As all types of driving
behavior speed time series have IMF as f2(t) and f3(t), we draw box plots to express
the upper and lower quartiles, maximums, and minimums of 3 types of driving
behavior for the comparative analysis between each other, shown in Figs. 7 and 8.
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Table 1 fi (t)(i > 1) characteristic values of turn-left, turn-right and go-straight speed time series

Driving behavior IMF characteristic values

f2(t) f3(t)

Freq. (Hz) Average ampl.
(km/h)

Freq. (Hz) Average ampl.
(km/h)

Turn-left 0.157 0.778 (56.1%) 0.071 0.659 (62.9%)

Turn-right 0.171 0.782 (58.0%) 0.064 0.871 (50.9%)

Go-straight 0.150 0.997 (49.0%) 0.079 0.862 (57.4%)

f4(t) f5(t)

Turn-left 0.043 0.333 (40.1%)

Turn-right

Go-straight 0.05 0.730 (50.2%) 0.011 6.28 (70.0%)

Fig. 7 Box plots of f2(t)
including upper and lower
quartiles, maximum, and
minimum

Fig. 8 Box plots of f3(t)
including upper and lower
quartiles, maximum, and
minimum
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4.3 Trend Characteristics of Residues

Residue curves of 3 types of driving behavior respectively shown as r4(t) in
Fig. 3, r3(t) in Fig. 4 and r5(t) in Fig. 5 are firstly monotone increasing and then
monotone decreasing. We focus on the maximums and their timestamps where turn-
left 46.67km/h at 64s in r4(t) of Fig. 3, turn-right 45.65 at 57s in r3(t) of Fig. 4 and
go-straight 38.74 at 33s in r5(t) of Fig. 5. In addition, the average speed values during
increasing and decreasing are followed by turn-left 35.93 and 35.30km/h, turn-right
36.62 and 27.30km/h, and go-straight 37.46 and 28.20km/h.

5 Conclusions

Through this research, we know that speed time series derived from the vehicle
driving towards an intersection with driving behavior as turn-left, turn-right or go-
straight are non-linear and non-stationary. So the empirical mode decomposition
(EMD) is introduced to analyze the speed time series characteristic values of intrin-
sic mode functions (IMF) and residues. After decomposing the speed time series
captured by a real vehicle driving experimental platform, it is found that 4 levels
of IMF with a residue exist existed in the speed time series of turn-left driving
behavior, as well as 3 levels in turn-right and 5 levels in go-straight. That means
all time series of driving behavior designed in the experiments have multi-scale
decomposition characteristics distinctly. As first level IMF, all f1(t) of speed time
series of driving behavior have relatively high frequencies (no less than 0.336 Hz)
which can be regarded as systematic errors of the vehicle speed sensor and filtered
by many software methods. As the decomposition continued, fi (t)(i > 1) frequen-
cies become lower as i increasing but the average amplitudes have different change
trends. According to the statistical results, it is found that fi (t) of turn-left and go-
straight are increasing but turn-right decreasing. The residue trends of 3 types of
driving behavior are similar. All residue curves are firstly monotone increasing and
then monotone decreasing, but the occurrence time of residue maximums are incon-
sistent. Searching the driving behavior time series characteristic values and their
changing trend can promote models for driving behavior recognition or prediction.
Through this research, we can distinguish the type of driving behavior between turn-
left, turn-right and go-straight based on fi (t)(1 < i < 4) and residues. For instance,
comparing f2(t) and f3(t) characteristic values of 3 types of driving behavior, it
could be found that the turn-left average amplitude in f3(t), the turn-right frequency
in f2(t), the go-straight average amplitude in f2(t) respectively has significant dif-
ferences relatively to the other two driving behavior types. Searching the maximum
occurrence among all the residues is a relatively easy way to distinguish the driving
behavior type. All those judgment and statistics can be implemented by a vehicu-
lar industrial control compute. The premise is that IMF and residues characteristic
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values, D-values or thresholds must be accurately obtained in advance and stored in
it. That process is especially important as the mentioned method applied in a real
advanced driving assistance system.
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Low-Complexity and High-Accuracy
Carrier Frequency Offset Estimation
for MB-OFDM UWB Systems

Xiu-Wen Yin and Hong-Zhou Tan

Abstract Most of carrier frequency offset (CFO) estimationmethods formulti-band
orthogonal frequency-division multiplexing (MB-OFDM) based ultra-wideband
(UWB) systems focus on improving the robustness of CFO estimation. However,
as the CFO between the transmitter and the receiver in MB-OFDMUWB systems is
small, the accuracy of CFO estimation is also important. In this paper, a CFO esti-
mator targeting at low complexity and high accuracy is proposed. A structure with
dual auto-correlation (AC) is designed to improve the accuracy of CFO estimation.
To maintain high robustness, a modified AC block, in which the samples that have
been greatly affected by noise are removed, is proposed. The evaluation results show
that the proposed CFO estimator has low implementation complexity, high accuracy
and high robustness.

Keywords MB-OFDM · UWB · CFO estimation

1 Introduction

Ultra-wideband (UWB) technology can offer ideal solution for high-speed wire-
less personal area network (WPAN) due to the good features such as high spectrum
efficiency and low power spectral density. Among the approaches for UWB imple-
mentation, multi-band orthogonal frequency-division multiplexing (MB-OFDM)
[1, 2] is one of the most promising UWB technique for high-speed transmission
and has been adopted by many groups such as ECMA andWUSB. In the newest ver-
sion of the PHY specification of MB-OFDM proposed by WiMedia, the supported
data rate up to 1024Mbps. However, as normal OFDM systems, MB-OFDM UWB
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systems are sensitive to carrier frequency offset (CFO). Carrier frequency synchro-
nization error will destroy the orthogonality between sub-carriers, and lead to severe
performance degradation.

Many effective methods have been proposed to improve the performance of CFO
estimation, either for normalOFDMsystems [3–10] or forMB-OFDMUWBsystems
[11–15]. However, most of them are implemented at the cost of greatly increased
implementation complexity. Furthermore, these methods are effective in improving
the robustness of CFO estimation, but most of them do not consider raising the
accuracy of CFO estimation. For example, both the BLUE based method in [12] and
the method in [15] can achieve robust results, but they do not promote the accuracy
of CFO estimation.

According to [1, 2], the CFO between the transmitter and receiver in MB-OFDM
systems is very small, the maximum value of the CFO is. Therefore, for MB-OFDM
systems, the accuracy of CFO estimation is as important as robust.

By considering that MB-OFDM UWB systems have small CFO and are usually
applied in low SNR environments, a CFO estimator, which can achieve both high
accuracy and high robustness, is proposed in this paper. The rest of the paper is
organized as follows. Section2 gives a brief description of the system model. The
proposed CFO estimator is presented in Sect. 3. Simulation results are shown in
Sect. 4. Section5 concludes the paper.

2 System Model

In MB-OFDM UWB systems, there are a total of Ns = 165 samples in a symbol,
including Ng = 32 null samples, called zero padded (ZP), 5 null guard samples, and
N = 128 sub-carrier samples. The time domain signals of the lth symbol after IFFT
transform at the transmitter can be given as

sl,n = 1√
N

N−1∑
k=0

dl,ke
j 2πnkN u(n) n < Ns (1)

where, dl,k is the data on sub-carrier k. When n < N , u(n) = 1, and u(n) = 0 when
N ≤ n < Ns . A modified S-V channel model is adopted in UWB systems. The
impulse response (IR) of the channel can be given by

h(t) = X
L∑

l=0

K∑
k=0

ak,lδ(t − Tl − τk,l) (2)

where, X is the log-normal shading, Tl is the delay of the lth cluster, τk,l is the kth
ray delay related to the lth cluster, ak,l is the multipath gain coefficient.
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Fig. 1 The sequence of the preamble symbols under TFC 1

By assuming that timing offset has been compensated correctly, the time domain
signals with CFO at receiver can be expressed as

rn =
N−1∑
k=0

dkHke
j 2πN nle j 2πN nε + vn (3)

where, ε is the normalized CFO.
In MB-OFDM systems, CFO estimation is implemented based on aided data.

There are 30 preamble symbols in the standard preamble structure, including 21
repeated packet synchronization (PS) symbols, which are used for timing and carrier
frequency synchronization, 3 frame synchronization (FS) symbols and 6 channel esti-
mation (CE) symbols. In MB-OFDM system, symbols are transmitted on sub-bands
of the same band group according to a time frequency code (TFC). The sequence of
the transmitted standard preamble symbols under TFC 1 is shown in Fig. 1.

3 The Proposed CFO Estimator

As repeatedPS symbols are adopted for timing and frequency synchronization inMB-
OFDM systems, CFO can be estimated by adopting auto-correlation (AC). Based on
AC, CFO can be estimated as

A(d) =
N−1∑
m=0

r∗
n+mri+dNs+m (4)

Δ f̂ = 1

2πdNsTs
arg

[
1

N
A(d)

]
(5)

where, Ts is sampling interval and d = {1, 2, 3}, which is the symbol interval between
two adjacent symbols of the same sub-band. From (5), we can see that the estimated
CFO will be more accurate if d is larger. However, it will increase the possibility of
the event that channel IR varying within AC operation period.
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ϕ = arg(r∗
n rn+dNs )

Δ f̂ = 1

2πdNsTs
arg

[
1

N
A(d)

]
(6)

If hn+DNs is greatly different from hn , the achieved phase ϕ will greatly be dis-
torted. Therefore, instead of improving the accuracy of CFO estimation, it may
degrade the estimation performance if d is increased simply.

Regardless of the used TFC type, a symbol will be received again on the same
sub-band inMB-OFDMUWB systems at time index n + 6Ns if a symbol is received
at the nth time index. In addition, themaximumCFO inMB-OFDMUWB systems is
±40ppm. To the situation that the carrier frequency of about 4GHz and the subcarrier
spacing of 4.15MHz, the normalized phase rotation between the two symbols with 6
symbol interval is approximately 0.2. Therefore, A(d)(d = 6) can be used for CFO
estimation in MB-OFDMUWB systems without phase ambiguity. In this paper, two
ACoperations are adopted in theCFOestimation process to eliminate the interference
from channel time-varying. The proposed CFO estimation process is shown below.
Let

As(n) =
N−1∑
m=0

r∗
n+mrn+m+sNs (7)

φs(n) = arg

[
1

N
As(n)

]
(8)

Al(n) =
N−1∑
m=0

r∗
n+mrn+m+6Ns (9)

φl(n) = arg

[
1

N
Al(n)

]
(10)

According to the used TFC type, S is given by

s =
⎧⎨
⎩

3 TFC1 − 2
2 TFC8 − 10
1 TFC3 − 7

(11)

Let

dφ = |6
s
[φl(n) − φs(n)]| (12)

The normalized CFO can be estimated as

ε̂ =
{

1
2πsNs

φs(n) (dφ ≥ γ)
1

2π·6Ns
φl(n) (dφ < γ)

(13)
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where, γ is the predefined threshold. When dφ < γ, which means the value of φl(n)

is close to φs(n). It can be seen as φl(n) is not interfered by channel time-varying. In
this case, the estimatedCFObased onφl(n) ismore accurate than that based onφl(n).
When dφ ≥ γ, it is much possible that φl(n) is interfered by channel time-varying.
In this case, Δ f̂ can be estimated based on φs(n).

The above method can improve the accuracy of CFO estimation while avoiding
the interference from channel time-varying. However, it does not promote the noise
immunity in low SNRs. As UWB systems are usually applied in low SNR environ-
ments, the noise immunity ability of CFO estimator is also important. To improve
the robustness of the proposed CFO estimator, the modified As(n) is computed as
below. Let

as(n + m) =
{
r∗
n+mrn+m+sNs |r∗

n+mrn+m+sNs − c2m | < λ
0 |r∗

n+mrn+m+sNs − c2m | ≥ λ
(14)

where cm is the m coefficient of the PS symbol, λ is the predefined threshold. Define
variable M with the initial value M = 0. If as,n+m = r∗

n+mrn+m+sNs , M is set as
M = M + 1. Then, the modified As(n) and φs(n) are given by

A
′
s(n) =

N−1∑
m=0

as(n + m) (15)

φ
′
s,n = arg

[
1

M

N−1∑
m=0

A
′
s(n)

]
(16)

In the same way, we can achieve the modified φl(n). Let

d
′
φ = |6

s
[φ′

l(n) − φ
′
s(n)]| (17)

Finally, the estimated CFO is given by

ε̂ =
{

1
2πsNs

φ
′
s(n) (dφ ≥ γ)

1
2π·6Ns

φ
′
l(n) (dφ < γ)

(18)

Compared to methods in [6, 8], another major advantage of the proposed method
is that the implementation complexity is much lower. The structure of the proposed
CFO estimator is shown in Fig. 2.

In Fig. 2, arg is used to achieve angular component of AC results. From the figure,
we can see that one AC block and one arg block are used. As φ

′
s(n) is achieved based

on the AC which is executed by using the i th and the i + s(s ≤ 3)th PS symbol,
the process for achieving φ

′
s(n) has completed before PS symbol i + 6 received.
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Fig. 2 Structure of the proposed CFO estimator

Therefore, φ
′
l(n) can be computed by reusing the resources that used for computing

φ
′
s(n). In this way, only one AC block and one arg are needed in the whole structure

of the estimator.

4 Evaluation

In this section, we evaluate the proposed CFO estimator. We first evaluate the com-
plexity of the proposed CFO estimator and then simulate the performance of it. The
parameters used in simulations follow the ones in [1]: N = 128, Ns = 165, the sub-
carrier spacing fi = 4.125MHz and the carrier frequencies are {3432, 3960, 4488}
MHz. The normalized CFO between the transmitter and receiver is set with ε =
0.033. In simulations, two UWB channel modes, CM1 and CM4, and the TFC type,
TFC 3, are used.

The implementation complexity comparison among CFO estimation methods is
shown in Table1. The CFO estimation method in [15] and the traditional AC based
algorithm are included in the comparison. As the AC block and the arctangent oper-
ation can be reused, the proposed CFO estimator needs only one AC block and one
calculating arctangent block. In the table, the ARG represents arctangent operation.
As the real comparator and ABS can be implemented independently and be shared
by other operations, 1 ARG, 1 complex multiplier, 1 real division, 2 complex adder,
1 real comparator and 1 ABS are needed to implement the proposed CFO estimator.
Compared to the scheme in [15], which needs 3 complex multiplier and 8 com-
plex adder, the proposed needs much fewer complex multiplier and complex adder,
which means the proposed scheme has much lower implementation complexity. Of
the three methods in the table, the traditional AC based CFO estimator has lowest
implementation complexity. Actually, the traditional single AC based method has
the lowest implementation complexity among the CFO estimation algorithms for
MB-OFDM systems. As to the traditional AC based method, the proposed scheme
only needs 1 real comparator and 1 real ABS more than the traditional AC based
method. Therefore, the hardware cost of the proposed CFO estimator is almost the
same as the traditional AC based method.
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Table 1 Implementation complexity comparison among CFO estimators

Hardware resource Proposed Method in [15] Traditional AC method

ARG 1 1 1

Complex multiplier 1 3 1

Real division 1 1 1

Complex adder 2 8 2

Real comparison 1 0 0

Real ABS 1 0 0
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Fig. 3 MSE comparison among CFO estimation methods in time invariant channel

The performance of CFO estimation methods can be evaluated through MSE
(mean square error). Figure3 showsMSE comparison among CFO estimation meth-
ods in CM1 and CM4 by assuming the channel IR is invariant with time. The tradi-
tional AC based CFO estimation method, in which the symbol intervals are d = 1
and d = 6 respectively, and the method in [15] are included in the comparison. The
BLUE based CFO estimator in [15] is not included in the comparison because the
very high complexity of it. From the figure, we can see that the traditional ACmethod
with d = 6 has higher accuracy than it with d = 1 and that the MSE of proposed
CFO estimator is very close to the AC method with d = 6 under high SNR environ-
ments (SNR > 10db). The method in [15], of which the CFO is estimated though
taking average of the CFOs of all sub-bands, has high robustness. Under SNR = −
5db, we can see that the proposed CFO estimator has a MSE lower than 4 × 104 in
CM1, which is very close to the performance of the method in [15]. This means the
proposed method has high robustness.

Figure4 shows MSE comparison among CFO estimation methods in CM1 and
CM4 by assuming that channel IR varying within the time interval between the
(i + 1)th and the (i + 6) PS symbol with 15% probability. From the figure, we can
see that the performance of the proposed CFO estimator is almost not affected in the
time-varying channel while the AC method with d = 6 is affected significantly.
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Fig. 4 MSE comparison among CFO estimation methods in time varying channel

5 Conclusion

In this paper, we propose a CFO estimator for MB-OFDM UWB systems. An
approach to achieve high accuracy with low complexity is included in the estimator.
And, a method for improving the robustness of CFO estimation is proposed. The
simulation results show that the proposed estimator is robust and has high accuracy.
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The Research of Coal Mine Underground
Rubber Tyred Vehicle Wireless Video
Aided Scheduling System

Xiucai Guo and Boli Zhang

Abstract This paper analyzes the existing disadvantages of the rubber tyred vehicle
scheduling system of mine, and design a video assistant monitoring system which
helps the scheduling center to know the real-time status of the blind area and identify
the vehicle license plate according to the video processing technology. Based on the
license plate information from the control system database to call out the vehicle
information. Provide decision making basis for scheduling.

Keywords Scheduling system ·Wireless video · License plate recognition

1 Introduction

Coal mine auxiliary transport system is responsible for the transport of materials,
equipment and personnel. Because of the variety of underground material and equip-
ment, transportation sites are scattered. And work on the request in a short time to
send personnel to the designated point. Auxiliary transportation is becoming more
and more important. The traditional auxiliary transport uses electric motor vehicle,
Winch, rail car, monorail and so on. However, due to its many links, with many
people, with less weight, accidents, flexibility, low efficiency. Become a key link in
production.

With the emergence and development of the non rail transportation in the under-
ground. There is a new formof transportation inChinaTrackless rubber tyred vehicle.
It has the characteristics of large load, strong climbing ability, high speed, high speed,
high efficiency and high efficiency. All the large new mines are used to solve the
problem of the bottle strength which restricts the production capacity. And achieved
good economic and social benefits. Compared with the traditional trackless auxiliary
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transportation tools in the past, it has obvious advantages. Rubber tyred vehicle is not
restricted by orbit. It saves the cost and investment of laying track. And it is flexible,
and it is suitable for various types of vehicles, which is of great capacity, and it is
safe and efficient. It is the best choice to ensure the efficient delivery of materials,
equipment, personnel. In the fully mechanized mining face, fully mechanized face
relocation, the overall delivery and installation support, the performance of trackless
rubber tire vehicle is more remarkable [1, 2].

Because the mine is influenced by the investment cost and the geological condi-
tion. Some auxiliary transport roadway can only accommodate a single lane. This
can easily lead to the occurrence of a vehicle in a certain area of obstruction. Caused
by frequent reverse and other issues, even the occurrence of safety accidents. In order
to ensure the safety of production and improve production efficiency, the research
and design of automatic dispatching system of rubber tire vehicle is very necessary.
According to the domestic existing trackless tyred vehicle scheduling system, and
put forward the shortcomings. The design of the auxiliary control of trackless tyred
vehicle video system, it improves the reliability of the whole control system [3, 4].

2 Present Situation of Dispatching System

For underground trackless tyred vehicle transportation system in our country, there
are Wuhan Qi huan Electrical Co., Ltd.s KJ150A moving target monitoring system
for mine, and Tiandi (Chanzhou) automation Limited by Share Ltds KGE58 mining
vehicle identification card, and related products early to enter the field. But at present,
the domestic technology for vehicle scheduling control is still at the initial stage of
exploration.

The main working principle of the system of mobile target monitoring system:
application of radio frequency identification technology and modern computer com-
munication technology. Use center control computer system in central control room
to real-time monitoring of the underground rubber tyred vehicle. The data is trans-
mitted by CAN bus, Ethernet, fiber and other network connected. Moving target of
underground rubber tyred vehicle were carrying RFID tag. Wireless communication
between the reader and the RFID tag, make sure target location of the object to be
identified, and display the information on a large screen or computer screen of the
control center in time. It provides an effective means for the production schedul-
ing, emergency control, regional exclusion and so on. System also back up all the
target information, and the data is transmitted to the management departments at
all levels. It provide important basis for the leadership to make decision and com-
mand. It can also provide the interface for other management system in the mine
and realize the information sharing. Through the above introduction, we can find the
trackless tyred vehicle scheduling system has a drawback existing. Only when the
vehicle reaches the radio frequency reader station, the system can know the location
of the vehicle running. In other words, between the two radio frequency card reader
and the chamber is the monitoring blind area. When there are two directions in the
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complex situation of multiple vehicles traveling at the same time, must comply with
the following principles: The empty truck gives way to the heavy truck, the small
truck gives way to the big truck, the truck with goods gives way to the truck with
people, the ordinary truck gives way to the special truck. If there is a blockage in the
monitoring area, the dispatch center can not know the situation in time. So this paper
designs a video assistant monitoring system, it can help dispatch center to monitor
the real-time status of the blind area, use video image processing technology to dis-
tinguish vehicle license plate. Based on the license plate information, we can use the
control system database to call out the vehicle information, provide decision making
basis for scheduling [5].

3 System Architecture

Coal mine wireless video transmission systemmade by the intrinsically safe camera,
wireless transmitter, wireless receiver, switches, underground industrial Ethernet ring
network, underground dispatching center, the ground monitoring center. As shown
in Fig. 1.

Fig. 1 System architecture
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3.1 Underground Wireless Video Terminal

Put wireless safety camera on trackless rubber tyred vehicle front and rear, respec-
tively used to observe the situation in front and rear of the car. According to the
characteristics of poor light in underground tunnel, focusing on the use of low illu-
mination, light suppression digital camera technology security camera. The image
effect is clear, it overcome the problem of part of the scene camera can not avoid
direct light led to a large area of the white screen. It is more conducive to monitoring
center observation.

Video image digital signal information is very large, so we must compress the
image digital signal. H.264 is a new generation of video compression technology.
It has the following advantages: encoding efficiency is high, the ability to adapt to
the network is very strong and less encoding options. So H.264 is very suitable for
underground video transmission system. After video compression, using the WiFi
module to send data to a nearby base station [6, 7].

3.2 Set up the Underground Network

To build the communication network in downhole, it made by the mine flameproof
and intrinsically safe type switch, mine DC regulated power supply, intrinsically safe
wireless base station. Mine DC regulated power supply is responsible for provide the
intrinsically safe power supply to intrinsically safe wireless base station; Intrinsically
safe wireless base station is responsible for wireless network coverage; Flameproof
and intrinsically safe switch is responsible for this type of wireless base station
data aggregation, data through the underground Ethernet ring network to reach the
underground dispatching center. The network is set up as shown in Fig. 2.

When the vehicle moves, the wireless client AP of the vehicle continuously trans-
mits the compressed digital Ethernet signal to the radio base station AP on the
surrounding wall. These base station data is transferred to the underground dis-
patch center through the optical fiber cable. The underground dispatching center will
convert the compressed Ethernet digital image signal to the common digital image
compression signal, the base station data is transferred to the underground dispatch
center through the optical fiber cable.

The underground dispatching center will convert the compressed Ethernet digital
image signal to the common digital image compression signal, then the ordinary
digital image compression signal is converted to digital signal, and transmitted to the
explosion-proof monitor. In this way, the real-time image about distance vehicle and
the surrounding roadway can be watched by the people who stay in the underground
dispatching center. Video processing flow shown in Fig. 3.
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Fig. 2 Network structure

Fig. 3 Video processing
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4 System Function

(1) The system has realized the function of visual surveillance. To display real-time
video displayed on the computer and can also display the position and direction of
traffic vehicle.
(2) Function of the repetition. The system can record the traffic operation in real-
time 24h, and according to the actual operation process of the recorded data in the
display device, it can provide the basis for the analysis of the cause of the accident
and improve the scheduling strategy.
(3) According to the video image processing technology, the system can automati-
cally identify the license plate number of vehicles. Through the identification of the
license plate number, the driver information and vehicle information are extracted
from the database of the scheduling system. Can provide decision-making basis for
scheduling.
(4) The make up for the defects of the existing scheduling system of rubber tyred
vehicle scheduling, overcome the staff can not know the vehicle dynamic conditions
in the blind spot monitoring. Through real-time video images, so that the original
monitoring blind spots become non blind. Make scheduling more intuitive.
(5) The realization of the network function. The system can directly access the indus-
trial ring network and the ground dispatch command center. Management system to
share data, people can be directly used IE browser to browse the system monitoring
screen.

5 Conclusion

Wireless video aided scheduling system in the absence of trackless rubber tyred vehi-
cle application, it overcome the original scheduling system in the blind spot monitor-
ing can not know the real vehicle dynamic shortcomings and improve the scheduling
efficiency, reduce the production cost. The auxiliary system in addition to the real-
time monitoring of trackless rubber tyred vehicle operation, but also supporting the
automatic license plate recognition function, offer the decision basis for scheduling.
To achieve real-time without blind spot monitoring, and with the mine ring network
smooth docking, real-time information communication. The video aided schedul-
ing system can improve the level of mine automation, reduce the occurrence rate
of transportation accidents, and has good safety technology and social economic
benefits.
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An Improved Proportional Navigation
Guidance Law for Waypoint Navigation
of Airships

Ding Han, Xiao-liang Wang, Ming Zhao and Deng-ping Duan

Abstract This article derives an improved proportional navigation guidance law
by using the extended gain scheduling law, which can be used in the nonlinear
six-degree of freedom (6DOF) model of an airship directly, in which the airship
equations of motion based on the Lagrangian approach. Nonlinear simulations for
different conditions are performed, including the effect of the wind, and results are
discussed. The simulation experiments indicate that, compared with the previous
one, the modified guidance law which is used in specific waypoints tracking has
better robust and tracking accuracy.

Keywords Lagrangian approach · Improved guidance law · Waypoint navigation

1 Introduction

Airships, also known as lighter-than-air (LTA) aerial vehicles, have some remarkable
advantages compared to fixed-wing vehicles (airplanes) and rotary-wing aircrafts
(helicopters). A wide range of applications have recently been proposed for airships,
such as advertising, surveillance, environmental monitoring, planetary exploration
and stratospheric observation [1–6].

Recently, as an autonomy challenge and an important application for a robotic
airship, there has been increasing growth in research efforts on the modeling and
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control of Unmanned Aerial Vehicle (UAV). Practically, airships have more nonlin-
earities than ordinary aircraft due to the added mass and the time-varying characters,
so it is hard to design the heading controller using traditional gain scheduling or
feedback linearization, especially when the exact dynamic model is unavailable [1,
7]. Moreover, although in the initial stages of flight dynamics analysis and con-
trol design, atmospheric conditions are neglected for the sake of simplicity; when it
comes to realistic simulations and practical applications, considering the effects of
atmospheric disturbances such as wind is crucially important.

Proportional navigation (PN) is a method of guidance that has been applied to
missiles for terminal guidance [8]. It is probably the most popular guidance methods
for short-range intercept [9], and it has also been applied to aircraft for purpose of
collision avoidance [10].

This study aims to investigate an improved proportional navigation (IPN) law to
conduct nonlinear simulations of airship for several flight scenarios. For this purpose,
flight dynamics of airship are presented and a nonlinear airship model is generated
using Lagrangian approach [11] with a discussion of aero-dynamical characteristics
and virtualmass concept. A Proportional navigation (PN) gain scheduling implemen-
tation method is stated and the extended guidance law utilized for autonomous flight
is described. Finally, nonlinear simulation results for several cases are depicted and
discussed. Conclusions of this study are presented and the planned improvements
are remarked.

2 The Constitution of an Airship

The airship is consisted of hull, fins, gondola, elevator and rudder (Fig. 1). Every
component has its geometric parameters. The general layout airship has been used
in this study. For example, the volume of the airship hull Vol = 5131.013m3, the
length of the airship hull L = 50.0m, the location of the fins on the airship hull
x f = 36.33m, the sweepback angle of the fins ϕ = 41 deg, the chord length of the
fin tip ct = 6.0m, the semi-span of the fin b = 8.4259 and the chord length of the
elevator or rudder ch = 0.25 · ct . It should be noted that it is equipped with one
forward thruster, which is able to thrust up to 600N. The two main control surfaces,
rudders and elevators, can be deflected from −30 to 30◦.

3 Dynamics and Kinematics Modeling of Airship

3.1 Dynamics and Kinematics Modeling of Airship

The weight of airship is balanced by the buoyancy itself, so the displaced air mass
is not negligible. In this condition, the equations of motion are usually derived using
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Fig. 1 The structure of airship

the Lagrangian approach. To accommodate the constantly changing CG (center of
mass of the airship), the airship motion has to be referenced to a system of orthogonal
axes fixed in the vehicle with the origin at the center of volume (CV). The CV is
also assumed to coincide with the gross center of buoyancy (CB). The Lagrangian
or Euler–Lagrange equations of motion of airship can be expressed as,

F̄(q̇,q) = d

dt

(
∂W (q̇,q)

∂q̇

)
− ∂W (q̇,q)

∂q
(1)

where W (q̇,q) the system kinetic energy is expressed as the function of the gener-
alized coordinates q vector and its time derivative q̇ and F̄(q̇,q) is the generalized
forces vector.

For the airship, the total system kinetic energy includes the kinetic energy of
airship about the center of gravity Wc, the kinetic energy of air displaced by the
airship volume about the center of volume Wo

B and the kinetic energy of added mass
about the center of volume Wo

v [11].

W = Wc + Wo
B + Wo

v (2)

Through the deduction, the total system kinetic energy W can be expressed as,
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W = W1 + W3 + W2

= 1

2
XT (M̄o + M̄v)X − XT (M̄B + M̄v)Xw

+ 1

2
XT

w(M̄B + M̄v)Xw (3)

With: M̄v is the added mass matrix. M̄B =
[
mBE3 03
03 IB

]
mB is the mass of air dis-

placed by the airship volume; IB is the inertia matrix of the air. M̄c =
[
mE3 03
03 ICG

]

M̄o =
[
E3 03
r×
CG E3

]
M̄c

[
E3 −r×

CG
03 E3

]
=

[
mE3 −mr×

CG
mr×

CG ICG − mr×
CGr

×
CG

]

Applying the Eq. (1) to each of the three terms of Eq. (3), and defining the gen-
eralized coordinate vectors of airship and wind as: q = [x, y, z,ϕ,ϑ,ψ]T , qw =
[xw, yw, zw,ϕw,ϑw,ψw]

T And using the relation of generalized coordinate with,

q̇ =
[
ṗ
�̇

]
=

[
ST 03
03 R

] [
V
Ω

]
⇔ q̇ = J�X ⇒ X = J−1

Φ q̇ (4)

q̇w =
[
ṗw

�̇w

]
=

[
ST 03
03 R

] [
Vw

Ωw

]
⇔ q̇w = J�Xw ⇒ Xw = J−1

Φ q̇w (5)

where the transformation matrix from inertia coordinate system to the body coordi-
nate system S is

S =
⎡
⎣ cosψ cosϑ sinψ cosϑ − sin ϑ
cosψ sin ϑ sinϕ − sinψ cosϕ sinψ sin ϑ sinϕ + cosψ cosϕ cosϑ sinϕ
cosψ sin ϑ cosϕ + sinψ sinϕ sinψ sin ϑ cosϕ − cosψ sinϕ cosϑ cosϕ

⎤
⎦

and the matrix R is R =
⎡
⎣ 1 sinϕ tan ϑ cosϕ tan ϑ
0 cosϕ − sinϕ

0 sinϕ
cosϑ

cosϕ
cosϑ

⎤
⎦ The kinematics equations of

airship are:

⎡
⎣ ϕ̇

ϑ̇

ψ̇

⎤
⎦ = R

⎡
⎣ p
q
r

⎤
⎦ (6)

⎡
⎣ ẋ
ẏ
ż

⎤
⎦ = ST

⎡
⎣ u

v

w

⎤
⎦ (7)
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where, ϑ, ψ, ϕ are the pitch, yaw and roll angle respectively, x , y, z are the global
position coordinates respectively.

From the dynamic equations (3) and the kinematics equations (6 and 7), the state
equations of airship motion are:

Ẋ = f(X) (8)

where X = [ u v w p q r ϑ ψ φ x y z ]T is the state vector, f(X) is the nonlinear
vector related to the state variables.

3.2 The Aerodynamic Force Vector

The aerodynamic force can be divided into three parts:

Fa = f(α,β, q∞, p, q, r, δe, δr)

= f1(α,β, q∞) + f2(p, q, r,q∞) + f3(δe, δr, q∞) (9)

where, q∞ is the steady-state dynamic pressure, q∞ = ρU 2
0 /2, Lre f is the reference

length. The aerodynamic coefficients are calculated using the method
in Refs. [12, 13].

4 Waypoint Navigation

In straight-line path-following problems, the airship is required to fly through a
series of predefined waypoints at a given speed and constant altitude. It is a good
application for testing the autonomy level of robotic UAVs. As depicted in Fig. 2,
for illustrative purposes, lets name the waypoints A, B, C and D, and assume the
airship will visit them in that order. To determine whether the airship has reached
an assigned waypoint, a proximity zone of a specified radius is defined. When the
distance of the airship to the waypoint is less than the radius (R) of the proximity
circle, the airship is considered to have reached the waypoint. When this happens,
the next waypoint in the sequence is commanded.

4.1 Proportional Navigation (PN) Guidance Law

In order to fly through a set of given waypoints, the required heading angle, as
reference signal rcom , is generated by proportional navigation guidance law. The
current heading angle, ϕcur is calculated from the x and y component of the inertial
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Fig. 2 PN control

velocity vector as

ϕcur = tan−1

(
ẏ

ẋ

)
(10)

where ẋ and ẏ are the x and y components of the inertial velocity vector. The
commanded heading is calculated by

ϕcom = tan−1

[
(Cy − Py)

(Cx − Px )

]
(11)

where (Px , Py) is the x and y coordinates of airship and (Cx ,Cy) is the position of the
next waypoint C in the inertial frame, as show in Fig. 2. To turn the velocity vector
towards the next waypoint, ϕcur should track ϕcom . This is achieved by generating
the commanded yaw rate to reduce the path tracking error, as

rcom = Kp(ϕcom − ϕcur ) (12)

where the proportional gain Kp is a design parameter.
The results of experiments manifest that when the direction of vector V parallels

the vector
→
PC , it would be falsely considered working well. At the same time, if the

normal distance of the airship to the given path (line path connecting waypoints) is
more than the radius of the proximity circle, the airship flies along the extension line
of the current path and does not turn to the next waypoint.
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Only under the control of forwards thrust and rudder and elevator deflection,
though the airship can follow the given path, the actual trajectory, which airship
past, is not accuracy. To compensate these deficiencies, an improved proportional
navigation guidance law is proposed.

5 Improved Proportional Navigation (IPN) Guidance Law

Side slip angle is the angle between a rolling wheel’s actual direction of travel and
the direction towards which it is pointing. It will determine the vehicle’s behavior in
a given turn. Consider the relationship between reference line path, vector BC and
the current position of the airship; side slip angle β is introduced for tracking error.

As shown in Fig. 3, it can be seen that

μBC = tan−1

(
Cy − By

Cx − Bx

)
(13)

Fig. 3 Improved PN control
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where Bx , By , Cx and Cy are the x and y coordinates of waypoints B and C respec-
tively. Using the geometric and airship headings a desired heading angle is calculated
from the following function

ψd = π

2
tanh

(
dv

Ldes

)
(14)

where dv is calculated as follows

dv = ‖Rt‖ sin(μBC − ϕcur ) (15)

which related the direction of velocity vector V and ‖Rt‖, the distance traveled from
waypoint B.

Ldes is a design parameter which is a function of the airship speed calculated as
follows

Ldes = ‖V ‖ τ (16)

with τ being a performance design parameter. The commanded yaw angle provided
to the set-point tracking controller is calculated as follows

ψ′
com = ψd − β (17)

where β is the airship side-slip angle. As can be seen in Fig. 3, there is a restriction.

This is to say, when the direction of vector V parallels the vector
→
BC , it would be

falsely considered working well. In order to overcome this restriction and reduce the
path tracking error fast, the distance error

d = ‖Rt‖ sin(μd) (18)

should be taken into account. Where μd is the angel of vector
→
BC and

→
BP . Then we

can modify the Eq. (17) as

ψcom = ψd − β + K · d (19)

where K , the proportional gain, is a design parameter.
Finally, combining Eqs. (12) and (19), track error is regarded as

e = (1 − λ)rcom + λψcom (20)

where 0 < λ < 1 is a weighting coefficient. In this study, has been chosen.
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6 Results and Discussion

6.1 Flight in the Presence of Wind

In this section, the same tests are repeated, but there are wind disturbances acting
on the airship. To conveniently, The paths between waypoints A and B, B and C, C
and D, and D and A are called as path1, path2, path3 and path4. In path2, wind is in
x-direction (Wx ), at speed 1m/s and in path3 it is in z-direction (Wz), at speed 1m/s.
Wind disturbances exist during all process of path2 and path3. In this section, the
trim speed is changed in different paths. In path1, path3 and path4 the trim speed
is selected at 6.8m/s and in path2 the trim speed is 7.5m/s. The trim altitude of
1002m is unchanged as before. In Figs. 4 and 5, when the wind is experienced, the
altitude changes a little, but effect of on altitude is quite larger than the effect of
Wx (nearly zero). Under the improved PN law, linear and angular velocities change
differently at the wind components. Moreover, under the IPN law, simulation showed
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Fig. 4 Time history of airship body linear velocities, angular rates, orientation, control deflections
and waypoint graph for Proportional navigation (PN) guidance law under wind disturbance case
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Fig. 5 Time history of airship body velocities, angular rates, orientation, control deflections and
waypoint graph for improved Proportional Navigation (IPN) guidance law under wind disturbance
case

that, when wind is experienced, there are small overshoots in forward speed caused
by wind disturbances and the airship comes back to commanded speed value after a
short time. But under PN law, there is velocity fluctuation all the time. The rudder
deflection shocks fast all the processing under PN law, as can be seen in Fig. 4e.
However, in Fig. 5e, the rudder deflection can overcome the wind disturbances, and
return to stability very soon, which is showed that IPN law is better than PN law. As
it can be observed from Fig. 5a, b, u, w and q are mainly affected by Wz while v, p
and r are affected by Wx , just like that in Fig. 4a, b. All of these above have proved
that the IPN law is reliable. Moreover, compared Fig. 4f with Fig. 5f, the IPN law is
much better than previous one for waypoint navigation under the wind disturbance.

7 Conclusion

In this article, an Improved Proportional Navigation (IPN) guidance law is derived.
The main contribution in IPN is that it makes the airship (only has rudder for turning)
much easier to control. The results show thatwhen the speed is constant, the controller
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can adapt to wind perturbation in or directions. The fundamental difference between
the two guidance laws can be clearly seen; the IPN law attempts to track a reference
trajectory, therefore flying straight between waypoints and turning in the vicinity of
them to navigate towards the next one. The PN law however puts the airship on a
continuous arc-like trajectory after it has passed the first waypoint; this is caused
by continuously generating acceleration commands to change the heading if the
airship towards the next waypoint. In IPN law, the track error, considering β, can
reduce the impact of a high lateral acceleration at high speed turns and small turning
radius. By comparison, whether under the situation of wind disturbance or not, the
proposed algorithm performs better than the previous method in terms of robustness
and accuracy. The simulation results agree well with the theoretical analyses.
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Numerical Simulation on Gas Flow
Distribution in ESP for Convertor
Gas Purification

Lichun Xiao, Zhijiang Ding, Xiaoyuan Yang, Xuyan Liu
and Jie Yang

Abstract It is necessary to purify the convertor gas when it is recycled in gas tank.
The electrostatic precipitator is widely used for convertor gas dedusting because of
its high efficiency and low pressure loss. However, the collection efficiency of elec-
trostatic precipitator is affected by the gas flow distribution uniformity of the inlet
and outlet. Based on the computational fluid dynamic (CFD) method, numerical
calculation for gas flow distribution is carried out by using the k-ε two equation tur-
bulence model and SIMPLE (Semi-Implicit Method for Pressure Linked Equations)
algorithm. The results show that the optimal opening ratio of gas flow distribution
plate is less than 30%. The position of inlet gas flow distribution plate has great
influence on the gas flow uniformity. Compared with the gas flow field difference
between columnar electrostatic precipitator and rectangular one, the columnar elec-
trostatic precipitator has the advantages of high collection efficiency and structure
strength. The gas flow distribution uniformity in columnar electrostatic precipitator
is also superior to the rectangular one.
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1 Introduction

With the rapid progress of industry and development of society, the demand of iron
and steel increases quickly. The total outcome of iron and steel keeps the first ten
years continuously. The output of by-product gas also increases with steel output and
energy consume. The convertor gas is one of important by-product from convertor
steel making [1, 2]. It can be recycled as the fuel for power plant. Therefore it
is necessary for the iron and steel plant to utilize the convertor gas for reducing the
enterprises economic cost. The convertor gas contains large numbers of CO. Its mean
caloric is 8000kJ/m3. And its dust content is more than 120mg/m3 after the purifying
by wet method precipitation equipment. As the reason that high concentration dust
does harm to the generating equipment, it must be dedusted by a high precision dust
removal unit [3].

The wet electrostatic precipitator (ESP) can be used as the high precision dust
removal unit to purify the convertor gas [4–6]. However, the gas flow distribution in
the electrostatic precipitator has an important influence on its collection efficiency
[7]. There is an important method to improve the airflow distribution by adding the
gas flow distribution plate in the ESP inlet. It can change the gas flow distribution
state by changing the opening ratio. The gas flow will be divided into many small
pieces because of the resistance of the orifice flow [8]. It seems that the gas flow is
hackled by the gas flow distribution plate. At last the gas flows into the electrostatic
field perpendicularly.

The numerical calculation was carried out for the columnar ESP by changing the
arrangement mode of the gas flow distribution plate. It has proved that the columnar
ESP has many advantages than the rectangular one.

2 Fore Processing of Numerical Calculation
and Evaluation Standard

2.1 Geometric Model of ESP

As shown in Fig. 1, the geometric model of ESP is established according to the ESP
used in an iron and steel plant which length is 6.5m, width is 8m, and highness is
8.5m. The area of inlet is 1.85 × 1.85m. The length of inlet is 3.5m. The geometric
model of columnar ESP has the same section area with the rectangular one.

2.2 Computational Grids

Based on comprehensive consideration of the structure and working characteristics
of ESP, the node distribution of the grid is simplified for saving the computing
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Fig. 1 The geometric model of two kinds of ESP. aModel of rectangular ESP. bModel of columnar
ESP

Fig. 2 The computational grid of two kinds of ESP. a Computational grid of rectangular ESP.
b Computational grid of columnar ESP

time. As shown in Fig. 2, the computational grid of two types of ESP are structured
processing by using the size control function of soft GAMBIT. The total grid of gas
flow distribution plate in the inlet are 8 × 105 ∼ 1 × 106.

2.3 Boundary Conditions

Based on themediumof air the gas flowing through theESP can be seen as turbulence,
low speed, incompressible fluid. The inlet can select the entrance velocity boundary
conditions. The outlet can select the free export boundary conditions. Because there
are lots of holes in the inlet gas flow distribution plate, the amount of grid from
the gas flow distribution plate will be large when the solid model is used. Based on
porous medium model, the amount of the computational grid will decrease greatly.
The k-turbulence model is used in the paper, a finite volume method is used to solve
the discrete problem [9, 10]. The two-step upwind discretization scheme is adopted,
and the discrete equation is solved by using the coupled SIMPLE algorithm with the
pressure velocity [11–13].
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3 Results and Analysis

3.1 Without Gas Flow Distribution Plate

When there is not any gas flow distribution plate in the ESP, the velocity contours are
shown on Figs. 3 and 4. Figure3 shows the velocity contours of the central section of
the electrostatic precipitator while Fig. 4 shows that of the outlet and inlet interface.

Fig. 3 Velocity contour of central section of the two kinds of ESP. a Rectangular ESP. b Columnar
ESP

Fig. 4 Velocity contours of the outlet and inlet section of two kinds of ESP. a Outlet of the
rectangular ESP. b Inlet of the rectangular ESP. c Outlet of the columnar ESP. d Inlet of the
columnar ESP



Numerical Simulation on Gas Flow Distribution … 389

As can be seen from the velocity contours, when there is no gas flow distribution
plate the gas mainly flows through the middle part of the dust collector, and a large
number of reflux appears in the corner between the inlet and the electric field. So
there are both high and low speed areas in the electric field at the same time. The
reflux increases disturbance of the gas flow in electric field. This will seriously
reduce the dust removal efficiency of electrostatic precipitator. The relative root
mean square (RMS) value of square ESP is 1.322 and cylindrical is 1.196 from the
statistic results. The gas flow distribution of the columnar ESP is relatively uniform
than the rectangular. It also means that the columnar ESP has the superiority that its
inner space is smooth.

3.2 The RMS Values of A Gas Flow Distribution Plate

From the computational model, the gas flow distribution plate is placed at 1.58m
distance from the inlet. When the percentage of opening area are 20, 25, 30, 35,
40, 45%, the airflow distribution relative RMS values of two kinds of electrostatic
precipitators are shown in Fig. 5.

As can be seen from Fig. 5, gas flow distribution in the electrostatic precipitator
turns homogeneous when the gas flow distribution plate is added. The minimum of
relative RMS value in rectangular ESP is 0.431 when the percentage of opening area
is 40%, and the minimum of relative RMS value in columnar ESP is 0.358 when
the percentage of opening area is 30%. All of this doesn’t accord with the industry
standard, it must be improved.

Fig. 5 Comparison of RMS
values of different porosities
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Table 1 The RMS values of three kinds of layout

Percentage of opening area of the first plate 30 30 30

Percentage of opening area of the second plate 25 30 35

The relative RMS value 0.243 0.241 0.237

3.3 Gas Flow Distribution Affected by Percentage
of Opening Area

There is each one piece of gas flow distribution plate at the distance of 1.05 and
1m from the inlet of columnar ESP. The percentage of opening area is selected as
Table1. The relative RMS value of three kinds of gas flow distribution is also given
in Table1. It can be seen that the relative RMS value decreases and the gas flow
distribution is obviously improved when there are two pieces of gas flow distribution
plate. Compared with three kinds of gas flow distribution, when the percentage of
opening area are 30 and 35% the gas flow distribution state is best. What is more,
the relative RMS value = 0.237. The reason is that the gas velocity in electric field
is relatively small when the percentage of opening area is small. The pressure loss
decreases with the percentage of opening area. Consequently, the gas velocity will
increase if the percentage of opening area of the second piece of gas flow distribution
plate increases.

3.4 Gas Flow Distribution Affected by the Plates
Arrange Mode

The distance which two pieces of gas flow distribution plate set in the inlet of ESP
is shown in Table2.

When the percentage of opening area is 30 and 35%, the relative RMS value of
five kinds of layout is shown in Fig. 6. Horizontal coordinates respectively indicates
five layout of gas flow distribution plate. The minimum of relative root mean square
value is 0.226. It also denotes that the best gas flow distribution in the ESP is gotten
when the plates are respectively arranged at 1.58 and 2.36m. Therefore, the distance
of gas flow distribution plates in the inlet of ESP has great effect on the uniform of
gas flow distribution.

Table 2 Distance of the two plates of inlet in the ESP

Number 1 2 3 4 5

Distance of the first plate (m) 1.05 1.58 1.58 1.05 1.05

Distance of the second plate (m) 1.58 2.36 3.15 2.36 2.10
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Fig. 6 The RMS values of
five locations of layout

4 Conclusions

Through the numerical calculation of the gas flowdistribution in the ESP, conclusions
are drawn as follows: The gas flow distribution of columnar ESP is better than
the rectangular ESP when the percentage of opening area and layout of the gas
flow distribution plate are the same. Since there is no sharp edges and corners in
the columnar ESP and it has a smooth gas flow field, the uniformity of gas flow
distribution has been improved. When there is a piece of gas flow distribution at
distance of 1.58m from the inlet, the minimum of relative root mean square value
of rectangular ESP is 0.431 while the columnar ESP is 0.358. The uniformity of gas
flow distribution can be also improved by adjusting percentage of the opening area
and layout of the gas flow distribution plates. The minimum of the relative root mean
square value is 0.226 when the percentage of the opening area first plate is 30%, the
second plate is 35%, and the tow plates are respectively arranged at 1.58 and 2.36m.
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Optical Characteristics of Antireflection
of SiN Layer on the Si Substrate

Haifeng Chen and Duan Xie

Abstract This paper studies the optical characteristics of SiN antireflection coating
(ARC) on the Si substrate and mainly focuses on the effects of different wavelength
and angle of incident light on the ARC. In this paper the concept of antireflection
window (ARW) is proposed and is used to analyze the situation of whole incident
angles. It is found that the 3D surface of reflectivity shows a groove which results
from the fast change of the light with 400–900nm wavelength. Additionally, the
angle of the incident light with = 616nm is smaller than 650 for the ARW.

Keywords ARC · SiN · Solar cell · Reflectivity · Si substrate

1 Introduction

Solar cell supplies the clean energy and is usedwidely. The solar cells are divides into
several types and every type has its own characteristic. In this types, the crystal-line
silicon solar cell receives the more attentions and applications due to its high photo-
electric conversion rate which is reaches 22% nowadays. One of the key processes
improving the photoelectric conversion rate of crystalline silicon solar cell is to make
the good antireflection coating (ARC) [1–4]. With the assistant of texturing process,
ARC even can make the reflectivity of Si surface decreases below 5%. The main-
stream ARC is the SiN layer which are deposited by the PECVD or PVD [5–8].
Therefore, the study of SiN ARC is very meaningful for the improvement of the
solar cell and other optical sensors. Although there are a lot of researches on SiN
ARC, all the features of this layer still are not understood completely.
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This paper aims to investigate the optical characteristics of SiN ARC and mainly
focuses on the effect of thewavelength and incident angle on the surface of reflectivity
of Si substrate. With the simulation, the reflectivity curves are shown. Meanwhile,
the concept of antireflection window is given.

2 Physical Theory of SiN ARC

When the incident light reaches the Si surface, part of this light steps into the Si
and other part is reflected by the Si surface. When the incident angle is 0◦, the
reflectivity of naked Si is minimum and is about 33%. Figure1a shows the reflection
illustration of naked Si. This high reflectivity is due to the mutation of the refractive
index between the air (n0 = 1) and the Si (nsi = 3.8). Then it is necessary to deposit
ARC to decrease the reflectivity. ARC uses the optical phase principle of interference
between top and bottom surface of SiN thin film to cancel the reflection light [2, 7].

The refractive index of SiN is about 2, so it can relieve themutation of the refractive
index between the air and the Si. Figure1b is the reflection illustration of the Si with
the SiN ARC. Under the incident angle is 0◦, the reflectivity is minimum when the
optical thickness equals to the 1/2 of wavelength of incident light.

Air: n0=1 

SiN: n1=2

Si: n2=3.8 

Si

n1=3.8 

Air: n0=1
(a)

(b)

Fig. 1 The reflection illustration: a naked Si and b Si with ARC
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3 Results and Discussion

Figure2 shows the relationship of reflectivity Rwith thewavelengthwith andwithout
SiN ARC at = 0◦. In this case, the thickness t of the ARC is 77nm. In the Fig. 2,
the λ of incident light is 616nm and SiN ARC improves the feature of reflection
pretty much. Between the wavelength range of 200–1150nm, the reflectivity curve
of Si with the SiN ARC presents a peak and valley. The whole curve is divided
into 3 ranges according to the reflectivity value of 10%: 250–450, 450–900 and
900–1150nm. In these ranges, only the range of 450–900nm has the R below 10%.
Because the spectrum part of strongest intensity of the sunlight just locates in this
range, so the SiN ARC plays a good role for the solar cell to decrease the reflection.

For better understanding the ARC, we can call R < 10% range the anti-reflection
window (ARW).Actually, ARW is a filter which lets lights pass through it selectively.
In Fig. 2, ARW is the BC. The ARW decides the best range of wavelength which can
be absorbed and meanwhile limits this absorb range. However, the refraction index
of SiN ARC can be changed by adjusting the constituents of SiN material. Figure3
gives the comparison of reflectivity between the two cases of nsi = 1.95 and nsi = 2
when the optical thickness of ARC is 1/2 of wavelength. From the Fig. 3, the curve
shifts left. This is to say that ARWmakes the curve blue shift which means the light
with the short wavelength can be absorbed easily.

Since the incident angle of sun light is changed, Fig. 4 shows the 3D surface of R
with the angle range of 0−90◦. It can be seen that there is a groove at the range of
400–900nm. As the angle increase, the groove shallows. The formation of the groove
is due to the R of the light with the wavelength of 400–900nm changes faster than
that with other range wavelength. The core of this groove has the R below 10% and
actually is ARW field. This ARW is triangle-like. Further, R between 400–900nm
is always very small under the whole θ range.

Fig. 2 Relationship of R
and With and without SiN
ARC at n = 2
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Fig. 3 The blue shift of R
curve

Fig. 4 R under different λ
and θ

To analyze the problem, Fig. 5 abstracts the R curves of λ = 200, 300 and 616nm
wavelength from Fig. 4. It can be shown that R at 616nm is minimumwhen θ < 80◦.
Between 0◦ < θ < 40◦, the R at λ = 300nm is as small as that at 616nm. Once θ

is larger than 80◦, the R of all wavelengths increase rapidly and has the consistent
value.

Figure6 shows the ARW at 616nm. From this figure, it can be found that R is
below 10% between 0◦ < θ < 65◦. R is larger than 10% and ARW disappears when
θ > 65◦.

On the basis of above discussion, ARW has the low R and must be considered
in the process of the solar cell. In order to decrease R of cell (without texture) and
increase ARW range, there are many things that we can do: using multi-coating layer
as ARC, using nanoscale particle to transmit high energy light (UV) into visible light
and using maximum power point tracking technology on the Solar Cell.
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Fig. 5 Relationship of R
and θ under the different
wavelength

Fig. 6 ARW at the
wavelength of 616nm

4 Conclusion

This paper discusses the optical characteristics of the SiN ARC and mainly focuses
on the influence of the wavelength and angle of incident light on the reflectivity. It is
proposed the concept of the antireflection window (ARW) and studies the situation
of R under the condition of whole incident angles. It is found that the R surface
presents a groove and this ascribes to the fast change of R of the incident light with
the wavelength of 400–900nm. Further, the method which increases ARW range is
also given.

These results should be helpful to understand the characteristics of the SiN ARC.
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The Space Vector Control System for PMSM
Implemented by Model-Based Design
Techniques

Danping Ma, Ziqiang Tang, Xianwu Gong, Wenjie Hei and Jingfei Yue

Abstract On account of the space vector control system for PMSM
(Permanent Magnet Synchronous Motor), adopt MBD (Model-Based Design) tech-
niques, the simulation model of space vector control for PMSM was built with
MATLAB/Simulink Embedded Coder toolbox, and the performance of the speed
control system is simulated. After verifying the correctness of the simulation model,
the fixed-point code model was built for the control system. And used the fixed-point
codemodel to generateC code automatically, and the generatedC codewas debugged
in the designed hardware test platform debugging. The experimental result shows
that the space vector control system for PMSM implemented by MBD techniques
has good dynamic response performance.
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1 Introduction

Permanent magnet synchronous motor is a kind of synchronous motor, which is
widely used in speed control and servo system [1] because of small size, light weight,
high efficiency and good dynamic performance. With the integration of power elec-
tronics and the constant improvement of the digital, DSP has been widely used in
power electronic field and motion control field such as inverter circuit, frequency
conversion speed control and so on. The development mode of DSP in the tradi-
tional [2] is: first verifying engineers idea by using the simulation software (such as
MATLAB); and programming, debugging and commissioning on the self-made hard-
ware platform, in order to realize the demand of engineers idea in the analysis stage;
finally testing the whole system design. Because the whole development process is
independent each other, the organic unity between the various processes is separated,
in addition to the development of more personnel, each person’s understanding of
the document is inevitably biased, which will result in the function and design of
the product is not consistent with the design expectations. The disadvantages of this
approach are to reduce the development efficiency, and make the development cycle
extended. Compared with controller algorithm of traditional project development is
developed with the method of manual programming, Model-Based Design is based
on the Coder Embed toolbox developed by TI company and MathWorks company,
which is a newway [3] for the development of embedded system. The controller code
can be generated automatically byMatlab Real-TimeWorkshop Embedded Coder in
the MBD techniques, which greatly reduces the manpower, material resources and
time needed for manual programming, improves the reliability and consistency [4]
of the code, accelerates the development of software and hardware, and shortens the
development cycle. In this paper, the permanent magnet synchronous motor as the
research object, with MBD techniques method to study the space vector control of
permanent magnet synchronous motor, to explore the application of the MBD tech-
niques in the permanent magnet synchronous motor control, in order to improve the
development efficiency of permanent magnet synchronous motor control system.

2 Model-Based Design

In theprocess ofModel-BasedDesign systemdesign, all the information transmission
and the basis of the work is the system model from the requirements analysis to the
system design and implementation, and the testing and verification, which is the core
of the development process through the modeling and simulation.

The basic flow chart ofModel-Based Design is shown in Fig. 1. It is not dependent
on the physical hardware and executable text specification, the Model-Based Design
can be implemented as a systemmodel. This executable specification supports design
and simulation of system level and hardware level, automatic code generation, and
testing and verification throughout the development process.
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Fig. 1 The basic flow chart of model-based design

3 Modeling and Simulation of PMSM

3.1 The Principle of PMSM Control System

In this paper, the PMSM space vector control block diagram is shown in Fig. 2.
ia , ib is the PMSM two-phase current detected by current sensor, using the Clark
transformation to convert ia , ib to is , is in the two-phase static coordinate system
(a, b). Two phase current of Clark coordinate after Park transformation, the output
current in the two-phase rotating coordinate system is isd , isq , isd , isq as the feedback
current, comparing with the given current iSdre f , iSqre f , the output vSdre f , vSqre f
are adjusted after PID controller. The voltage vSre f , vSre f in the two-phase static
coordinate system are obtained by inverse Park transformation. After space vector
operation, the control signal of the three-phase inverter bridge is output to drive the
inverter bridge.

iSqre f in this paper is the torque current reference value for a given speed and the
actual speed difference after the adjustment of speed PID.

3.2 The Simulation Model of PMSM Control System

According to the space vector control structure and performance requirements of
the permanent magnet synchronous motor, the PMSM space vector control system
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Fig. 2 Block diagram of space vector control for permanent magnet synchronous motor

Fig. 3 The simulation model of PMSM space vector control system
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Simulink simulation model is built in Fig. 3. The control system mainly includes
system input model, the model of controller, the inverter and the model of PMSM,
scope is the system signal observation model.

The parameters of the control system simulationmodel include the speed loop and
the current loop PID [5] parameter setting, the parameter setting of the permanent
magnet synchronous motor, and the setting of the system current loop and the speed
loop.

4 Simulation Result Analysis

In order to verify the correctness and validity of the permanent magnet synchronous
motor control system, the simulation and verification of the whole control system
model are carried out. Figure4 shows the speed, current and rotor position waveform
when the given speed is 300 r ·min−1 in speed closed loop.

From Fig. 4 it can be seen that the motor can reach a given value at 0.2 s at a given
speed, and has no overshoot, which shows that the dynamic response of the motor is
good, and it also shows that the speed PID control parameter is reasonable.

5 Experimental Results Analysis of PMSM Control System

5.1 The Code Model of PMSM Control System

The code model of control system is shown in Fig. 5. The basic structure is timing
through AD interrupt and calling for the entire control algorithm. According to the
requirements of control system, the sampling frequency of current loop is 50us,
while the sampling frequency of speed loop is 5ms, using PWM underflow to start
the AD conversion, after the completion of the AD converter generates an interrupt,
the given speed of the motor is achieved by GUI control interface to write RTDX
channel.

The implementation part of current loop PID control and SVPWM algorithm
are implemented in Function Call Subsystem, as shown in Fig. 6, including PWM
module, QEP module, ADC module, Interrupt Hardware module, RTDX module,
etc.

Fig. 4 The simulation model of PMSM space vector control system
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Fig. 5 The code model of PMSM control system

Fig. 6 Function call subsystem
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After the completion of the permanent magnet synchronous motor vector con-
trol theory analysis, control system simulation and control algorithm code model,
combinedwith a hardware test platform, the control algorithm is automatically gener-
ated code download to the hardware test platform for actual debugging and functional
verification. The test platform includes control board, power drive board, permanent
magnet synchronous motor, DC power supply and oscilloscope.

5.2 Debug Result Analysis

GUI real-time control effect is shown in Fig. 7. GUI control interface can be used
to modify the given speed of the motor, achieve the motor speed control, but also
achieve directional control of motor by select the check box in the GUI interface.
The real-time current and speed of the motor are observed by the oscilloscope.

The speed and current response waveform is shown in Figs. 8 and 9. It can be
seen that the space vector control system has the characteristics of quick start and
fast response.

Comparing the results of experiment and the results of simulation, the current and
speed In the speed waveform, the x-coordinate represents the sampling point and the

Fig. 7 GUI display and control interface for PMSM
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Fig. 8 The motor speed and A phase current waveform when SpdRe f = 2000 r ·min−1

Fig. 9 The motor speed and A phase current waveform when SpdRe f = 1000 r ·min−1

data sampling frequency is 0.01 s, such as the x-coordinate is 20, the time is 0.2 s.
When the motor given speed is 1000 r ·min−1 and 2000 r ·min−1, the actual speed
of motor can reach the given speed quickly, which indicates that the system has good
performance; When the motor running at high speed, the motor current waveform is
close to the sine wave, but when the motor speed is low, the motor current waveform
distortion is more serious, and the sine wave is relatively poor. This is mainly due to
the influence of permanent magnet synchronous motor cogging torque, and with the
increase of motor speed, the electromagnetic torque output increases, the influence
of cogging torque is more and more weak, motor current waveform will become
closer to the sine wave.

Comparing the reaults of experiment and the results of simulation, the current and
speed response are consistent with the simulation results. There will be a waveform
distortion of motor experiment current when the speed is low, and the simulation
waveform is still a sine wave, which is due to the use of the simulink motor is
the ideal model, ignoring the influence of motor physical structure on the actual
operation.

By simulation modeling, system code modeling, control system automatic code
generation to the actual hardware platform testing and debugging, the experimen-
tal results verify the use of model-based design method to achieve PMSM control
algorithm is effective and feasible.
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6 Conclusion

The simulation model of the space vector control system of permanent magnet syn-
chronous motor is built by using Coder Embedded toolbox, the speed control per-
formance of the system is simulated. Based on the TMS320F2812 control chip, the
hardware test platform of the permanent magnet synchronous motor is designed. The
code model of the permanent magnet synchronous motor on the basis of the simula-
tion model is built. Finally, C code is automatically generated by the code model, the
actual debugging on the hardware platform is completed. The experimental results
show that the speed regulation performance of the permanent magnet synchronous
motor based on the model based design method can meet the requirements.
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Stability Analysis of Car-Following Model
with Uncertainty in Perceiving Velocity

Geng Zhang, Dihua Sun, Min Zhao, Hui Liu, Dong Chen
and Yang Li

Abstract To reveal the impact of uncertain traffic information on traffic flow,
a new car-following model with consideration of uncertainty in perceiving veloc-
ity is proposed. The linear stability criterion of the new model is derived through
linear stability theory and it shows that the stable region for a small perceived velocity
of the preceding vehicle is larger than that for a large perceived velocity of the preced-
ing vehicle. Numerical simulation is in good agreement with the analytical results,
which reveals that the uncertain traffic information would influence the stability of
traffic flow importantly.
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1 Introduction

Traffic congestion is a serious problem in modern society and has attracted extensive
research in the last few decades. In order to reveal the mechanism of traffic con-
gestion, many traffic models have been constructed. Among them, the car-following
models aiming at revealing the motion of an individual vehicle to a stimulus from
its preceding vehicle without lane-changing are widely studied.

The pioneering car-following model is proposed by Pipes [1] and the vehicles
motion is controlled by the velocity difference of two successive vehicles. In 1995,
Bando et al. [2] assumed that the following vehicles motion is determined by an
optimal velocity and put forward the famous optimal velocity (OV) car-following
model. After that, the OV model was extended by Helbing and Tilch [3] to the
generalized force (GF) model and further extended to the full velocity difference
(FVD) model by Jiang et al. [4]. Recently, lots of extended car-following models
[5–13] with consideration of various real traffic information have been developed.

However, the information introduced in the aforementioned models are determi-
nate and they are unable to reveal the impact of uncertain traffic condition on traffic
flow. Actually, the traffic system is operated under uncertain environment on account
of the irregular road surface, bad weather, traffic interruption, equipment failure, and
driver’s personality and the uncertain traffic condition would influence the stabil-
ity of traffic flow significantly. But few researches were conducted to explore the
car-following behavior with uncertain traffic condition [14].

In order to reveal the effect of uncertain traffic information on traffic flow, a new
car-following model is constructed in this paper. The new model is introduced in the
following section. In Sect. 3, the linear stability analysis is carried out for the new
model. Numerical simulation is carried out to validate the analytic results in Sect. 4
and a conclusion is given in Sect. 5.

2 The New Model

Generally, the car-following theory describes the motion of the following vehicle to
the stimulus from its surrounding traffic condition. In 1995, Bando et al. [2] assumed
that the following driver always seeks a safe and optimal velocity in the car-following
process and proposed the following OV model

dvn(t)

dt
= a [V (Δxn(t)) − vn(t)] (1)

where xn(t) and vn(t) are the position and velocity of vehicle n at time t respectively,
Δxn(t) = xn+1(t) − xn(t) denotes the headway between the preceding vehicle n + 1
and the following one n, a is the driver’s sensitivity and V refers to the optimal
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velocity function. Equation (1) shows that the variation of the following vehicle’s
speed is determined by the difference of the optimal velocity and its current velocity.

After that, Jiang et al. [4] considered that the preceding vehicle’s velocity is also
very important for the motion of the following vehicle and developed the famous
FVD model.

dvn(t)

dt
= a [V (Δxn(t)) − vn(t)] + ak

[
vn+1(t) − vn(t)

]
(2)

where Δvn(t) = vn+1(t) − vn(t) denotes the velocity difference between vehicle
n + 1 and vehicle n, and k represents driver’s response coefficient to the velocity
difference information.

Recently, the FVD model was widely extended by considering many real traffic
factors like multiple information of headway or velocity [5–7], driver’s individual
behaviors [8–11] and various road condition [12, 13]. It has been found out that these
information influence the stability of traffic flow significantly. But to the author’s
knowledge, these information introduced in the above car-followingmodels are quite
deterministic and can not be used to uncover the traffic property caused by uncertain
traffic situation. In real traffic, due to the irregular road surface, slushyweather, traffic
interruption, and equipment failure, the following driver’s perceived velocity of the
preceding vehicle is uncertain. In order to investigate the effect of uncertainty of
the preceding vehicle’s velocity on the stability of traffic flow, a new car-following
model is constructed based on the FVD model as follows:

dvn(t)

dt
= a [V (Δxn(t)) − vn(t)] + ak

[
(1 + p)vn+1(t) − vn(t)

]
(3)

where p is the coefficient reflecting the level of uncertainty of the preceding vehicle’s
velocity and a big absolute value of p indicates a higher level of uncertainty. The
optimal velocity function V adopted here is the same as that in Ref. [2]:

V (Δxn(t)) = vmax

2
[tanh(Δxn(t) − hc) + tanh(hc)] (4)

where vmax = 2 is the maximal velocity and hc = 4 represents the safety distance.

3 Linear Stability Analysis

In this section, the linear stability analysis of the new car-following model is carried
out to investigate the influence of uncertainty of the preceding vehicle’s velocity on
traffic flow. We first rewrite Eq. (3) into the following difference form in terms of
headway:
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d2Δxn(t)

dt2
= a

[
V (Δxn+1(t)) − V (Δxn(t)) − dΔxn(t)

dt

]

+ ak

[
(1 + p)

dΔxn+1(t)

dt
− dΔxn(t)

dt

]
(5)

The stable traffic flow is such a state that all vehicles move with the same headway
h and the same velocity V ∗ = V (h)

(1−kp) on a ring road. Then the solution of the stable
traffic flow is:

x0n (t) = hn + V ∗t, h = L/N (6)

where N is the total car number and L refers to the length of the road. Let yn(t) be
a small deviation from the stable solution x0n (t) as below:

yn(t) = xn(t) − x0n (t) (7)

Substituting Eqs. (6) and (7) into Eq. (5) and linearizing it, then we have

d2Δyn(t)

dt2
= a

[
V ′(Δyn+1(t) − Δyn(t)) − dΔyn(t)

dt

]

+ ak

[
(1 + p)

dΔyn+1(t)

dt
− dΔyn(t)

dt

]
(8)

where Δyn(t) = yn+1(t) − yn(t) and V ′ = d(V (Δxn(t)))/d(Δxn(t))|Δxn(t)=h . By
expanding Δyn(t) = exp(ikn + zt), we obtain the following equation for z

z2 + az − aV ′(eik − 1) − ak
[
(1 + p)eik − 1

]
z = 0 (9)

By expanding z = z1(ik) + z2(ik)2 + · · · and inserting it into Eq. (9), the first-order
and second-order terms of ik are obtained

z1 = V ′

1 − kp
(10)

z2 = − (V ′)2

a(1 − kp)3
+ V ′

2(1 − kp)
+ k(1 + p)V ′

(1 − kp)2
(11)

The uniform flow remains stable if z2 is positive but becomes unstable when z2
is negative for long wavelength modes. Thus, the neutral stability condition for the
new model is:

a = 2V ′

(1 − kp) [1 − kp + 2k(1 + p)]
(12)
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Fig. 1 Phase diagram in
headway-sensitivity space
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So, the uniform traffic flow is stable if

a >
2V ′

(1 − kp) [1 − kp + 2k(1 + p)]
(13)

When p = 0, the stable condition reduces to that of the FVD model

a >
2V ′

1 + 2k
(14)

From Eq. (13), we can see that the parameter p impacts the stability of traffic
flow importantly. Figure1 shows the neutral stability curves of the new model in the
headway-sensitivity space (Δx, a) based on Eq. (12) for different values of p when
k = 0.5. The apex of each curve indicates the critical point (hc, ac). In Fig. 1, it is
clear that the headway-sensitivity space is divided into the stable region (above the
neutral stability curve) and the unstable region (below the neutral stability curve) by
each neutral stability curve. In the unstable region, traffic density wave will result
from the original stable traffic flow under a small disturbance. To the contrary, the
traffic flow is stable in the stable region and traffic jam will not appear. Furthermore,
we can see from Fig. 1 that the unstable region expands with the value of p increasing
and the stable region for p with negative value is much larger than that for p with
positive value. This means that the uncertainty of the preceding vehicle’s velocity
affects the traffic stability importantly and a smaller perceived preceding vehicle’s
velocity can enhance the stability of traffic flow but a larger perceived preceding
vehicle’s velocity can reduce traffic stability and lead to traffic congestion.
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Fig. 2 Snapshots of vehicle’s velocities for different values of p when t = 100 s and t = 1000 s

4 Numerical Simulation

In order to check the theoretical results, numerical simulation is carried out for the
newmodel with periodic boundary condition to study the space-time evolution of the
velocity when a small perturbation appears. The total car number is N = 100 and the
length of the ring road is L = 400m. Other parameters are a = 0.64, k = 0.5. The
initial condition is taken as x1(0) = 0.2m and xn(0) = (n − 1)L/Nm for n �= 1, the
initial velocity is x ′

n(0) = V (L/N ), and the simulation time step is Δt = 0.1.
Figure2 shows the snapshots of the velocities of all vehicles at t = 100 s and

t = 1000 s for the new model. The result is reduced to the FVD model when p = 0.
From Fig. 2, we can see that the initial stable flowwill develop into traffic congestion
under a small disturbance as the stability condition of Eq. (13) is unsatisfied. In
addition, the amplitude of the velocity curve for p with negative value is much
smaller than that for p with positive value, which means that a smaller perceived
preceding vehicle’s velocity ismore useful than a larger perceived preceding vehicle’s
velocity in stabilizing traffic flow.

5 Conclusion

In this paper, we propose a new car-following model with consideration of driver’s
uncertainty in perceiving velocity of the preceding vehicle based on the full velocity
difference model. The stability criterion of the new model is obtained through linear
stability theory. Also numerical simulation is carried out to verify the analytical
results and it is proved that the uncertain traffic information has an important role in
the stability of traffic flow.
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Leader-Following Attitude Consensus
for Multi-rigid-body Systems
with Time-Varying Communication Delays
and Jointly Connected Topologies

Long Ma, Shicheng Wang and Haibo Min

Abstract In this paper, we study the leader-following attitude consensus problem
for multi-rigid-body systems under jointly connected topologies coupled with time-
varying communication delays. By associating an auxiliary vector for each follower,
the control algorithm is designed, and the stability of the whole system is proved
by using Lyapunov Krasovskii function and contradiction method. In terms of lin-
ear matrix inequalities, we derive sufficient conditions that guarantee all followers
asymptotically converge to the leader.

Keywords Multi-rigid-body · Attitude consensus control · Leader-following ·
Communication delay · Jointly connected topologies

1 Introduction

Attitude consensus control for a group of rigid-body systems has received much
research interest recently. Since the biggest difference between multi-agent systems
and single-agent system lies in the communication network, two interesting top-
ics on attitude consensus problem have been extensively studied. One is about the
communication time-delay, while the other one is on the switching topologies.

Time delays inevitably exist in the system and communication links, which may
degrade the control performance of the formation and even destabilize the entire
system. References [1, 2] consider the case with constant time-delay. References
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[3–5] consider the problem with time-varying communication delays under undi-
rected topology.

Communication outage, newmember’s joining or quitting, radio silence or recov-
ery will cause the change of the communication topology, named switching topolo-
gies, which makes it more difficult to design the control laws. References [6–8] con-
sider the case with communication delays and switching topologies. However, all the
above literatures don’t consider the more challenging jointly connected topologies.
References [9, 10] consider jointly connected topologies but without communication
delays.

In this paper, we study the leader-following attitude consensus problem for multi-
rigid-body systems under jointly connected topologies coupled with time-varying
communication delays. This is the biggest difference between this paper and the
others. The controller includes two parts, one of which is designed for compensation,
while the other one is designed for coordination. By associating an auxiliary signal
for each follower, the whole system is proved to be stable and converge to the leader.

2 Problem Statement and Background Information

2.1 Dynamics of Rigid Spacecraft Attitude

We consider a multiple rigid spacecraft system consisting of n + 1 spacecraft. Sup-
pose that there exist n followers, labeled 1 to n, and one single leader labeled 0. The
attitude dynamics of the i th follower is described by

σ̇i = G(σi )ωi

ω̇i = J−1
i

(−ω×
i Jiωi + ui

)
(1)

whereσi ∈ R
3 denotes theModifiedRodriguesParameters that represents the attitude

of the i th spacecraft, ωi = [
ωi1 ωi2 ωi3

]T ∈ R3 denotes the angular velocity of the
i th spacecraft, Ji and ui are respectively the inertial matrix and the external input
torque of the i th spacecraft. ω×

i is the skew-symmetric matrix with the form ω×
i =⎡

⎣ 0 −ωi3 ωi2

ωi3 0 −ωi1

−ωi2 ωi1 0

⎤
⎦, the matrix G(σi ) is given by

G(σi ) = 1

2

[
(1 − σT

i σi )I3
2

+ σ×
i + σiσ

T
i

]
, (2)

which has the following properties [11]

G(σi )G
T(σi ) =

(
1 + σT

i σi

4

)2

I3 = pi I3. (3)
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2.2 Graph Theory

Graphs can be conveniently used to represent the information flow between agents.
Let Ḡ = {V̄, Ē, Ā} be an undirected graph or directed graph (digraph) of order n + 1
with the set of nodes V̄(Ḡ) = {v0, v1, v2, · · · , vn}, the set of edges Ē ⊆ V̄ × V̄ , and
a weighted adjacency matrix Ā = {ai j } with non-negative adjacency elements ai j .
Given a piecewise constant switching signal�(t), we can define a nonnegative switch-
ing matrix Ā�(t) = [ai j (t)], i, j = 0, 1, . . . , n, where, for i = 1, . . . , n, ai0(t) > 0 if
and only if the control input ui can access the information of the leader’s at time
instant t , and all other elements of Ā�(t) are arbitrary nonnegative numbers satis-
fying aii (t) = 0 for any t ≥ 0, i = 0, 1, . . . , n. Let Ḡ�(t) = (V̄, Ē�(t)) be a dynamic
digraph of Ā�(t). Then, the node set V̄ = 0, 1, . . . , n with 0 corresponding to the
leader system and the integer i, i = 1, . . . , n, corresponding to the i th subsystem of
the follower system, and Ē�(t) ⊆ V̄ × V̄ and (i, j) ∈ Ē�(t) if and only if ai j (t) > 0 at
time instant t .

To model the jointly-connected topologies, we consider an infinite sequence of
continuous, bounded, non-overlapping time intervals [tk, tk+1), k = 0, 1, 2, . . . with
t0 = 0, T0 ≤ tk+1 − tk ≤ T for some constants T0 and T . Assume that each interval
[tk, tk+1) is composed of the following non-overlapping subintervals [t0k , t1k ), . . . ,
[t j−1
k , t jk ), . . . , [tmk−1

k , tmk
k )with t0k = tk and t

mk
k = tk+1 for some nonnegative integer

mk . The topology switches at time instants t0k , t
1
k , . . . , t

mk−1
k , which satisfy t j−1

k −
t jk ≥ τ , j = 1, . . . ,mk , with τ a positive constant, such that during each subinterval
[t j−1
k , t jk ), the interconnection topology Ḡ�(t) does not change. Note that in each

interval [tk, tk+1), Ḡ�(t) is permitted to be disconnected. The graphs are said to be
jointly connected across the time interval [t, t + T ]with T > 0 if the union of graphs
Ḡ�(t) : s ∈ [t, t + T ] is connected.
Assumption 1 The communication among the followers is bidirectional, and there
exists a subsequence {ik} of {i : i = 0, 1, . . .} with tik+1 − tik < T for some positive
T such that the union graph

⋃ik+1−1
j=ik

Ḡ�(t j ) contains a spanning tree with the node 0
as the root.

2.3 Problem Statement

The control objective is said to be reached if

lim
t→∞ |σi (t) − σ0(t)| → 0

lim
t→∞ |ωi (t)| → 0, i, j ∈ l.

(4)
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3 Main Results

In this section, we deal with the distributed attitude consensus control problem with
not only jointly connected topologies but also time-varying delays among agents.
Denote Ti j (t) as the time-varying delay from the j th agent to the i th agent.

Assumption 2 The timedelays are differentiable, bounded and satisfy Ṫi j (t) ≤ Γ <

1, where Γ is a nonnegative constant. We define a positive constant gain dependent
on the maximum changing rates of delay as d2 ≤ 1 − Γ , and also assume that T̈i j (t)
is bounded, i.e., T̈i j (t) ∈ L∞.

Lemma 1 ([12])Given constant matricesΞ11,Ξ12, andΞ22, whereΞ11 = ΞT
11 and

Ξ22 = ΞT
22 < 0. Then Ξ11 − Ξ12Ξ

−1
22 Ξ T

12 < 0 if and only if

[
Ξ11 Ξ12

ΞT
12 Ξ22

]
< 0, or

[
Ξ22 ΞT

12
Ξ12 Ξ11

]
< 0. (5)

3.1 Distributed Controller

We associate each agent with the following auxiliary signal

si (t) = σ̇i (t) + γ(σi (t) − σ0) (6)

where k is a positive constant.
Substituting (6) into (1), the dynamics (1) can be written as

ṡi (t) = G(σi )J
−1
i (−ω×

i Jiωi + ui ) + Ġ(σi )ωi + γσ̇i (7)

We choose the control input for the i th follower agent as

ui = Υi (t) + Fi (t) (8)

where

Υi (t) = ω×
i Jiωi − JiGT(σi )

pi

{
Ġ(σi )ωi + (γ + c)σ̇i

}
, (9)

Fi (t) = − JiGT(σi )

pi

⎧⎨
⎩
∑
j∈Ni

ai j (t)[σi (t − Ti j (t)) − σ j (t − Ti j (t))] + bi (t)[σi (t − Ti j (t)) − σ0]
⎫⎬
⎭ .

(10)

where j ∈ Ni , ai j (t) is the i, j entry of the weighted adjacency matrix A�(t), and
Ti j (t) is the time-varying communication delay.
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3.2 Lyapunov Function and Convergence Analysis

Suppose that the time-invariant communication graph Ḡ�(t) on interval [t j−1
k , t jk )

contains l� ≥ 1 connected components with the corresponding sets of nodes denoted
by ϕ

j−1
k (1), . . . ,ϕ j−1

k (l�), and in each ϕ
j−1
k (i) there are n j−1

k (i) nodes with i =
1, . . . , l�. For example, there is one connected component in Ḡ1 of Fig. 1, therefore
l� = 1 and nk(1) = 3. To analyze the networks, it is natural to consider the dynamics
of agents on each possible connected component.

Define σ̃i = σi − σ0, σ̃i (t − τ ) = σi (t − τ ) − σ0, then we can get from (7)–(10)
that

ṡi (t) = −cσ̇i −
∑
j∈Ni

ai j (t)[σ̂i (t − Ti j (t)) − σ̂ j (t − Ti j (t))] − bi (t)σ̂i (t − Ti0(t)).

(11)
Define

lki j (t) =

⎧⎪⎪⎨
⎪⎪⎩

−ai j (t), j �= i, τk = Ti j (t)
0, j �= i, τk �= Ti j (t)

n∑
j=1

lki j (t), j = i
, bki (t) =

⎧⎨
⎩
bi (t), j = i, τk = Ti j (t)
0, j = i, τk �= Ti j (t)
0 j �= i

(12)
then (7) can be written in the matrix form as

ṡ = −cσ̇ −
r∑

k=1

(Li
�k ⊗ I3 + Bi

�k ⊗ I3)σ̃(t − τk), (13)

where s = [sT1 , . . . , sTn ]T, σ = [σT
1 , . . . ,σT

n ]T, σ̃(t − τk) = [σ̃T
1 (t − τk), . . . , σ̃

T
n

(t − τk)]T, Hi
�k = Li

�k + Bi
�k , L� =

r∑
i=1

Li
�k , L

i
�k = [lki j (t)], Bi

�k = [bki (t)].
Define

Ξ i
� =

[
Ξ11 Ξ12

Ξ T
12 Ξ22

]
, (14)

where

�11 = −γ

r∑
k=1

Hi
�k + γ2

4

r∑
k=1

τk

(1 − dk)
Hi

�k
T
Hi

�k, (15)

�12 = −
cγ In +

r∑
k=1

Hi
�k

2
+ γ

4

r∑
k=1

τk

(1 − dk)
Hi

�k
T
Hi

�k (16)

�22 = (−c +
r∑

k=1

τk)In + 1

4

r∑
k=1

τk

(1 − dk)
Hi

�k
T
Hi

�k, (17)
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then we can get the following result:

Theorem 1 Under Assumption 1–2, by choosing the input as (8), if there exists
positive constants c and γ such thatΞ i

� < 0, then consensus of system (1) is achieved.

Proof Define a Lyapunov-Krasovskii function as

V (t) = 1

2
sTs +

r∑
k=1

∫ 0

−τk

∫ t

t+θ

˙̃σT
(ς) ˙̃σ(ς)dςdθ. (18)

It is worth noting that V (t) is continuously differentiable in spite of the existence of
the switching topologies. The derivatives of V (t) can be written as

V̇ (t) = sT ṡ +
r∑

k=1

τk ˙̃σT(t) ˙̃σ(t) −
r∑

k=1

(1 − τ̇k)

∫ t

t−τk

˙̃σT(ς) ˙̃σ(ς)dς

=
l�∑
i=1

[ ˙̃σi�(t) + γσ̃i�(t)
]T ⎡⎣−c ˙̃σi� −

r∑
k=1

(Li�k ⊗ I3 + Bi
�k ⊗ I3)σ̃

i
�(t − τk)

⎤
⎦

+
l�∑
i=1

r∑
k=1

τk ˙̃σi�T(t) ˙̃σi�(t) −
l�∑
i=1

r∑
k=1

(1 − τ̇k)

∫ t

t−τk

˙̃σi�T(ς) ˙̃σi�(ς)dς

≤
l�∑
i=1

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

[ ˙̃σi�(t) + γσ̃i�(t)
]T [−c ˙̃σi� −

r∑
k=1

(Li�k ⊗ I3 + Bi
�k ⊗ I3)σ̃

i
�(t − τk)

]

+
r∑

k=1
τk ˙̃σi�T(t) ˙̃σi�(t) −

r∑
k=1

(1 − dk)
∫ t
t−τk

˙̃σi�T(ς) ˙̃σi�(ς)dς

⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(19)

Define δi�k = σ̃i
�(t) − σ̃i

�(t − τk) and by using Jensen’s inequality, we get that

∫ t

t−τk

˙̃σi
�

T
(ς) ˙̃σi

�(ς)dς ≤ 1

τk
δi�k

T
(t)δi�k(t) (20)

then (19) can be written as

V̇ (t) ≤
l�∑
i=1

⎧⎪⎪⎨
⎪⎪⎩

[ ˙̃σi
�(t) + γσ̃i

�(t)
]T [−c ˙̃σi

� −
r∑

k=1
(Hi

�k ⊗ I3)σ̃i
�(t) +

r∑
k=1

(Hi
�k ⊗ I3)δi�k(t)

]

+
r∑

k=1
τk ˙̃σi

�
T
(t) ˙̃σi

�(t) −
r∑

k=1

(1−dk )
τk

δi�k
T
(t)δi�k(t)

⎫⎪⎪⎬
⎪⎪⎭

=
l�∑
i=1

ζTi (Π i
� ⊗ I3)ζi

(21)
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where ζi = [σ̃i
�
T
(t), ˙̃σi

�
T
(t), δi�1

T
(t), . . . , δi�r

T
(t)]T, Π i

� can be written as

Π i
� =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−γ
r∑

k=1
Hi

�k −
cγ In+

r∑
k=1

Hi
�k

2
γ
2 [Hi

�1, . . . , H
i
�r ]

−
cγ In+

r∑
k=1

Hi
�k

T

2 (−c +
r∑

k=1
τk)In

1
2 [Hi

�1, . . . , H
i
�r ]

γ
2 [Hi

�1, . . . , H
i
�r ]T 1

2 [Hi
�1, . . . , H

i
�r ]T −diag

{
(1−d1)

τ1
In, . . . ,

(1−dr )
τr

In
}

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

.

(22)
For convenience of analysis, we define

Π i
� =

[
Π11 Π12

ΠT
12 Π22

]
(23)

where

Π11 =

⎡
⎢⎢⎢⎢⎣

−γ
r∑

k=1
Hi

�k −
cγ In+

r∑
k=1

Hi
�k

2

−
cγ In+

r∑
k=1

Hi
�k

T

2 (−c +
r∑

k=1
τk)In

⎤
⎥⎥⎥⎥⎦ , (24)

Π12 =
[ γ

2 [Hi
�1, . . . , H

i
�r ]

1
2 [Hi

�1, . . . , H
i
�r ]
]

, (25)

Π22 = −diag

{
(1 − d1)

τ1
In, . . . ,

(1 − dr )

τr
In

}
. (26)

According to the definition of Schur complement, we get that if and only if Π22 < 0
and Π11 − Π12Π

−1
22 Π T

12 < 0, then Π i
� < 0. As di < 1, we get that Π22 < 0. Define

Ξ i
� = Π11 − Π12Π

−1
22 ΠT

12 =
[

Ξ11 Ξ12

Ξ T
12 Ξ22

]
, (27)

we get that if Ξ i
� < 0, then V̇ (t) ≤ 0.

Next, we prove that limt→∞V̇ (t) = 0 by contradiction. First, suppose that
limt→∞V̇ (t) �= 0, then there exist infinite time series {Ts1 ,Ts2 , · · · },Tsk ∈ [tsk , tsk+1),
limk→∞Tsk = +∞, such that |V̇ (Tsk )| > ε0, where ε0 is a positive constant.

As limt→∞V (t) exists, together with Cauchy limit existence criteria, we get ∀ε >

0, ∃T > 0 such that when T2 > T1 > T , then |V (T2) − V (T1)| < ε, i.e.,

∣∣∣∣
∫ T2

T1

V̇ (t)dt

∣∣∣∣ < ε. (28)
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Denote θ = min{ε0/2K ,T}, then tsk+1 − tsk > T ≥ θ, we get that

(Tsk − θ

2
,Tsk ] ⊂ [tsk , tsk+1), (29)

or

(Tsk ,Tsk + θ

2
] ⊂ [tsk , tsk+1). (30)

For (29), according to the mean value theorem, we get that for arbitrary t ∈ (Tsk −
θ
2 ,Tsk ], there exists tm such that

∣∣V̇ (Tsk )
∣∣− ∣∣V̇ (t)

∣∣ ≤ ∣∣V̇ (Tsk ) − V̇ (t)
∣∣ ≤ ∣∣V̈ (tm)

∣∣ · ∣∣t − Tsk

∣∣ ≤ ε0

2
, (31)

which implies that ∣∣V̇ (t)
∣∣ ≥ ∣∣V̇ (Tsk )

∣∣− ε0

2
>

ε0

2
. (32)

It can be conclude that
∣∣∣∣∣
∫ Tsk

Tsk − θ
2

V̇ (s)ds

∣∣∣∣∣ =
∫ Tsk

Tsk − θ
2

∣∣V̇ (s)
∣∣ ds >

∫ Tsk

Tsk − θ
2

ε0

2
ds >

θε0

4
> 0, (33)

for arbitrary t ∈ (Tsk − θ
2 ,Tsk ]. Similarly, we get that

∣∣∣∣∣
∫ Tsk + θ

2

Tsk

V̇ (s)ds

∣∣∣∣∣ >
θε0

4
> 0. (34)

Note that when Tsk is enough large, (33) and (34) are contrary with (28). Then
we can conclude that limt→∞V̇ (t) = 0, i.e., limt→∞σ̃i

�(t) = 0, limt→∞ ˙̃σi
�(t) = 0,

which implies that limt→∞σi (t) = σ0 and limt→∞σ̇i (t) = 0.

4 Numerical Example

In this section, we present a numerical example to illustrate the effectiveness of our
protocol (8). Consider the attitude consensus problem for five spacecraft with a single

leader and four followers. J1 = · · · = J4 =
⎡
⎣10 0 0

0 20 0
0 0 10

⎤
⎦.
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Fig. 1 The switching
network topologies

The switching topologies Ḡ�(t) associated with the system are shown in Fig. 1, and
the switching sequence is Ḡ1 → Ḡ2 → Ḡ3 → Ḡ4 → Ḡ1 → . . ., which is dictated by
the following switching signal:

�(t) =

⎧⎪⎪⎨
⎪⎪⎩

1, m · τ ≤ t < (m + 1)τ
2, (m + 1)τ ≤ t < (m + 2)τ
3, (m + 2)τ ≤ t < (m + 3)τ
4, (m + 3)τ ≤ t < (m + 4)τ

(35)

where τ = 1 s, m = 0, 1, 2, . . ..
In our simulation, we choose ai j = 1, i = 1, 2, 3, 4, if spacecraft j is a neighbor of

spacecraft i , and ai j = 0 otherwise.We set the initial attitude of the leader to be σ0 =
[2, 5, 6]T. The initial attitudes of the three followers are set to be respectively, σ1 =
[1, 6, 3]T, σ2 = [5, 4, 1]T, σ3 = [4, 1, 6]T, σ4 = [1, 5, 2]T, and the initial angular
velocities of the three followers are set to be respectively, ω1 = [2, 3, 2]T, ω2 =
[4, 3, 2]T, ω3 = [1, 4, 2]T, ω4 = [3, 2, 4]T. The control parameters are chosen as
c = 2 and γ = 20.

Figure2 show the attitude errors between the leader and the followers as well as
the angular velocities of the followers using the control input (8). We see that the
attitudes of the followers converge to the dynamic leader, and the angular velocities
of the followers converge to zero asymptotically. Figure3 shows the auxiliary vectors
of the followers. We can see that the auxiliary vectors si converge to zero, just as
what we demonstrate in Theorem 1. Moreover, there exist some vibration in Figs. 2
and 3 because of the switching topologies.
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Fig. 2 The attitude errors σi − σ0 and angular velocity ωi of the followers

Fig. 3 The auxiliary vector si of the followers

5 Conclusion

The leader-following attitude consensus problem is studied for multi-rigid-body sys-
tems with time-varying communication delays under jointly connected topologies.
The difficulty lies in that how to overcome the bad effect of varying time delay cou-
pled with jointly connected topologies. In terms of linear matrix inequalities, we
derive sufficient conditions that guarantee all followers asymptotically converge to
the leader. A key idea of our approach is the association of an auxiliary vector for each
follower. Moreover, the common Lyapunov Krasovskii functionmethod is employed
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to prove the stability of the controller. Futureworkwill focus on the dynamic tracking
problem for multi-rigid-body systems under time delays and switching topologies.
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An Urgent Traffic Dispersion
and Assignment Model for Urban
Road Flooding

Zeshu Zhao, Jiaxian Liang and Guoyuan Li

Abstract Urban road flooding often causes road capacity reduction, traffic
congestion and inconvenience in citizens daily travel. This paper proposes an urgent
traffic dispersion and assignment model for the case of urban road flooding, with
the aim of maximizing the level of service in the road network by controlling the
road capacity. First, based on prospect theory and taking the historical travel time
average as a reference, the model adopts the BPR (Bureau of Public Roads) func-
tion to represent the cost-flow relationship to calculate the prospect value of each
route. Second, the travelers route choice behavior is described in logit model with the
prospect value as the utility. Third, based on the route choice results, the traffic flow
on the congested road sections is dispersed by controlling the road capacity, so the
traffic flow to the flooded roads can be adaptively assigned to other roads. Finally, a
direct iterative method and genetic algorithm are used to solve the proposed model.
The former attempts to implement the traffic assignment based on the travelers route
choice behavior, and the latter is used to find the satisfying solution through selection,
crossover and mutation. The proposed model is applied to a given road network with
an assumption of some road capacity reduction due to road flooding. The results show
that when the proposed model is applied, the saturation ratio (or level of service) of
the roads in the entire network is more uniform and the distribution of the saturation
ratio of main roads is reduced, so the traffic flow in the whole network can remain
smooth and the level of service can remain high.
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Keywords Urgent traffic assignment · Travelers route choice behavior · Prospect
theory · Direct iterative method · Genetic algorithm

1 Introduction

Road flooding belongs to one type of traffic incident, which may disturb road traffic,
easily resulting in road capacity reduction, traffic congestion, and even traffic paral-
ysis. These phenomena lead to unnecessarily driving around the congested roads and
increasing traffic pressure on other roads, so the level of service and the convenience
of vehicular travel for citizens may be decreased. Therefore, urgent traffic dispersion
and assignment in the cased of road flooding is becoming increasingly important.
Yet, a considerable body of research focuses on traffic dispersion and assignment
based on recurring traffic incidents [1]. There is relatively little research on urgent
dispersion traffic schemes under non-recurring traffic incidents, such as bad weather,
traffic accidents. Zhang [2] explored travelers route choice behavior during periods
of traffic accidents and used mixed logit model for simulation based on the trav-
elers psychological traits of traffic accidents, but no solution was put forward for
traffic dispersion. Li et al. [3] put forward a generation method for an urgent disper-
sion assignment scheme by optimizing regional traffic with the goal of minimizing
the combination of the total travel time, traffic flows and traffic flow increments.
However, most of the studies seeks to find out the traffic dispersion and assignment
schemes based on a constant road capacity of each road. Few of them would adap-
tive induce the drivers route choice by controlling the actual road capacity (such as
extending the green time) based on the analysis of travelers route choice behavior.

This study aimed to build an urgent traffic dispersion and assignment model under
a road flooding situation. The model controls the capacity of roads and induces
travelers route choice behavior to gain an equilibrium traffic assignment on the road
network. Therefore, the level of service on the entire road network, especially on
main roads, would be stable at a reasonable level to avoid a wide range of road
network paralysis due to congestion.

2 Literature Review

This section focuses on establishing the two major themes underpinning our work,
namely travelers route choice behavior and a traffic assignment method.

The studies of travelers route choice behavior mainly focus on two aspects. The
first one is the selection of the travel cost function. The BPR (Bureau of Public Road)
function, which is developed by the Bureau of Public Road, is widely used as the
travel cost function [4, 5]. Davidson [6] proposed a gradualmodel of travel cost based
on queuing theory. Wang et al. [7] modified the BPR function by adding the results
of the reduction in traffic volumes and road capacity as the traffic flows in the BPR
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function, which can model the traffic process in which traffic flows first increase and
then decrease from smooth traffic to congested traffic. Additionally, more synthetic
travel cost functions are proposed by including such factors as travel time, travel
fare, degree of congestion, queue length and delay time in the intersection, and etc.
[8, 9] in the category of generalized travel cost functions. The second aspect of route
choice behavior is the route choice mechanism. Expected utility theory supposes a
traveler is reasonable and he/she chooses the alternative with maximum utility in the
choice set. Due to the differences in travelers knowledge about the routes, there is a
lack of perceived error during the travelers route choice process in expected utility
theory. In random utility theory, the perceived utility of each alternative is composed
of the actual utility and a random item, where the latter is the travelers perceived
error. However, both expected utility theory and random utility theory suppose that
all travelers choose the maximum utility and the alternatives are independent of
each other in the choice set [10]. Prospect theory was developed by Kahneman and
Tversky; in this theory, a decision is made by comparing the differences between the
alternatives in the choice set and the reference point. Xia et al. [11] took the arrival
time as a reference point in route choice under the framework of prospect theory
to analyze the impact of departure time on commuters route choice. Gao et al. [12]
analyzed the choice behavior en route using prospect theory with real-time traffic
information. Ramos et al. [10] reviewed the development of utility theory, prospect
theory and regret theory and attempted to analyze travelers route choice behavior in
different theoretical frameworks under uncertain travel time.

There are many studies on traffic assignment methods, which include the all-
or-nothing approach, the capacity-restricted approach and the equilibrium traffic
assignmentmodel. Li et al. [13] proposed a combination optimizationmodel of traffic
assignment with traffic capacity constraints to illustrate travelers decision behaviors
and the reasons for traffic congestion on the road network. Sun et al. [14] used an
ant colony algorithm to remedy the limitations of the capacity-restricted assignment
model and to solve the model by analyzing the patterns of travelers behavior. Jiang
et al. [15] introduced crossover and mutation operations from the genetic algorithm
into the hybrid artificial fish swarm algorithm to solve the equilibrium traffic assign-
mentmodel. Luo et al. [16] applied themodified genetic algorithm to the optimization
of system traffic assignment.

3 Urgent Traffic Dispersion and Assignment Model

In this section, an urgent traffic dispersion and assignment model is built with the
analysis of the travelers route choice behavior. The direct iterativemethod and genetic
algorithm are introduced as the solution algorithms for the proposed model.
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3.1 Travelers Route Choice Behavior

The proposed model is based on the utility maximization assumption that travelers
act rationally to get the best choice. Both the current travel situation and the historical
travel experience are considered when making the proper route choice for travelers.
Prospect theory is used as the choice criteria to measure the gains and losses against
the historical travel experience (reference point). Travelers route choice behavior
can be divided into three stages: (1) generation of the travelers route choice set, (2)
determination of the travelers route choice mechanism and (3) travelers route choice.

Travelers Route Choice Set There are many alternative routes between the origin r
and the destination s(O-D pair (r, s)). Travelers usually compare those routes based
on shortest travel time or distance and ignore the relatively circuitous routes. Thus,
the top k shortest routes between O-D pair (r, s) are considered as the route choice
set Kn that the drivers may take into account, and the route choice set is generated
by using the top shortest route algorithm proposed by Yen [17].

Travelers Route Choice Mechanism The BPR function is adopted to calculate the
travel cost, tk , on route k;

tk =
∑
a∈k

t0

[
1 + α

(
qa
Ca

)β
]

(1)

where tk ∼ N
(
trsk , σ

)
; t0 is travel time on road section a under free flow conditions;

Ca is the actual capacity of the road section a; qa is the flow of the road section a; α
and β are parameters.

Besides the current travel cost, travelers also consider historical travel experience.
Prospect theory is introduced to describe the travelers actual route choice behavior
by taking the average of the historical travel cost as a reference point. In the prospect
theory, a reference point is defined to build the value function is defined as v(x); see
formula (2),

v (xk) =
{

(xk)
η, xk > 0,

−λ(−xk)
ζ , xk ≤ 0.

(2)

where xk is the travelers relative gains or losses between the actual travel cost and the
historical expected travel cost. η and ζ are sensitivity-decreasing coefficients, η ≤ 1,
ζ ≤ 1. λ is the loss aversion coefficient, λ > 1.

The subjective probability weighting function W (p) is defined in the prospect
theory to express the subjective probability of occurrence of a given event;

⎧⎪⎪⎨
⎪⎪⎩
W+ (pk) = pρ

k

(pρ

k +(1−pρ

k )
ρ
)

1
ρ

W− (pk) = pδ
k(

pδ
k+(1−pδ

k)
δ
) 1

δ

(3)
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where W+ (pk) and W− (pk) represent the probability weighting functions of the
gain and the loss, respectively; ρ and δ represent the attitude coefficients of the gain
and the loss, respectively; and pk means the probability of occurrence of xk , i.e.

pk = 1√
2πσ

e− (t−trsk )
2

2σ2 .
Therefore, the prospect value, Y , of each travel route can be calculated based on

the value function and the subjective probability weight function, see formula (4),

Y ( f ) =
∫ 0

−∝
W− (pk) ·v (xk) +

∫ +∝

0
W+ (pk) ·v (xk) (4)

where the first term and the second term on the right side of the equals sign represent
the prospect value of gain and the loss, respectively.

Travelers Route Choice The logit model is applied in travelers route choice and the
prospect value is used as the utility in the logit model to calculate the probability prsk
of every route in the choice set; see formula (5),

prsk = eY
rs
k∑

k∈Krs

eY
rs
k

(5)

3.2 Urgent Dispersion and Assignment Model

An urgent dispersion and assignment model is proposed based on the following
assumptions:

(1) The top k shortest routes are regarded as a route set that drivers are likely to take;
(2) Travelers consider both their historical travel experience and the current condi-

tion;
(3) Travelers are reasonable and choose a travel route by comparing the reference

point with the actual travel cost in the route set;
(4) The relationship between the actual road capacity and the depth of the water spot

on the road section is not taken into consideration, as the key of the model is to
induce the traffic flows from congested roads to other passable roads;

(5) Traffic flow is not affected by pedestrians, bicycles, and so on.

The objective of the model is to keep the traffic flow smooth in the congested
road sections affected by road flooding and make sure the dispersion area and main
roads are clear, safe and orderly. Thus, the objective function (formula (6)) includes
two parts: the level of service range and the level of service weighted average. The
constraints can be defined as follows:

(1) The traffic flow on each route is dependent on the route choice probability and
trip distribution between the origin and the destination, see formula (7);
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(2) The traffic flow on each road section is based on the traffic flow on each route,
see formula (8);

(3) The actual road capacity is between zero and the basic capacity of the corre-
sponding road section, see formulas (10) and (11);

(4) The trafficflowof each road section iswithin the range of the actual road capacity,
see formulas (12) and (13).

Therefore, the model can be describes as:

min Z = max
a∈A

(qa
/
Ca) − min

a∈A
(qa

/
Ca)

+
∑
a∈A

μa(qa/Ca)∑
a∈A

μa
∀a ∈ A

(6)

subject to

f rsk = qrs · eY
rs
k∑

k∈Krs

eY
rs
k

,∀r ∈ R ∀s ∈ S ,∀k ∈ Krs (7)

qa =
∑
r

∑
s

∑
k

f rsk · δrsa,k ,∀a ∈ A ,∀r ∈ R ,∀s ∈ S ,∀k ∈ Krs (8)

δrsa,k =
⎧⎨
⎩
1, i f the kth route f rom the origin r to the destination s
includes road section a

0, otherwise.
∀a ∈ A ,∀r ∈ R ,∀s ∈ S ,∀k ∈ Krs

(9)

Ca ≥ 0 ,∀a ∈ A (10)

Ca ≤ Co
a ,∀a ∈ A (11)

va ≥ 0 ,∀a ∈ A (12)

va ≤ Ca,∀a ∈ A (13)

where Z is the objective function; μa is degree of importance of a road section; A
is the set of road sections; f rsk is traffic flow of the kth route between the O-D pair
(r, s); qrs is traffic flow between the O-D pair (r, s); R is the set of origins; S is the
set of destinations; C0

a is the basic capacity of a road section.

3.3 Solution Algorithms

The Solution Algorithm includes the direct iterative method(DIM) and genetic algo-
rithm (GA). The DIM is used to solve the traffic assignment problem considering
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travelers route choice behavior under the given capacity of each road section in the
considered road network. The GA is used to optimize the objective function of the
model by controlling the road capacity in the road network, to realize the urgent
dispersion assignment in a relatively high level of service.

Direct Iterative Method An equation set can be expressed as x = Bx + f and
solved by iterating it in the form x (k) = Bx (k−1) + f with an initialization of x (0).
This iterativemethod is called the direct iterativemethod, which is a commonmethod
in solving equation sets.

The DIM is used to solve the traffic assignment problem considering travelers
route choice behavior under the given capacity of each road section. Therefore, the
traffic flow qa can be gained under the given capacity set

−→
C , as follows (Fig. 1a):

(1) Initialize variables. Set traffic flow f rs(0)k of the route, traffic flow q(0)
a of road

section a to 0 for ∀k ∈ Krs and ∀a ∈ A. Set the current iterative time to 0.
(2) Calculate the travel cost of each road section. The BPR function is adopted to

calculate the current travel cost according to the traffic flow, q(i−1)
a .

(3) Calculate the travel cost of each route according to formula (1).
(4) Calculate the route choice probability based on formula (5).
(5) Calculate the traffic flow on each route using formula (7) in the iterative time.
(6) Calculate the traffic flow on each road section using formula (8) in the iteration.
(7) Determine whether the situation satisfies the terminal condition or not. Compare

q(i−1)
a with q(i)

a ; if the difference between them can reach the pre-set convergence
precision, finish; if not, then i + + and back to step (2).

GeneticAlgorithmTheGAis a searchheuristic algorithm that imitates the biological
evolution process. In the GA, after forming the initial group through encoding, the
mission of genetic manipulation (including selection, crossover and mutation) is to
apply some operations on the units in the group according to their fitness to the
environment, thereby selecting the superior and eliminating the inferior.

The algorithm is applied to solve the proposed model by generating a random
solution set C = {−→c1 ,

−→c2 , . . . ,
−→cm

}
( m is the number of solutions in the solution

set) and searching the satisfactory solution with the best fitness value through itera-
tions. Each solution (each capacity set of road sections) −→c = (c1, c2, . . . , cn) in the
solution set is regarded as a unit. c j refers to the capacity of road section j . n is the
number of road sections in the road network. As the objective of the proposed model
is to minimize the objective function Z(C) (formula (6)), the fitness function F in
the GA is defined in formula (14).

F = M − Z(C) (14)

where M is a relatively large positive integer. The solution process using the GA is
as follows (Fig. 1b):

(1) Initialize variables. Set the number of solutions in the solution set tom and set the
maximum iterative time and the current iterative time to G and 0, respectively.
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Fig. 1 Flowchart of the solution algorithm: a Direct iterative method, b Genetic algorithm

(2) Generate the initial feasible solution set. Generate a random solution −→c =
(c1, c2, . . . , cn) and obtain the traffic flow −→q = (q1, q2, . . . , qn) of road sec-
tions using the DIM in Sect. 3.3.1. If this solution meets the constraints, put this
solution into the initial feasible solution set. Until the number of solutions in the
initial feasible solution set is equal to the pre-set number of solutions, m, repeat
step (2).

(3) Calculate the result of urgent traffic dispersion and assignment under each solu-
tion in the given set using the DIM in Sect. 3.3.1.

(4) Calculate the fitness value of each solution in the solution set from formula (14)
based on the traffic flow, −→q , of road sections.

(5) Update the solution in the solution set. The g + 1 new solution set can be gener-
ated using the operations of selection, crossover and mutation according to the
fitness value in the original solution set, C (g). Set g = g + 1.

(6) if the current iterative time g is less than the maximum iterative time G, return
to step (3); otherwise, finish.

http://dx.doi.org/10.1007/978-3-319-38789-5_3
http://dx.doi.org/10.1007/978-3-319-38789-5_3
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Fig. 2 The assumed road network

4 Case Study

The proposed model is applied to the assumed network, which consists of 53 cross-
ings, 146 directional road sections, and 353 directional vehicle turn arcs at the cross-
ings. All road segments at the boundary of the network are assumed to be bothOrigins
(O) andDestinations (D) (Fig. 2). The roads are divided into two types (Table1):main
road and secondary road. The design capacity and free-flow speed are set according
to road type. The assumed travel volume between each Origin and Destination is set
in Appendix 1. The point A is assumed to be a place with occasional road flooding,
which will decrease the capacity of the nearby bi-directional road sections from 2618
pcu/h to 1122 pcu/h, thus the road congestion causes around point A. The maximum
number of iterations of the GA is set to 200 with 20 units. The number of unit gene
fragments is set to 146 (equal to the number of road sections), and the probability of
crossover is 0.7, while that of mutation is 0.01. The maximum number of iterations
of the DIM is set to 50, and the convergence accuracy is 0.01.

To compare with the dispersion results of different optimization objectives, the
solutions are generated under different conditions of objective functions and weights
(Table2).

The results are illustrated in Figs. 3 and 4. Figure3a shows that the saturation rate
of the road sections ranges mainly from 0.25 to 0.75, and 0.45 is the most common
rate among the road sections in situation 1 (no dispersion). Meanwhile, there are
several road sections with saturation rates in the range between 1 and 1.1, which
means the traffic flows on the road sections exceed the road capacity and traffic
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Table 1 Settings of road type

Road type Main road Secondary road

Free-flow speed (km/h) 60 40

Basic capacity of a lane (pcu/h) 1600 1400

The number of the lanes 3 2

Correction factor o, f the lanes number 2.60 1.87

Design capacity of directional road sections (pcu/h) 4160 2618

The assumed impact factor of road flooding 0.6250 0.4285

Actual capacity of directional road sections under the effect
of road flooding (pcu/h)

2600 1122

Table 2 Settings of objective functions and weight values (Situations 1–7), μa,main , μa,sec are the
weighting factor of the main road and secondary road, respectively

Situation ID Objective function μa,main μa,sec

1 No dispersion – –

2 Z = max
a∈A

(qa/Ca) – –

3 Z = max
a∈A

(qa/Ca) − min
a∈A

(qa/Ca) – –

4 1 0.5

5 Z =
max
a∈A

(
qa
Ca

)
− min

a∈A

(
qa
Ca

)
+

∑
a∈A

μa (qa/Ca )∑
a∈A

μa

2 1

6 3 1.5

7 1 1

congestion is especially prone to occur. After the proposed model is applied using
different objective functions (situations 2, 3, and 4), all of the saturation rates of the
road sections are less than 1.00, and the rates are mainly distributed from 0.25 to
0.65. Figure3b shows that the saturation rate of the main roads is the most uniform
in situation 4, and the number of road sections at different saturation rates decreases
from low rates to high rates. Therefore, the maximum saturation rate decreases about
2.03% in the entire road network and 0.54% on the main roads (Table3). That is,
after the proposed model is applied, not only does the entire road network remain
smooth, but the traffic congestion on main roads are eased.

Figure4 shows that the distribution of the saturation rate values of the road sections
under different situations is not much different, with most values between 0.3 and
0.7, while Fig. 4b shows a different case. The number of road sections at different
saturation values varies greatly under situation 7 because the weight of all of the road
sections is set to 1, then the effect of the main road decreased. When the weight of
the main roads is set to double that of the secondary road, the maximum number of
main roads is at a saturation value of 0.25 (situation 4, 5 and 6), and the mean of
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Fig. 3 Saturation rate among different objective functions: a saturation rate of road sections, b
saturation rate of main roads.

the saturation rate increases 0.17% from situation 4 to situation 1 with no dispersion
schemes (Table3).

Therefore, the results can be summarized as follows: (1) some road sections will
exceed their actual road capacity under the case of the road floods, which results
in traffic congestion; (2) the saturation rates of flooding roads are improved and all
of them are less than 1.00, after the capacity of the road network is controlled in
the model; (3) after the proposed model is applied, the average saturation rate of
the entire road network is slightly higher (such as –0.07% in Table3), but the road
network traffic assignment is more uniform and the saturation rate of the main roads
will be reduced (0.17% in Table3); (4) different schemes bring different results, and
all of them has more uniform distribution than that considered the same weight value
on different road types.
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Fig. 4 Saturation rates with different weights: a saturation rate of road sections, b saturation rate
of main roads.

Table 3 Comparison of results between Situation 1 and Situation 4

ID (All of the road sections The main road section

Max Min Average Max Min Average

1 1.0125 0.1314 0.4534 0.5070 0.2036 0.3551

4 0.9920 0.1315 0.4538 0.5042 0.2065 0.3545

Difference 2.03% –0.11% –0.07% 0.54% –1.42% 0.17%
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5 Conclusion and Future Work

The paper analyzed travelers route choice behavior based on prospect theory and put
forward an urgent traffic dispersion and assignment model that aimed to optimize
the saturation rate (level of service) of roads in the road network by controlling the
actual road capacity, in view of road flooding. The direct iterativemethod and genetic
algorithm were described for finding the satisfying solution (the set of actual road
section capacities). Then the proposed model was applied in the assumed network
to optimize the level of service both on the roads surrounding road flooding and the
affected road network. However some influences on traveling (such as pedestrians,
bicycles) and on travel cost (such as comfort, fares), should be considered in further
studies, as well as the effect of various weight of the roads, in order to develop the
model.
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Simulation of the Effective Highway
Capacity Under Unexpected Traffic Incident

Cheng Ding and Chennan Gou

Abstract Because highway is fully sealed road, there is no immediately available
alternative road for vehicular evacuation in the event of emergency. The impact on
traffic flow and road capacity is far greater than ordinary roads, which will produce
more serious than the average delay road loss. In this study, theVISSIM softwarewas
used to simulate the “3 off 1” situation on highway. The effective highway capacity
under unexpected traffic incident is simulated at different mainline traffic amount,
different road configuration and different speed limits in this article.

Keywords Unexpected traffic incident · Highway emergency · Simulation

1 Highway Capacity Overview

Highway capacity refers to the maximum number of vehicles that can pass a section
of highway in a unit time. Highway capacity factors are:

(1) Road Condition, which refers to the geometric characteristics of the highway
road conditions, including the type of transport facilities, the number of lanes,
lane and shoulder width, and design speed.

(2) Traffic Condition, which means the transportation traffic configuration, traffic
volume and direction of traffic lanes available for distribution and the distribution
of traffic flow.

(3) Control Condition. The highway is running in the form of non-interrupted traffic
flow. Unexpected events can interfere with the normal flow of traffic on the
highway, causing traffic delay, and even lead to serious traffic jam. For non-
intermittent traffic control conditions have lane use control, parking and yield
signs.
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2 Traffic System Simulations

System Simulation refers to design a mathematical or logical model for describing
the real system of procedures and experiments within the constraints of the system is
running a series of guidelines, in order to understand, explain or predict the behav-
ior of the real system performance or evaluation of various strategic purposes [1].
VISSIM is a discrete, random, 10–1S time step micro simulation model developed
by PTV Germany. It is currently a great traffic model that integrates urban roads,
highways, and public transit, regular of traffic, etc. In the VISSIM model, the verti-
cal movement of the vehicle is calculated with a psycho-physiology model. While,
the lateral movement (lane change) is calculated using a rule-based algorithms. The
model also provides a graphical interface, using 2D and 3D animation to exhibit
the vehicle movement to users, and can use the dynamic traffic assignment for path
selection.

3 Establish Factors Should Be Considered
in the Simulation Model

(1) Number of lanes and the effective number of lanes

At present, Chinese highway is generally divided into two-way four-lane highway,
two-way six-lane, two-way eight-lane three. The highway is a fully closed road, and
is divided road, which eliminates the impact on the opposite road, so the design of
simulation models is only considered the case in one direction.

(2) Traffic volume

Traffic volume is the traffic flow through a section of the road in a unit of time.
Congestion refers to the traffic demand exceeds the capacity of a road traffic, vehi-
cles stranded excess phenomenon occurs. Traffic congestion is caused mainly by
the imbalance of supply and demand. The factors causing traffic congestion can be
broadly divided into two categories. (a) The frequently excessive traffic demands,
such as the peak of the holiday traffic demand is significantly greater than usual
demand; (b) The occasionally and temporarily reduce capacity, such as traffic acci-
dent or road maintenance and etc. Correspondingly, traffic congestion can be divided
into recurrent congestion and occasional congestion. Recurrent congestion means
traffic congestion phenomenon occurs frequently in certain periods; sporadic con-
gestion is caused by the reduced capacity resulted from random events such as acci-
dents or other special events. After freeway incident occurred, the incident location
sudden decrease capacity. The upstream of incident highway will easily get conges-
tion, causing traffic delays, travel time increases, which have a huge impact on the
regional road network.
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(3)Traffic configuration

Traffic configuration refers to the various models of vehicles in traffic flow propor-
tion. Different levels of vehicle characteristics are different, have different effects on
Highway capacity.

According fees and vehicle characteristics, and refer to “Highway Engineering
Technical Standards”, the model is divided into small cars, midsize and large car
categories [2]: (a) Small cars: general car length less than 5m, the total weight of
the vehicle loaded is less than 4 tons, including passenger cars (sedans), light trucks,
sport utility vehicles and light small wagon, etc.; (b) Midsize car: in a car length of
5–8m, vehicles loaded with a total weight of not more than 10 tons, general load
automotive and off-road cars are classified as medium-sized car; (c) Large car: car
length is usually greater than 8m, loaded with more than 10 tons total weight, such
as heavy trucks, buses and semi-trailers.

Mentioned below is “carts rate” in the definition of carts for midsize and large
cars. Through the survey of China’s highway running, we found that the main factors
affecting the operation of the highway traffic is the traffic vehicle configuration
[3–5], namely “carts rate”. It is mainly in two aspects: First, the “Large car” has
bigger volume than the “small car”, and thus take up more road space; the second is
the driving performance of these Large vehicles (such as acceleration, deceleration,
and ability to maintain speed, etc.) is much lower than “small car.” Different driving
performance of the vehicle will result in a gap in the traffic stream, which cannot
be utilized as overtake zone, especially for the long-distance continuous uphill. In
this case, the “large car” has to reduce speed, causing large gaps in the traffic flow,
reducing road capacity.

(4) Limit speed

The goal of traffic management is always to improve traffic safety and to ensure
the smooth flow of traffic on freeway. A reasonable highway speed limit value can
balance the relationship between speed and safety, and improve transport efficiency.

4 The Simulation Examples of Highway
Under Emergency

Currently, the majority of our highways are two-way six-lane highway. After the
incident occurred, it will generally occupy a lane. Therefore, the condition of one
lane closed in a three-lane road (referred to as “3 off 1”) is simulated in this paper. The
effective highway capacity under unexpected traffic incident is simulated at different
mainline traffic amount, different road configuration and different speed limits in
this article.

Establish the following basic model: simulate road is the basic sections of High-
ways, which does not consider the impact of highway alignment, slope, and weather
conditions. The simulation section length is 5km, lane width is 3.75 m. Normal road
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Fig. 1 Diagram of the detectors placement

is one-way road with 3 lanes; while, the incident road is a one-way road with 2
lanes. The road accident is occurred at a distance of 4km at the starting point. In the
upstream far from the accident, detector 1, detector 2 and detector 3 are setup, which
can detects the actual capacity of the normal section of Ca. Two other detectors 4 and
5 are placed in the sections where the accident happed, which can detect the actual
highway capacity at the accident segment Cb, shown in Fig. 1.

Simulation models are based on the basic model by changing the main stream
of traffic volume and traffic configuration. In this experiment, the initial capacity is
1200 vehicles one lane/h capacity and ramp up to 2000 vehicles one lane/h at a 100
vehicles one lane/h rate.Meanwhile, at each traffic conditions, we study the influence
of the large car rate (10, 20 and 50%) on the road section actual capacity of highway
accidents.

The highway speed limit values are different for different sections of the highway,
which also impacts on the highway capacity. Therefore, we investigate the effect of
vehicle speed on the highway capacity by changing the speed characteristics of the
vehicle on the basic experiments (20km/h increments, from 120km/h decreases to
60km/h).

According to the design simulation experiments, we build 9*3 simulation models,
each simulation model run five times in average, and 1800s each time. 5min is set
as statistics interval. And then, we take its average as the simulation results.

Input traffic volume to the simulation model. Because the impact of traffic con-
figuration on the traffic flow has already been considered in this experiment, all the
traffic inputs are absolute traffic value. The traffic flow before the occurrence of
unexpected events is shown in Fig. 2.
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Fig. 2 Traffic flow diagram before the incident

When an unexpected incident happens at a section of the road, the tapered barrels
should be placed around the accident and warning signs should be placed about
300 meters upstream of the accident, in order to warn drivers about to change lane.
After the lane closed, the upstream of the vehicle lane must change lanes to merge
into the other two lanes. Because of lateral clearance and the effect of traffic enforcer
on the driver, the driving speed is reduced. When the traffic flow on other two lanes
is relatively large, the merging is even more difficult, and resulting in the aggregation
of traffic congestion. The traffic flow conditions of unexpected incident are shown
in Fig. 3.

After vehicles in the adjacent lane pass through the accident zone, some of those
vehicles will change lane. And all the vehicles will accelerate and drive away. The
congestionwill gradually dissipate after the emergency is finished processing. Exper-
imental data are shown in Tables1, 2, 3 and 4 and Figs. 4, 5, 6 and 7.

As can be seen from the above data, in the case of “3 off 1” and the design
speed of 120km/h, “3 off 1” and “large car” rate have little effect on the capacity of
the highway. By merging into the other two lanes, the vehicles from upstream can
successfully pass through the accident segment. At the design speed of 100km/h, the
large car rate of 50% has more significant impact on highway capacity than the large
car rate of 30 and 10%. Therefore, in this similar situation, emergency management
departments should make the necessary traffic control, leading the driver selects
unobstructed path to travel, and control the amount of large car on the road.
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Fig. 3 Traffic flow diagram after the incident

Table 1 120km/h design speed accident segment capacity

Input traffic Carts rate

10% 30% 50%

1200 vehicles/lane/h 1065 945 910

1300 vehicles/lane/h 1075 1014 980

1400 vehicles/lane/h 1084 1025 997

1500 vehicles/lane/h 1142 1065 920

1600 vehicles/lane/h 1198 1132 924

1700 vehicles/lane/h 1230 1170 1100

1800 vehicles/lane/h 1210 1140 1023

1900 vehicles/lane/h 1280 1189 1033

2000 vehicles/lane/h 1300 1265 982
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Table 2 100km/h design speed accident segment capacity

Input traffic Carts rate

10% 30% 50%

1200 vehicles/lane/h 1022 1004 889

1300 vehicles/lane/h 1120 989 978

1400 vehicles/lane/h 1267 1202 996

1500 vehicles/lane/h 1290 1254 1005

1600 vehicles/lane/h 1200 1102 1002

1700 vehicles/lane/h 1220 1189 1000

1800 vehicles/lane/h 1190 1186 1023

1900 vehicles/lane/h 1300 1265 998

2000 vehicles/lane/h 1345 1222 1100

Table 3 80km/h design speed accident segment capacity

Input traffic Carts rate

10% 30% 50%

1200 vehicles/lane/h 1189 1107 1003

1300 vehicles/lane/h 1299 1189 980

1400 vehicles/lane/h 1167 1054 997

1500 vehicles/lane/h 1214 1077 1023

1600 vehicles/lane/h 1198 1200 982

1700 vehicles/lane/h 1300 1180 1011

1800 vehicles/lane/h 1312 1166 1006

1900 vehicles/lane/h 1245 1273 –

2000 vehicles/lane/h 1178 – –

–Indicating that traffic has started in normal road, and vehicles stuck at the bottleneck, unable to
pass.

Table 4 60km/h design speed accident segment capacity

Input traffic Carts rate

10% 30% 50%

1200 vehicles/lane/h 1130 1056 967

1300 vehicles/lane/h 1127 1006 971

1400 vehicles/lane/h 1133 1007 867

1500 vehicles/lane/h 1200 1022 –

1600 vehicles/lane/h 1165 – –

1700 vehicles/lane/h – – –

1800 vehicles/lane/h – – –

1900 vehicles/lane/h – – –

2000 vehicles/lane/h – – –

–Indicating that traffic has started in normal road, and vehicles stuck at the bottleneck, unable to
pass.
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Fig. 4 120km/h design
speed accidentssegment
capacity

Fig. 5 100km/h design
speed accidents segment
capacity

Fig. 6 80km/h design speed
accident segment capacity
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Fig. 7 60km/h design speed accident segment capacity

As can be seen from the above data, in the case of “3 off 1” and the design speed
of 80km/h, when the input traffic volume reached 1900/lane/h, vehicles will stuck
in traffic bottleneck, and congestion happens on the normal road, vehicles cannot
pass smoothly. In this situation, the relevant emergency management departments
should take the necessary traffic control, control the number of vehicles on the road
and the number of large cars. At the design speed of 60km/h, when the input traffic
volume reached 1500/lane/h, there will be vehicle stuck in the traffic bottleneck.
Continue to increase the input traffic volume will result in road congestion and an
increased length of vehicle queue, as shown in Fig. 8. In this situation, the relevant
emergency management departments should immediately take the necessary traffic
control, leading the driver to select different travel paths.
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Fig. 8 diagram of vehicle queue at road congestion
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The Design and Implementation
of Openstreetmap Application System
Aimed at Emergency Logistics

Long Li, Renjie Pi and Huiling Zhou

Abstract Compared to traditional logistics, the emergency logistics show the
characteristics of sudden, uncertainty, time urgency. The regular commercial maps
used in the traditional logistics system (such as Baidu map, Google map), cannot
satisfy the need that the emergency logistics will plan the best route autonomouslyin
order to ensure the rescue time under the condition of disaster. Openstreetmap (OSM)
is an open sourcemap which the greatest strength is the open data and the free sec-
ondary development. In this paper, we designed three parts on the Android terminal
including the view layer, the logic control layer and data interaction layer based on
the OSM data and the REST service interface which the ArcGIS Server provides;
The system has achieved the offline maps reading and parsing function and real-time
locationfunction. So it will combine the open source OSM with emergency logistics
demand and provide a reference for the emergency logistics to plan the bestroute.

Keywords Openstreetmap · ArcGIS · The emergency logistics

1 Introduction

Map service is a branch of a Web service and many Internet companies offer a map
service API interface, for example, Baidu map and Google map. These map services
are becoming popular because of its simple interface, easy to operate, and get maps
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quickly. Nowadays, most of the Internet maps are using their map service. But it
also has some obvious imperfection. The map can’t meet the needs of customization
and cannot openmore permission for the autonomous path planning the post-disaster
emergency logistics is different fromordinary logistics. The path planning in ordinary
logistics considers the optimal distance or cost as the best path while in the post-
disaster emergency path planning, the rescue time is the first element to consider, so
there are certain differences in path planning. In addition, in a period of time after
the disaster, the disaster area also has some different intensitys secondary disasters,
which will affect the traffic network to a certain extent. So the emergency logistics
requires overall arrangement, and plan the optimal path to submit the relief goods to
the disaster site at first time. Obviously, the business map (Google map, Baidu map,
etc.) can’t meet the needs of emergency logistics. OSM is a collaborative project
to create the global map. The map is produced by the portable satellite navigation
equipment, aerial images, and other free data sources (such as the local common
sense). Its data is released under the Creative Commons appears—Share Alike 2.0 in
order to encourage the free use and distribution of the date. (Commercial and non-
commercial). Series of ArcGIS software provides the function of production, editing
maps, and ArcGIS Server can publish source OSM data at maps service and provide
the REST interface for terminal use, which fully meet the needs of the emergency
logistics resources based on GIS.

Currently there are many researches in which the OSM data is used to position
and route design. Bonn University of Germany has done a series of case study about
traffic networks routing study based on OSM data analysis. The routing service step
for walking and cycling in the travel mode of travel route design launched earlier
than Google Maps path analysis [1]. Germany’s university of Fribourg Gobelbecker
has carried out some discussion and implement on how to apply the OSM data to
the simulation of the rescue environment after disaster. At the national university of
Ireland, OSM is applied to position related to environmental information services
as the basic data [2]. But there is little study that combines the OSM data with the
demands of the emergency logistics, so this is the purpose of this study.

ArcGIS software platform has provided a better solution for online mobile elec-
tronic map application, which can give a general application implement according
to the needs of different mobile terminal access to GIS data. These papers called the
REST interface that ArcGIS Server has provided, designed three layers including
view layer, logic control layer, data interaction layer, realized the maps display, and
support the basic map operations, such as the zoom and map roaming function. The
system has achieved the offline maps reading and parsing function and real-time
location function.

2 Structure Design of the System Function

Accessing to the map service at the Android platform should consider the network
problems in the process of emergency logistics. The communication equipment in the
disaster-affected areas is generally suffered different degrees of damage which may
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Fig. 1 System function design block diagram

cause the network connection quality and speed of the network to be significantly
reduced. Considering these problems, the map is divided into operation layer and
base layer in the functions design. The operation layer updates in time and the base
map layer uses offline map so that it will reduce the traffic on the network. The
concrete proposal of design as shown in Fig. 1.

In the diagram above, the application will regard the map as a superposition of
two layer logically. The two layers are layer and operation layer. The reproduction
of data on the base layer is generally will not change, its function is to provide users
with general referencemap locationwhile the date on the operation layer change over
time or the user can modify its content. The data on the server side serves for data
through the server publishing and get address of the date service on the client service
and send the HTTP request data, parse the response returned by the XML data, and
the information encapsulated in the ArcGIS for Android corresponding object class,
applying to a drawing on the operation layer by ArcGIS. The data on the operation
layer composed of the data on the other server rendering, its content can change in
time and its layers content can edit andmodify. The operating layer data can be stored
in the database and can also be stored in a file, using the data from the file server,
database, and data encapsulation for the REST of data services. The interactions of
the data service and client is that the client sends a POST or GET request, the server
can return XML or JSON format of the data, the client receiving, parsing and then
use them. Map layer reproduction data source is disaster area city area of the map,
so generally, it will not change. Adopting the way of offline maps, and release these
date by using the ArcGIS Server which serve for the RESTs map. Cache the map
service for local Compact slice file by using ArcGIS Server map service, use the
ArcGIS for Android API for offline access and display for base layer, and realize the
offline maps navigation: enlarge, shrink, translation.

3 Systems Client Design

Systems client take the general logic, data, and interface design of separation mode,
which is divided into the UI view layer, logic control, data communication layer.
Concrete scheme design is shown in Fig. 2.
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Fig. 2 System clients design block diagram

3.1 The UI View Layer

The view layer conveys the user’s commands into the control logic layer. Offline
maps reading and analyzing module read maps from the mobile phone memory card
by the system directly, and stored in offline map layer. A positioning button was
designed to realize positioning function in the orientation module.

3.2 Logic Control Layer

Logic control layers main purpose is to provide the functions about dealing with the
interface and dates business logic and make data interaction with data interaction
layer, do some data processing and logical combinations in mobile terminal.

3.3 Data Communication Layer

Data communication layer involves both the client and the servers communication
problems, using theC/Smodel based onHTTPprotocol.Mobile client sends a request
to the server via HTTP protocol and the server sends data encapsulation into XML
document to the client. Data interaction layer receive and parse the data, and parsed
the XML data encapsulation into the corresponding class and the logic control layer
will obtain the required data directly from these classes.
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4 The Realization of Functions

4.1 Convert the OSM into Shape File

OSM data cannot be directly analyzed in ArcGIS, it needs to be converted into shape
files, and specific steps are as follows:

(1) Use ArcCatalog to build a text geographic database, and name it.
(2) Double-click the loadOSM of the OpenStreetMap Toolbox .tbx under the Tool-

box of ArcCatalog. Download the OSM document and choose the geographic
database.

(3) The OSM data generated from text geographic database, click export -> export
as a shape file.

(4) Addgenerated data toArcMap, so it can convert theOSMinto shape successfully.
(5) Release a map service.

4.2 The Functions Realization of the Positioning Module

Positioning module The module achieve the function that we can get the coordinate
position of the clicks point after clicking the coordinate, and then select the element
information that is the minimum distance tolerance with screen coordinate position.
Add On Single Tap Listener in the operate layer. When the user clicks on a screen,
get the coordinates, and create the parameters of localization task (map service URL
and query layer) to perform the positioning. Specific implementation class shown in
Fig. 3.

Fig. 3 Main classes diagram in location module
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Fig. 4 Logic diagram of the
location module

The module performs the query tasks on the map, used to get the position of the
mobile client, and using the call out to mark on the map, and find the elements which
is the nearest location from mobile client. Use the Identify task to perform the query
tasks on the map and display in the call out, add a tiled map service as a map and
add a dynamic map service, dynamic map service used to perform the Identify task.

Themain logic of positioningmodule Thewhole implementation process and logic
of positioning module as shown in Fig. 4.

4.3 The Implementation of Offline Maps Reading
and Parsing Module

Offline maps reading and parsing classes ArcGIS Server adopts different levels
sample of the offlinemaps slice, and generate the slice file of different resolution ratio
and store it in different classification. The higher level, the lower the resolution. The
bottom is original image of highest resolution, and therefore it is the most clearly.
Due to this way of classification, maps display is also classified. In a different view, in
the same place, the client shows the different levels of slicing data, which is also the
realization of the map zoom mode. Offline maps reading and parsing class diagram
as shown in Fig. 5.
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Fig. 5 Main classes diagram in reading and parsing module

The main logic of reading and parsing module Using ArcGIS Server service to
slice up the map service into offline map file, ArcGIS Server is taken offline map to
different levels of sampling of map service, and generates the slice file of different
resolution ratio and makes classification storage. Each level represents a map zoom
level; this topic will cut the map into14 levels on behalf of 14 zoom level. Offline
map file is stored in the phone’s SD card. In the offline map file class diagram, Ags
Offline Tiled Layer class analysis offline maps the conf.XML configuration files
and configuration files stored the entire cache section information of offline maps,
including spatial reference, origin of coordinates, chips level and resolution, etc. And
store the information in the tile lnfo object.

5 The System Validation

5.1 System UI Interface

After starting the system, enter the systemsmain interface. The interface is dominated
by maps. It can take some basic operation including enlarge, narrow, and translate
(Figs. 6 and 7).
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Fig. 6 The function of
offline map including
displaying, enlarging,
narrowing, and translating

5.2 Positioning Module

Click on the “localization” menu option, the system mark the location of the client
on the map. Positioning module as is shown in the picture.

6 Summary

This paper has studied and implemented the application system based on the OSM
date aimed at emergency logistics. It also creatively combined the two together. On
the Android platform, the system has called the REST interface provided by ArcGIS
Server, designed the UI view layer, logic control layer and data interaction layer,
supported basicmap operations, such as enlarge, shrink, translation and implemented
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Fig. 7 The realization of
location services

the reading and parsing of the offline map and real-time positioning function. It
has vital point in overcoming the network problems in the emergency logistics and
realizing autonomous path planning further.
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Design of UAV Close Formation Controller
Based on Sliding Mode Variable Structure

Yibo Li, Guomin Zhou, Wei Chen and Senyue Zhang

Abstract UAV formation flight has many incomparable advantages with single
UAV. In this paper, the “lead aircraft C wing aircraft” formation mode was used.
The aerodynamic coupling effect of close formation, which was created by the leads
vortex, was analyzed. Then the close formation equivalent aerodynamic model was
established, which consists of two flying wing layout UAVs. The sliding mode vari-
able structure control theory was introduced to design the UAV close formation
controller. The controller was divided into longitudinal channel, lateral channel and
vertical channel. These three channels were designed individually, thereby simplify
the design of controller, reduce the parameters adjustment difficulty and explore a
new method for close formation keeping research. The simulation results show that
the formations geometry is maintained in the face of lead aircraft maneuver, and the
feasibility and effectiveness of established UAV close formation flight controller was
verified.
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1 Introduction

UAV (unmanned aerial vehicle) formation flight has many incomparable advantages
with single UAV. Especially the UAV close formation flight, which could greatly
save power demand, potentially increases the range and endurance of the formation.

The main problem of UAV close formation is to keep the UAVs relative posi-
tion within a formation when aerodynamic coupling effect was taken into account.
Reference [1] proposed the inner and outer loop thinking to research formation flight
control problems. Conventional PID approach was used to design a controller in Ref.
[2]. The feedback linearization ideas were applied in Ref. [3]. Reference [4] analyzed
the aerodynamic coupling effect of close formation, but the paper did not address
controller design problem. PID control theory was used in Ref. [5] to design a close
formation controller. Reference [6] proposed a complex controller based on CMAC
(cerebellar model articulation controller) and PID to maintain close formation, and
its effectiveness was verified by simulation results.

Contributions of this paper is that the flying wing layout UAVs are used for
the first time and the design of sliding mode variable structure controller based on
linear feedback for close formation flight of multiple UAVs. Firstly, the autopilot
model and the formation kinematic equations are introduced. Then the aerodynamic
coupling effect of close formation is modeled. The upwash and sidewash created
by the leads vortices are calculated respectively. The wingman autopilot model is
modified accordingly. Thirdly, the complete close formation flight control system
is built. Then the sliding mode variable structure control theory based on feedback
linearization was used to design the UAV close formation controller. At last, the
performance is evaluated using a simulation developed in MATLAB SIMULINK.
The feasibility and effectiveness of established UAV close formation flight controller
are verified.

2 Kinematic Equations

The research in this paper is primarily focused on flyingwing layoutUAV in a generic
diamond formation. Both the lead aircraft and the wing aircraft are equipped with
a flight control system that includes three standard autopilots: Heading-hold, Mach-
hold and Altitude-hold autopilots. The Mach-hold autopilot is first order model, the
Heading-hold and the Altitude-hold autopilots are second order models. The three
standard autopilots are

V̇i = − 1

τV
Vi + 1

τV
Vic (1)

ψ̈i = −
(

1

τψa
+ 1

τψb

)
ψ̇i − 1

τψaτψb
ψi + 1

τψaτψb
ψic (2)
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ḧi = −
(

1

τha
+ 1

τhb

)
ḣi − 1

τhaτhb
hi + 1

τhaτhb
hic (3)

where the subscript i = W, L, indicates the lead aircraft and the wing aircraft respec-
tively; V is velocity, ψ is heading angle, h is flight height; and τha and τhb are height
time parameters, τψa and τψb are heading time parameters, τv is velocity time para-
meter.

The analysis of the system kinematics uses two coordinate frames [7]: inertial
frame of reference and rotating reference frame centered on the wing aircraft. Equa-
tion (4) shows the formation kinematic equations based on the two coordinate frames
accordingly. ⎧⎨

⎩
ẋ = VL cos(ψL − ψW ) + ψ̇W y − VW

ẏ = VL sin(ψL − ψW ) − ψ̇W x
ż = 0

(4)

where the lead aircrafts position in the rotating reference frame is (x, y, z).

3 Aerodynamic Coupling Effect of Close Formation

3.1 Upwash and Sidewash Modeling

The horseshoe vortex model is used in this paper to study the influence of wing
aircraft created by lead aircrafts wing tip vortex.

Figure1 is a view from above the two-aircraft formation horseshoe vortex approx-
imate model [8], filaments A and B are the borders of the horseshoe vortex. x̄ and
ȳ are the longitudinal separation and the lateral separation between the lead aircraft
and the wing aircraft respectively. Γ is vortex strength of lead aircraft. Both of the
lead aircraft and the wing aircraft are represented by elliptical wing approximation
b′, that is b′ = π

4 b, where b is the wingspan of aircraft.
According to Ref. [8], the average induced upwash WUWavg

and sidewash VSWavg

on the wingmans wing are

Fig. 1 Top view of the two
aircrafts
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WUWavg
= − ΓL

4πb′

{
ln

y′2 + z′2 + μ2

(y′ − π
4 )2 + z′2 + μ2

− ln
(y′ + π

4 )
2 + z′2 + μ2

y′2 + z′2 + μ2

}
(5)

VSWavg = ΓL

4πhz

⎧⎨
⎩ln

(y′ − π
8 )

2 + z′2 + μ2

(y′ − π
8 )2 + (z′ + hz

b )
2 + μ2

− ln
(y′ + π

8 )
2 + z′2 + μ2

(y′ + π
8 )2 + (z′ + hz

b )
2 + μ2

⎫⎬
⎭
(6)

where μ2 is a correction term, z′ = z
b , y

′ = y
b .

3.2 Calculation of Change in Wingman’s Lift, Drag
and Side Force

The upwash on the wing of the wingman causes a change in the attack angle of the
wing. This causes a rotation in the lift and drag vectors of the wing.

Figure2 is the wing aircraft force change diagram, V is the velocity of the aircraft,
W is the upwash, and V ′ is the composite velocity of the air at the surface of the
wing. The original lift and drag vectors are represented by L and D, and the rotated
lift and drag are represented by L ′ and D′ respectively.

According to Ref. [9], the non-dimensional coefficient of drag increment is

ΔCDW = 1

πAR
CLLCLW

2

π2

{
ln

y′2 + z′2 + μ2

(y′ − π
4 )2 + z′2 + μ2

− ln
(y′ + π

4 )
2 + z′2 + μ2

y′2 + z′2 + μ2

}

(7)

where AR is the aspect ratio of the wing, and CLL is the lift coefficient of the lead
aircraft. CLW is the lift coefficient of the wingman. The change in lift coefficient is
given by

Fig. 2 Wing aircraft force
change
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ΔCLW = aW
πAR

CLL

2

π2

{
ln

y′2 + z′2 + μ2

(y′ − π
4 )2 + z′2 + μ2

− ln
(y′ + π

4 )
2 + z′2 + μ2

y′2 + z′2 + μ2

}
(8)

where aW is the lift curve slope of the wing. The sidewash created by the lead also
causes a change in the force on the vertical tail. This change in side force is

ΔCY = η
SV t

S
avt

|VSW |
V

(9)

and avt is the lift curve slope of the vertical tail. Because the flying wing layout UAV
used in this paper has no vertical tail, so SV t = 0 and the change in side force is
ΔCY = 0.

3.3 Perfected Wing Aircraft Autopilot System

For close formation flight, the wing autopilot needs to be perfected because of the
aerodynamic coupling effect created by the upwash and sidewash from the lead air-
craft. By calculation, the perfected wing autopilot model for close formation flight is

V̇W = − 1

τV
VW + 1

τV
VWc + q̄ S

m
ΔCDWy y (10)

ψ̈W = − 1

τψaτψb
ψW −

(
1

τψa
+ 1

τψb

)
ψ̇W + 1

τψaτψb
ψWc (11)

ḧW = −
(

1

τha
+ 1

τhb

)
ḣW − 1

τhaτhb
hW + 1

τhaτhb
hWc + q̄ S

m
ΔCLWy y (12)

where y is the perturbation in the leads y direction position in the formation relative
to the wing aircraft from the nominal location.

4 Control System Model of Close Formation

Adjoin equations (4), (10)–(12) yields the complete control system model of close
formation. The resulting linear state-space representation of the complete control
system is
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d

dt

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
VW

y
ψW

ψ̇W

z
ζ

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

= A

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
VW

y
ψW

ψ̇W

z
ζ

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ B

⎡
⎣ VWc

ψWc

hWc

⎤
⎦ + Γ

⎡
⎣ VL

ψL

hLc

⎤
⎦ (13)

where z = hW − hL . The state variables are x, VW , y,ψW , ψ̇W , z and ζ, the three
control inputs are VWc,ψWc and hWc, the disturbance signals are VL ,ψL and hLc. A
is dynamic matrix, B is input matrix and Γ is disturbance matrix, their expressions
are:

A=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 −1 0 0 sinα 0 0
0 − 1

τV

q̄ S
m ΔCDWy 0 0 0 0

0 0 0 −1 − cosα 0 0
0 0 0 0 1 0 0
0 0 0 − 1

τψaτψb
−( 1

τψa
+ 1

τψb
) 0 0

0 0 0 0 0 0 1
0 0 q̄ S

m ΔCLWy 0 0 − 1
τψaτψb

−( 1
τψa

+ 1
τψb

)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
1
τV

0 0
0 0 0
0 0 0
0 1

τψaτψb
0

0 0 0
0 0 1

τψaτψb

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Γ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0
0 0 0
0 1 0
0 0 0
0 0 0
0 0 0
0 0 − 1

τψaτψb

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

where α is the formation angle. When the longitudinal separation is x0, lateral sep-
aration is y0, α = arcsin y0√

x02+y02
.

5 Sliding Mode Variable Structure Controller Design

The formation flight controller is to make the wingman flying fast track heading,
altitude and speed maneuvering of the lead aircraft, while maintaining the formation.
Equation (13) states that close formation causes the y channel to be coupled into the
x and z channel. The x channel is still decoupled from z channel. So the y channel
controller was firstly designed, then the x channel controller, and z channel controller
was designed at last.
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5.1 Y Channel Controller Design

The goal of designing y channel controller is to solve heading control signal of wing
aircraft, that is ψWc. It could be seen from Eq. (13) that the y channel state-space
equation is

⎡
⎣ ẏ

ψ̇W

ψ̈W

⎤
⎦ =

⎡
⎣0 −1 − cosα
0 0 1
0 − 1

τψaτψb
−( 1

τψa
+ 1

τψb
)

⎤
⎦

⎡
⎣ y

ψW

ψ̇W

⎤
⎦ +

⎡
⎣ 0

0
1

τψaτψb

⎤
⎦ ψWc +

⎡
⎣ 1
0
0

⎤
⎦ ψL

(14)
Set x1 = y, x2 = ψW , x3 = ψ̇W , the Eq. (14) can be written as

⎡
⎣ ẋ1
ẋ2
ẋ3

⎤
⎦ =

⎡
⎣0 −1 − cosα
0 0 1
0 − 1

τψaτψb
−( 1

τψa
+ 1

τψb
)

⎤
⎦

⎡
⎣ x1
x2
x3

⎤
⎦ +

⎡
⎣ 0

0
1

τψaτψb

⎤
⎦ψWc +

⎡
⎣ 1
0
0

⎤
⎦ψL (15)

y = x1 (16)

The first derivative with respect to y is

ẏ = ẋ1 = −x2 − cosα · x3 + ψL

The second derivative with respect to y is

ÿ = −ẋ2 − cosα · ẋ3 + ψ̇L

= −x3 + cosα · 1

τψaτψb
x2 + cosα · (

1

τψa
+ 1

τψb
)x3 − cosα · 1

τψaτψb
ψWc + ψ̇L

(17)

Set f (x) = −x3 + cosα · 1
τψaτψb

x2 + cosα · ( 1
τψa

+ 1
τψb

)x3 + ψ̇L , then Eq. (17)

becomes ÿ = f (x) − cosα · 1
τψaτψb

ψWc. Define the tracking error as e = yd − y,
first and second order derivative of the tracking error is ė = ẏd − ẏ and ë = ÿd − ÿ
respectively. Where yd is the nominal lateral separation, y is the real lateral separa-
tion. Set the sliding mode surface [10] is s(y, t) = cye + ė, where cy needs to meet
the Hurwitz condition, that is cy > 0. Using exponential reaching law, the sliding
mode control law based on input-output feedback linearization is designed as

ψWc = τψaτψb

cosα
( f (x) − v − ηysgns − kys) (18)

where v is an auxiliary term of the control law. The Lyapunov function is defined as
V = 1

2 s
2, the derivative of V is

V̇ = sṡ = s(cy ė + ë) = s(cy ė + ÿd − ÿ) = s

(
cy ė + ÿd − f (x) + cosα · 1

τψaτψb
ψWc

)

(19)
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Substituting Eq. (18) into (19), the derivative of V becomes

V̇ = s[cy ė + ÿd − f (x) + ( f (x) − v − ηysgns − kys)] = s(cy ė + ÿd − v − ηysgns − kys)

Set v = cyė + ÿd , then V̇ = sṡ = s(−ηysgns − kys) = −ηy |s| − kys2 ≤ 0, which
means the designed y channel controller has strong robustness.

5.2 X Channel Controller Design

The goal of designing x channel controller is to solve the velocity control signal of
wingman, that is VWc. It could be seen from Eq. (13) that the x channel state-space
equation is

[
ẋ
V̇W

]
=

[
0 −1
0 − 1

τV

] [
x
VW

]
+

[
0
1
τV

]
VWc +

[
1 sinα
0 0

] [
VL

ψ̇W

]
+

[
0

q̄ S
m ΔCDWy

]
y

(20)

Set x1 = x , x2 = VW , therefore, the Eq. (20) can be written as

[
ẋ1
x2

]
=

[
0 −1
0 − 1

τV

] [
x1
x2

]
+

[
0
1
τV

]
VWc +

[
1 sinα
0 0

] [
VL

ψ̇W

]
+

[
0

q̄ S
m ΔCDWy

]
y

(21)

x = x1 (22)

The first derivative with respect to x is

ẋ = ẋ1 = −x2 + VL + sinαψ̇W

The second derivative with respect to x is

ẍ = ẍ1 = −ẋ2 + V̇L + sinαψ̈W= 1

τV
x2 − 1

τV
VWc − q̄ S

m
ΔCDWy y + V̇L + sinαψ̈W

(23)

Set f (x) = −x3 + cosα · 1
τψaτψb

x2 + cosα · ( 1
τψa

+ 1
τψb

)x3 + ψ̇L , then Eq. (23)

becomes ẍ = f (x) − 1
τV
VWc. Define the tracking error as e = xd − x , first and sec-

ond order derivative of the tracking error is ė = ẋd − ẋ and ë = ẍd − ẍ respectively.
Where xd is the nominal lateral separation, x is the real lateral separation. Set the
sliding mode surface is s(x, t) = cxe + ė, where cx needs to meet the Hurwitz con-
dition, that is cx > 0. Using exponential reaching law, the sliding mode control law
based on input-output feedback linearization is designed as
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VWc = τV ( f (x) − v − ηxsgns − kxs) (24)

where v is an auxiliary term of the control law. The Lyapunov function is defined as
V = 1

2 s
2, the derivative of V is

V̇ = sṡ = s(cx ė + ë) = s(cx ė + ẍd − ẍ) = s(cx ė + ẍd − f (x) + 1

τV
VWc)

(25)
Substituting Eq. (24) into (25), derivative of V is

V̇ = s[cx ė + ẍd − f (x) + ( f (x) − v − ηx sgns − kx s)]=s(cx ė + ẍd − v − ηx sgns − kx s)

Set v = cx ė + ÿd , then V̇ = sṡ = s(−ηysgns − kys) = −ηy |s| − kys2 ≤ 0, which
means the designed x channel controller has strong robustness.

5.3 Z Channel Controller Design

The goal of designing z channel controller is to solve height control signal of
wingman, that is hWc. It could be seen from Eq. (13) that the z channel state-space
equation is

[
ż
ζ̇

]
=

[
0 1

− 1
τhaτhb

−( 1
τha

+ 1
τhb

)

][
z
ζ

]
+

[
0
1

τhaτhb

]
hWc +

[
0

− 1
τhaτhb

]
hLc +

[
0

q̄ S
m ΔCLWy

]
y

(26)

Set x1 = z, x2 = ζ, Eq. (26) becomes

[
ẋ1
ẋ2

]
=

[
0 1

− 1
τhaτhb

−( 1
τha

+ 1
τhb

)

] [
x1
x2

]
+

[
0
1

τhaτhb

]
hWc +

[
0

− 1
τhaτhb

]
hLc +

[
0

q̄ S
m ΔCLWy

]
y

(27)

z = x1 (28)

The first derivative with respect to z is

ż = ẋ1 = x2

The second derivative with respect to z is

z̈ = ẍ1 = ẋ2 = − 1

τhaτhb
x1 − (

1

τha
+ 1

τhb
)x2 + 1

τhaτhb
hWc − 1

τhaτhb
hLc + q̄ S

m
ΔCLWy y

(29)
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Set f (x) = − 1
τhaτhb

x1 − ( 1
τha

+ 1
τhb

)x2 − 1
τhaτhb

hLc + q̄ S
m ΔCLWy y, then Eq. (29)

becomes z̈ = f (x) + 1
τhaτhb

hWc. Define the tracking error as e = zd − z, first and
second order derivative of the tracking error is ė = żd − ż and ë = z̈d − z̈ respec-
tively. Where zd is the nominal lateral separation, z is the real lateral separation. Set
the sliding mode surface is s(z, t) = cze + ė, where cz needs to meet the Hurwitz
condition, that is cz > 0. Using exponential reaching law, the sliding mode control
law based on input-output feedback linearization is designed as

hWc = τhaτhb(v − f (x) + ηzsgns + kzs) (30)

where v is an auxiliary term of the control law. The Lyapunov function is defined as
V = 1

2 s
2, the derivative of V is

V̇ = sṡ = s(czė + ë) = s(czė + z̈d − z̈) (31)

Substituting Eq. (30) into (31), derivative of V is

V̇ = sṡ = s(czė + ë) = s[czė + z̈d − f (x) − (v − f (x) + ηzsgns + kzs)]
= s(czė + z̈d − v − ηzsgns − kzs) (32)

Set v=czė + z̈d , then V̇ = s(−ηzsgns − kzs)= − ηz |s| − kzs2 ≤ 0,whichmeans
the designed z channel controller has strong robustness.

6 Simulation

Simulation is performed for close formation consisting of two flying wing layout
UAVs. The close formations optimal geometry is specified by x̄ = 2b, ȳ = (π/4)b
and z̄ = 0, which minimizes the formation drag. The wingspan of the flying wing
layout UAV used in this paper is 28.44 ft, the optimal separation of close formation
is x̄ = 57.48 ft, ȳ = 22.57 ft and z̄ = 0 accordingly.

The flying wing layout UAV autopilot parameters are listed in Table1, and the
exponential reaching law coefficients of three control channels are listed in Table2.

Table 1 UAV autopilot parameters

τψa τψb τv τha τhb

1.838 1.838 10 0.615 7.692

Table 2 Exponential reaching law coefficients

ηx kx ηy ky ηz kz

3.02 10.06 2.87 8.79 4.61 11.32
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The slidingmode surface parameters of three channels are listed in Table3. The close
formation stability derivatives are listed in Table4.

Two flying wing layout UAVs are used in the simulation, and the simulation
time is 30 s. At initial state, the flight heights are hL0 = 10,000 ft, hW0 = 10,000
ft, the heading angles are yL0 = 0, yW0 = 0, and the velocities are VL0 = 450 ft/s,
VW0 = 450 ft/s. The formation geometry is diamond formation, the separation is the
nominal value, that is x̄ = 57.48 ft, ȳ = 22.57 ft and z̄ = 0.

The lead aircraft begin maneuvering at 2nd s, the heading changes from 0◦ to
30◦. From 6th to 17th s, the heading maintains 30◦. At 17th s, the heading changes
from 30◦ to 0, and then the heading maintains 0◦ until 30th s. During the heading

Table 3 Sliding mode surface parameters

cx cy cz

10.91 15.68 6.53

Table 4 Close formation
stability derivatives

ΔCDWy ΔCLWy

−0.000647 −0.0052

Fig. 3 Velocity change
curve
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maneuvers, the height increases 300 ft, which changes from 10,000 to 10,300 ft.
Simulation results are displayed in the following figures.

Figures3, 4 and 5 show the velocity change curves, heading change curves and
height change curves respectively. The solid line represents the lead aircraft and
the double-dashed line represents the wing aircraft. Figures6, 7 and 8 show the
longitudinal direction separation change curve, lateral direction separation change

Fig. 5 Height change curve
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Fig. 6 Longitudinal
separation change curve
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Fig. 7 Lateral separation
change curve
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Fig. 8 Vertical separation
change curve
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curve and vertical direction separation change curve respectively. The solid line
represents the nominal value and the double-dashed line represents the actual value.

Figure3 states that the velocity derivation is less than 6 ft/s, the wing aircraft
velocity can reach the nominal value in 8 s. Figure4 states that the wing aircraft could
well follows the heading maneuver of the lead aircraft on the duration of 30s. The
lead aircraft heading maneuver can be completely tracked by the wing aircraft within
2 s. Figures6 and 7 state that both x direction separation and y direction separation can
reach the nominal value in 8 s. The x derivation is less than 1 ft, and the y derivation
is less than 4 ft. The closet the wing aircraft comes to the lead aircraft is 53.8 ft in the
x direction and 21.7 ft in the y direction, thereby the collision is effectively avoided.
Figure10 states that z direction separation is less than 3 ft during the maneuver, the
wingman can track the lead aircraft height in 15s.

7 Conclusion

The close formation consists of two flying wing layout UAVs was researched in
this paper, the aerodynamic coupling effect of the close formation was analyzed
from the perspective of flight mechanics, and then three-dimensional formation
control mathematical model was established. The sliding mode variable structure
control theory was introduced to design the UAV close formation controller, and the
controller was divided into longitudinal channel, lateral channel and vertical channel.
The simulation results show that the formations geometry is maintained in the face
of leads maneuvering. The controller designed in this paper has the advantages of
fast response, small overshoot, good robustness and so on. The controller can enable
aircraft to take advantage of reduction in induced drag brought by the aerodynamic
coupling effect, which will extends the endurance of the formation accordingly.



476 Y. Li et al.

References

1. Giulietti F, Innocenti M, Napolitano M (2005) Dynamic and control issues of formation flight.
Aerosp Sci Technol 36(9):65–71

2. Zuo B, Hu Y (2004) UAV tight formation flight modeling and autopilot designing. In: Pro-
ceedings of the 5th world congress on intelligent control and automation. Hangzhou, China

3. SEMSAR E (2006) Adaptive formation control of UAVs in the presence of unknown vortex
forces and leader commands. In: Proceedings of the 2006 American control conference min-
neapolis. Minnesota, USA

4. Yong L, Micui W (2011) Close formation aerodynamic coupling effect analysis. Flight Dyn
19(2):12–16

5. Chundong C, Ruixuan W, Zhi D, Lipeng Z, Lei N (2012) Close formation coordinated flight
control design for UAVs. Electron Opt Control 19(7):18–22

6. Chenggong L, Zhong Y, Qiongjian F (2009) Research on multi-UAVs close formation flight
control based on CMAC. Transducer Microsyst Technol 28(7):37–40

7. ShengJun Q, Zhe Z (2012) Modeling and simulation of UAV close formation flight control.
Adv Aeronaut Sci Eng 3(3):362–366

8. Pather M, Azzo JJ, Proud AW (2001) Tight formation flight control. J Guid Control Dyn
24(2):246–254

9. Andrew WP, Meir P, John JD (1999) Close formation flight control. AIAA, guidance, naviga-
tion, and control conference and exhibit

10. JinkunL (2012) Slidingmode control design andmatlab simulation. TsinghuaUniversity Press,
Beijing



The Research in the Construction of Aircraft
Equipments Visual Warehouse

Shi Yumin, Zhou Bin, Sun Weiqi and Wang Yuhai

Abstract This paper research on how to adopt visual technique such as bar code,
RFID, sensor etc. To set up an aircraft equipments warehouse, including storage bar
code management system, storage RFID management system, warehouses audio-
frequency and video-frequency supervision and drilling system, warehouses tem-
perature and humidity monitoring and controlling visual system, warehouses fire
fight visual system are proposed.

Keywords Electronic countermeasures · Resource distribution · Secondary distri-
bution model · Hungarian algorithm · Dynamic programming algorithm

1 Introduction

Currently, the high technique war is an informationize war, battlefield environment
is very “transparent”, also become higher to the request of aircraft equipments guar-
antee, if the troops still reserve industrial ages loosing huge and cannot visual ware-
house, prepare to place numerous equipment in advance, not only make the system
swollen day by day, result in resources maximum wasted, influence national eco-
nomic development; And result in the guarantee activity dilatoriness, respond the
ability and guarantee effects cannot attain anticipant level; It result the operation that
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can cause the sail material manage a low speed degree, low efficiency, and is hard to
satisfy the demand of modern war and informationize war [4–8].

Therefore, we have to adopt informationizemeasure andmeans, accurate estimate
supplies informationize management need, accurate plan and organization military
supplies informationize management, carry out the supplies’ informationize man-
agement changes to “rapid reaction type” from “the amount of resources intensive
type”, orientation and contented modern wars need to the supplies guarantees. Real-
ization to stock equipments visual management, is be for adapting to modern war to
the equipment receiving and supplying quickly and accurately request. Therefore,
the construction of visual warehouse which can dynamic and visual follow the equip-
ments receive and supply, control the guarantee condition real time, raise guarantee
efficiency and effect, is the inevitable trend that the aircraft equipments guarantee
development [9–12].

2 Visual Warehouses Function

2.1 The Bar Code Management of Storage Equipment

We will apply the bar code technique to manage the receiving and supplying the
equipment and check the warehouse [1]. Bar code technique and aircraft equipments
management combine to raise the receiving and supplying efficiency, realize a quickly
recording of the database information and goes into, and can manage the batch
information and list piece information of equipment, is efficiently means of carrying
out stock equipments ”the information visual.

2.2 RFID Management of Stock Equipment

RFID is a radio frequency identify technique, it can pass wireless radio frequency
signal rapid, identifying of batch quantity device. Compared with the bar code man-
agement, RFID has advantages, such as “can read and write”, “can wear deeply”
and “can sweep the batch quantity code”…etc., but manages cost opposite higher,
suitable to the important piece manage.

2.3 Warehouses Audio-Frequency and Video-Frequency
Supervision and Drilling System

System is want to establish audio-frequency and video-frequency supervision system
in the statistics room and the storage room, the supervision signal can pass a campus
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net video frequency to forward platform and carries out the long range supervision
in the whole school scope. While carrying on various discrepancy practice, the con-
ductor member broadcast each room to practice a circumstance while canning pass
to supervise and control system actually, and issue to direct instruction through an
audio frequency. At this time, supervise and control system can be used as drilling
system.

2.4 Warehouses Temperature and Humidity Monitoring
and Controlling Visual System

System will be builded to display the warehouses temperature and humidity real
time, and draw storage rooms temperature and humidity curve of a day and a year.
System can choose control measure according to the outside and inside temperature
and humidity.

2.5 Warehouses Fire Fight Visual System

Build up a fire fight early warning and automatically extinguish fire system, the fire
feeling prognosticate, reports to the police while carrying on actually, and automat-
ically start extinguish fire system.

3 Concrete Construction Project

3.1 The Construction Method of Each System

The bar code management system of stock equipment: The bar code applies sys-
tems statistic room only need to add a bar code printer to connect with the aircraft
equipment management system, consequently, carry out bar code printing function,
and share to the storage room. Bar code applied system need to install a fixed type
bar code scanner in each storage room and used to scan bar code to identify the
equipment information when receiving and supplying equipment, also, the system
need to install a handheld bar code scanner, used to check the storage room. Mainly
use in the B database building and the C database building.

RFID of stock device manages system: Be aimed at to the management charac-
teristics of device, adopt RFID to carry on the management that comes in and goes
out a database in the A database building, it can pass wireless radio frequency signal
rapid, identifying of batch quantity device.
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Video frequency in the warehouse supervises and controls system: In each data-
base building install supervision to stretch forward to carry on solid supervise and
control, flow to turn to carry on whole distance supervision through a label in the
process in the device and the voucher, supervise and control of the result show at
the big screen of reference room up, the convenient staff member controls a flowing
of database building circumstance and voucher and device to turn a circumstance in
time. Is well applied modern technique, adopt existing surveillance supervision and
network to transact to wait an advanced equipments, the establishment modernizes
of management hardware platform. The network supervises and controls to man-
age system to integrate each one to supervise and control to order of supervision
system, make of ability at unified of management platform up realization with each
other connect mutual communication, carry out the share of video frequency data
and management information. Carry out supervision to all subordinate supervision
points allied the net, centralized management and long range support etc. function.
Install an absorbed passive type in the warehouse area red outside locator and red
outside laser beam locator, set up a safety alarm system. While discovering dan-
ger circus the system quickly connect to the alarm power and report t a sound and
light signal to the supervision center; The Supervision and control center receive
the alarm, allied with the video-frequency supervision and control system realize
function of the video switch (show the police the position of alarm point, real time
picture) and automatically record image etc. When the customer confirms the alarm
true, the systems automatically carry out a pre-established safety handle emergency
instruction;(such as: ring the alarm, dial appointed telephone, show the headwaters
apart from a fire to order shortly etc.) If the alarm is true, the system will automati-
cally start ex- record image function, automatic record related information after the
alarm [13–15].

Warehouses temperature and humidity monitoring and controlling visual system:
The system need to install a monitor, to display the temperature and humidity real
time, and can automatically draw storage rooms temperature and humidity curve of
a day and a year. The monitor can link intelligence temperature and humidity control
system,when the temperature and humidity in the storage roomexceed “the 37 lines”,
the system can judgment and choose a best controlmeasure according to the tempera-
ture and humidity inside and outside the storage room. If suitable and well ventilated,
the system will remind the storage-member to carry on airiness, if not, automatically
open the dehumidify machine or air- condition according to temperature and humid-
ity, or both open at the same time. The temperature and humidity detect system be
used to detect the storage rooms temperature and humidity, the main equipments
include temperature and humidity sensor and controller. The system can according
to the users fixed time automatically or handlly at any moment collect every sensors
data. While discovering alarm, the system can deliver the sound and the light signal
to the control center. The control center will automatically show the alarm position
when receiving the alarm signal, utilize to allied to the video-frequency system. Via
linkage, the system can show every sensors current temperature and humidity, and
also show random appointed storage rooms current temperature and humidity on
every sensor. The history temperature and humidity can be queried by time, address
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etc., and make variety curve or report forms and share the temperature and humidity
information about the automatic solid warehouse and the temperature invariableness
warehouse.

Warehouses fire fight visual system: Build up a fire fight early warning and auto-
matically extinguish fire system, when the smoke density attains certain degree,
carries out to report to the police and passes video frequency supervision to tell the
preservation member the concrete position of the occurrence a fire, burnable degree
etc., thereby, the member can convenient organize to extinguish fire, and automati-
cally start spray water system to carry on extinguishing fire.

The key cabinet management system: The numeral key cabinet management sys-
tem follow Double person double lock turns the key cabinet management system
to observe the management principle of “double person double lock. The system
gather to identify technique, gate prohibit, communications technique, picture dis-
posal technique, network technique together, and have four greatly main functions
include memory, manage, network, visual. The system can detailly record the person
who take away the key and the key cabinet managers identity and the time of open the
lock; Via adding chip on the key to identify key is real or false. The system can adopt
various mode to manage the user include fingerprint identify, password identify etc.
If the key didn’t be stipulating time returns or encounters a sabotage, the system
will automatically alarm and record, and will automatically report the alarm signal
and related information to the supervision and control center at the same time. The
system can report the alarm signal and related video frequency signal to network
and the network terminal user can share the data such as the supervision and control
center. The system can directly link control centre or through a network to control
and manage the information. According to the authorization, the system can check
the circumstance of the key management and search history record etc. on the net-
work point. When the operator want to open the door, the system will validate the
identity, at the same time, take photo towards holding card operator, and collate with
the users IC card, write on the key using record. Idiographic constructions projection
in following picture (Fig. 1).

3.2 Constructions Difficulty Analysis

No.1 difficulty: bar code labels and RFID labels selection [2, 3].
The aircraft equipment need to be stored a long time, and may experience vari-

ous complicated external environment during the follow-up conveyance and supply,
therefore the label has to enduring using, anti- oil, water tightness etc. characteristic,
and make a very high request to the material of the bar code label and the RFID label.

The solution is full investigation, collect the data of various materials, full argu-
ment, select the suitable label material via experiment data. No.2 difficulty: The
mode of visual technique using in the storage management.

Original aircraft equipment storage management mode is based upon artificial
identify and handicraft operate formation. After adopt visual technique in aircraft
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Fig. 1 video tape recorder

equipment storage management, equipments identify and informations inputting and
outputting deliver etc. will change into automatic process, therefore, the aircraft
equipment storage management mode have to carry on important change. But how
adjust current aircraft equipment storage managements various process and rules,
not only can develop the advantage of visual technique, promote aircraft equipment
storage managements quality and efficiency, but also reserve advantage of original
mode, and full permit with original homework mode, this is the item team has to
research to solve the great problem which is the key problem of this item. Solution:
Promoting storage homework efficiency and equipment management quality is basic
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purpose, we need to adequately solicit opinion by higher-upmachinery and operation
member, maximum exert the visual advantage, groping for the appliedmode of visual
technique using in the storage management.

4 Conclusion

Along with our army information-based level of continuously raising, navys air-
craft equipment guarantee request the resources is visual, therefore, navys aircraft
equipment department aggressively and gradually push forward the visual resources
systems construction. But the visual aircraft equipments construction has not mature
experience to be referenced, and need the suggestion that the college provides a
viable construction programming and construction mode. The large-scale navys air-
craft equipment visual storage construction start, will need to a mass of talented
person who have the ability of manage the visual storage, therefore the college has to
take preventive measures, advancing to construct a aircraft equipment visual storage
to train the student.
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Calculating Vehicle-to-Vehicle Distance
Based on License Plate Detection

Yinan Liu, Yangzhou Chen, Jianqiang Ren and Le Xin

Abstract Vehicle-to-vehicle distance calculation has a great significance to driving
assistance and estimation of traffic condition. In this paper, we present an on-board
video-based method about calculating distance gap. The method is mainly divided
into three major stages. At first stage, an Adaboost cascade classifier using Haar-like
features of sample pictures is used to detect preceding vehicles. At second stage,
a fusion algorithm combining Maximally Stable Extremal Regions (MSER) for far
vehicles with vertical texture method for close vehicles is applied to locate license
plate. At the third stage, distance gap is calculated according to the pixel height
of plate and the proportion of plate pixel height. Experimental results in this paper
showed excellent performance of the method in calculating distance gap.

Keywords License plate detection · Distance gap calculation · Adaboost · MSER

1 Introduction

On-board video-based vehicle detection and distance gap calculation have potential
applications in two aspects at least. Firstly, the distance gap obtained by the on-board
video,which is defined as the distance from topof frontwindow toprecedingvehicle’s
trail in this paper, can be used for driver-assistance [1]. On the other hand, it can also
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be applied in on-board data collection system, for example, floating vehicle which
is equipped with GPS, wireless communication unit and distance gap calculation
devices not only can obtain its position coordinates and running speed [2] but also
measure distance gap from many preceding vehicles and send the information to
traffic surveillance center. Thus the center gathers all the information from a large
number of floating vehicles to analyze traffic density and predict traffic status [3].

Various methods which are utilized to detect vehicles and calculate distance gap
have been developed such as radar [4], laser [5], infrared [6] or computer vision [7].
Compared to other methods, computer vision has at least two advantages, on the one
hand, the cost of camera is lower; on the other hand, it can obtain more information
such as pedestrian, bicycle and license plate number. Owing to gradually improved
performance of camera and the advantages above, computer vision system finds wide
use in intelligent traffic system. The method for vision-based distance measurement
includes monocular vision-based distance measurement and binocular vision-based
distance measurement. Specifically, Binocular vision needs to use binocular camera
and find correspondences of both images. Although binocular vision approach is
more accurate than monocular vision to calculate the distance of objects, it is not
able to meet the requirement of real-time due to the high algorithm complexity. Thus,
in this paper, we propose an on-board monocular vision approach to detect preceding
vehicles and calculate distance gap.

The existing literature about monocular vision methods to calculate distance gap
can be divided to two categories as follows. The first kind of method is based on
trigonometric function. This kind of method needs to detect an angle between cam-
era’s vertical line and line connecting camera with preceding vehicle’s lamp [8] or
bottom [9]. These methods require all the vehicles being in same horizontal plane
and utilize interior parameter of camera to calculate the angle. However, the angle
is small in general, and it is easy to produce error in detection process by computer
vision. The second kind of method is based on proportionality of similar triangles.
This kind of method utilizes a length or area ratio between the pixel distance of
distance gap and real distance of distance gap [10], pixel distance of lamps and real
distance of lamps [11], or pixel width of license plate and real width of license plate
[7] to calculate distance gap. Compared to the methods based on trigonometric func-
tion, these methods have a better computational accuracy because it is convenient
to measure a real object and precise to detect a real object by computer vision. In
spite of some improvement of these methods have made, most of them only aim at
the calculation in a small detection range and cannot adapt complex traffic scene.
Because traffic surveillance center need to acquire large-scale information to ana-
lyze traffic condition, the methods will need to calculate vehicles’ distance gap as
much as possible. Faced with problems above, in this paper, we present a real-time
on-board video-based system to detect preceding vehicles, locate license plate and
calculate distance gap. Different from other method, the method, proposed in this
paper, reduces the image resolution, detects vehicles by using Adaboost and records
vehicle’s coordinate rather than setting interest-of-region (ROI), then uses a fusion
method combining MSER with vertical texture to locate license plate in the vehi-
cles image and acquires the pixel height of license plate to calculate distance gap.
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Experimental results showed that the method in this paper has an excellent real-time
performance and it can detect vehicles and calculate distance gap accurately in the
range of thirty meters.

The rest of this paper is organized as follows. Section2 details the each part of
algorithm in our approach including vehicle detection, plate license location based
on vertical texture, plate license location based on MSER, a fusion location method
and distance gap calculationmethod. An experimental study is reported in Sect. 3 that
reveals the advantages of proposedmethod compared to othermethods. A conclusion
to this paper is given in Sect. 4.

2 Methodology

The proposed distance gap calculation method in this paper can be split into three
steps. Firstly, a monocular camera installed on an observation vehicle’ s top of front
window is utilized to monitor preceding target vehicles and an Adaboost classifier is
used for detecting preceding vehicles. In next step, the license plates of the detected
preceding vehicles can be located based on a fusion method which combined the
MSER with vertical texture algorithm. Thirdly, the distance between the observa-
tion and the preceding vehicles, which is called the distance gap, can be calculated
according to the height of license plate in the image and the proportion of plate pixel
height.

2.1 Detecting Preceding Vehicles

The key points in vehicles detection are accuracy and real-time performance. Due
to the traffic congestions and frequent vehicle lane changes, it is hard to use lane
lines or road edges to set certain ROI to detect vehicles. Thus, the vehicles detection
methods by detecting symmetrical points, vehicle’s shadows, and corner points may
be not appropriate for on-board video. Therefore, the machine learning approach is
employed to complete the detection of targeted vehicles directly. Adaboost algorithm
[12] has so high performances on accuracy and real-time performance that it is
suitable for changeable traffic scene.

As an iterative algorithm, Adaboost can gather weak classifiers which made up
by some weak classification features into a strong classifier. The Haar-like feature
presented by Viola and Lienhart [13, 14] is a kind of weak classification feature
which can be used as the input of Adaboost.

In the paper, we chose 1000 images with vehicles and 2000 images without vehi-
cles as training samples which is showed in Fig. 1, extracting Haar-like features,
generating an 18-layer cascade Adaboost classifier.

In the process of detection, in order to ensure the accuracy of locating license plate
in next part, we use 1920 × 1080 high resolution video to detect preceding vehicles.
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Fig. 1 Training samples of adaboost

Fig. 2 Adaboost algorithm flow of vehicle detection

So as to reduce the time-consumption of detecting preceding vehicles under the high-
resolution video, the system detects preceding vehicles after copying every frame of
video and reducing the its size to 576 × 324. Afterwards, the cascade Adaboost clas-
sifier filters out the region without vehicle layer by layer, detects vehicles and records
their coordinates Finally the system amplifies vehicles’ coordinates and extracts the
vehicles images in original image. In Fig. 2 the flowof detecting vehicles is presented.

2.2 Locating License Plate

There have been lots of license plate location methods based on the characters such
as texture, fixed size and fixed width-height ratio [15], contours [16], color [17].
However, most of these methods aim at the location in a small detection range
and cannot adapt complex traffic scene. The proposed location method focuses on
adapting to different scales of vehicles image and locating license plates as much as
possible.
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In reality, the distance between the different preceding vehicles and the camera
may vary, which leads to an apparent differences of the vehicle images’ resolution.
However, it is not efficient to locate license plates by using a single method. Given
the image resolution of detected vehicles, the author will introduce two methods
respectively in this paper, and in turn integrate them into a fusion method in order to
locate license plates precisely.

License Plate Locating Method Based on Vertical Texture of License Plate

The region of license plate has a rich and inerratic texture in the vertical direction
because of regular distributionof characterswhich is different fromother vehicle edge
information. Generally, with high-resolution images, the plates’ text information can
be easily distinguished. Hence, when the vehicles to be detected are closed to the
camera, plate images will have rich vertical texture which can be extracted to locate
the license plate.

Specifically, we convert the vehicles’ color images to gray images. Then, a 3 × 3
window is used for medium filter in the gray image. The pixel value is replaced by
medium value in the window to eliminate the noise. In next step, we adopt Sobel
operator to calculate the vertical texture.

Is =
⎡
⎣ −1

−2
−1

0
0
0

1
2
1

⎤
⎦ ∗ Im (1)

Is is the plate image processed by Sobel operator, Im is the plate image processed
by median filter and the 3 × 3 window is Sobel operator. The pixels in plate regions
execute a convolutionwith the Sobel operator to eliminate the texture in the horizontal
direction and reserve the texture in vertical direction. Because of the influences of
illumination, the range of pixel gray-scale value in texture image maybe narrow, it is
hard to make binary-conversion. Hence, we project the pixel value of Is to the gray
interval ranged from 0 to 255 and obtain the image Io which has clear vertical texture
by using the following formula.

Io = (Is(i, j) − min(Is)) · 255/(max(Is) − min(Is)) (2)

In formula (2), min is a function to acquire minimum gray-scale value of pixel and
max can acquire maximum gray-scale value. Then we inverted the pixel value and
generated the image with white connected components.

The brightness of plate images may vary due to the effect of the lighting envi-
ronment, so a fixed threshold cannot make binary-conversion adaptively to all
plate images. In this paper, the adaptive local binary method is chose. The local
binary method means that an image is divided into m × n blocks, and then, each
block is processed with the binary method Suppose that Io(x, y) denotes a gray
value of point (x, y). Consider a block whose center is a point (x, y)and size is
(2w + 1) × (2w + 1). The threshold T (x, y) of Io(x, y) is computed by
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T (x, y) =
max−w≤k,l≤w

f (x + l, y + l) + min−w≤k,l≤w
f (x + l, y + l)

2
(3)

Then, the binary image is obtained by

Ib(x, y) =
{

0, if f (x, y) < T (x, y)
255, else

(4)

In formula (4), Ib(x, y) is the image after binarization. Since the local binary
method can choose threshold adaptively in every block, it can avoid the effects of
patial shadow or uneven illumination to binaryzation.

After a series of operations above, license plate images with a little marge of
horizontal texture, disconnected texture of characters, and contour of vehicle were
acquired. In the next step, the binary image is processed by morphology to eliminate
the texture which is needless and to connect the texture of characters. Specifically,
since vertical texture method apply to the vehicle images with high resolution; we
use morphological close operation by a fixed 5 × 1 kernel and open operation by a
fixed 5 × 5 kernel to process the image Afterwards, the narrow gaps and elongated
blanks are bridged, and the small holes and cracks are filled up. Therefore, we gain
an image with candidate region. Finally, we identify the rectangle contours of white
region and select the license plate region based on the conditions of a range of
aspect ratio, area, location. By choosing abundant samples including the vehicles
with a range of angle of view and conducting experiments to locate license plates
the by using vertical texture method, we can draw a conclusion that this method
is appropriate for locating license plates which is relatively close to camera. One
experiment result is portrayed in Fig. 3.

The method of locating license plate based on the vertical texture has a high
efficient performance with high-resolution images. For example, when a preceding
vehicle is close to the camera, the texture of license plate’s text and edge is clear
enough on the image which can be used for locating the license plate. However, when
the preceding vehicle is far away from the camera, the plate texture of vehicle image
is indistinct, so in this case we need a another way to locate license plate.

License Plate Locating Method Based on Maximally Stable Extremal Regions
(MSER)

TheMSERalgorithmpresented by J.Matas [18] aims at segmenting the stable region.
The algorithmic process is as follows, a series of thresholds tn are set and used for
binaryzation. For each threshold, a number of black regions Q1Q2 . . . Qk can be
extracted from the images, which are called extremal regions. If the area of each
extremal region maintains stability in a wide range of thresholds it is called MSER.

q(i) = |Qi+Δ − Qi−Δ|
|Qi | (5)
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Fig. 3 A Sequence of License Plate Identification by Sobel Method a original image b image after
gray processing and sobel operating c binary image d image after inverting the pixel value e image
after morphological processing f locating license plate by filter condition

Fig. 4 A Sequence of License Plate Identification byMaximally Stable Extremal Regions (MSER)
Method a original image b image processed by MSER c locating license plate by filter condition

In formula (5), Qi is a connected region when threshold is i , Δ stands for the
tiny change of threshold and q(i) is the changing percentage of when threshold is i .
When q(i) is local minimum, Qi is a MSER.

In this paper, theMSERalgorithm is used for locating the license plate bydetecting
the low-resolution vehicle images. In order to endure the high locating rate, we set
the step-size as 1, and the threshold of percentage of area change as 0.2. Afterwards,
it is crucial to find the rectangle contours of connected components, followed by
selecting the region which matches the condition of a range of aspect ratio, area and
coordinate. In Fig. 4, a sequence of successful cases of license plate locating by using
method with MSER is presented.
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The license plate locating method based on MSER has advantages as follows:
as an invariant for affine transformation of image gray scale, the method is suitable
for images under condition of different illumination; because step-size can be set as
required, this method can detect the regions of different fine degree. Since the step-
size needs to be set manually, the method based on MSER cannot adapt the images
of various resolutions dynamically. If we use the same step-size and percentage of
area change in this paper to locate license plate with high-resolution images, the
single character will be located. Meanwhile, this method is of high computational
complexity, it cannot be used widely in real-time system.

License Plate Locating Method Based on a Fusion Method

This paper will provide a fusion algorithm for license plate locating combining two
approaches mentioned above. According to the size of preceding vehicle images,
the system is able to group them into three categories. For the largest category, the
system could locate their license plates through the method based on the vertical
texture of license plates, while it could use MSER method to complete the same
task for the smallest one. For the medium one, the system firstly adopts the approach
analyzing license plates’ vertical texture, and it would stopwhen the license plates are
identified. Otherwise, the MSER approach would be used automatically to conduct
the same task until license plates are identified. After that the system records all
the information of identified license plates of those preceding vehicles. As for the
unidentified license plates’ images, the systemmarks them as the non-vehicle region.
The relevant details of algorithm are illustrated in Fig. 5.

2.3 Calculating Distance Gap

After locating license plate, we can obtain a height and width of the license plate
in an image. Since the size of a license plate is fixed, e.g., in China the ordinary
vehicle rear license plate is 440mm in width and 140mm in height, it would be
easy to calculate the distance gap according to the pixel height of a license plate and
the proportion between pixel height and distance gap. When people drive, turning or
lane changing would happen frequently. In these situations, the plane where a license
plate stays is not perpendicular to the center axis of camera. Specifically, the width of
a license plate’s image changes due to angle change of the preceding vehicle, while
the height is constant. Hence, we can calculate proportion of plate pixel height and
distance gap.

In Fig. 6, the origin of coordinate stands for the camera, whose left side is the
plane where license plate stays and the right side is the plane where the images
locate. More over the horizontal axis passes through the image plane and license
plate plane vertically. In the coordinate system, d is the distance between the camera
and the plane of license plate, f is virtual focal length of image’s plane, a, b and a′, b′
are the line connecting between a vertex of license plate and a vertex of license plate



Calculating Vehicle-to-Vehicle Distance Based … 493

Fig. 5 Algorithm flow of fusion location method

Fig. 6 Camera geometric
relationship
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image, H is the real height of the license plate and h is the pixel height. According
the image-forming principle and similarity of triangle, we can come up with the
formula (6):

a

a′ = b

b′ = d

f
= H

h
(6)

In the next we will use distance gap known in advance and pixel heights of the
license plates to calculate the f of the camera which is used in the system. In practice,
we obtain pixel height by locating a license plate d = F f/h. Therefore, we can
easily gain the vertical distance between the camera and the license plate plane.

3 Experimental Results

In order to verify the accuracy of distance gapmeasurement by using our method, the
information of distance gap calculated by GPS were used for comparison. Specif-
ically, one observation vehicle installs a camera and GPS and another one is only
equipped one GPS. In the experiment, an observation vehicle equipped with a cam-
era and a GPS moves behind another vehicle only with a GPS. The camera captures
the preceding vehicles and two GPS record the coordinates. Afterwards, the video
was processed by C++ program in order to detect preceding vehicles and calculating
distance gap. The coordinates of two vehicles were converted to distance gap which
is considered as the real distance compared with the distance calculated by program.

Before performing the experiment of the method proposed in this paper, we ver-
ified the accuracy of GPS. The researchers selected abundant coordinates by using
two GPS on the road without cover and measured the real distance between two
coordinates, and compared the distance calculated by GPS coordinates by trial, then
made a conclusion that the error of GPS is less than 1meter. In the selection of exper-
imental data, the coordinates selected by GPS and the video shot by camera on roads
without cover were chosen. In a forty-minute vehicle-mounted video which include
about 80000 frames, various traffic scenes such as congestion, intersection and lane
changing were captured and processed to detect the preceding vehicles and calcu-
lated distance gap. By counting the sum of vehicles, the sum of vehicles detected by
using the method proposed in this paper and the sum of error vehicles detected arti-
ficially, the accuracy of vehicle detection reaches 96%. As for the distance gap, the
calculation results generated by different vision algorithms were compared in Fig.7,
which shows that the distance gap based on GPS and the one based on fusion method
remain practically the same. Because the fusion method proposed in this paper is
based on vehicles’ image size and integrated with Sobel method and MSERmethod,
its line in Fig. 7 overlaps the line generated by Sobel method and the line generated
by MSER method partially. Consequently, it can be verified from Fig. 7 that when a
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Fig. 7 Comparison of different methods for distance gap calculation

Table 1 Dimensions of scope, error, and running speed of corresponding program detected by GPS
and vision method

Fusion Sobel MSER Top-hat

Scope (m) 0−30 0−22 0−30 0−18

Error (%) 4.3 8.5 5.4 5.5

Frame rate (fps) 30 30 14 30

Fig. 8 Computational result of fusion method in a period, (a)–(f) were taken in every 5 seconds

preceding vehicle is far away from the camera, the texture of vehicle plate’s image is
indistinct. In such condition, the Sobel method for distance gap calculation is unsta-
ble, and the top-hat method from [7] also has a problem in small detection scope for
the same reason. Although theMSERmethod has a good performance on calculating
distance, it is time-consuming compared with other methods. In Table1, the dimen-
sions of scope, error, and running speed of corresponding program are presented,
and the error of vision method is calculated by the absolute difference of distance
detected by GPS and vison method divide distance detected by GPS, illustrating that
the fusion method proposed in this paper has an excellent performance than other
method. Figure8 describes the experimental result in different timing.
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4 Conclusion

In this paper, an on-board video-based system for detecting preceding vehicles and
calculating distance gap has been presented. Because of the use of a single camera,
the system has lower cost than the stereo vision systems and other technologies, such
as radar-based approaches. The detection andmeasure method in this paper also have
advantages than other methods. In the detection phase, the system reduces the image
resolution, detects vehicles by usingAdaboost and records vehicle’s coordinate rather
than setting ROI, eliminating errors and reducing time complexity of algorithm.
Meanwhile, the system can also detect the vehicles as many as possible in a wider
region because of using MSER method, which has a great significance for driving
assistance and vehicles information collection. In the step of calculating distance
gap, this paper proposed a fusion method which can use different ways to measure
distance gap precisely based on a vehicle’s image size, and take full advantages of the
texture in region of a license plate. Given the excellent robustness and reliability in
vehicle detection and high accuracy in distance gap measurement, the system carried
out by in-vehicle tests can be used in city traffic.
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The Improved Weighted Evolution Model
of the AS-Level Internet Topology

Xuelian Cai

Abstract By studying the evolution of the Internet behavior, this brief paper intro-
duces aweighted evolution networkmodel based on the InternetAutonomous System
(AS) layer. This model considers four kinds of Internet evolutionary behavior: on
one hand the AS nodes birth and the links growth based on a preferential attachment
rule and on the other hand the AS nodes recession and the links death based on an
anti-preferential attachment rule. Through a theoretical analysis with the rate equa-
tion method and a simulation experiments on MATLAB environment, the node’s
degree and strength distribution both follows a power-law distribution. The power-
law coefficient is proportional to the ratio of the preferential attachment tendency and
anti-preferential attachment tendency. The experimental results were basically con-
sistent with the theoretical analysis value, confirming the correctness of the model.

Keywords Weighted network · Internet · Evolution model · Preferential attach-
ment · Anti-preferential attachment

1 Introduction

The Internet is a large heterogeneous dynamic development of a complex network.
The awareness of Internet network topology has experienced random, hierarchy,
power-law three stages. In 1999, Faloutsos brothers work [1] reveals the Internet
network node distribution follows a power law distribution P(k)∼ k−r. Internet net-
work topology produced by the random and hierarchical rule does not have such
characteristics. Further later researches [2, 3] showed that the Internet network topol-
ogy model which is generated on the basis of a power-law rule can reflect more the
Internet topological features than a topology model using a random or a hierarchical
principle.

X. Cai (B)
Guangdong Polytechnic of Industry and Commerce, Guangzhou, China
e-mail: xuelian@foxmail.com

© Springer International Publishing Switzerland 2017
V.E. Balas et al. (eds.), Information Technology and Intelligent
Transportation Systems, Advances in Intelligent Systems and Computing 454,
DOI 10.1007/978-3-319-38789-5_58

499



500 X. Cai

Internet power-law topologymodel is divided into two kinds of static and dynamic
models. By using some parameters of specific power-law such as PLOD [4] and
PLRG [5], the static model does not consider the growth of the network directly to
describe the static topology’s properties. The dynamic model explores the internal
mechanism of the evolution of the topology growth and reconstructs the topology of
the growth process. Compared with the static model, the dynamic model can reflect
better the dynamic growth process and the topological characteristics of Internet than
the staticmodel. In 1999, Barabasi andAlbert give the dynamicmodel of the network,
BA [6] (Barabasi–Albert) model, for the first time. The power-law network models
characteristics are attributed to two kinds of evolution mechanisms: growth and
preferential attachment. Newnodes select the higher degree nodes to connect to them.
In 2004, Barrat, Barthelemy and Vespignani proposed a weighted dynamic model
called BBVnetworkmodel [7]. Themodel studies the dynamic evolutionmechanism
of the topology and the weight, proposes the new node to join the old nodes based on
the preferential attachment mechanism of strength. Subsequent network evolution
models of Internet [8–11] were mostly improved on the basis of the BA and BBV
models. Reference [8] details a model in which the number of edges between a
newly added node and old nodes is allowed to change each time the newly added
node enters the network. PFPmodel [9] simulats the growth of the new nodes and the
new internal links combined with the nonlinear preference attachment mechanism.
Referring to literature, reference [10] considers the distance between Internet nodes,
puts forward a preferential attachment mechanism for which a new node to join
an old node is based on the strength of the old and the distance between the two
nodes. Reference [11] proposed an evolution network model of Internet based on
AS layer with a description of nodes and edges birth and death to characterize the
evolution behaviors. Even if most of these already existing models improved model
by using some of the characteristics of the evolution behavior of Internet, they rarely
consider the node recession rather than the phenomenon of death. In fact, the flow or
the capacity limits of some nodes can suppress the priority connectivity to a certain
extent, thus the strength will be weakened over time. In order to simulate the real
evolution process of the real Internet network, we proposed an improved evolution
model. The model does not only consider the growth of nodes and links under a
preferential attachment rule, but also considers the decrease of the node strength and
the existing links death under an anti-preferential attachment rule.

The second part of the paper introduces the evolution mechanism and the theoret-
ical analysis of the model. The third part studies the node’s degree and the strength
distribution under different parameters through simulation experiments.

2 Improved Internet Evolution Model

Based on the Euler’s theory of graphics, the Internet can form a network on two
kinds of meaning: a routing layer and an AS layer. Depending on the topology data
acquisition, the approach is different. The AS layer topology data can be directly
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derived from the Border Gateway Protocol (BGP) routing monitoring system. Data
set is relatively complete, and as subsequently mentioned, the Internet is described
from the AS layer.

2.1 Network Evolution Model

This paper only considers undirected graphs where the weight of each link is sym-
metric, i.e. ωij = ωji, where ωij denotes the weight of a link from the ith node to the
jth node. The node strength si is defined as si = ∑

j∈ν(i) ωij, where the argument ν (i)
for the node i represents its neighbor nodes.

We start with a small number m0(m0 > 1) of fully connected nodes. All links
have the same weight for ω0. The strengh of each node is then (m0 − 1)ω0. At each
step t, one of the following four evolutions is to be performed as random:

(1) With a probability P1, a new AS node k is added to m1 old AS nodes, the
weight of each new link (k, i) are also ω0. The node k selects the existing node i to
connect to it according to the strength preferential attachment formulas (1).

Preferential attachment formula:
∏

(si) = Si∑
Sj

(1)

When a new node k will connect an existing node i, this will introduce locally
rearrangements ofweights between i and its neighbor j ∈ V(i) according to the simple
rule ωij (t) = ωij (t − 1) + δ

ωij(t−1)
sj(t−1) , where δ (δ > 0) is an adjustable parameter. This

rule is yielding changes in the strength of node i, si (t) = si (t − 1) + δ + ω0.
(2) With a probability P2, m2 links is added, the weight of each new link (k, i) is

ω0. Each Link randomly selects a node i on one end, and selects the connection node
j according to the formula (1) on the other side. When adding a new edge between i
and j nodes, it will cause the strength variation of the network node i and the node j,
and the locally adjustment rules in accordance with step (1).

(3) With a probability P3, m3 link is deleted. A link arbitrarily selects a node i on
one end, and select the node j on the other end side according to the anti-preferential
attachment formula (2).

Anti-preferential attachment formula:
∏ ′ (sj) = 1 −

∏
sj (2)

(4) With a probability P4, a node j is selected. The node j is selected according
to the anti-preferential attachment formula (2). If the node j is selected, the weight
ωjk for all k∈V(j) is decreasing according to the rule ωjk (t) = (1 − r)ωjk(t − 1).
Therefore, the strength of the node j sj (t) = (1 − r) sj(1 − t) 0 � r � 1. When r =
0, the node does not have any strength weakened. When r = 1, the node strength is
reduced to 0, which is equivalent to the node death.
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2.2 Theoretical Analysis of the Network Model

We will analysis the node strength distribution with the rate equation method.
Assuming si (t) is continuous, then there are M = m0 + p1t nodes and

m0(m0+1)
2 +(

p1m1 + p2m2 − p3m3
)
t links at time step t in the network. The corresponding rate

equation of si(t) will change by the four kinds of mechanisms at time step t.
(1) Adding a newASwith the probability P1 and local rearrangements of strength.

dsi(t)

dt
=

∑
j∈V(i)

P1m1δ
ωij(t)

sj(t)

∏
sj + P1m1(ω0 + δ)

∏
si = (2δ + ω0)m1P1

∏
si

(1)

(2) Adding m2 links with the probability P2 and local rearrangements of strength.

dsi(t)

dt
= P2m2

(∏
si + 1

M

)
(2δ + ω0) (2)

(3) Deletingm3 links with the probability P3 and local rearrangements of strength.

dsi(t)

dt
= −P3m3

(
1 −

∏
si + 1

M

)
ω0 (3)

(4) Decreasing the strength of an AS node with the probability P4.

dsi(t)

dt
= −P4r(1 −

∏
si) (4)

When t → ∞, by combining Eqs. (1)–(4) together, one obtains

dsi (t)

dt
≈ (2δ + ω0)m1P1

∏
si + P2m2

(∏
si + 1

M

)
(2δ + ω0)

− P3m3

(
1 −

∏
si+ 1

M

)
ω0 − P4r

(
1 −

∏
si
)

≈ (2δm1P1 + ω0m1P1 + 2P2m2δ + P2m2ω0 + P3m3ω0+ P4r)
∏

si

+ 2P2m2δ + P2m2ω0 − P3m3ω0

M
− P3m3 − P4r = A

∏
si + B

M
(5)

In which:

A = 2δm1P1 + ω0m1P1 + 2P2m2δ + P2m2ω0 + P3m3ω0 + P4r

B = 2P2m2δ + P2m2ω0 − P3m3ω0 − (P3m3ω0 + P4r)M

Note: Time t, have m0(m0+1)
2 + (

p1m1 + p2m2 − p3m3
)
t links in the network,
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Get:

∑
si ≈ (2P1m1 (δ + ω0) + 2P2m2(δ + ω0) − 2P3m3ω0 − P4r)t

Let D = 2P1m1 (ω0 + δ) + 2P2m2(ω0 + δ) − 2P3m3ω0 − P4r
Equation (5) can be rewritten as

dsi (t)

dt
≈ A

si
Dt

+ B

m0 + P1t
(6)

We use this approximation in question (6) when t → ∞, Then Eq. (6) can be
written then as

dsi (t)

dt
≈ A

Dt
si + B

P1t
(7)

Let X = A
D , Y = B

P1
, Then Eq. (7) can be written as

dsi (t)

dt
≈ X

t
si + Y

t
(8)

Note that si (ti) = (m0 − 1)ω0, Eq. (8) can be solved

si (t) =
(
t

ti

)X (
(m0 − 1)ω0 + Y

X

)
− Y

X
(9)

Then we can obtain the strength distribution by using the mean-field method

p (si (t) < s) = p

[(
t

ti

)x (
(m0 − 1)ω0 + Y

X

)
− Y

X
< s

]

= p

⎛
⎝ti > t

(
(m0 − 1)ω0 + Y

X

s + Y
X

) 1
X

⎞
⎠

= 1 − p

⎛
⎝ti < t

(
(m0 − 1)ω0 + Y

X

s + Y
X

) 1
X

⎞
⎠ = 1 −

(
(m0 − 1)ω0 + Y

X

s + Y
X

) 1
X

p (s, t) = ∂p (si (t) < s)

∂s
=

(
(m0 − 1)ω0 + Y

X

) 1
X

X
(
s + Y

X

) 1
X+1

(10)

As it can be seen from the Eq. (10), the strength distribution of themodel is subject
to a power law distribution, where the power law coefficient is γ = 1

X + 1. In which,
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X = A

D
= 2δm1P1 + ω0m1P1 + 2P2m2δ + P2m2ω0 + P3m3ω0 + P4r

2P1m1 (δ + ω0) + 2P2m2(δ + ω0) − 2P3m3ω0 − P4r

Let P2 = 0, P3 = 0, P4 = 0, δ = 0, we can get γ = 3, at this point, the power
law coefficient is just the same with BA network. According to the characters of
power-law distribution of Internet complex networks, take 2 < γ < 3, then 2 < 1

X
+ 1<3, the solution to 1

2 < X < 1. As long as X satisfies this constraint, the strength
distribution of nodes will be in line with the power law characteristics.

3 Simulation Experiment

In order to prove the correctness of the model theoretical derivation, we set up a
simulation program in MATLAB for simulating the evolution process of the model.
In order to eliminate the randomness of the experimental results, the following data
in each group is taken the average of 100 repeated experiments.

Figures1, 2 and 3 illustrate respectively the degree distribution, the strength distri-
bution and degree-strength correlation diagram of 1000, 2000, 3000 and 5000 nodes.
The fixed parameters values are m0 = 8, ω0 = 2, δ = 2, P1 = 0.75, P2 = 0.15,
P3 = 0.05, P4 = 0.05, r = 0.05.

As shown in Fig. 1, the model of the distribution of the power law coefficient does
not change significantly over time and scale. The power-law coefficient is about 2.2
which is close to the real value for the AS distribution network with the observation
in May 15, 2005 [12].

As it can be seen from Fig. 2, most of the strength distribution values follow
a power-law distribution pattern. We can also see a heavy tail phenomenon. The
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Fig. 3 Degree-strength correlation diagram of 1000, 2000, 3000, 5000 nodes

power-law coefficient value is approximately equal to 2.3. Thus the simulation value
is substantially in line with the theoretical value.

Figure4 plots the relationship between P2/P3 proportion and the power-law expo-
nent. The parameters values are m0 = 8, ω0 = 2, δ = 2, P1 = 0.55, P4 = 0.05,
r = 0.05. P2 and P3 were taken (0.05, 0.35), (0.20, 0.20), (0.35, 0.05), three dif-
ferent sets of values. The power-law coefficient γ is the theoretical value.

Figure5 is dedicated to plot the relationship between P2/P4 proportion and the
power-law exponent. This time, the parameters values are m0 = 8, ω0 = 2, δ = 2,
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P1 = 0.55, P3 = 0.05, r = 0.05. P2 and P4 were taken(0.05, 0.35), (0.20, 0.20), (0.35,
0.05), again three different sets of values.

Figure6 plots the relationship between the last ratio P1/P4 and the power-law
exponent. We taking parameters values as follows: m0 = 8, ω0 = 2, δ = 2,P2 =
0.55, P3 = 0.05, r = 0.05. P1 and P4 were taken(0.4, 0.5), (0.6, 0.3), (0.9, 0.0) as the
two first cases, three different sets of values.

As it can be seen from the three graphs (Figs. 4, 5 and 6), the strength distribution
of the experimental values is basically consistent with the theoretical values for
the different parameters. The coefficient γ increases along with P2/P3, P2/P4, P1/P4
increase. This proves that the larger the proportion of preferential attachment trends
and the anti preferential attachment trends is, the more uneven the network degree
distribution becomes. In other words, “the rich are getting richer and the poor are
getting poorer.”

4 Conclusion

In order to better simulate the behavior of Internet evolution, we proposed an
improved evolution model. The model simulated the Internet network’s four evo-
lutionary behavior: AS nodes birth, AS links growth, AS nodes recession and AS



508 X. Cai

links death. In this paper, we found that the model had a significant power-law fea-
ture through a detailed theoretical analysis. Then, by changing the value of each
evolutionary parameters, we found the relationship of the preferential attachment
parameter P1, P2 and the anti-preferential attachment parameters P3, P4 with a power
law coefficient γ. Numerical simulations results agree with the theoretical analyses.
This weighted evolution network model might provide an idea about the Internet
complex network with a more complicated behavior.
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Toward a Green Transport System:
A Review of Non-technical Methodologies
for Developing Cities

Chen Zhenqi and Lu Weichi

Abstract In this paper we address the question: How should developing cities green
their urban transport systems? As a new developing paradigm in the urban transport
field, green transport has been advocated and fostered for over 20 years. It is regarded
as an effective model to face a series of problems emerging in urban area and sup-
port sustainable developments. It desires much further development in the future.
However even today most successful practices are found in developed cities and
developing cities have performed it poorly. Although many technical solutions were
testified useful in developed cities, they may be not so suitable for developing cities
for their technology and capital intensive nature. We review non-technical solutions
for developing cities, emphasizing on those that contribute to changing the composi-
tion of travel modes, i.e. increasing the share of walking, cycling and transit modes.
Methodologies working toward a travel style in which walking, cycling and transit
modes occupy dominant proportion are studied underlying four strategies: chang-
ing land use, giving priority to public transport, promoting walking and cycling and
restricting car owning and using.We highlight their effects and limitations and assess
their adaptabilities in developing cities. And in the end we summarize some matters
need attention for applying the methodologies reviewed.
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1 Introduction

Green or greening introduced as an innovative term in the field of urban transport has
been researched and practiced worldwide for more than 20 years. It was originally
raised against the trend of excessive reliance on automobiles globally and with the
intention to cope with a series of problems emerged in urban transport, such as
congestion, accident, air pollution, significant proportion of energy consumption and
inequity among travelers [1]. Although till today it is hard to give a clear definition of
green transport, that it is a paradigm supporting sustainable developments and desires
further growth and prosperity in the future has been universally agreed [2, 3]. Around
the world, western developed cities are pioneers and sophisticated in developing
green transport. They have much more successful practices than developing cities.
Many developing cities probably are still on the starting point and need to make great
efforts to keep up with developed cities. But how should developing cities develop
green transport?

As made by and for developed cities, mainstream implementing methodologies
focus on reducing transport energy use and greenhouse gas emissions, involved in
improvements of energy efficiency and explorations of alternative fuels and power
systems [4], which need great advances in technology and thus vast inputs of money.
This may be quite difficult for most developing cities. Non-technical solutions some-
how inexpensive should be explored.

From the view of the famous green transport hierarchy, more shares of non-
motorized or transit modes in total travels surely make the urban transport system
greener. Nowadays there are four strategies to increase the share of non-motorized
and transit modes: changing land use, giving priority to public transport, promoting
walking and cycling and restricting owning and use of private cars. Methodologies
underlying the four strategies could be reachable and workable in developing cities.
In the following we first study these methodologies within four sections titled by
the four strategies respectively. We highlight their effects and limitations and discuss
their adaptabilities in developing cities. Then in the end we draw conclusions on
some special issues that need attention for employing these methodologies.

2 Land Use Changes

Based on then available data from 46 global cities, Peter Newman and Jeffrey Ken-
worthy concluded that travel level (measured in passenger-kilometers per capita)
had a roughly exponential relationship with urban density [5]. Patrick Moriarty and
Damon Honnery found that the share of public transport in overall motorized travel
is of much difference between Asian cities with dense population and American or
Australian cities that are less densely populated [4]. Thus in general it is believed
that increases of urban density will reduce motorized travels and promote shifts to
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public transport and non-motorized travel modes [6]. Another sound form of land use
change lies in optimizations on spatial structure in a certain region of a city or even
in the whole city, including redevelopments of utilized lands (such as abandoned
dwelling, port and factory area) and constructions of satellite towns around a large
city. It is expected to bring out direct changes on the composition of travel modes,
especially in new developing area.

However, advantages from land use change are often offset by other factors or
there aremany difficulties tomake changes of land use. There is actually an inevitable
problem derived from the incompleteness when concerning urban density. That is
in normal conditions density is increased and measured rather locally, for example,
in the Central Business District (CBD). Higher density of the CBD could produce
within it more short-distance trips, which less depend on automobiles. But on the
other hand, more long-distance trips from the periphery to the CBD would also be
generated. Then if measured in the entire basis of the city, the average motorized
trips between regions would be added. Jeffrey Kenworthy and Christina Inbakaran
proved in their research the unexpected result that in some cities, personal travel
levels either rose as density rose, or fell as density fell [1].

The government of Shanghai city, P.R.C. has launched an ambitious plan to trans-
fer population and jobs from the central area to the periphery by founding several new
towns in the suburb. Under administrative enforcements the withdrawal of residents
got great success that while the population of the whole city rose from 18 million
in 2000 to 23 million in 2008 (grew nearly 30%), that within the inner ring region
(except for the Pudong District) declined. But efforts to reduce employees in the
inner area were frustrated. Very few industries (e.g. only some manufacturing firms)
were relocated in the new towns in the past decade. Businesses of high employments
and mass activities (such as finance corporations, technology companies, culture and
education institutions and large scale retails) were hardly removed from the inner
ring region. This is probably explained by the land rent theory and the central place
theory under effects of the market selection mechanism.

Since most large developing cities have been tracking the similar path that overly
sprawling around a single center and being densely populated, just likewhat Shanghai
andmany other Asianmetropolises have done, it would take decades to get large rises
in density and have to disobey the market law to change spatial structures in these
cities, both needing to pay a lot. So for those developing cities which currently are
not so large but are free on the way to motorizations, it is probably wise to redefine
a small or middle scale of the urban boundary, plan a spatial structure with multi-
centers, promote compact, mixed-use developments and take a traffic mode oriented
land use strategy, which is related to the concept of transport zoning having been
adopted in the urban master plan by a lot of Chinese cities, see Table1 [7].
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Table 1 Transport zoning strategy

Land code Location Traffic mode strategy Land use guidance

A Conservation areas
including natural reserves,
scenic spots and historical
sites

Restricting motorized
travel, especially travel by
private cars

Developing lightly and
strictly restricting supply
of transport facilities

B Public transport corridors Giving priority to public
transport

Developing densely,
restricting parking supply
and facilitating transfers
between arterial and
feeder lines and between
public transport and other
modes

C Residential communities
in the inner area

Balancing public transport
with private cars

Developing moderately
and reasoningly increasing
supply of transport
facilities

D Residential communities
and industrial parks in the
peripheral area

Growing motorized travel
freely

Developing densely,
increasing parking supply
and enhancing the
connection with the inner
area

3 Transit Priority Policies

After the Second World War, public transport use in cities of North America and
Western Europe has changed considerably. It first suffered serious decline from the
late 1940s to the early 1970s and then stepped into a recovery period since the 1970s
[8, 9]. In spite of rising incomes and car ownership and extensive, car-oriented sub-
urban sprawl, these cities have been succeeding in raising and stabilizing the overall
passenger level and the market share of public transport [9]. Their successes encour-
aged other cities globally. Many Asian cities (such as Tokyo, Singapore and Hong
Kong) have given continuous priorities to public transport in their overall transport
systems and also made significant successes that having increased the proportion
of travels taken by public transport up to 60–70% [10]. Now Transit priority is
becoming an important strategy adopted by more and more Asian cities on the way
to optimizing the composition of travel modes and greening their urban transport
systems.

There are many kinds of policy instrument supporting transit priority, such as
the strategy of Transit Oriented Development (TOD), enforcements on supply of
transit infrastructures, finance regimes that ensure priority of investments on public
transport, traffic rules that guarantee priority of road right of public transport and
administrative measures that encourage applications of advanced technologies in
public transport [11, 12]. According to lessons from successful cities, it is essential
to develop a hierarchy system of public transport that is able to provide differential
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services to meet demands of diverse groups of people or in different regions. The
city must broaden its financing channels and afford continuously funding during the
entire life cycle of public transport. Of course it is the most important that public
transport is more attractive than other modes. Naturally most cities produce policies
of low riding fare to draw passengers, as well as favorable measures of concessionary
fares for some particular groups of passengers and subsidies for riding at some certain
periods of time [8]. A number of other cities, especially developed cities, also devote
to introducing information technologies to improve the overall quality of services
provided and boosting advanced public transport systems [12].

However on the whole, public transport is costly and few operators around the
world are able to fund it independently [12, 13]. The operators must be compensated
by their governments for providing cheap but satisfying services to passengers. It
could be a heavy financial burden to the governments. This is one of the most impor-
tant reasons why Beijing, P.R.C. had to reprice its subway fares in 2014, after having
provided fairly cheap services for about seven years since 2007. Nevertheless there
is an outstanding exception, Hong Kong. It has successfully made its rail systems
self-financing. It is a unique achievement when compared to all other cities in the
world that the self-financing policy applies not only to system operation and main-
tenance, but also to meeting the full cost of rail line construction and the purchase
of capital equipment [13].

As being technology, capital and user intensive, rail systems and even bus rapid
transits (BRTs) are probably unreachable to many small or middle developing cities.
These cities should concentrate their efforts on the provision of quality regular bus
services, as well as various other service forms that are easily taken out or withdrawn
according to actual needs, such as taxis, school buses, ferries, private hire cars and
cableways [14]. It is advisable to plan a binary or tertiary structure of the bus service
that includes arterial and secondary lines or arterial, secondary and feeder lines to
meet differential demands. It is also suggested that plenty of attentions are paid on
priority treatments for bus operations on the road network. Solutions can be made
out in forms of preferential signals and exclusive lanes for buses [11, 15, 16]. But
it is noted that this kind of solution at the same time is required to balance the
improvement of bus operations with the needs of private vehicles and other road
users.

4 Tactics to Promote Walking and Cycling

During the past decades, non-motorized transport has experienced significant de-
cline internationally, similar to what public transport has done at the same period.
Contemporarily however, development trends of non-motorized transport are dif-
ferent between developed and developing cities and even vary very much among
developed cities. All over the world, four development models of non-motorized
transport are summarized as below:
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Table 2 Walking mode share changes in selected Asian cities (data sources: [19, 20])

City Year Before (%) Year After (%) Mode with
greatest gain
(motorized)

Changzhou 1986 38.24 2006 21.54 Two-wheeler
and car

Chennai 2002 47.00 2008 22.00 Two-wheeler

Delhi 2002 39.00 2008 21.00 Two-wheeler
and car

Nanchang 2001 44.99 2005 39.11 Car

Shanghai 1986 38.00 2004 10.40 Two-wheeler
and bus

Xian 2002 22.94 2006 15.78 Bus

Yangzhou 2007 16.40 2014 15.20 Two-wheeler
and car

(1) It is a negligible mode for commuting and has no signs to revive. This model is
found in most North American and Australian cities. In 2009, percentage of bicycle
travel in each of the American states was not more than 2.34%; the share of cycling
for commuting in Portland was the highest compared to that of all other American
cities, but it was only 5.81% [17]. Currently car-oriented developments remain un-
changed in most North American and Australian cities and bicycles are usually used
by a minority group of citizens, mainly for sport and leisure activities [18].

(2) It continues to decline but still occupies a large proportion. Cases are found
in most developing cities, especially in Asian cities. See Table2, for example, the
change of walking share in some Asian cities. During the past years developing
countries accelerated urbanization and motorization. Impact of motorized transport
on non-motorized transport has kept rising in developing cities. Now pedestrians and
cyclists have become the most vulnerable group in their urban transport systems, in
which sources of capital, land, space, infrastructure andmanagement are increasingly
favoring car travelers. But non-motorized transport is still substantial in these cities
because it was born very dominant. Consequently, most of developing cities are
troubled by mixed traffic today.

(3) It first declined and then got some recovery in supporting the development
of public transport. Hong Kong, Singapore and Tokyo, as well as other developed
cities in the Northeastern Asia are the cases. They have managed to integrate non-
motorized transport with rail transits and the share of cycling around rail stations
grewmuch faster than at other sites. Now in Japanese major metropolises the highest
percentage of bicycle travel nearby rail stations is 70% [21].

(4) It first declined sharply and then revived strongly. This fluctuation has occurred
in European cities. From 1950 to 1975, bicycle use in the Netherlands, Denmark and
Germany decreased by about three quarters and its share glided from 50–85 to 14–
35% [22]. From 1951 to 1972, bicycle travel level per capita in Berlin even reduced
by 90% [18]. But after the middle 1970s, bicycle use in the three countries rose by a
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quarter and its share went up to 20–43%. Especially in Copenhagen, bicycle travels
increased by 70% from 1970 to 2006 [23]. At present, pedestrians, cyclists and
drivers in most European cities are treated equally and even non-motorized travelers
are given more conveniences than motorized travelers.

The last two development models above prove that it is quite possible to boom
non-motorized transport in a highly mobile city. In order to promote walking and
cycling, numerous tactics have been put into practices. Overall they belong to three
categories: infrastructure supports, program incentives and policy interventions [24].

Appropriate infrastructures supporting walking and cycling include travel paths,
bicycle parking facilities and traffic signals, as well as some necessary auxiliaries
(such as signs, separators and pavements). Jennifer Dill and Theresa Carr found
that the share of workers regularly commuting by bicycle is positively related to the
supply level of bike lanes [25] and Anne Vernez Moudon et al. revealed that better
accessibility to bike paths will lead to higher probability of cycling [26]. Therefore
travel paths are of much importance to fostering walking and cycling. As for travel
paths, it is essential to keep pedestrians and cyclists away from motor vehicles. In
practices, there are a good number of measures to do it, such as striped or colored
bike lanes, raised bike lanes or footpaths, side bike paths, separated bike paths and
off-street paths [24], of which off-street paths can carry out thorough separations.
Today walking streets and bicycle tracks (also called green ways in Chinese cities)
are being appreciated by more and more planners worldwide. Copenhagen has even
given birth to a new model of bike track, i.e. so called cycling super highway, which
does the most favor to cyclists. However, several stated preference studies will imply
that some particular groups of travelers (e.g. women and more experienced cyclists)
would choose on-street lanes rather than off-street paths [24]. So planners must take
into account differential preferences among travelers when planning travel paths.

Program incentives are formal or informal, long-term or short-term, scheduled
or unscheduled campaigns, activities, events, projects and other means hosted by
governments or non-governmental organizations. Generally each program incentive
is launched upon a specific target, favoring travelers on a certain route, in a certain
age group, at a certain time period or by a certain travel mode. There are two kinds
of commonly used programs: travel awareness programs and mode access programs.
Travel awareness programs aim to arouse public awareness to walking and cycling
through education or training schemes, media publicities and public campaigns (such
as the Global Car Free Day and the Night of Bicycle in the Europe). Mode access
programs are planned to improve the accessibility and convenience of walking or
cycling. Nowadays globally, bike sharing (public bicycle) is becoming a well known
andwidespread bicycle access programand it has beendeveloped for four generations
in European cities [27, 28].

Program incentives are helpful to advocate preferences of walking and cycling
and cultivate expected traveling habits among travelers. But they need supports from
related items, such as improvements of infrastructures, enhancements of traffic man-
agements and establishments of traffic regulations.

Policy interventions are related to legal issues that focus onpedestrians and cyclists
safety, such as bicycle helmet laws and lower speed limits for automobiles. But it is



516 C. Zhenqi and L. Weichi

Fig. 1 Growth of private car in Yangzhou city: an instance of constant enthusiasm formotorizaitons
(data sources: [20])

noted that bicycle helmet laws could be unwelcome to cyclists while reduced motor
speed limits inspiring cycling [29, 30].

It is believed that currently a high level of cycling is beneficial to the development
of bicycle mode in the future, for higher cycling level will favor cyclists at a series of
aspects, such as further increases, more road right, greater safety, wider support and
deeper investments [24, 31–33]. Hence, cities belonging to the second development
model of non-motorized transport as summarized before have more endogenous
advantages to revive walking and cycling than do those of the first development
model. For cities of the second model, there could be a relatively easy way that
retaining, advocating and cultivating the traditional travel culture, custom and habit
while these factors tend to foster cycling [34, 35]. However it is probably difficult,
for those cities that have been feeling free on motorizations, to change again views
and preferences of their citizens, who are now strongly interested in owning and
using private cars. For example, the annual growth rate of private cars in Yangzhou
city has remained no less than 18% in recent seven years (see Fig. 1).

Furthermorewhen planning tactics to promotewalking and cycling, it is important
for planners to make clear the relationship between non-motorized and motorized
modes in the current phase of urban transport development. In those developing
cities with a small or middle urban area, non-motorized modes would compete with
motorized modes for the average distance of trips is short and many trips can be
taken by any of them. Under this condition, tactics should pay much attention on
temporal and spatial separations between the two. In large developing cities, long-
distance trips are dominant and non-motorized modes are usually utilized at the start,
transfer or end stage of a trip, as supplements and supports for motorized modes, just
like experiences in cities of the third development model of non-motorized transport
above. Thus the two kinds of mode are rather of a cooperative relationship and it is
important to plan good connections between them.
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5 TDMMeans to Restrict Car Owning and Using

In order to take immediate effects when deciding to deal with urban transport
problems, several developed cities imposed direct restrictions on the ownership and
utilization of private cars through powerful economic and policy measures and even-
tually gave birth to the TDM, the primary objective of which is to reduce motorized
traffic volumes in urban area, especially in inner districts of a city. Nowadays TDM
means to restrict car owning and use are also abundant, include increasing the cost
of holding a car, charging on road use or traffic congestion, lowering vehicular
speed limits, cutting parking space supply, reducing wide roads and encouraging car
sharing.

High cost on private cars has been maintained in Singapore, Hong Kong and
Tokyo and has effectively controlled car growth in the three cities. As early as in
1990, Singapore presented its particular Vehicle Quota System (VQS), by which
the urban government could conduct direct control on vehicle growth. The core
idea of the VQS is to set a ceiling number of vehicles according to the capacity of
road network annually; owners are required to bid for a Certificate of Entitlement
(COE) before registering a new car. Since the implementation of the VQS, annual
vehicle growth rate in Singapore has dropped from 7.0 to 3.0% and after 2009 it has
even been controlled less than 1.5% [36]. Congestion charging is normally accepted
in very developed cities with heavy motorized traffic or serious congestions in the
central area, such as London and other European cities. Experiences of these cities
indicate that successful applications of congestion charging are involved into a lot
of factors, covering clear goals, public supports, related regulations, charging level
adjusting mechanisms, appropriate charging methods and technologies, and reliable
assessment systems.Whats more, for a selected city, whether to apply this instrument
is determined by some certain preconditions, summarized as: (1) long time traffic
jams have frequently struck the central area of the city and likely sprawl to other area;
(2) the government has continuously tracked vehicles changing and has accurate
vehicle registration records; (3) some other related policies (e.g. parking control)
have been implemented; and (4) alternative modes (e.g. public transport) have been
well developed.

However even in those cities that have prepared all the related factors and precon-
ditions mentioned above, the effectiveness of congestion charging could fade in the
long term for most travelers would be less sensitive to the charging fee as time passed
and regard it as the normal travel expense. This is one of the important reasons why
London shrank its congestion charging zones in 2011.Moreover for most developing
cities, restrictions on vehicle growth may conflict with their economic goals which
tend to heavily depend on automobile industries. Therefore this kind of methodology
will have the least attractions to developing cities and even meet strong oppositions.
Nevertheless, some similar but moderate policies are suggested for large developing
cities (e.g. Asian metropolises), such as changing fuel tax, raising parking fares in a
certain area and reducing car use with vehicle number plate restrictions.
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6 Conclusions

In addition to technical solutions, there are many non-technical methodologies to
make urban transport green. They mostly underlie four strategies: changing land
use, giving priority to public transport, promotingwalking and cycling and restricting
owning and use of private cars, aiming to change the automobile travel culture that
has flooded developed cities and are spreading to developing ones. Comparing to
technical solutions, non-technical ones may be more suitable for most developing
cities. However, some difficulties should be noted when applying them. First, alt-
hough increases of urban density are expected to reduce travel demand, especially
motorized travel demand, it is hard to get large density increases in a city. Such a
measure would take many decades to work. Secondly, mass rapid transits, such as
rails and BRTs could yet be unreachable to many small or middle developing cities
as they need investments of advanced technologies and vast capitals and require
dense passengers to support their operations. Thirdly, it would be difficult to return
to the traditional travel culture that preferring walking and cycling to driving in such
a city that has had many freedoms on the way to motorizations for years. Finally,
restricting vehicle growthwould do harm to some cities economies. Besides, it is also
important to: (1) define a small or middle urban area with multi-centers and compact,
mixed-use developments, embracing the transport zoning strategy; (2) emphasize on
regular bus lines that have road right priorities and are capable to provide differential
quality services to meet diverse riding demands; (3) clarify the relationship between
non-motorized and motorized modes before planning tactics to promote walking and
cycling; and (4) develop some moderate policies to restrict car owning and using,
such as changing fuel tax, raising parking fares and introducing vehicle number plate
restrictions.

Acknowledgments This work was funded by the Yangzhou science and technology planning
program (Program No.: YZ2014235).

References

1. May AD, Zhongming J (2009) European experiences in green transportation development (in
Chinese). Urban Transp China 7(6):17–22

2. Huapu L (2009) Approaches towards realization of urban green transportation (in Chinese).
Urban Transp China 7(6):23–27

3. Qiaoling L, Martineau D (2010) The urban transportation policies green transition and practice
in the U.S. (in Chinese). Planners 26(9):5–10

4. Moriarty P, Honnery D (2013) Greening passenger transport: a review. J Clean Prod 54(9):14–
22

5. Newman P, Kenworthy J (1999) Sustainability and cities: overcoming automobile dependence.
Island Press, Washington

6. Litman T, Steele R (2013) Land use impacts on transport: how land use factors affect travel
behavior, http://wenku.baidu.com/view/71dd3d86f121dd36a22d8236.html

http://wenku.baidu.com/view/71dd3d86f121dd36a22d8236.html


Toward a Green Transport System: A Review of Non-technical … 519

7. The Department of Housing and Urban-Rural Development (2011) Jiangsu Province, P.R.C.,
Guide on urban comprehensive transportation planning in Jiangsu province

8. White P (2009) Public transport: its planning, management and operation, 5th edn. Routledge,
Taylor and Francis Group, London and New York

9. Buehler R, Pucher J (2012) Demand for public transport in Germany and the USA.: an analysis
of rider characteristics. Transp Rev 32(5):541–567

10. Linbo L, Chuan C, Cheng S (2006) Comparing study of several cities public traffic. J Shanghai
Univ Eng Sci 20(3):259–264

11. Goh KCK (2014) Exploring new methodologies and perspectives on the road safety impacts
of bus priority, Thesis submitted in fulfillment of the requirements for the degree of Doctor of
Philosophy, Department of Civil Engineering, Monash University, Australia

12. Nakamura K, Hayashi Y (2013) Strategies and instruments for low-carbon urban transport: an
international review on trends and effects. Transp Policy 29:264–274

13. Barron B (2002) Simon Kawing Ng. Christine Loh and Richard Gilbert, Sustainable Transport
in Hong Kong

14. TheMinistry ofConstruction (2007)P.R.C., Standard for classification of urbanpublic transpor-
tation (CJJ/T 114-2007)

15. Hounsell N, Shrestha B (2012) A new approach for co-operative bus priority at traffic signals.
IEEE Trans Intell Transp Syst 13(1):6–14

16. Goh KCK, Currie G, Sarvi M, Logan D (2014) Road safety benefits from bus priority: an
empirical study. Transp Res Rec 2352:41–49

17. Snyder T (2011) Mapping bicycle mode share where you live, StreetsBlog USA. http://usa.
streetsblog.org/2011/03/28/mapping-bicycle-mode-share-where-you-live

18. Wen X (2008) Urban pedestrian and bicycle planning based on human-oriented spatial anal-
ysis. Dissertation submitted in conformity with the requirements for the degree of Doctor of
Philosophy, School of Transportation Engineering. Tongji University, P.R.C

19. Leather J, FabianH,Gota S,MejiaA (2011)Walkability and pedestrian facilities inAsian cities:
State and issues, ADB Sustainable Development Working Paper Series, Asian Development
Bank

20. YangzhouUrban Planning Bureau (2015) Jiangsu Province, P.R.C., Annual report of Yangzhou
urban transportation

21. Andrade K, Kagaya S (2011) Cycling in Japan and Great Britain: A Preliminary Discussion,
ERSA conference papers from European Regional Science Association

22. Pucher J, Buelher R (2007) At the frontiers of cycling: policy innovations in the Netherlands,
Denmark and Germany. World Transp Policy Pract 13(3):5–56

23. Pucher J, Buehler R (2008) Cycling for everyone: lessons from Europe. In: CD-ROM of 87th
TRB annual meeting, Washington, D.C

24. Pucher J, Dill J, Handy S (2010) Infrastructure, programs, and policies to increase bicycling:
an international review. Prev Med 50:106–125

25. Dill J, Carr T (1828) Bicycle commuting and facilities in major US cities: if you build them,
commuters will use them. Transp Res Rec 116–123:2003

26. Moudon AV, Lee C, Cheadle AD, Collier CW, Johnson D, Schmid TL, Weather RD (2005)
Cycling and the built environment, a US perspective. Transp Res Part D Transp Environ
10(3):245–261

27. DeMaio P, MetroBike LLC (2009) Bike-sharing: history, impacts, models of provision, and
future. J Public Transp 12(4):41–56

28. Shaheen SA, Zhang H, Martin E, Guzman S (2010) Hangzhou public bicycle: understanding
early adoption and behavioral response to bike sharing in Hangzhou, China. Transp Res Rec
2247:33–41

29. Colin C (2006) The case against bicycle helmets and legislation. World Transp Policy Pract
12(3):6–16

30. Robinson DL (2006) No clear evidence from countries that have enforced the wearing of
helmets. Br Med J 332(7543):722–725

http://usa.streetsblog.org/2011/03/28/mapping-bicycle-mode-share-where-you-live
http://usa.streetsblog.org/2011/03/28/mapping-bicycle-mode-share-where-you-live


520 C. Zhenqi and L. Weichi

31. Rune E (2009) The non-linearity of risk and the promotion of environmentally sustainable
transport. Accid Anal Prev 41(4):849–855

32. Jacobsen PL (2003) Safety in numbers: more walkers and bicyclists, safer walking and bicy-
cling. Inj Prev 9(3):205–209

33. RobinsonDL (2005) Safety in numbers in Australia: morewalkers and bicyclists, safer walking
and bicycling. Health Promot J Aust 16(1):47–51

34. Pucher J,KomanoffC, SchimekP (1999)Bicycling renaissance inNorthAmerica: recent trends
and alternative policies to promote bicycling. Transp Res Part A Policy Pract 33:625–654

35. de Bruijn GJ, Kremers SPJ, Singh A, van den Putte B, van Mechelen W (2009) Adult active
transportation: adding habit strength to the theory of planned behavior. Am J Prev Med
36(3):189–194

36. Kuang LC (2009) Singapore travel demand management: key strategies and characteristics (in
Chinese). Urban Transp China 7(6):33–38



Road Network Representation Method Based
on Direction Link Division

Ande Chang, Jing Wang and Xiaoshun Zhang

Abstract The present link division methods based on GPS floating vehicles to
collect traffic information largely ignored the difference of different directional traf-
fic operating conditions on the intersections, which leads to lower traffic information
quality and cannot effectively meet the data demand for dynamic traffic management
system. A link division method that is able to distinguish traffic flow directions and
to count traffic data is designed. In addition, the corresponding simplified method
of road network and the network connected relation expression method are studied,
which improves information quality for dynamic traffic management system from
the aspects of road network spatial data structure.

Keywords Road network expression · Direction link · Connected relation

1 Introduction

GPS (Global Position System) floating vehicles as an important mean to obtain
dynamic traffic data, has short construction cycle, high data precision, wide coverage
and strong real-time performance, etc. Since its advent, GPS floating vehicles get
rapid worldwide attentions [1]. Network spatial data construction models are the
precondition of using GPS floating vehicles to collect dynamic traffic data. The basis
of network spatial data model construction is that dividing road network into nodes
and links. Therefore, link division methods are closely relating to the quality of traffic
data [2].
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Traditional link division methods generally use the intersection point of road
centerline, which leads to the fact that the output data of traffic information collect-
ing systems can only reflect the average trends of traffic state of all direction lanes on
the intersections, and these methods assumed that the whole road traffic state is equi-
librium [3–8]. However, due to the influence of factors such as traffic management
measures, traffic states of different direction lanes on the intersections tend to have
larger differences. Hence, dynamic traffic management systems have urgent needs
to distinguish travel time of vehicles moving direction on the inter-sections.

Therefore, aiming at the information demands of dynamic traffic management sys-
tems, according to GPS floating vehicles running characteristics, this article designs
a link division method that counts traffic data by different traffic flow moving direc-
tions on the intersections. In addition, the corresponding road network simplified
method and network connected relation expression method are researched, which
will improve the information quality for dynamic traffic management systems from
the aspects of road network spatial data structure.

2 Special Arc Processing

In the electronic map, nodes represent the intersections, road end, etc. and arc
segments represent the segment between two adjacent nodes. In addition, shape
nodes, shape segments and paths are several concepts of extended out nodes and arc.
In-stances of network elements show in Fig. 1.

According to the research conclusion from Quiroga, arbitrary arc segment needs
not only existing GPS anchor point, but also needs at least two GPS anchor points to
guarantee the high quality of link travel time. Therefore, this article draws on Eq. (1)
to identify road network special arc segment, which means that the arc segments

Fig. 1 Network element
instances

nodes

arcs

shape nodes

shape segments
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obey the conditions can be chose as travel time data collection objects, or these arc
segments need to be merged.

l ≥ 2tcVc + 2R (1)

where, l is the length of arc segment, tc is GPS data sampling interval, Vc is design
speed of arc segment in the road, R is GPS positioning accuracy. In the electronic
map, the close intersection, roundabout and road interchange are the reasons which
leads to short arc segment.

(1) The close intersections
The close intersection means that the distance of independent close intersections

is too small. This article regards close intersection as common intersection, and uses
middle point of internal arc segment as nodes of close intersection, as shown in Fig. 2.

(2) The roundabouts
Based on different scales and structure characteristics of intersections, the round-

about can be dividing into three kinds of circumstances, at the time those nodes
marks are also divide into three conditions, as shown in Fig. 3.

(1) The combination decomposed into ordinary intersections. If the length of
each mixed link is shown in Eq. (1), roundabout will be seen as many common
inter-sections connecting, as shown in Fig. 3a.

(2) The combination decomposed into similar intersections. If the length of each
mixed link is not shown in Eq. (1), roundabout will be seen as many common inter-
sections connecting in turn, as shown in Fig. 3b.

(3) The combination decomposed into common intersections and similar inter-
sections. If the length of each mixed link is uneven, the above two cases will appear
at the same time and roundabout will be seen as common intersections and similar
intersections mixing, as shown in Fig. 3c.

(3) The link interchanges
Due to the link interchange complex internal structure, this article abstractly

regards it as common intersection, and uses projection point of road crossing as
nodes of link interchange, as shown in Fig. 4.

Fig. 2 Schematic diagrams
of marks of close
intersection nodes

l/2

l/2
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(a) (b) (c)

Fig. 3 Schematic diagrams of marks of roundabout nodes

Fig. 4 Schematic diagrams
of marks of link interchange
nodes

3 Direction Link Division

During link division, two basic principles should be following. First, the close links
are independent of each other, which mean that any point belongs to only one link
and does not belong to two or more link nodes at the same time in any path. Second,
close link s are seamless, which means that in any path any point must belong to a
link and there is not exiting points that do not belong to links. In addition, for the
research topic of this paper, links must follow the below two special principles.

(1) Easy to guarantee the quality of travel time
Obtaining travel time depends on the traffic detection technology, but the char-

acteristics of all kinds of testing technology to collect traffic data are different.
There-fore, link division process should fully consider the characteristics of vari-
ous detection techniques to improve the quality of travel time data from the view of
physical.

(2) Easy to express road network connected relation
Road network connected relation expression needs to consider two aspects. First,

whether it can clearly reflect link-connected relation, especially the actual connected
relation. Second, whether it has the high efficiency of expression, namely the original
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size range of the network structure. In view of the fact that natures links do not reflect
the difference of travel time from different flows on the intersection, this paper designs
a link diversion method. The method divides nature links nodes into several child
nodes based on the number of crossing export ways, and takes the child nodes as
boundary definition link. Meanwhile, nature links are dividing into several direction
links, corresponding to travel time from different flows on the intersection, as shown
in Fig. 5.

The GPS technology can realize sample car dynamic positioning, which makes
link boundary positions be getting flexibly. However, although this article does not
re-search other means which can collect travel time such as loop coil, this article
should as far as possible be compatible in link division, otherwise it will reduce the
rationality and validity of link dividing method. Therefore, in order to satisfy the
first special principle, even in the security of data quality of travel time, this article
should consider the characteristics of loop coil technical to determine the location
of direction link boundary. In addition, GPS technology is consistent.

According to the different laying location of testing equipment, loop coil detection
technology includes two main ways. First, SCATS technology. Testing equipment
is located in the natural road downstream near the stop line. Second, SCOOT tech-
nology. Testing equipment is located in the reverse extension position of the natural
link upstream near the stop line.

Whether SCATS or SCOOT technology, link division should contain the con-
trolled intersection, so that parameters like intersection signal timing are introduced
in link travel time estimation model, which reflects the differences between different
flow traffic travel time. Therefore, for SCATS technology, this article will choose
intersection stop line as direction link defined boundary, as shown in Fig. 6. For
SCOOT technology, this paper chooses the reverse extension line of intersection
stop line as direction link defined boundary, as shown in Fig. 7.

Fig. 5 Schematic diagram of direction link divisions
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loop 

Fig. 6 SCATS signal control system covered link-divided diagram

loop 

Fig. 7 SCOOT signal control system covered link-divided diagram

4 Road Network Connected Relation Expression

The design of network connected relation expression method needs to take the char-
acteristics of link division method into account. Compared with the natural link divi-
sion method, direction link has obvious characteristics. Therefore, this paper should
design more suitable road network connected relation expression method aimed at
the above designing link division method.

The traditional network connected relation expression methods focus on the
expression to solve the problems of different flows on the intersection. Traditional
methods mainly include virtual line method, dual graph method, labeling method,
etc. However, direction link expresses the differences of different flows on the inter-
section, so the paper just uses ordinary network description method to express the
connected relation.

The road network connected relation expression method of SCATS signal control
systems show in Fig. 8. The road network connected relation expression method
of SCOOT signal control systems show in Fig. 9. In figure, solid line represents
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Fig. 8 Road network
connected relation schematic
diagram of SCATS links

Fig. 9 Road network
connected relation schematic
diagram of SCOOT links

road centerline, circle represents direction link boundary, and dashed line represents
node-connected relation.

Visibly, after dividing direction sections, the above method can clearly express
the connected relation between the sections. In addition, it does not as that virtual
line method extra adds fictitious domain and fictitious line. Alternatively, it does not
like that dual graph method downright changes the original network structure. In
addition to expressing method, network storage way of connected relation will affect
the efficiency of path optimization algorithm. Therefore, this article should consider
the characteristics of road network connected relation expression, and design the
storage method of road network connected relation. Direction road division has
chosen node weight into the road weight, which means that node, is no longer with
the weight. At the same time, the above road network connected relation expression
does not change the meaning of the node and arc segment. Therefore, this article
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Table 1 Nodes chain storage table

Numbers Node numbers Prior arc numbers

1 2 3

1 1–2 (1–2, 2–1) (1–2, 2–2) (1–2, 2–3)

2 1–3 (1–3, 4–2) (1–3, 4–3) (1–3, 4–4)

3 2–3 (2–3, 3–2) (2–3, 3–3) (2–3, 3–4)

... ... ... ... ...

Table 2 Arcs chain storage table

Numbers Arc numbers Starting point Ending point Arc travel
time

Length of arc

1 (1–2, 2–1) 1–2 2–1 w(1–2, 2–1) d(1–2, 2–1)

2 (1–2, 2–2) 1–2 2–2 w(1–2, 2–2) d(1–2, 2–2)

3 (1–2, 2–3) 1–2 2–3 w(1–2, 2–3) d(1–2, 2–3)

... ... ... ... ... ...

uses the chain form to store network-connected relation. The chain storage form is
shown in Tables 1 and 2.

5 Conclusion

In view of the dynamic traffic information management system requirements,
ac-cording to the running characteristics of GPS floating car, this paper designs
a kind of direction link division method which can count traffic data according to
different directional traffic flows. Then this paper studies the methods of special arc
segment processing and network connected relation expression. The results of this
research can help to improve the quality of the dynamic traffic information.
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Improved Fuzzy Evaluation for Risk
of Explosives in Road Transportation
Based on Information Entropy

Lei Wang and Ying Cheng

Abstract According to the complexity and uncertainty characteristics of the
explosive road transportation accident, this paper proposed a improved fuzzy syn-
thetic evaluation based on information entropy, established a risk evaluation index
system for explosives in road transportation, taken thermal sensitivity, mechanical
sensitivity, electrostatic sensitivity, shock sensitivity of explosives as the criterion
level. Information entropy method is utilized to determine the index weight coef-
ficient of influence factors, which overcome effectively the subjective influence of
index weight caused by experts assigning artificially. Finally the synthetic weight
coefficient is obtained by combining information entropy and subjective weighting
method of traditional fuzzy evaluation, provided a new effective method for the risk
evaluation of explosives in road transportation. The empirical analysis is shown that
the transportation risk was relatively large and in line with the actual situation, which
shown that the evaluation model is practical and feasible.

Keywords Explosives · Risk level · Road transportation · Information entropy ·
Improved fuzzy evaluation

1 Introduction

Explosives are widely used in national defense and national economic construction,
it is widely used in ore, coal, oil and natural gas exploitation, road construction,
pyrotechnics, fuses, fireworks, etc., as well as satellites launch and weapon area.
The chemical properties and stability of explosives is poor because of its flammable
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and explosive characteristics. In the transport process, the explosives is extremely
easy to explode, poison and cause other serious accidents if meets conditions of
light heat, impact, friction and others, resulting in a large number of casualties,
property damage and damage to the environment. Explosives transportation is an
important part of circulation process of dangerous chemicals, the accident occurrence
probability increases greatly due to the changing state in the transport process.

In recent years, influenced by many uncertain reasons, explosives in road trans-
portation accidents occurred frequently and caused serious consequences, the ran-
domness and uncertainty of the risk factors is large during the road transportation
process, and the quantitative risk assessment is more complex, so there is no uni-
form risk assessment model till now. This paper utilizes integrated fuzzy synthetic
evaluation method to evaluate the risk of the accident, information entropy method
is applied to determine the index weight coefficient of influence factors, to build the
fuzzy synthetic evaluation model of the risk evaluation index system, then to deter-
mine the risk level of the accident, which should propose protective measures and
management approach for achieving explosives safety transportation [1].

2 Evaluation Index System and Structure Model

2.1 Evaluation Index System Establishment

The explosives has minimal explosion possibility if there is no necessary external
effect. Any kinds of explosive explosion combustion need to be supplied by the
external initiation energy (named initiation energy), the material sensitivity means
the minimum initiation energy of a explosives required [2]. Explosive sensitivity
includes thermal sensitivity, mechanical sensitivity, electrostatic sensitivity, shock
sensitivity. During road transportation process the explosives will be excited by
friction, impact and vibration, high fever, electrostatic spark, flame and shock wave
and other factors, once external energy exceeds required initiation energy of the
explosives, the drastic chemical reaction will be resulted in explosion.

According to experts experience summary in the field of civil explosives work,
combined with explosives physicochemical characteristics and road transportation
situation, established a risk evaluation index system for explosives in road trans-
portation, taken thermal sensitivity, mechanical sensitivity, electrostatic sensitivity,
shock sensitivity of explosives as the criterion level (Fig. 1).

2.2 Hierarchical Structure Model of Evaluation
Index Establishment

According to the evaluation index structure, a hierarchical structure model is estab-
lished, as shown in Fig. 2.
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Fig. 1 Risk evaluation index system for explosives in road transportation mechanical sensitivity
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3 Establishment of Fuzzy Synthetic Evaluation Model
of Risk of Explosives in Road Transportation
Based on Information Entropy

Since the fuzzy uncertainty characteristics of risk influence factors for explosive road
transport, fuzzy synthetic evaluationmethod based on information entropy is utilized
to conduct the risk evaluation [3]. Information entropy is applied to determine the
index weight coefficient of influence factors, then the fuzzy mathematics theory is
utilized to analyze and evaluate the evaluating objects [1].

3.1 Principle of Information Entropy

In information theory, entropy is a measure of uncertainty. The larger the amount of
information is, the smaller the uncertainty and entropy is; the smaller the amount of
information is, the larger the uncertainty and entropy is. According to the character-
istics of entropy, the entropy value can be calculated to evaluate the randomness and
disorder degree of the event, also can be used to judge a index of discrete degree. The
larger index discrete degree is, the larger influence of synthetic evaluation is. Suppose
there are n index for the risk of explosives in road transportation, m is evaluating
cycle number. Built the original data matrix x = (

xi j
)
max for the evaluation system,

for an index x j , it indicated that the index has a larger influence on the sustainable
utilization synthetic evaluation if the index value xi j differences is larger, the index
is invalid for the sustainable utilization synthetic evaluation if all the index value xi j
is equal.

In information theory, utilized function H (x) = −∑n
j=1 g

(
x j

)
ln

(
x j

)
to mea-

sure the disorder degree which is called information entropy.
Information entropy and information has same absolute value but with opposite

sign, the information amount provided by the index is larger if the discrete value of
an index is larger, so the index weight coefficient of influence factors is larger. On
the contrary, the information entropy is smaller if the discrete value of an index is
smaller, then the index weight coefficient of influence factors is smaller. Therefore,
according to the discrete value of the indexes, utilized the information entropy to
determine the index weight coefficient, provide a scientific basis for the risk of
explosives evaluation.

3.2 Determine the Weight of the Evaluation Index

In the process of evaluation,weight indicated the contribution of each index to the risk
of explosives in road transportation, weight calculating includes subjective method,
objective method and combination method of subjective and objective. The weight
calculation steps are as below.
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(1) Calculated the index objective weight [4] by utilizing the information entropy
method.

(1) There are different dimensions and units for different index, its nonmeasurable
caused by the different dimensions and units of the index, therefor the index should be
treated in the same degree, the standard formula is as follows. x ′

i j = xi j−x̄ j

s j
, thereinto,

x̄ j = 1
n

∑n
i=1 xi , si = 1

n−1

∑n
i=1

(
xi j − x̄ j

)2
. Above, x ′

i j is the value of same degree,
x̄ j is the average of item j .

(2) In order to eliminate the negative values, coordinate can be translated, index
x ′
i j is turned into x

′′
i j , thereinto x

′′
i j = A + x ′

i j . A is the range of coordinate translation.
(3) Calculate the weight Ri j for index x ′′

i j , thereinto Rij = x ′′
i j/

∑m
i=1 x

′′
i j .

(4) Calculate the entropy value e j for the item j index, thereinto e j = − (
1

lnm

)
∑m

i=1 Ri j · ln Ri j , e j ∈ [0, 1].
(5) Calculate the difference coefficient of item j index, thereinto g j = 1 − e j , the

larger the g j is, the more important of index x j in the synthetic evaluation system.
(6) Calculate theweight c j for index x j , the formula is c j = gi∑n

j=1 g j
= 1−e j∑n

j=n (1−e j)
,

thereinto j = 1, 2, . . . , n.
(2) Calculate the synthetic weight A, ai is the component of A and ai =

cidi
/∑n

i=1 cidi , thereinto, di is index subjective weight, ci is information entropy
weight, meets

∑n
i=1 ai = 1,

∑n
i=1 ci = 1,

∑n
i=1 di = 1.

3.3 Index Set and Evaluation Set Establishment

The evaluation index system (index set) is a set of all the factors influencing the final
evaluation results, expressed byU = {u1, u2, . . . , un},ui (i = 1, 2, . . . , n) represents
each influence factor. The influence of each factor on the evaluation object is divided
into m levels, each level can be expressed as fuzzy mathematics language variables,
such as “great, better, good, bad, worse”, etc. The factor ui can be expressed as
ui = {ui1, ui2, . . . , uim}, (I = 2, 1, . . . , n).

Evaluation set is a set of all kinds of general evaluation results made from the
evaluation object. If it divided into 5 levels, can be expressed as: V = great, better,
good, bad, worse.

3.4 Improved Fuzzy Synthetic Evaluation Based
on Information Entropy

(1)Grade evaluationmatrix of the influence factors: each factor has a evaluation grade
and evaluation index, each factor with different grade has influence of evaluation
index, and the influence degree can be expressed by the membership function. The
grade evaluation matrix Ri for the item i factor is,
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Ri =

⎛
⎜⎜⎜⎝
ri11ri12 · · · ri1k
ri21ri22 · · · ri2k
...
...
...

rin1rin2 · · · rink

⎞
⎟⎟⎟⎠ (1)

(2) The sub factor level fuzzy evaluation: sub factor level fuzzy evaluation is
also called the first level fuzzy synthetic evaluation, synthesized all grade of a factor
which influenced the value of the evaluation object, reflected a factors influences on
the upper and lower limits of the fuzzy area, it is a single factor judgment. As a single
factor evaluation, the first level fuzzy evaluation matrix of the item factor is [5]:

Bi = Ai · Ri = (ai1, ai2, . . . , ain)

⎛
⎜⎜⎜⎝
ri11ri12 · · · ri1k
ri21ri22 · · · ri2k
...
...
...

rin1rin2 · · · rink

⎞
⎟⎟⎟⎠ = (bi1, bi2, . . . , bin) (2)

Thereinto means synthesis operation of fuzzy matrix, with M(.,+) algorithm, the
formula is bik = ∑n

j=0 ai jr i jk.
(3) Fuzzy evaluation of target level: The first level fuzzy synthetic evaluation

matrix reflected single factor influenced the evaluation object value, through the
synthesis of fuzzy matrix, the second level fuzzy synthetic evaluation set is obtained
as below.

C = A · B = (a1, a2, . . . , an) ·

⎛
⎜⎜⎜⎝
b11b12 . . . b1k
b21b22 . . . b2k
...
...
...

bn1bn2 · · · bnk

⎞
⎟⎟⎟⎠ = (C1,C2, . . . ,Cn) (3)

4) Processing of the evaluation set: maximum membership principle is usually used
to processing of the second level evaluation set, Ck = max {Ci } (1 ≤ i ≤ n), then
synthetic evaluation result is the grade k.

4 Empirical Analysis

A mining logistics enterprises offer the explosives in road transportation service,
making the explosives transportation as an empirical analysis of risk evaluation.
Working day average temperature is 20 ◦C, sunny, dry climate, north wind 315m/s,
via rural, suburban and urban areas road which most is straight, traffic accident rate
is 1.03 × 10−6 counts/km.
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Table 1 Synthetic weight coefficient of all level evaluation index entropy

Influence factors Subjective weight coefficient Synthetic weight coefficient

A1 0.4, 0.3, 0.2, 0.1 0.5010, 0.2750, 0.1791, 0.0449

A2 0.4, 0.1, 0.3, 0.2 0.4358, 0.0815, 0.3415, 0.1412

A3 0.5, 0.5 0.415, 0.585

A4 0.4, 0.6 0.385, 0.615

A 0.4, 0.3, 0.2, 0.1 0.5784, 0.2749, 0.0940, 0.0527

4.1 Influence Factors Weight Coefficient Determination

Before the evaluation, five experts consulted and proposed the subjectiveweight coef-
ficient for all levels, then calculated the synthetic weight based on entropy method,
and get the synthetic weight coefficient of all index in the evaluation index system,
as shown in Table1.

4.2 Establishment of Influence Factors Grade Matrix

Factors above is used to design the safety evaluation table, selected 20 experts to
score according to the actual transport situation, the risk degree of each index was
divided into “large, big, general, small, smaller”. After processing the statistical data
then worked out the membership degree distribution matrix [6].

R1 =

⎛
⎜⎜⎝
0.20.50.300
0.20.50.20.10
0.30.40.300
000.50.50

⎞
⎟⎟⎠

R2 =

⎛
⎜⎜⎝
0.40.40.200
00.50.30.20
0.40.50.100
00.10.20.70

⎞
⎟⎟⎠

R3 =
(
00.30.50.20
00.40.40.20

)

R4 =
(
00001
000.50.50

)
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4.3 Fuzzy Synthetic Evaluation of Sub Factors

Put the weight coefficient and grade evaluation matrix of the influence factors into
formula (2), work out the first level fuzzy synthetic evaluation of all influence fac-
tors as below. B1 = A1 · R1 = (0.2089, 0.4596, 0.2815, 0.0500, 0.0000) B2 = A2 ·
R2 = (0.3109, 0.3999, 0.1740, 0.1151, 0.0000) B3 = A3 · R3 = (0.0000, 0.3585,
0.4451, 0.2000, 0.0000) B4 = A4 · R4 = (0.0000, 0.0000, 0.3075, 0.3075, 0.3850)
Then reach

B =

⎛
⎜⎜⎝
B1

B2

B3

B4

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝
0.20890.45960.28150.05000.0000
0.31090.39990.17400.11510.0000
0.00000.35850.44510.20000.0000
0.00000.00000.30750.30750.3850

⎞
⎟⎟⎠

4.4 Fuzzy Synthetic Evaluation of the Target Layer

C = AB = (0.20630.40950.26870.09560.0203)

Put the weight coefficient and grade evaluation matrix of the first level into formula
(3), work out the second level fuzzy synthetic evaluation as below.

C = AB = (0.20630.40950.26870.09560.0203)

According to the principle of maximum membership degree, Cmax = 0.4095, the
risk of explosive road transportation is second degree, means the risk is bigger.

5 Conclusion

(1)Many influence factors of explosion accident for explosives in road transportation
is existent, while there lack of quantitative evaluation model to evaluate the influ-
encing factors with classical mathematical methods. Therefore, its reasonable and
feasible to utilize fuzzy synthetic evaluation method to analyze the risk of explosives
in road transportation. This paper proposed the combining method of information
entropy and fuzzy synthetic evaluation, to evaluate the risk grade of explosives in
road transportation. Empirical analysis shown that the evaluationmodelwas practical
and feasible.

(2) Based on information entropy fuzzy synthetic evaluationmethod, weight coef-
ficient of each index was calculated by information entropy, overcomed effectively
the subjective influence of index weight caused by experts assigned artificially. In
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the fuzzy evaluation process, the same weight coefficient was not adopted by all the
enterprises, its more reasonable to calculate the weight index by using information
entropy, finally the synthetic weight coefficient is obtained by combining informa-
tion entropy and traditional subjective weighting method, provided a new effective
method for the risk evaluation of explosives in road transportation.

The combinedmethod above reflected different influence factors on the evaluation
of different enterprises, and reflected objectively the influence of the evaluation index
on the scheme, the evaluation results are more reasonable and scientific.
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Modeling and Simulation Strategies
of Cryptographic Protocols Based
on Finite State Machine

Ming-qing Zhang, Shu-qin Dong, Hong-shan Kong,
Xiao-hu Liu and Hui Guan

Abstract In order to evaluate the influence of cryptographic protocols on the
property of communication networks, the method of simulation was adopted. Firstly,
a 9-tuples abstract model of cryptographic protocols based on Finite State Machine
(FSM) was given, and the process for building FSMmodels was provided. Secondly,
by analyzing the FSM simulation theory of OMNeT++ platform, a dynamic behavior
algorithm of simulation models was designed. Thirdly, the validity of the modeling
and simulation strategies were tested by taking Internet Key Exchange (IKEv2) pro-
tocol as an example and designing a simulation scene of Denial of Service (DoS)
attack, and then the usability of cryptographic protocols was analyzed. The simu-
lation results show that, the modeling and simulation strategies are valid, and the
average time delay of point to point is approximately increased by 12% when using
IKEv2 protocol in communication networks.

Keywords Cryptographic protocol · Finite state machine · Internet key exchange ·
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1 Introduction

Cryptographic protocols, which are also called secure protocols, are high commu-
nication protocols that are running on communication networks and established on
the foundation of cryptographic algorithms. They are widely used in many fields to
protect private communication messages against divulging. It is vital that whether
the cryptographic protocols are really secure. Currently, there are many researches
on formal analysis of cryptographic protocols [1–6]. It is a good way to find the
problems existing in the design of cryptographic protocols by formally analyzing
them, and it can also further improve the security and reliability of cryptographic
protocols. However, cryptographic protocols, as a kind of security technology, must
be applied to the real network environment if they want to play a role. The degree
of their impact on the network performance directly determines the availability of
cryptographic protocols, but the analysis of cryptographic protocols on the influ-
ence of network performance is rare in existing researches. Simulation, with the
advantages of its economy, safety and repeatability, provides an effective means for
evaluating the availability of cryptographic protocols and analyzing the performance
of cryptographic protocols when used in communication networks.

Before simulating and testing cryptographic protocols based on virtual communi-
cation networks,we shouldfirstly build the formalmodels of cryptographic protocols.
The modeling method, which is based on Finite State Machine (FSM) [7, 8], has
a great advantage in known formal modeling methods, and quite a number of net-
work protocols are designed and implemented based on FSM, such as TCP protocol,
RSVP protocol and so on. Moreover, many simulation tools, such as OPNET and
OMNeT++, support the simulation mechanism based on FSM. Therefore, building
FSMmodels of cryptographic protocols can also promote the conversion for crypto-
graphic protocols from system models to simulation models, and effectively reduce
the difficulties in developing and maintaining simulation models of cryptographic
protocols.

The paper will introduce amodelingmethod and a simulation algorithm of crypto-
graphic protocols based on FSM, and the rest of the paper is structured as follows: In
Sect. 2, a 9-tuples model of cryptographic protocols is proposed based on FSM, and
the general steps for modeling cryptographic protocols based on FSM are described.
After analyzing the FSMsimulation theory ofOMNeT++platform, a dynamic behav-
ior algorithm is designed based on FSM in Sect. 3. In order to verify the effectiveness
of the modeling and simulation strategies, a simulation scene is designed by taking
International Key Exchange (IKEv2) as an example in Sect. 4, and the validity of the
strategies is tested and the influence of cryptographic protocols on communication
networks is analyzed. Conclusions and a short outlook on future work are given in
Sect. 5.
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2 The Modeling Method of Cryptographic Protocols

2.1 The Abstract Model of Cryptographic Protocols
Based on FSM

An abstract model of cryptographic protocols can be created from the basic concept
of finite state machine. Considering the communication entities and related crypto-
graphic operations in the process of establishment and application of cryptographic
protocols, the Finite State Machine of Cryptographic Protocols (CPFSM) can be
defined as a 9-tuples model, which is described as following:

CPFSM = (Q,E,Λ,Ω, δ, φ,ψ, q0,F) (1)

Where, Q is the set of finite states of cryptographic protocols and its elements
can be expressed as q0, q1, q2 and so on. E is the set of communication entities of
cryptographic protocols and its elements can be expressed as e1, e2, e3 and so on.
Λ is the set of finite input events of cryptographic protocols and its elements can be
expressed as i1, i2, i3 and so on. Ω is the set of finite output events of cryptographic
protocols and its elements can be expressed as o1, o2, o3 and so on. δ is the state
transition function of cryptographic protocols, and it is defined as δ : Q × Λ → Q,
for ∀(qk, il) ∈ Q × Λ, δ(qk, il) = qm represents that the state ofCPFSM will transfer
from qk to qm when reading the event of il, and k, l,m ∈ N . φ is the cryptographic
operation function of cryptographic protocols, and it is defined as φ : E × Λ → Λ,
for ∀(eg, il) ∈ E × Λ, φ(eg, il) = i′l represents that when the communication entity
eg of CPFSM reads the input event il, it encrypts il or hashes il, then il turns to i′l,
and l, g ∈ N . ψ is the event output function of cryptographic protocols, and it is
defined as ψ : Q × Λ × E → Ω , for ∀(qk, il, eg) ∈ Q × Λ × E, ψ(qk, il, eg) = oh
represents that when the communication entity eg of CPFSM, which is at the state
of qk , reads the input event il, it outputs event oh, and k, l, g, h ∈ N . q0 is the initial
state of CPFSM, and q0 ∈ Q. F is the set of final states of CPFSM, and F ⊆ Q.

2.2 General Steps to Build FSM Models
of Cryptographic Protocols

In order to build FSMmodels of cryptographic protocols,we should carefully analyze
the cryptographic protocols with an event viewpoint, so as to determine the main task
of the protocol, ascertain the events and conditions which may exist in the running
process of the protocol, confirm relevant conditions for the occurrence of an event,
andmake surewhether the occurrence of an event will change the status of the system
and how it behaves. Then, the steps to build state transition diagrams of cryptographic
protocols should be determined according to the principle of finite state machine,
and FSM models of cryptographic protocols can be built within four steps, just as
follows.
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Firstly, the protocols should be analyzed carefully. The analysis of protocols, as
the first step for building FSM models of cryptographic protocols, is the foundation
of the whole process. It directly determines the accuracy of FSMmodels that whether
the analysis of protocols is deep or not. The hierarchy of a cryptographic protocol
should be firstly cleared when analyzing it, and then the communication mechanism
and communication interfaces for interacting with upper or lower protocols of the
cryptographic protocol should be determined according to its operation principle.

Secondly, the events, occurring in the running process of cryptographic protocols,
should be listed. In the simulation of cryptographic protocols, events can often be
divided into three aspects from the perspective of the event source. One part of them
may come from external associated components of the protocols. Another part of
themmaybe produced between different processeswhen themodels of cryptographic
protocols are realized by using multiple processes. The third part of them may be
internal events that come from the process itself, this kind of situation will often
happen when the process executes time-based actions.

Thirdly, the events response table should be established. It is a very important
step to determine the transfer situation of the system states when establishing system
models of cryptographic protocols, which is the foundation of the state transition
diagram. The purpose of establishing the events response table is to determine the
state transition situation of cryptographic protocols, and ensure the responses to
various events when the states of FSMmodels transferred. The events response table
contains the source state, events, conditions, actions, and an end state. According to
the operation principle of the discrete event system simulation, when the simulation
runs to a certain state of the FSM model, the simulation clock will not advance until
new events come. During this period of time, the FSM model will respond to what
has happened in a certain way. The occurrence of new events will lead to the change
of the system states, but the master control program of the FSM model will judge
relevant conditions before the state transition. Only the transfer conditions are met
will the process model be transferred to a new state. Therefore, a state transition
condition should be first chosen when determining the state transition, and then the
movements that need to be performed after the transition should be determined,
finally the end state of the state transition should be determined.

Fourthly, the FSM model should be implemented. The realization of the FSM
model is mainly to establish the corresponding state transition diagram based on the
above analysis.

3 The Simulation Algorithm of Cryptographic Protocols

3.1 The FSM Simulation Theory of OMNeT++ Platform

OMNeT++ is an object-oriented modular discrete event network simulation frame-
work [9], and it is easy to simulate communication networks on OMNeT++. The
structures of the simulated networks can be described with Network Descrip-
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tion (NED) language, and the dynamic behaviors of them can be expressed with
C++ code in simple modules of the networks. There is an initialization function
described as initial(), a function to handle messages described as handleMessage(),
a finalization function described as finish() and so on in the C++ code of a simple
module. FSM can make life with handleMessage () easier. OMNeT++ provides a
class and a set of macros to build FSM, the macros are FSM_Switch(), FSM_Print(),
FSM_Transient(), FSM_Steady(), FSM_Enter(), FSM_Exit() and FSM_Goto(). But
there are three key points to be noticed, just as follows:

Firstly, the states of FSM in OMNeT++ can be divided into two kinds, one kind
of them are transient, and the others are steady. On each event the FSM transfers
out of the current steady state, runs through a number of transient states, and finally
arrives at another steady state. Thus between two events, the system is always in one
of the steady states. Therefore, the transient states are not really a must.

Secondly, all possible states of the system can be defined in an enum type, and
each state can be defined as steady state or transient state.

Thirdly, the change of the state must be described in the Exit code.

3.2 The Dynamic Behavior Algorithm of Simulation Models

On the analysis above, the dynamic behavior algorithm of simulation models for
cryptographic protocols can be designed below:

Input: CPFSM
Output: The simulation model of the cryptographic protocol
BEGIN
Step1: Declare the object CPFSM of the class cFSM.
Step2: Enumerate all states in CPFSM, set q0 as INIT, and for ∀qk ∈ Q, k �= 0,

set qk as steady state, which can be described as qk =FSM_Steady(k).
Step3: Initialize the object CPFSM, and enter the stage of message operation.
Step4: CPFSM exits from the current initial state q0.
Step5: For all qk ∈ Q, if ∃il ∈ Λ makes the equation δ(q0, il) = qk valid, then the

CPFSM will transfer from the initial state q0 to the state qk , and enter the stage of
events processing.

Step6: For each eg ∈ E, if eg is the receiver of event il, then eg will read-in il, and
deal with it.

Step7: If eg is to do some cryptographic operations with il, then it will call for
the cryptographic operation function φ(eg, il) = i′l, and then call for the event output
function ψ(qk, i′l, eg) = o′

h, output the event o′
h. Otherwise, eg calls for the event

output function ψ(qk, il, eg) = oh directly, and outputs the event oh.
Step8: CPFSM exits from the current state qk .
Step9: For all qm ∈ Q, if ∃in ∈ Λ makes the equation δ(qk, in) = qm valid where

in = o′
h or in = oh, then the CPFSM will transfer from state qk to state qm, and enter

the stage of events processing.
Step10: Turn to Step6 successively until the CPFSM enters its final states set F.
END
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4 Modeling and Simulation Tests

In order to verify the effectiveness of the above modeling method and dynamic
behavior algorithm, taking IKEv2 protocol as an example, the paper first establishes
the FSM model of IKEv2 protocol according to the above modeling method, and
then implements it in OMNeT++ using the dynamic behavior algorithm.

4.1 The FSM Model of IKEv2 Protocol

IKEv2 [10], which is an application layer protocol, runs over the UDP protocol.
It can negotiate cryptographic algorithms and keys for other cryptographic proto-
cols, such as Authentication Header (AH) protocol, Encapsulating Security Payload
(ESP) protocol and so on. There are at least two phases required to establish IKEv2
protocol [11], and the phase of information exchange is designed to send control
messages to both communication sides, informing them of the errors occurred in the
communication. The whole exchange process is presented in Fig. 1.

The events, occurring in the running process of IKEv2 protocol, are listed in
Table1. The states existed in FSMmodel of IKEv2 protocol are listed in Table2. The
actions, which need to be executed when the states of FSM model have transferred,
are listed in Table3. Table4 is the events response table.

The FSM model of IKEv2 protocol, which is also called the state transition dia-
gram of IKEv2 protocol, can be depicted according to the events response table
(Table4). And it is presented in Fig. 2, in which the single circles represent gen-
eral states of the FSM model, the double circles represent the final states of the
FSM model, the virtual arrows represent actions executed by the Initiator, while the
real arrows represent actions executed by the Responder, and the bold real arrows
represent that the transfers of states do not execute actions.

Fig. 1 The exchange phases
of IKEv2 protocol
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Table 1 The events of IKEv2 protocol

Name Content

E1 The process of FSM model has started

E2 The Responder has received the message of HDR, SAi1, KEi, Ni from the Initiator

E3 The Initiator has received the message of HDR, SAr1, KEr, Nr, [CERTREQ] from the
Responder

E4 The establishment of IKE_SA completes

E5 The Responder has received the message of HDR, SK {IDi, [CERT], [CERTREQ],
[IDr], AUTH, SAi2, TSi, TSr} from the Initiator

E6 The Initiator has received the message of HDR, SK {IDr, [CERT], AUTH, SAr2, TSi,
TSr} from the Responder

E7 The exchanges of IKE_AUTH complete

E8 The Responder has received the message of HDR, SK {[N], SA, Ni, [KEi], [TSi, TSr]}
from the Initiator

E9 The Initiator has received the message of HDR, SK {SA, Nr, [KEr], [TSi, TSr]} from the
Responder

E10 Error warning

Table 2 The states of IKEv2 protocol

Name Content

S1 The Initiator sends a request for establishing IKE_SA to the Responder

S2 The Responder responds to the establishment request of IKE_SA

S3 A shared key is generated, and the IKE_SA is established

S4 The Initiator sends a request of IKE_AUTH to the Responder

S5 The Responder verifies the identity of the Initiator, and responds to the request of
IKE_AUTH

S6 The Initiator verifies the identity of the Responder

S7 The Initiator sends a request for establishing IPSec_SA to the Responder

S8 The Responder responds the request of establishing IPSec_SA

S9 The IPSec_SA is established

S10 Exception Interrupt

Fig. 2 The FSM model of
IKEv2 protocol
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Table 3 The actions of IKEv2 protocol

Name Content

A1 The Initiator sends a message of HDR, SAi1, KEi, Ni to the Responder

A2 The Responder sends a message of HDR, SAr1, KEr, Nr, [CERTREQ] to the Initiator

A3 The Initiator sends a message of HDR, SK {IDi, [CERT], [CERTREQ], [IDr],
AUTH, SAi2, TSi, TSr} to the Responder

A4 The Responder sends a message of HDR, SK {IDr, [CERT], AUTH, SAr2, TSi, TSr}
to the Initiator

A5 The Initiator sends a message of HDR, SK {[N], SA, Ni, [KEi], [TSi, TSr]} to the
Responder

A6 The Responder sends a message of HDR, SK {SA, Nr, [KEr], [TSi, TSr]} to the
Initiator

A7 The Initiator sends a warning message of HDR,SK{N, [D], [CP]} to the Responder

A8 The Responder sends a warning message of HDR, SK{N, [D], [CP]} to the Initiator

Table 4 The events response table of IKEv2 protocol

The source state Events Conditions Actions The end state

S1 E1 No conditions No actions S1

E2 No conditions A1 S2

S2 E3 No conditions A2 S3

S3 E4 No conditions No actions S4

S4 E5 No conditions A3 S5

E10 Exception
occurred

A7 S10

S5 E6 No conditions A4 S6

E10 Exception
occurred

A8 S10

S6 E7 No conditions No actions S7

S7 E8 No conditions A5 S8

E10 Exception
occurred

A7 S10

S8 E9 No conditions A6 S9

E10 Exception
occurred

A8 S10

4.2 Simulation Analysis and Experiments in OMNeT++

After establishing the FSM model of IKEv2 protocol, the paper implements the
simulation model of IKEv2 in OMNeT++. The validity of the FSM model and
the dynamic behavior algorithm of IKEv2 protocol are tested by designing a
Denial of Service (DoS) attack experiment scene, in which all the clients and
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Fig. 3 The DoS attack
experiment scene

Fig. 4 The number of
response messages of the
server
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attackers are Initiators and the server is the Responder of the communication, and it is
shown in Fig. 3.

During the establishment of IKEv2 simulation model, the clients send messages
of negotiating parameters for establishing the IPSec_SA to the server, while the
attackers send error messages to the server conducting a DoS attack. The server
responds to all the messages. Supposing when the IPSec_SA is established, the
server will not send response messages. When the simulation time is set to 200 s, the
response messages of the server are counted whether the attackers conduct a DoS
attack or not, and the results are shown in Fig. 4.

It can be seen from Fig. 4 that the number of response messages sent by the server
increases rapidly after 15 s. The number of response messages reaches a steady level
at 120 s when the attackers dont conduct a DoS attack, which means the IPSec_SA is
established. However, the number of response messages first increases rapidly when
the attackers conduct a DoS attack, but the increment speed becomes slow after 98 s,
for the IKE_SA is established and it can encrypt the following negotiating messages
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Fig. 5 The average time
delays of point to point in
communication networks
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but discard these that are not encrypted [12]. Finally, the number of responsemessages
reaches a steady level at 160 s, which means the IPSec_SA is established. The above
results show that the modeling and simulation strategies of cryptographic protocols
are valid.

When the IKEv2 simulation model is established, the influence of IKEv2 proto-
col on the property of communication networks is tested under the conditions that
whether the communication networks use IKEv2 protocol or not, and the results are
shown in Fig. 5.

It can be seen from Fig. 5 that the average time delays of point to point increase as
the number of Initiators increases, and at the same number of Initiators the average
time delay of point to point increases by 12% when using IKEv2 protocol in com-
munication networks. The results show that the usage of cryptographic protocols has
a definite influence on the property of communication networks.

5 Conclusions

The paper proposes a modeling method and a dynamic behavior algorithm based
on FSM to simulate cryptographic protocols. The simulation results show that the
method is effective in describing cryptographic protocols, and the algorithm is valid
in simulating dynamic behaviors of cryptographic protocols. Therefore the paper
provides a new effective means to do researches on cryptographic protocols. Mend-
ing the modeling and simulation strategies to improve the precision of simulating
cryptographic protocols is our future work.
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Analysis of Urban Link Travel Time
Reliability Based on Odd and Even
Limit Period

Wang Zhijian, Li Liang and Hou Zhengying

Abstract In order to analyze urban link travel time reliability on odd or even limit
period, firstly, the reliability evaluation index of travel time is established: the 90%
stroke time and the probability of reaching the level of specific service. Then odd or
even limit and daily morning peak travel time probability distribution are compared.
And we draws a conclusion that for the odd or even limit period, lognormal distri-
bution can better reflect the link travel time probability distribution, while working
and rest days are more in line with normal distribution. Finally, travel time reliabil-
ity is analyzed. And travel time reliability of odd and even limit period is greatly
improved compared with daily. The study has guiding significance for odd and even
limit period.

1 Introduction

With the development of national economy, the quantity of motor vehicles is increas-
ing rapidly, and road traffic congestion is also increasing seriously. With the concept
of time gradually improved, travelers not only hope to reduce travel time, but also
hope to reduce the volatility of travel time to ensure the probability of reaching
destination on time. Therefore, travel time reliability which can reflect travel time
volatility is more and more important to describe the stability of the road, at the same
time it has important guiding significance for people to choose the appropriate path.
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2 Status Research

According to the national standard GB3187-825 “Reliability Basic Terms and Defi-
nitions”, reliability is defined as probability of the product complete specified func-
tion under prescribed conditions and provisions time [1]. In 1991, Asakura Y and
Kashiwadani M [2] first proposed the concept of travel time reliability: for a given
original and destination, the probability of travelers complete the travel within the
specified time. The basic expression is:

R(t) = P(ti � T) =
T∫

0

f (t)dt (1)

R(t) is link travel time reliability, that is, the probability of successful completion of
travel within specified time. And ti is the time that car i required for the completion,
andT is the travel time threshold,which can generally represents the acceptable travel
time from original to destination [3]. f (t) is the probability distribution function of
link travel time. From the above definition, we can know that the distribution of travel
time probability has an important influence on travel time reliability.

Lomax [4] in 2003 proposed buffer time index, which is defined as the difference
between the average travel time and 95% stroke time. Van Lint [5] in 2005 used
to the width of travel time distribution, that is the ratio of (90% bit −50% bit) and
(50% bit −10% bit), as well as the partial distribution, that is the ratio of (90%
stroke time −10% bit) and the median. But the evaluation index proposed in the
above two papers can not be directly understood by travelers. The traditional travel
time reliability evaluation is usually assumed that link travel time obeys normal
distribution [6, 7], but the actual situation is not the case. Arroyo S (2005) [8] and
Hesham Rakha (2006) [9] find that log normal distribution is better fitting travel time
distribution by using highway data. And Hesham Rakha also think it is also feasible
for the calculation of the normal distribution assumption. But the data source is
from highway, but the city link is different. In the 2011 year, Takahiro Tsubota
[10] analyzed the relationship between traffic accident frequency and travel time
reliability.

In 2007, LiXian [11] proposed unit distance travel time reliability evaluation index
and method using taxi IC card data, but the data is from pure taxi data, and it has
certain limitations. In the same year, Chen Xiaohong [12] put forward the empirical
distributionmethod of link travel time for a highway road, but the proposed empirical
distribution is only suitable for this road, and the characteristics of the highway and
urban road section are different. In 2014, Li Changcheng [3] used the data of highway
road to analyze the probability distribution of travel time, which showed that using
normal distribution to describe link travel time is reasonable. At the same time, some
experts and scholars have studied travel time reliability on the abnormal condition,
such asLeng Junqiang [13] (2010) analyzed urban road network travel time reliability
under the condition of snow.
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As China’s political center, Beijing has carried out odd and even limit policy
sometimes, such as during the 70th anniversary of the victory of the war of resistance
against Japan in 2015, and the APEC meeting period, etc. It shows that the research
of travel time reliability in odd and even limit period has important significance. But
the research of different travel time probability distribution in odd and even limit
period and daily is not enough.

3 Establish Evaluation Index

In order to combine travel time reliability and service level, travel time reliability
is further defined as the probability of reaching a certain service level in the peak
period. So there are two reliability indexes:

(1) 90% stroke time, which can guide travelers to set aside certain time to ensure
the probability of reaching the destination on time, and find the traffic “weak point”;

(2) The probability of reaching D service level in each section of the road, which
can provide reference for the traffic management and transportation planning. The
process of determining the threshold of D service level is as follows: The relationship
between road service level and desired speed is shown in Table 1 by the American
Road Traffic Capacity Manual (HCM 2000) [14]. The above-mentioned table is
converted into the unit distance travel time as in Table 2.

Table 1 The relationship between road service level and desired speed

Road grade A B C D E F

Expressway 72 56 40 32 26 <26

Trunk roads 59 46 33 26 21 <21

Secondary roads 50 39 28 22 17 <17

Branch roads 41 32 23 18 14 <14

Table 2 The relationship between road service level and unit distance travel time

Road grade A B C D E F

Expressway 0.8333 1.0714 1.5 1.875 2.3077 >2.3077

Trunk roads 1.0149 1.3043 1.8182 2.3077 2.8571 >2.8571

Secondary roads 1.2 1.5384 2.1428 2.7273 3.5294 >3.5294

Branch roads 1.4634 1.875 2.0687 3.3333 4.2857 >4.2857
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4 Travel Time Data Acquisition and Processing

Because of the periodicity of the travelers’ travel and the repeatability of travel time,
the time of the road trip is similar in the week. So we collect travel time data on
morning rush hour for a total of four classes, respectively Thursday and Saturday on
July 1 to July 31 as well as odd and even limit period in Beijing parade (from August
20 to September 3). Thursday represents typical working day, while Saturday is on
behalf of typical rest day. At the same time, we can get the difference of travel time
probability distribution in odd and even limit period. The selected section is between
export of Fushi Lu and Bajiaodong Jie intersection and import of Yangzhuangdong
Jie and Jinyuanzhuang Lu. The length of intersection region is determined to import
queue length in peak period. And according to the actual investigation, the selected
region length of the intersection is 30 m. The collection section is as shown in Fig. 1,
which the total length is 1050 m, and reaching D service level is 3.5 min. We can
directly collect the data of all kinds of models, mainly for taxis and private cars by
using video detection method to collect travel time data.
Some of the data is shown in Table3:

Fig. 1 Diagram of road range

Table 3 Some of the datas

Plate number Export Import Duration Duration (min)

9Q81 7:22:16 7:23:27 0:01:11 1.1833

2886 7:10:42 7:11:56 0:01:14 1.2334

A519 7:04:46 7:06:31 0:01:45 1.75

FH75 7:53:04 7:54:56 0:01:52 1.867

36Z7 8:06:45 8:08:46 0:02:01 2.0167
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5 Travel Time Data Acquisition and Processing

According to the definition of travel time reliability, in order to calculate travel time
reliability we should determine the probability distribution of link travel time [15].

5.1 Distribution Diagram

Before determining travel time distribution, the distribution can be estimated, which
can validate distribution function purposely to improve the efficiency [16]. In this
paper, we use the histogram estimation method to estimate the distribution. The
collected data are transformed into a histogram as shown in Fig. 2. Through the
observation of travel time frequency distribution histogram, we can find that the dis-
tribution function is generally close to the normal distribution, lognormal distribution
and gamma distribution, weibull distribution.

Fig. 2 Diagram of travel time distribution on different days. a Working days. b Rest days. c Odd
limit period. d Even limit period
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5.2 Common Distribution Function

(1) Normal distribution At present, the most widely used probability distribution
function is normal distribution. The basic expression is:

f (t) = 1√
2πσ

exp

[−(t − μ))2

2σ2

]
(2)

Among them, t is section travel time, μ and σ are respectively the expectation and
variance of travel time.

(2) Lognormal distribution If the logarithm of a random variable is normally dis-
tributed, then the random variable obeys the lognormal distribution. The expression
is:

f (t) = 1

σt
√
2π

exp

[
−1

2

(
lnt − μ

σ

)2
]

(3)

Among them, t is link travel time, μ and sigma are respectively the expectation and
variance of logarithm of travel time.

(3) Gamma distribution Probability function of gamma distribution is as follows:

f (t) = 1

λaΓ (α)
tα−1e− t

λ (4)

Among them, t is link travel time, α and λ are respectively shape of parameter and
scale parameter.

(4)Weibull distributionWeibull distribution is widely used in reliability engineer-
ing, especially suitable for wear cumulative failure distribution in mechanical and
electrical products. The expression is:

f (t) = α

λ

(
t

λ

)α−1

e− t
λ

α

(5)

Among them, t is link travel time, α and λ are respectively shape of parameter and
scale parameter.

5.3 Data Fitting and Test of Goodness of Fit

The results using dfittool toolbox bymatlab are shown in the following figures: From
the above curve can visually see for the odd or even limit period, lognormal distri-
bution can better reflect the link travel time probability distribution, while working
and rest days are more in line with normal distribution. Then we use sum of squares
error and R-square to measure the effect of the curve fitting further [17]. The sum



Analysis of Urban Link Travel Time Reliability Based on Odd and Even Limit Period 559

of squares error is the square of difference between the actual value and the fitting
value, the calculation formula is (Fig. 3):

SSE =
n∑

i=1

(xi − x̂i)
2 (6)

Among them, xi represents the actual value, x̂i indicates the fitting value. The smaller
of the sum of squares error, the better of the fitting effect. R-square is used to charac-
terize the fitting effect by the variation of the fitting data with the actual mean value.
Its calculation formula is:

R − square = 1 −
∑n

i=1(xi − x̂i)2∑n
i=1(xi − x̄i)2

(7)

x̄i is the mean of the original data. Its value is between 0 and 1. The closer R-square
to 1, the more close to reality. Goodness of fit test results for each fitting function
is shown in Tables4 and 5. The goodness of fit test results of SSE and R-square
above shows that for the odd or even limit period, lognormal distribution can better

Fig. 3 Diagram of travel time distribution on different days. a Working days. b Rest days. c Odd
limit period. d Even limit period
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Table 4 The SSE of fitting function

Normal Lognormal Gamma Weibull

Working days 0.001 0.051 0.022 0.005

Rest days 0.005 0.048 0.020 0.013

Odd limit period 0.335 0.018 0.052 0.199

Even limit period 0.202 0.003 0.032 0.176

Table 5 The R-square of fitting function

Normal Lognormal Gamma Weibull

Working days 0.997 0.872 0.944 0.986

Rest days 0.991 0.916 0.965 0.978

Odd limit period 0.592 0.920 0.910 0.637

Even limit period 0.801 0.996 0.968 0.805

reflect the link travel time probability distribution, while working and rest days are
more in line with normal distribution. Therefore, the link travel time distribution is

as follows: f (t) =
{

1√
2πσ

exp(− (t−μ)2

2σ2 ), workandrestdays
1√
2πσt

exp(− 1
2

(ln t−μ)2

2σ2 ), oddorevenlimitperiod
The formula of calculating link travel time reliability is:

R(t) = ∫ T
0 f (t)dt =

⎧⎨
⎩

1
σ
√
2π

∫ T
0 exp

[− 1
2 (

t−μ
σ

)2
]
dt, workingandrestdays

1√
2πσ

∫ T
0 exp

[
− 1

2 (
lnt−μ

σ
)2

]
dt, oddorevenlimitperiod

5.4 Results of Probability Analysis

The road travel time reliability evaluation index of different days is shown in Table6.
According to Table6 we can be obtained travel time reliability evaluation indexes
in different days respectively. On working days 90% stroke time is 5.6 min, and the
probability of reaching D service level is only 33.0%; on rest days 90% stroke time
is 4.6 min, and the probability of reaching D service level is 64.9%; during odd limit
days 90% stroke time is 2.9 min, and the probability of reaching D service level is
96.3%; during even limit days 90% stroke time is only 2.4 min, and the probability
of reaching D service level is up to 98.9%. The above analysis shows that for the
odd or even limit period, lognormal distribution can better reflect the link t ravel time
probability distribution, while working and rest days are more in line with normal
distribution. This is due to the traffic in morning rush hour during the odd or even
limit period is light, mutual influence between vehicles is also small, most vehicles
can travel at high speed, therefore travel timewill appear the phenomenon of left side,
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Table 6 The R-square of fitting function

90% stroke time (min) The probability of reaching D service level (%)

Working days 5.6 33.0

Rest days 4.6 64.9

Odd limit period 2.9 96.3

Even limit period 2.4 98.9

but due to the drivers’ driving habits are different, the speed will be different. While
the traffic in morning rush hour during the working days and rest days is heavy,
mutual influence between vehicles is large, vehicle speed has a great difference.
Making a comparison of travel time reliability evaluation indexes on different days,
we can obtain that the travel time reliability during even limit period is highest, odd
limit period takes second place, while travel time reliability on working days is the
lowest. This is because as a powerful measure nearly 50% of traffic demand will be
restricted during odd or even limit period, which can greatly improve the link travel
time reliability. And by the comparison of travel time reliability evaluation index
during odd and even limit period, we can conclude that travelers will spend more
time on odd limit days than even limit days. As travelers are not concentrated in the
morning rush hour on rest days, so travel time reliability on rest days is respectively
higher. And because we need set aside a long time to pass this link and the probability
of reachingD service level is low on daily, so this link is a weak point of traffic, which
is in urgent need of improvement.

6 Summary and Outlook

In this paper, we first establish evaluation indexes of link travel time reliability:
the 90% stroke time and the probability of reaching the level of specific service.
Secondly, we analyze link travel time reliability for a specific section And we draws
a conclusion that for the odd or even limit period, lognormal distribution can better
reflect the link travel time probability distribution, while working and rest days are
more in line with normal distribution, which can provide reference for link travel
time reliability evaluation. But this paper only analyzes the travel time reliability of
a specific road, but also need further study of path travel time reliability, in order
to find the “weak point”, which can provide reference for traffic management and
traffic planning.
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Simulation and Analysis of the Performance
of a Novel Spread Spectrum Sequence
in CDMA System

Lv Hong, Yu Yong-Lin, Qi Peng and Hua Zhi-Xiang

Abstract The selection of spread spectrum sequence in CDMA system directly
affects the performance of the whole system, which is one of the key technolo-
gies of CDMA system. The generation model of m sequence and m sequence is
constructed, and the CDMA communication simulation system is built by using
MATLAB/Simulink platform. Then the spread spectrum sequence is introduced into
the CDMA system to run and analyze the performance of the two sequences in the
CDMA systemwith the 6 order and 7 order. The results show that them sub-sequence
is rich in resources, and the bit error rate performance of the multi user CDMA com-
munication system is better than that of the m sequence.

1 Introduction

CDMA technology in anti interference, security, communication capacity, transmis-
sion rate, andhas a prominent advantages,Atfirst, it ismainly used in themilitaryfield
and now it has been widely applied in electronic countermeasure, navigation, sur-
vey, mobile communication, Internet transmission, intelligent household and other
fields to provide users with stable and reliable data transmission as demonstrated
[1, 2].With the development ofCDMA technology, the use of traditional hardware for
communication systems and spread spectrum sequence research will have a variety
of defects, such as stability, cost, flexibility, efficiency, etc. The CDMA communica-
tion system, spread spectrum sequence was simulated based on MATLAB/Simulink
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platform in this paper, and the 6 order and 7 orderm sequence and theM sub sequence
generation model are introduced into the construction of CDMA system and simula-
tion analysis.

2 Simulation of CDMA Communication System

2.1 CDMA Communication System

CDMA (Code Division Multiple) is a way of communication of using different and
the orthogonal (quasi orthogonal) address Code to assign to different users to mod-
ulation signals, enabling multiple users to use the same frequency at the same time,
same channel access communication network. Due to the use of different, orthogo-
nal (Quasi orthogonal) address code to modulation signal, broadening the original
signal spectrum bandwidth, also known as the spread spectrum communication as
demonstrated [3, 4].

As shown in Fig. 1, CDMA communication principle is: the source of the original
signal after channel coding, first carries on the spread spectrum modulation, and
then to carry on the digital modulation, to send signals to the channel, the receiver
receives signals after demodulation, and it will recover original signal by using the
same pseudo random sequences algorithm of the sending end for despreading, then
after filtering and sampling judgement process as demonstrated [4, 5].

2.2 The Establishment of the CDMA System Based
on SIMULINK

SIMULINK is a tool-kit forMATLAB, providing integrated environment for dynamic
visual modelling, simulation and analysis. The SIMULINK system based on CDMA

Fig. 1 CDMA communication system schematic diagram
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Fig. 2 CDMA simulation system diagram

is built by using Simulink as demonstrated [6, 7], and the system simulation model
based on CDMA communication principle is shown in Fig. 2.

3 Simulation of Spread Spectrum Sequence

In CDMA systems, spread spectrum uses pseudo-random code with characteristic
of very wide and uniform spectrum, the selection of spread spectrum sequence can
directly affect the performance of the whole system. The commonly used sequences
are m sequences, GOLD codes, etc. In this paper, we will use the m sequence and
the m subsequence generated by the m sequence, and then construct the model.

3.1 Construction of Sending Module

Single-user spread spectrum signal generation module Source using binary
Bernoulli sequence generator generates a binary random sequence, under the multi
user, set each user source of initial state and the binary distribution to simulate the
source of each user, and the each are not identical. In the spread spectrum code
sequence, the sequence generator is constructed by using the logic operation module
and the time delay module. According to the feedback function of m sequence and
its sub sequence, the different logical operations are constructed to generate the cor-
responding pseudo random sequence. In order to make the whole system simple, the
source and the spread spectrum part encapsulation in user module, the user is shown
in Fig. 3.

The binary information generating by signal source module is the polarity of the
binary signal is converted to (−1, 1) through the relay module, spread spectrum code
generatingmodule after the polarity of the relaymodule is converted to (−1, 1). After
multiplier module for spread spectrum processing.
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Fig. 3 User module

Fig. 4 QPSK signal space
constellation

Digital modulationM − PSK modulation (Modulator BasebandM − PSK) is used
to set the phase modulation, the initial phase is 4, every 2 bits of the input binary
signal is divided into a group through QPSK , a total of four kinds of combination,
namely 11, 01, 00, 10 as demonstrated [8, 9]. To represent each arrangement with
one of 4 phases.QPSK is the binary signal input into a group of 2 bits, a total of 4
combinations, that is, 11, 01, 00, 10. To represent each arrangement with 4 phases.
In the M − PSK (Modulator Baseband M − PSK) is set up 4 phase demodulation,
QPSK signal space constellation, as shown in Fig. 4.

Receiver processing module The sending end of theN user information into the air,
information is completely mixed together in the time domain, the frequency domain,
each user of the receiving end can receive all signals as demonstrated [10]. The
received signal is received by the receiving end of the first subscriber antenna:
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S(t) =
N∑
i=0

Si(t) =
N∑
i=0

Ai(t) · di(t) · ci(t) · coswc(t) (1)

The signal after demodulation is:

SEX(t) =
N∑
i=0

A′
i · di(t) · ci(t) (2)

After the correlation detection of the C1(T) with the local spreading code, the
signal is amplified:

d′
1 =

∫ T

0
SEX(t) · c1(t) dt =

N∑
i=0

A′
i ·

∫ T

0
di(t) · ci(t) · c1(t) dt (3)

Among them, T is the symbol period, which is equal to the source encoding cycle
of Tb, so the integral number of citic code di(T) is constant,

d′
1 =

N∑
i=0

A′
i · di(t) ·

∫ T

0
ci(t) · c1(t) dt (4)

Cross-correlation function of the PN code is 0, so:

Ri,j(τ ) =
∫ T

0
ci(t) · cj(t − τ) dt = 0, i �= j (5)

Plug in type (4), by orthogonality relation of spread spectrum code, we can get:

d′
1 = A′

1 · d1(t) · R1(o) = A′′
1 · d1(t) (6)

Among them, t is the peak value of the auto-correlation function of C1(t). The
square wave form d1(t) is obtained by the sampling of. The receiving end user 1
receives a sequence of 1 of the transmit end user from the sending end N user to the
air in the time domain and frequency domain as demonstrated [11–13].

As shown in Fig. 5, in the encapsulated module, signal after demodulation mul-
tiplied with the corresponding spread spectrum sequence to complete solutions for
expansion, the signal after expansion is a narrow-band signal. Other users are still
broadband signals, so a low pass filter is designed to extract the narrow band signal.
In the system, the filter module (Filter Design Digital) is set the filter for the FIR low
pass filter, Fs = 100Hz, Fpass = 4Hz, Fstop = 9Hz. Finally using the Relay module
for sampling judgement, the signal is extracted which is received by the user 1, and
the error rate is calculated by comparing with the signal of user 1.
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Fig. 5 Receiver processing module

4 The Structure of the Spread Spectrum Sequence

In CDMA systems, spread spectrum use pseudo-random code with very wide and
uniform spectrum characteristic, the selection of spread spectrum sequence directly
impacts on the performance of the whole system, some sequences are frequently
used, such as m sequences and GOLD code, etc. as demonstrated [14, 15]. In this
paper, we will use the m sequence and the m sub-sequence generated by the m
sequence, and then construct the model.

4.1 m Sequence and the m Sub-sequence

The m sequence (the longest linear feedback shift register sequence for short) is
the longest cycle sequence produced by linear feedback shift register, a level of n
linear feedback shift register (as shown in Fig. 6) can produce states, so themaximum
period of sequence is, easy to implement, and has good auto-correlation properties
as demonstrated [16].

Different from the m sequence, the m sub-sequence is generated by the longest
period of the non-linear feedback shift register. Because of the m sequence of a
linear feedback shift register generator, so when the state is full “0”, the state of
the generator will not change, it has been maintained all “0”. But m sub-sequence
is generated by a non-linear feedback shift register, so the maximum cycle of m
sub-sequence can be and can reach and it can achieve the same as the m sequence
features of run and balance of properties as demonstrated [17].
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Fig. 6 Principle of linear feedback shift register

4.2 Structure of the m Sub-sequence

The m sequence is generated by the non-linear feedback function using non-linear
feedback shift register, non-linear feedback function is based on primitive trinomials
linear function, according to the rules of non-linear sequence generation, with alge-
braic logic of theoretical, calculated and extracted non-linear features of the sequence
function, then the screening function of characteristic function and combined to gen-
erate a non-linear feedback function as demonstrated [18]. The feedback function is
the key to design the non-linear feedback shift register, a level nm sequence generator
feedback functional form is:

f (x) = cn−1xn−1 ⊕ cn−2xn−2 ⊕ · · · ⊕ c0x0 (7)

where ci is the feedback coefficient, c0 = 1, xi is the register state. Them sequence of
state transition of the shift register is determined by the feedback function, According
to state transition of linear feedback shift register using to produce the m sequence,
we can get m state transitions as shown in Fig. 7 as demonstrated [19]. Changing
the state transition, and the length of the cycle is 2n − 1, the new state transition
graph is a non-linear shift register. According to logic algebra theory,the feedback
function can be modified by superposition(mod) of the original feedback function.
The structure of the feedback function of the non-linear shift register is:

Z = f (x) ⊕ y(x) (8)

In which y(x) is a feature function, f (x) is a linear feedback function, The cor-
responding circuit is linear feedback logic circuit, y(x) is a non-linear feedback
function, which is corresponding to the non-linear feedback logic circuit. The corre-
sponding logic circuit is a non-linear maximum length shift register, which is a logic
circuit for generating a m sub sequence as demonstrated [20], as shown in Fig. 8.
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Fig. 7 State diagram of the m sequence

Fig. 8 Logic circuit of generating m sub sequence

4.3 Simulation of m Sequence and m Sub-sequence

As shown in Fig. 9, taking the 6 orderm sequence as an example, the linear feedback
shift register is set up in the Simulink platform,which is generated by them sequence.
On the basis of m sequence generation model, using non-linear feedback function
logic to handle, in the condition of characteristic change of the shift register state
transition, make m sequence generator into m sub-sequence generator. Figure10 is
a m sub sequence generator based on the m sequence generator.
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Fig. 9 6 order m sequence generator

Fig. 10 6 order m sub sequence generator

5 Simulation Results and Analysis

Them sequence and m sub-sequence generators are introduced into the construction
of CDMA system and simulation analysis, the article analyzes performance compar-
ison of the 6 and 7 orderm sequence andm sub-sequence in theCDMA system To the
6 order sequence, for example, when the system began to run, the source generates a
binary code, Converting through the relay to 1 − 1), at the same time,m sequence or
m sub-sequence produced by m sequence generator(as shown in Figs. 11 and 12) are
converted to (1, 1). Multiply and spread spectrum processing (as shown in Figs. 13
and 14). The signals overlay with two other users, then successively through digital
modulation and demodulation, channel, solution extender, filtering, and sampling
judgement module output signal, compared with the original signal, the bit error rate
of the system is obtained.

After many simulation experiments, the bit error rate of 3 system users under the
6 and 7 order of m sequence and m sub-sequence is obtained in the CDMA system.
Figure15, respectively, the system bit error rate of 6 and 7 order m sequence and m
sub-sequence in the CDMA system changes to the size of the trend with change of
the signal-to-noise ratio in 0–10 db.

From Fig. 15, we can see that system bit error rate declines in a straight line as the
SNR increases, system bit error rate is almost zero when the signal-to-noise ratio is 0
dB, compared with the literature [20], the bit error rate of change trend and value are
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Fig. 11 6 order m sequence
spectrum

Fig. 12 6 m sub-sequence
spectrum

Fig. 13 Spectrum after 6m
sequence spread spectrum
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Fig. 14 Spectrum after 6m
sub-sequence spread
spectrum

Fig. 15 Bit error rate
change trend chart

almost identical, which proves the correctness of the simulation model of CDMA. In
3 user CDMA system, 6 orderm sequence and m sub-sequence is obviously superior
to the 7 order sequence, in the 6 order and 7 order sequence, performance of m sub-
sequence in the system is superior to that of m sequence from the bit error rate curve
trend.

6 Conclusions

In this paper, the CDMA system is built and simulated based on the MATLAB/
Simulink, and the simulation results and the performance of the CDMA system are
used to prove the correctness of the system. Them sequence and its sub sequences are
modelled and simulated, and the sequence is fed into the construction of the CDMA
system. The results show that the performance of m sub-sequence in CDMA system
is better than that of m sequence.
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Estimating Initial Guess of Localization
by Line Matching in Lidar Intensity Maps

Chongyang Wei, Tao Wu and Hao Fu

Abstract While driving in typical traffic scenes with drastic drift or sudden jump of
GPS positions, the localization methods based on wrong initial positions could not
select the properly overlapping data from the pre-built map to match with current
data, rendering the localizations as not feasible. In this paper, we first propose to
estimate an initial position by matching in the infrared reflectivity maps. The maps
consists of a highly precise priormapbuiltwith offline SLAMtechnique and a smooth
current map built with the integral over velocities. Considering the attributes of the
low-texturemaps, we adopt the stable, rich line segments tomatch. A affinity graph to
measure the pairwise consistency of the candidate line matches is constructed using
the local appearance, pairwise geometric attribute and is efficiently solved with a
spectral technique. The initial global position is obtained by converting the structure
between current position and matched lines. Experiment on the campus with GPS
error of dozens of meters shows that our algorithm can provide an robust initial value
with meter-level accuracy.

Keywords Lidar intensity map · Line matching · Initial position · GPS jump ·
Autonous vehicles

1 Introduction

Much progress in the mapping and localization research community has turned self-
driving vehicles into a reality over the past several years. The localization requires
firstly to cut out a part of data from the pre-built prior map according to the current
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position provided by global position systems (GPS) or GPS-aid inertial navigation
systems (INS) to ensure that there exists certain overlapping portions between the
current data and the cut data, thus the precise localization can be realized by data
registration. Most of the time especially in open space (air, sea, desert), the position
of GPS is at least meter-level accuracy and can satisfy the need of providing an initial
guess in the localization. State-of-the-art algorithms [9, 15] achieve the decimeter-
lever localization with the initial errors of GPS positions being limited within 1.5m.
Unfortunately, in some typical traffic scenes, the GPS could be disturbed owing to
the occlusions by vegetation and buildings or multi-path effects due to reflections,
resulting in the output producing the error of tens of meters or even more. Thus, there
are not enough overlapping portions between the current data and the cut prior data
according to the wrong GPS position, render this localization as not feasible.

The key of handling the drift and sudden jump of GPS in the localization lies in
that it needs a proper strategy to provide a reliable initial position to limit the error
within several meters. After that, the precise localization can be realized by data
registering as the common methods [3, 4, 7, 9, 15] do. Unfortunately, to the best of
the literature at present, the research on this topic has rarely appeared. We focus on
this problem in this paper.

In this paper, we first propose a new algorithm to estimate the initial position by
line segmentmatching in lidar reflectivitymaps.Webuild the priormap by registering
overlapping portionswith the offline simultaneous localization andmapping (SLAM)
technique [5], meanwhile, we also build the current smooth map with the integral
over velocities. Considering the special attributes of the low-texture map, rather than
using the excellent SIFT feature [10] in camera images, we adopt the stable, rich
lines to match the maps. The affinity graph to measure the pairwise consistency
of the candidate line matches is constructed using local appearance and pairwise
geometric attribute [17] and is efficiently solved with a spectral technique [8]. The
initial guess is obtained by converting the relationship between the current vehicle’s
position and matched lines. Experiment on the campus with GPS error of dozens of
meters shows that our algorithm can provide an initial position within 3.5m, which
meets the need of the initial guess of the common localization methods.

2 Related Works

The large-scale, long-term outdoor localization in the field of autonomous driving
has attracted considerable enthusiasm and research interest since the DARPA Urban
Challenge of 2007. Owing to the lidar’s insensitivity of lighting changes and its high
frequency precise range measurements, lidar is regarded as a better option and has
been widely applied. Hata first proposed to detect curb points [4] in 3D lidar point
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clouds and later extended to extracting road markings [3] in reflective intensity data,
those points were inputted into the monte carlo framework to localize the vehicle.
Baldwin [7] proposed to exploit a dual-lidar system, one oriented horizontally for
inferring vehicle linear and rotational velocity and one declined for capturing a dense
view of the environments, to match data with a prior map. Markus [12] presented to
manually label curbs and roadmarkings in the highly accurate lidar intensitymap and
the vehicle’s pose was determined bymatching themeasurement points in the current
camera image and the sampled points from labeled line segments. Jesse used infrared
reflectivity from 3D lidar to build an orthographic high-resolution probabilistic map
[9], online localization was then performed with the current 3D lidar measurements
and an combined GPS/INS systems. Recently, Wolcott [15] localized the vehicle by
maximizing the normalized mutual information between the live camera images and
the synthetic views within a 3D prior ground map, generated with 3D lidar scanner.

In general, the initial positions are provided by the GPS or GPS-aid INS. Most
of methods set the error of initial position to be meter-level accuracy, for example,
[7] constraints the error with 3.5m, [11] thinks the error is 3m at maximum, [9]
limit the error within 1.5m, [15] also limits the search in the range of 1.5m, this
is feasible when the GPS signal has no severe drift or jump. However, when the
GPS drastically jump with error of tens of meters or even more, a meter-order initial
position estimation before localization is need. The research on this topic has rarely
presented until now.

Existing methods to match lines can be divided into two types: one is matching
individual line, one is matching groups of lines. Many methods of matching individ-
ual line are based on appearance similarities of the lines, such as [2] where the color
histograms of neighboring profiles were used to obtain an original set of candidate
matches which grows iteratively, or [14] which proposed a mean-standard devia-
tion line descriptor (MSLD) based on the appearance of the pixel support region.
The approaches of matching groups of lines have the advantage that more geomet-
ric information is available for disambiguation. Wang [13] used spatial proximity
and relative saliency to group lines and the grouped lines are matched by using
pairwise geometric configuration and average gradient magnitudes. The approach is
shown useful to deal with large viewpoint changes and non-planar scenes. However,
it is quite computationally complex because of a large number of line signatures.
Recently, Juan [6] proposed an iterative strategy which uses structural information
collected through the use of different line neighborhoods, making the set of matched
lines grow robustly at each iteration. This method obtains a good performance in
the industrial environments, however, the complex calculation of weights in the nine
different neighboring structures in each iteration limits its application.

Zhang [17] proposed to combine the local appearance of lines and the pairwise
geometric attributes to construct an relational graph and adopt a spectral technique
to solve the problem. This approach achieves a better result for large viewpoint and
illumination changes in the camera images. In this paper, we follow it to match line
pairs in the lidar maps.
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3 Building Maps

The first work is to build two maps: an accurate prior map and a smooth local map.
The prior map is built with the offline SLAM technique which brings the areas of
overlap into alignment and distributes the transformation error over the pose graph
when detecting a closed loop. Thus the built prior map is a metrically accurate
representation of the observed environment. The local map is created by integrating
velocities, invariant to jumps in GPS pose, from INS. Thus we maintain a smooth
representation of the local structure.

3.1 Accurate Prior Map

Owing to without a prior knowledge of the environment, we exploit the nonlinear
least-squares, pose-graph SLAM technique and measurements from the Velodyne
HDL-64E scanner to produce a highly accurate map of the 3D structure. We con-
struct a pose-graph to solve the offline mapping problem, as shown in Fig. 1, where
nodes are vehicle poses (X) and edges are either inertial navigation constraints (U),
lidar scan-registration constraints (Z), or GPS prior constraints (G). Assumed these
constraints are satisfied with Gaussian distributions, the offline mapping is a nonlin-
ear least squares problem. We use the incremental smoothing and mapping (iSAM)
[5] algorithm to solve the problem.

Given the prior data containing the global positions from GPS, the velocities
from inertial navigation, and the measurements from lidar, we wish to construct a
consistent representation of the real environment to put the measurements into the
proper positions. We first construct a coarse pose-graph with GPS global positions
and lidar scan-registration constraints. When there exist nodes in the pose-graph that
are spatially neighboring but temporally separated, the nodes must be refined so that
the measurements in the nodes can be matched properly. Briefly, the iSAM [5] is
used to solve an optimization problem in which adjacent nodes in the pose-graph are
linked by inertial navigation and scan registration, nodes are linked to their estimated
global positions, and the transformed error is distributed over the graph once the loop
closure is detected.

Fig. 1 The pose-graph of the SLAM problem that we construct in the offline mapping process.
Here, xi represents the vehicle’s poses, ui represents inertial navigationmeasurements, zk represents
lidar scan-registration constraints in adjacent poses and loop closure poses, and gi is the GPS prior
constraints
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Fig. 2 The built highly accurate intensity average map. In a, we show a 200 m × 200 m grid cell
map in which each cell shows its average infrared reflectivity. b is a zoomed in view of the red
rectangular region A in (a), we can see clearly the stop lines in the crossroad. c shows a zoomed
view in region B where the lines of parking space can also be seen clearly

In this implementation, we use the lidar odometry and mapping (LOAM) [16]
algorithm to estimate 6-degree of freedom scan-registration constraints between
adjacent nodes. Once a series of matches between both general nodes and loop-
closure nodes have been estimated, the iSAM objective function is minimized and
the nodes, denoting the vehicle’s poses, are updated accordingly.

Given the optimized vehicle’s poses, the algorithm to build an average inten-
sity map is straightforward. As the vehicle passes through the optimized poses, the
lidar points are projected into a x-y grid cell map in which each cell represents a
20 × 20cm2 patch of ground. When new lidar data arrives, each cell updates its
intensity average combined with the stored necessary intermediate values. In this
way, we build a highly accurate offline 2D prior map, shown in Fig. 2, to represent
the known 3D environments.

3.2 Smooth Local Map

The construction of the local map needs to handle the current intensity readings in
real-time and it is an online task, thus we can not obtain the well optimized vehicle’s



582 C. Wei et al.

poses using the offline SLAM algorithm as last subsection does. In contrast, the
inertial updates are smooth and invariant to jumps in GPS positions. We integrate
the inertial velocities to form a smooth coordinate system and build the consistent
map in this coordinate system.

The construction of the local map is similar with the one of the prior map. Given
the intensity readings and the accumulated vehicle’s poses, we project the current
lidar points onto the 2D grid cell surface (z = 0) in which each cell also represents
a 20 × 20cm2 patch of ground. Every cell preserves the essential intermediate data
to update its average with new readings falling into the cell. In this way, we create a
smooth 2D map to represent the current 3D scenes.

3.3 The Map’s Attributes

As lidar point cloud is sparse which is especially obvious in the region that is far
away from the lidar, in the regions which are close to the vehicle’s trajectories, the
map is densely covered, whereas in the further regions, the map is sparse with many
irregularly shaped “holes” in it, as shown in Fig. 3. The gradients of pixels of the holes
vary drastically and results in a powerful disturbance for the construction of robust
feature descriptor based on the gradient, for example, the state-of-the-art SIFT [10]
which is considered as one of the most descriptive power point features. Figure3a
shows the result of one randomly selected SIFT point and its 50 most similar ones
in the map. The selected point is marked with a blue square with white number 1 as
its label. The similar points are marked with red stars with green numbers as their
labels and the smaller the numbers, the more similar the descriptors.

From Fig. 3a, we can see that most of the points are located in the sparse region
of the map and don’t come from the special physical positions as expected in the
camera image, such as the corner points. These points are unstable and susceptible
to changing when new lidar data is accumulated into the map. This is an obvious
difference between our generated map and the camera image. In addition, the similar
descriptors should, ideally, represent the similar regions, however, the region where
the blue square represents is significantly different from the regions where its similar
red stars represent. This shows that the point feature descriptor in our low-texturemap
does not have a sufficient descriptive power. The similarity plot of these descriptors is
shown in Fig. 3b. The ratios of near two similarities are in a range of [1.0007, 1.0426],
they are so close. So small difference is not enough to distinguish the points.

Another characteristic of the map is its abundance of line segments which consist
of the 2D projections of buildings, the boundaries of different reflective attributes,
the road markings and so on. Compared with lines in the camera-based image, these
lines are immune from shadows and other artifacts caused by changes in lighting,
meanwhile, they are stable because the buildings do notmove, the reflective attributes
of the objects do not vary and the road markings can not disappear. The advantages
of lines in the lidar map make it a good option to match maps built in different times
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Fig. 3 a shows the result of one randomly selected SIFT feature point with white number 1 as its
label and its 50 most similar ones with green numbers as their labels. The smaller the numbers, the
more similar the descriptors. b shows the similarities of descriptors between the number 1 point
and its near points. (Best viewed in colour.)

and environments. Thus we firstly propose to adopt line segments to match lidar
intensity maps.

4 Line Matching in Maps

In this section, we first depict the method to detect lines [1] in the octave maps,
then follow [17] to construct the line band descriptor and the relational graph of the
candidate line pairs, finally, the line matching problem is solved efficiently with a
spectral technique [8].

4.1 Line Detection in the Octave Maps

To overcome the fragmentation problem of lines, we downsample the original map
with a series of scale factors and Gaussian blurring and form a scale-space pyramid
consisting of multi-layer maps. In each layer, we adopt the EDLine [1] algorithm to
detect line segments. To merge the lines which are related to the same region of the
original map, we find them in the scale-space maps, assign them a unique ID and
store them into a vector called LineVec [17]. The final detection result is a series of
LineVecs. Compared with the method [13] which stores all possible grouping lines,
this method reduces the dimension of line matching problem.
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4.2 Line Band Descriptor

The line band descriptor is computed from the line support region (LSR) which is
a local rectangular region centered at the line. The LSR is consisted of a series of
non-overlapping line bands where each line band is parallel with the line and with
equal length with the line.

Similar to MSLD [14], the line direction dL , defined to be parallel to the line and
with the gradient of its most edge points pointing from the left side to the right side,
and the direction d⊥, defined as the clockwise orthogonal direction of dL , form a local
2D coordinate system with the middle point of this line as the origin to describe the
appearance of this line. For a band Bi , the rows from Bi and its nearest two neighbor
bands Bi−1, Bi+1 are used to compute the band descriptor BDi . For the jth row in Bi ,
the gradients of pixels in this row are accumulated as:

ν1 j
i = α

∑
gT ·dL>0

gT · dL ,

ν3 j
i = α

∑
gT ·d⊥>0

gT · d⊥,

ν2 j
i = α

∑
gT ·dL<0

−gT · dL ,

ν3 j
i = α

∑
gT ·d⊥<0

−gT · d⊥,
(1)

where gT is the gradient of a edge point, α is the coefficient.
Stacking the four accumulated gradient values of each row forms the band descrip-

tormatrixBDMi , whereBDMi ∈ R
4×n with n denoting the number of rows associated

with Bi . BDi can be simply constructed using the mean vector Mi and the standard
deviation vector Si of the matrix BDMi : BDi = (MT

i , S
T
i )

T ∈ R
8×1. Finally, the LBD

is the combination of all BDi : LBD = (BDT
1 ,BD

T
2 , . . . ,BD

T
m) ∈ R

8m .

4.3 Constructing the Affinity Graph

An affinity graph is built using the combination of the appearance similarity, the
pairwise geometric attributes. The appearance similarity is measured by the distance
of the LBD descriptors. The line pairs whose similarities are less than a threshold
are taken as the candidate matches. For n candidate matches, the affinity graph is
described with an adjacency matrix M ∈ R

n×n following the definition in [8]. The
value of Mi, j is the consistent score of the candidate LineVec (Lip,L

i
c) and (L j

p,L
j
c )

where Lip,L
j
p are LineVecs in the prior map and Lic,L

j
c are LineVecs in the current

map. For the lines li (
−→
si ei ) and l j (

−−→
s j e j ) (the arrows represent their directions), c is

their intersection, (sip, e
i
p) are the projections of the endpoints of the line l

i onto the

line l j , and similarly, (s j
p, e

j
p) are the projections of the endpoints of the line l j onto

the line li . The geometric attributes of (li , l j ) is described by their intersection ratios
(Ii , I j ), projection ratios (Pi ,Pj ) and relative angle difference θi j ,
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Ii =
−→
si c · −→

si ei

|−→si ei |2
, Pi = |−→

si sip| + |−−→ei eip|
|−→si ei |

. (2)

I j and Pj can be computed in the same way.
We use the differences of descriptors and geometric attributes to evaluate the

consistent score of pairwise lines and obtain the adjacency matrix M. The diagonal
elements of M equal 0 for better results and let Mi j = M ji to keep the symme-
try. The efficient solving of the line matching problem is realized by the spectral
technique [8].

5 Estimating Initial Positions

For amatched line pair (Lip,L
i
c), (P

i
g(x),P

i
g(y)) is the position of one of the endpoints

of the matched line in the prior map, (Pi
c(x),P

i
c(y)) is the corresponding position

in the current map, (r i , θi ) is the location-relation between (Pi
c(x),P

i
c(y)) and the

vehicle’s position (Pc
v(x),P

c
v(y)), accumulated with the integral over velocities from

INS, the vehicle’s global position (Pg
v (x),P

g
v (y)) can be simply computed as:

Pg
v (x) = Pi

g(x) + r i cos(θi ), Pg
v (y) = Pi

g(y) + r i sin(θi ). (3)

Ideally, only one point can fix the vehicle’s global position, however, owing to
inaccurate locations of line endpoints in the low-texture maps, we model the prob-
ability density of the neighborhood of the estimated position with a 2D Gaussian
distribution ρ(x, y) centered at the position,

ρ(x, y) = 1

2πσ2
exp

{
− (x − Pg

v (x))
2 + (y − Pg

v (y))
2

2σ2

}
, (4)

where the variance σ2 of the Gaussian represents the uncertainty of the positions of
the line endpoints, (x, y) is the neighboring position.

Given the probability of neighboring positions, rather than using directly the
center of the probability distribution which will tend to cause the estimated position
to be biased too much towards the center, we use the center of mass with enhanced
probability with exponent λ > 1:

Pg
v (x) =

∑
x,y ρ(x, y)λ.x∑
x,y ρ(x, y)λ

, Pg
v (y) =

∑
x,y ρ(x, y)λ.y∑
x,y ρ(x, y)λ

. (5)

In this way, the initial guess about the position in the localization is obtained.
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6 Experiments

We validate the performance of our algorithm on the data from the campus, which
is collected by the autonomous ground vehicle (AGV). The AGV is a modified
Toyota equipped with a Velodyne HDL-64E scanner, a NovAtel INS et al. We run
the algorithm in C++ on a laptop equipped with a Core i7-2720QM CPU with 2.20
GHZ and 8 GB main memory.

Figure4a shows the trajectory of the GPS around a closed swimming pool on the
campus. The survey vehicle starts from the point S, passes through the scene anti-
clockwise and finish the test at the end point E. In the former testing from point S to
pointA, the trajectory is stable and smooth,However, all of a sudden, theGPShappens
to jump drastically at the point A, which is possible to be caused by occlusions by big
trees and/or high buildings, or multi-path effects due to reflections, resulting in its
position being transformed to pointB. After that, the trajectory keeps again stable and
smooth. The jump finally produces a error of more than 80m between the start point
and the end point, they should have been closed in the ideal condition. So large error
makes the general localization methods based on the initial guess in the meter-level
accuracy can not select the properly overlapping portions to match, rending them as
not feasible.
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Fig. 4 Estimated initial positions of the vehicle in the closed environments. The green, blue and
red points denote the projections in the prior map of the current GPS readings, the positions of the
integral over velocities and our estimated initial values, respectively. The better results should have
more points projected in the proper positions in the road and have the smaller closed errors (Best
viewed in colour.)



Estimating Initial Guess of Localization by Line Matching … 587

Figure4b shows the result of ourmethod. The green points are obtained by directly
projecting the current GPS positions onto the prior map, the blue points are the
projections of the integrated positions only with the start position from GPS. Upon
close inspection, the two trajectories are both not in the road with the original GPS
positions are wrongly falling in the obstacle regions after the jump position B and the
blue points having drifted obviously since the first turning in the top of the trajectory.
The blue points located within the two turnings in the top fall fully in the obstacle
area about 20m away from the road, the final error between the start point and the
end point reaches 24m. The red trajectory is the estimated result of our method, there
are only several points deviating from the road in the top-left of the trajectory, most
of them locate in the orthographic positions, and the start point and the end point
are well closed. The maximum error in the total trajectory is 3.5m. The experiment
shows that our algorithm can well deal with the drastic jump of GPS signal and
provides a reliable initial value for subsequential precise localization.

7 Conclusions

The initial position estimation in lidar intensity maps can be difficult because the
maps have the characteristics: low texture, low contrast and great gradient changes
in the sparse regions. In this paper, we first propose an algorithm to estimate the ini-
tial value for localization by matching line segments in maps. The maps consists of
one highly accurate pre-built map with the offline SLAM technique and one smooth
accumulated map with the integral over velocities. Line matching is realized by con-
structing the affinity graph with local appearance, pairwise geometric attributes and
solving efficiently with a spectral technique. The initial global position is estimated
by transforming the relationship between matched lines and the current pose. Exper-
iment on the campus with GPS error of a few tens of meters shows that our algorithm
can provide an initial position with meter-level accuracy, meeting the need of most
of localization methods.
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Correlation Between Respiration and Lung
Organ Motion Detected by Optical Flow

Cihui Yang, Lei Wang, Enmin Song, Hong Liu, Shan Gai and Jiehua Zhou

Abstract The method that detects the tumor’s position indirectly has played an
important role in dynamic radiotherapy for lung cancer because of its non-invasion
property. The key problem of this approach, which has not been solved well, is
to create a robust correlation model between the respiration and the tumor motion.
Aiming at this problemand considering the fact that the lung tumor has similarmotion
law with the lung organ, we selected the patient’s breathing and the fluoroscopic
images of lung organ as research objects to investigate the correlation between the
respiration and the lung organ motion. The optical flow algorithm is utilized to track
the motion of the lung organ in the fluoroscopic images sequence automatically,
and the waveform of the lung organ motion is compared with the respiratory signal.
Experimental results show that there is a phase discrepancy between these two kinds
of waveforms. After phase aligning, a linear relationship can be found between the
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respiratory signal and the lung organ motion. By using this model, the lung organ
motion can be measured with a maximum error of 25% by means of respiration.

Keywords Optical flow · Motion tracking · Respiratory detecting

1 Introduction

In radiotherapy for lung cancer, the treatment effect is affected by the lung tumor
motion due to respiration [1, 2]. There are several methodswhich can be used to com-
pensate the intrafractional motion, including enlarging target volume [3], respiratory
gating [4] and dynamic radiotherapy [5]. Enlarging target volume to encompass the
tumor’s movement range will deliver extra dose to more healthy tissues surround-
ing the tumor. Respiratory gating can limit the dose delivered to the healthy tissues
by performing radiotherapy during end-exhalation and end-inspiration. However, it
requires training the patients and is not applicable for the patients featuring respira-
tory impairment. Meanwhile, it increases the radiotherapy time [6]. Dynamic radio-
therapy is an alternative method to compensate the intrafractional motion, which is
achieved by detecting the tumor motion in real time and changing the position of the
beam or the patient in real time to align the beam and the tumor [7]. It can minimize
the irradiated volume of healthy tissues.

X-ray imaging is the most frequently used method in dynamic radiotherapy to
obtain the tumor motion. However, it will cause imaging dose to the patient. Consid-
ering this problem, some researchers proposed indirect methods, such as detecting
the respiration to acquire the tumor’s position. Thus, the problem that the patient
receives extra imaging dose can be avoided. The effect of indirect detecting methods
relies on the precision of the correlation model between the respiration and the tumor
motion created before radiotherapy.

A few researches have been done to investigate the correlation between the respi-
ration and the tumor motion. Chen et al. [8] compared the motion patterns of internal
targets and external radio opaque markers on patient’s chest, and found that for some
patients there are significant motion phase discrepancies between an internal target
and an external marker. Tsunashima et al. [9] investigated the correlation between
the respiratory waveform and three-dimensional (3D) tumor motion by means of the
Fourier transform and a cross-correlation function. Their results showed that there is
an evident correlation between the respiratory waveform and the 3D tumor motion.
However, the respiratory waveform did not always accurately correspond with the
3D tumor motion. Seppenwoolde et al. [10] used synchronized recordings of both
internal tumor motion and external abdominal motion of 8 lung cancer patients to
simulate Cybernife Respiratory Tracking System (RTS) treatments, and found that
the reduction in treatment error could be reachedwith a simple linearmodel. Torshabi
et al. [11] selected 20 cases treated with real-time tumor tracking by means of the
Cyberknife Synchrony module, and compared three different approaches that infer
tumor motion based on external surrogates. All these researches have prompted the



Correlation Between Respiration and Lung Organ Motion … 591

development of radiotherapy technology. However, it is still an important problem
that should be solved in the dynamic radiotherapy field to find a way to create a
robust correlation model between the respiratory signal and the tumor motion.

Aiming at this problem and considering that the lung tumor, as a kind of organ
attached in normal organ, has similar motion law as the normal lung organ, we
investigate the correlation between the respiration and the lung organ motion in this
paper. The fluoroscopic image sequences of the patient’s lung organ are obtained by a
fluoroscopic imaging system, and the respiratory signal is acquired by a respiratory
detecting device based on pressure detecting at the same time. The optical flow
algorithm is utilized to track the lung organ motion automatically, and the least
square method is adopted to model the correlation between the patient’s respiration
and the lung organ motion.

2 Methods and Materials

2.1 Fluoroscopic Imaging

The fluoroscopic image sequences of the patient’s lung organ were obtained by
a Shimadzu AC50-XP fluoroscopic imaging system of the hospital of Huazhong
University of Science and Technology, and 12 patients that need to be performed
fluoroscopic examination participated in this research. In the process of sampling
the images, the doctor performed fluoroscopic examination according to normal
procedure, thus it will not deliver extra imaging dose to the patients.

Since the fluoroscopic imaging system uses specific video format, it’s necessary
to read the imaging system’s video signal by customized video capture card. How-
ever, it’s difficult to buy the video capture card in a short time. Therefore, a normal
digital camera was used to capture the fluoroscopic image displayed on the screen
of the fluoroscopic imaging system. To avoid affecting the doctor’s operation and
examination, the camera was fixed on the desk near the fluoroscopic imaging system,
with a strabismus angle that can capture the whole fluoroscopic image displayed on
the screen. Image capturing speed was set to 15 frames per second (fps).

2.2 Image Preprocessing

It’s necessary to adjust the captured image and extract fluoroscopic image from it,
for the image was captured from a strabismus angle. Use Ifs, Ifd , Ifa and Id to denote
the fluoroscopic image displayed on the screen, the fluoroscopic image in the image
captured by the digital camera, the fluoroscopic image after adjusting and the image
captured by the digital camera respectively. The preprocessing can be done by the
following steps.
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Fig. 1 Original image captured by the camera and adjusted fluoroscopic image extracted from the
original image. a Original image captured by the camera. b Adjusted fluoroscopic image

(1) Measure the real size of width ws and height hs of Ifs, and calculate its width-
height ratio rs.

(2) Calculate width wd and height hd of Ifa according to rs, the size of Id and the
ratio rc that Ifd occupied in Id .

(3) Mark out four vertexes of the fluoroscopic image in the first image captured by
the digital camera.

(4) Calculate perspective transformation matrix M according to the coordinates of
the four points, wd and hd .

(5) Adjust every image by the perspective transformation matrix M, and extracted
the fluoroscopic image from the adjusted image.

Figure1a shows an original image captured by the camera, and Fig. 1b shows an
adjusted fluoroscopic image extracted from the original image. Since the original
image is captured from a strabismus angle, the fluoroscopic image is not so clear
after adjusting.

2.3 Motion Tracking

Optical flow algorithm [12] has good performance on measuring small changes in
deformation motion, and can reach sub-pixel accuracy. Thus it is adopted to track the
lung organ motion in our research. The main idea of optical flow algorithm is that,
for each point (x, y) in frame t, there will be a corresponding point in frame t + Δt.
That is to say, if I(x(t), y(t), t) is used to denote the continuous space-time intensity
function of an image, then

I(x(t), y(t), t) ≈ I(x(t + Δt), y(t + Δt), (t + Δt)). (1)
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Applying Taylor expansions to the right side of (1), we can get the following optical
flow equation

∂I

∂x

dx

dt
+ ∂I

∂y

dy

dt
+ ∂I

∂t
= 0. (2)

Letting p = dx
dt , q = dy

dt , we can get another form of optical flow equation

Ixp + Iyq + It = 0, (3)

where p and q represent the components of the image velocity vector respectively.
Ix, Iy are the components of spatial gradient �I . It is partial differentiation of I with
respect to time.

However, the optical flow Eq. (3) is ill-posed because it has 2 variables. There are
many techniques for computing optical flow, which differ from each other in their
differing assumptions. One of these techniques is Lucas Kanade (LK) [13] which is
proposed by Lucas and Kanade in 1981.

The LK optical flow method is adopted to estimate the motion in our research.
When using the LK optical flow method, one point is selected first in the lung
organ area of the first adjusted fluoroscopic image as reference point. Then its corre-
sponding point in the second adjusted fluoroscopic image is calculated using the LK
optical flow method. After obtaining the second point, the second point is adopted
as reference point, and its corresponding point is calculated in the third adjusted
fluoroscopic image. And so on, all the points detected consist of lung organ’s motion
trajectory.

2.4 Respiration Detecting

When capturing the fluoroscopic image of the patient’s lung, a respiration detecting
device based on pressure changing measuring is used to detect the patient’s respira-
tory signal synchronously, as Fig. 2a shows. This respiratory detecting device consists
of air sac, data acquisition box, air tube and inflator ball. When the patient breathes,
the pressure of his breast or abdomen on the air sac will change. The pressure is a
kind of representation of the patient’s respiration. By detecting the pressure using
the data acquisition box, we can get the patient’s respiration signal.

Acquisition speed of respiration signal is set to 100 per second. Figure2b shows
a respiration signal obtained by the respiration detecting device. Considering that
there exists some noise during acquisition procedure, Gaussian filter was applied to
denoise the respiration signal after acquisition.
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Fig. 2 Respiration detecting and detected respiration signal. a Respiration detecting. b Detected
respiration signal

2.5 Synchronization of Fluoroscopic Imaging and
Respiration Detecting

To avoid X ray’s damage to the doctor, fluoroscopic imaging machine and observing
display device are placed in two different houses respectively, which are isolated
by the door and walls with radiation protection function. Thus, two computers were
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used to capture fluoroscopic image and detect respiration signal respectively. The
two computers should have the same time reference to synchronize fluoroscopic
image and respiration signal. To solve this problem, specific software was designed
to synchronize the two computers’ time. After synchronizing, time difference of two
computers are limited to 10 ms.

Since the speed of respiration detecting is higher than the one of image capturing,
it’s necessary to down-sample the respiration signal to make it has the same acquisi-
tion frequency as image capturing when analyzing the correlation of respiration and
lung organ motion.

3 Experiments

In this section, we’ll analyze the correlation between respiration and lung organ
motion and try to derive a correlation model. Two criteria are used to validate the
correlation model’s accuracy. One is root mean squared error (RMSE), which is
defined as follows:

RMSE =
√√√√1

n

n∑
i=1

(F(i) − O(i)), (4)

where F(i) and O(i) are the fitted value calculated by the correlation model and
the original value at position i. Another criterion is maximum error (ME), which is
defined as:

ME = max(|F(i) − O(i)|). (5)

The respiration signal and fluoroscopic image of 12 patients were acquired by the
methods mentioned above. Of which 7 cases with stable respiration and image data
were selected, and the lung organ motion was tracked by the LK optical flow algo-
rithm.

Figure3 shows No. 3 patient’s respiration signal and organ motion waveform.
From this figure, we can see that the lung organ motion waveform is very similar to
the respiration signal. By observing carefully, we can see that there exists a phase
discrepancy between the lung organ motion waveform and respiration signal. In
Fig. 3a, the first peak of the curve occurs at about 1.4s, and the second peak occurs at
about 6.8 s. While in Fig. 3b, the two peaks occur at about 1.7 and 7.1 s respectively.
The lung organ motion lags behind the respiration signal about 0.2 ∼ 0.3 s, which
occupies 3.7 ∼ 5.6% of the whole breathing cycle. That’s because the fluoroscopic
images were captured twice and the capturing and transferring of images need more
time than the acquisition of respiration signal.

The respiration signal was filtered by aGaussian filter, whichwidth is 5, to remove
the noise. After de-noising, it was down-sampled to make it has the same acquisition
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Fig. 3 Respiration signal and lung organ motion waveform of No. 3 patient

frequency as the fluoroscopic image. Thus, it was aligned according to the phase with
the lung organ motion, and the least square method was used to fit the relationship
between the respiration signal and the lung organ motion waveform. The correlation
model between the respiration signal and the lung organ motion of No. 3 patient after
phase aligning is
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Fig. 4 Correlation curve between the respiration and lung organ motion of No. 3 patient

y = 13.24x − 34.10.

Figure4 shows the correlation curve. It’s easy for us to see that there is an approxi-
mate linear relationship between respiration signal and lung organmotion after phase
aligning.

The other 6 patients’ data were analyzed by the same way, and the correlation
models were created according to these data before and after phase aligning respec-
tively. Thus, motion amplitude of lung organ, RMSE and ME for these correlation
models were all calculated. Table1 shows amplitude of lung organ motion and accu-
racy of all correlation models. From this table, we can see that the motion amplitude
of the patients’ lung organ are between 11.47 ∼ 24.82mm. Before phase aligning,
the prediction RMSE, RM of the correlation models falls in 1.94 ∼ 4.25mm and
4.18 ∼ 8.28mm respectively. For every patient, the proportion of RMSE in motion
amplitude is less than 22%, and the proportion of ME in motion amplitude is less
than 40%. After phase aligning, the prediction RMSE, RM of the correlation models
falls in 1.05 ∼ 2.47mm and 2.85 ∼ 6.25mm respectively. For every patient, the
proportion of RMSE in motion amplitude is less than 12%, and the proportion of
ME in motion amplitude is less than 25%.

The above results show that the lung organ motion can be predicted by respiration
with a maximum error of 25% by means of modeling the correlation between the
respiration and the lung organ motion. This will be very helpful to measure the lung
tumor motion indirectly in dynamic radiotherapy.
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Table 1 Amplitude of lung organ motion and accuracy of correlation model

Phase Patient No. 1 2 3 4 5 6 7

Motion
amplitude (mm)

11.47 20.89 13.25 15.32 24.82 15.68 18.62

Phase
discrepancy(s)

0.25 0.23 0.26 0.22 0.24 0.24 0.26

Before phase
aligning

RMSE (mm) 2.22 4.25 1.94 3.06 3.44 2.55 3.48

Before phase
aligning

Max difference
(mm)

4.50 8.28 4.18 6.25 8.27 5.41 7.58

After phase
aligning

RMSE (mm) 1.05 2.47 1.34 1.68 2.22 1.74 2.15

After phase
aligning

Max difference
(mm)

2.85 5.79 3.08 3.01 6.25 4.52 5.82

Chen et al. [8] have investigated the relationship between the motion models
of the patient’s internal organization and the external radio opaque markers on the
patient’s chest, and found that for some patients there are significant motion phase
discrepancies between an internal target and an external marker. The research result
is identical to our research. However, Chen etc. just showed the existence of phase
discrepancy. In this paper, we further research on the correlation between the respi-
ration and lung organ motion after phase aligning, and derive a concrete correlation
model. This method is meaningful for clinic radiotherapy.

4 Conclusion

Correlation between respiration and lung organ motion induced by respiration was
presented in this paper. Even though the lung tumor motion can not be obtained
accurately by the respiration, its approximate position acquired according to the
respiration and correlation model is still helpful to decrease the target volume. Only
several data sets are used in this paper to investigate the correlation. More data sets
of lung tumor motion and respiration are expected to be obtained and used in further
research to investigate more accurate correlation model between respiration and lung
tumor motion.
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Joint Optimization of Repeater Gain Setting
and Power Allocation in Satellite
Communication Systems

Liu Yang, Bangning Zhang, Hangxian Wang and Daoxing Guo

Abstract The power allocation optimization algorithm can improve the efficiency
of resource utilization, which is of great significance to the power restrained satellite
communication systems. This paper taking both performance analysis of the end-to-
end link and influence of repeater gain on power allocation into consideration, and a
repeater gain settings based resource allocationmodel is built. On the basis of analyz-
ing the above model, an algorithm of joint optimization of repeater gain setting and
power allocation is proposed. After dual decomposition algorithm searching the opti-
mal solution of power allocation with certain repeater gain, the proposed algorithm
searches the optimal repeater gain by applying the steepest descent method. Simu-
lation results show that global optimization solution of system capacity is obtained
with detailed results of power allocation and repeater gain.

Keywords Satellite communication · Resource allocation · Repeater gain setting ·
Optimization algorithm

1 Introduction

The resource optimization algorithm can improve the efficiency of resource utiliza-
tion, which is of great significance to the power restrained satellite communication
systems for enhancing system capacity. That’s the reason why resource allocation
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optimization algorithm is a hot issue in the research of satellite communication
system.Numerous publications have studied to improve the efficiency of resource uti-
lization in satellite communication systems. References [1–3] took system through-
put as the optimization goals. In order to meet the QoS (Quality of Service) for users,
an optimal power allocation method was studied for mobile satellite communication
system in [1]. Taking physical layer security into consideration, J. Lei et al. [2]
pro-posed a joint optimization algorithm of beam-forming and power for meeting
safety capacity of the system. A power allocation algorithm was proposed in [3],
which was designed for satellite communication systems under fading channels. On
the basis of satisfying user requirements, a two-step power allocation scheme was
studied in [4], which kept the balance between total power consumption and chan-
nel capacity. Considering delay constraints, another joint optimization algorithm of
power and bandwidth was researched in [5], so that the throughput of the system can
be maximized. Under conditions of user’s service requirements and channel condi-
tions, various methods were investigated in [6–8], such that second-order differential
system capacity can be minimized.

Previous works mostly concentrated on the study of the downlink in satellite com-
munication systems, and repeater gain was regarded as a fixed value, whose impact
on resource allocation of the system was neglected. Nevertheless, in consideration
of the satellite communication systems with a transparent repeater, Uplink noise
may be amplified and impacts downlink. Though as a trivial factor in resource allo-
cation of general repeater satellite communication, repeater gain on satellites may
have severe impacts on resource allocation of transparent repeater satellite commu-
nication. Consequently, several factors were analyzed, including effective isotropic
radiated power (EIRP), noise spectrumof uplink and downlink, repeater gain on satel-
lite, power on satellite, receiver gain, gain noise-temperature ration. And a resource
allocation model suited for transparent repeater in satellite communication system
was built. Meanwhile, a joint algorithm of repeater gain setting and satellite com-
munication system resource allocation was proposed in this paper. There must be an
optimal solution with certain repeater gain and resource allocation, so that system
channel capacity will be global optimal through our corollary. In addition, system
channel capacity is a concave function when power allocation is the only factor to be
consider. Therefore, dual algorithm was applied to solve optimal power allocation
with certain repeater gain. And the steepest descent method was used to evaluate
global optimum of repeater gain. In simulation, an ergodic searching algorithm was
designed to verify the correctness of the corollary. Finally, simulation results showed
that by applying the proposed joint optimization algorithm OPOG (Optimal power
allocation and the repeater gain setting algorithm) over the satellite communication
system resource allocation, a global optimal solution will be derived with certain
repeater gain and power allocation.



Joint Optimization of Repeater Gain Setting and Power Allocation … 603

2 System Model

2.1 Modeling of Composite Link Capacity

The satellite signal gain consists of three parts, i.e., the receiving antenna gain,
the repeater gain and the transmitting antenna gain. Furthermore, repeater gain on
satellite is adjustable.

Supposing there are M users in the satellite communication system. Considering
the i th user, the power distributed from the back-end of the repeater is defined as
pi , the attenuation factor of weather conditions is α2

i , and the bandwidth which is
pre-distributed is Wi . Free space path loss of uplink and downlink are expressed as
Ls and Lr , respectively. Besides, satellite antenna gain and satellite repeater gain can
be de-noted as Gs , and G, respectively. In the downlink receiver, the antenna gain of
the i th is Gri , and the received power is pri . The noise spectrum density of uplink
and down-link are Ns and Nr , respectively. Therefore, the Shannon channel capacity
of i th user is given as:

ci = Wi log2

⎛
⎜⎜⎝1 + pri

Wi (
NsGGsGri

Lr
+ Nr )

⎞
⎟⎟⎠, (1)

pri = αi
2 piGsGri

Ls
. (2)

Supposing the total power on satellite is P . So the EIRP from uplink to the
transmitter of the i th user is E I RPi . And in this section, the optimization goal is
to maximize channel capacity. Consequently, the following mathematical model can
be listed as:

max{pi ,G}

M∑
i=1

ci , (3)

ci = Wi log2

(
1 + αi

2 piGsGri

Wi (NsGGsGri + Nr Lr )

)
,∀i ∈ {1, 2, . . . , M}, (4)

P ≥
M∑
i=1

(pi + Wi NsG), (5)

E I RPiGsG

Lr
≥ pi ,∀i ∈ {1, 2, . . . , M}, (6)
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Equation (4)means that the distributed capacity cannot exceed the traffic demand;
Eq. (5) indicates that the total power of the system is limited; Eq. (6) indicates that
the EIRP of user transmitter is limited.

3 Discussion of the Existence of Optimal Value

Since the above optimization problem is a continuous nonlinear optimization prob-
lem, we introduce a nonnegative dual variable γ and β = [β1,β2, ,βM ], so that the
Lagrange function L of optimization problem is derived as:

L( p,G, γ,β) =
M∑
i=1

Wi log2

(
1 + αi

2 piGsGri

Wi (NsGGsGri + Nr Lr )

)

+ γ

(
P −

M∑
i=1

(pi + WNsG)

)
+

M∑
i=1

βi

(
E I RPiGsG

Lr
− pi

)
.

(7)
where Lagrange dual function is

g(γ,β) = max
P,G

L(P,G, γ,β). (8)

The dual expression of the original optimization problem can be written as:

d = min
γ≥0,β≥0

g(γ,β). (9)

In dual theory, when the optimal solution of an even function is equal to the
optimal solution of the original function, we can obtain that:

P =
M∑
i=1

(poi + WNsG), (10)

βi

(
E I RPiGsG

Lr
− poi

)
= 0. (11)

With the results of the second derivative of the objective function, we can derive
that:

F(P,G) = max{pi ,G}

M∑
i=1

ci , (12)
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∇2
pi F(P,G) = − αi

2W

ln 2

(
WNsG + WNr Lr

GsGri
+ αi

2 pi

)2, (13)

∇2
GF(P,G) =

M∑
i=1

αi
2 pi NsW

[
2NsW

(
NsG + Nr Lr

GsGri

)
+ α2

i pi Ns

]

ln 2

[(
WNsG + WNr Lr

GsGri
+ αi

2 pi

)(
NsG + Nr Lr

GsGri

)]2.

(14)
From (13) and (14), we can obtain that the objective function is non-concave

function, while the objective function is a concave function when the power is the
only variable. Due to the concavity of (8), when the solution of the original problem
is optimal, the value of the derivative must be 0. Then

Wαi
2GsGri

(W (NsGGsGri + Nr Lr ) + αi
2 poi GsGri ) ln 2

= γ + βi . (15)

Taking the derivative of (7) with respect to repeater gain G, we obtain that:

∇2
GF(P,G) =

M∑
i=1

− αi
2 pi NsW

ln 2

(
WNsG + WNr Lr

GsGri
+ αi

2 pi

)(
NsG + Nr Lr

GsGri

)

− γ

(
M∑
i=1

WNs

)
+

M∑
i=1

βi
E I RPiGs

Lr
.

(16)

Assuming that the repeater gain is G0 when the value of (16) is 0. Then the
repeater gain must be G0 or the bounds of G. Due to the restrictions of (5) and (6),
it is obvious that the objective function cannot be maximized when the repeater gain
takes the bound value. So G0 is the value of the repeater gain when the objective
function is maximized.

On the other hand, when the value of the original problem is global optimum, the
problem must meet the requirements of (10), (11), (15), and the value of (16) must
be 0. Therefore, substituting (10), (11), (15) into (16), and making the value of (16)
be 0, we can deduce that:

γ =
M∑
i=1

αi
2 poi W

Nr Lr

GsGri

ln 2

(
WNsG0 + WNr Lr

GsGri
+ αi

2 poi

) (
NsG0 + Nr Lr

GsGri

)
P

. (17)

Apparently, dual variable γ will converge to the expression in (17) eventually.
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4 Joint Optimization Algorithm of Repeater Gain Setting
and Power Allocation

Based on the above reasoning, the objective function of the original problem is a
concave function which is derivative with respect to the repeater gain. And the value
of the derivative with respect to the repeater gain is 0 when the objective function
take the global optimum. That is the reason why a double-layer-nesting algorithm is
designed in the paper to search the global optimum of objective function. On the one
hand, in the inner layer, we search the optimal solution of power allocation when the
repeater gain is certain by applying dual algorithm. On the other hand, in the outer
layer, we search the optimum of repeater gain by applying steepest descent method.

It is apparent that power allocation and repeater gainwill be optimal if the objective
function takes the global maximum when outer algorithm is convergent. Moreover,
the dual variable γ is converges to (17). Finally, the repeater gain converges to G0.
We can solve the dual problem of (7) with certain repeater gain by separating it into
two parts.

Step 1: Adjustment of power allocation. The value of pi is expressed by p∗
i when

L(p, γ,β) takes its maximum. So the value of the partial derivative of L(p, γ,β)

with respect to p∗
i is equal to zero. Then, we obtain that :

Wαi
2GsGri

(W (NsGGsGri + Nr Lr ) + αi
2 p∗

i GsGri ) ln 2
= γ + βi . (18)

Therefore the optimum of power assigned to each user is: pki = max{0, p∗
i }.

Step 2: Updating dual variables. The sub-gradient algorithm is used to update the
dual variable.

γm+1 =
[
γm − Δm

γ

(
P −

M∑
i=1

(pki + WNsG)

)]+
, (19)

βm+1
i =

[
βm
i − Δm

βi

(
E I RPiGsG

Ls
− pki

)]+
,∀i ∈ {1, 2, . . . , M}. (20)

Calculating the optimum of power assigned to each user pki and corresponding
value of its dual variable when the repeater gain is certain. Then, substituting the
results into the following formula to update the repeater gain:

Gm+1 = [
Gm − Δm

G

(−∇GL( p,Gm, γ,β)
)]+

, (21)

where [x]+ = max{0, x}. m represents the number of iterations, and represents the
step size.

The joint optimization algorithm of repeater gain setting and power allocation can
be separated into following steps:
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Step 1: Initializing the repeater gain G according to its bounds [A, B], and con-
firming the value of dual variable β.

Step 2:Under the condition that the power is equally allocated to all users, initialize
the value of dual variable γ with the results of calculating (17).

Step 3: Substituting the updated repeater gain and dual variables into (18), solve
the results of optimized power allocation.

Step 4: Substituting both the optimized power allocation and the dual variables
into (19) and (20), to update the dual variables.

Step 5: If results cannot satisfy (22), go back to Step 3.

∣∣∣∣∣γm+1(P −
M∑
i=1

(pi + WNsG))

∣∣∣∣∣ < α,

∣∣∣∣∣βm+1
i

(
E I RPiGsG

Ls
− pi

)∣∣∣∣∣ < α. (22)

Step 6: If results satisfy (22), but cannot satisfy (23), update repeater gain by
substituting the results of power allocation and dual variables into (18), then go back
to Step 3. ∣∣∇GL(Gm, p, γ,β)

∣∣ < ε. (23)

Step 7: If results satisfy both (22) and (23), output the results of power allocation
and values of repeater gain.

5 Analysis of Simulation Results

In order to verify the correctness of the proposed algorithm, a geostationary satellites
of Ka band was built. All system parameters are practical for existing Ka band
geostationary satellites. It should be noted that we neglect the impact of weather
conditions, so the value of α2

i is 1 (Table1).
Figures1, 2 and 3 shows the convergence of the repeater gain, the dual variable

γ, and the system channel capacity, respectively. As depicted in the figures, the
convergence of the proposed algorithm is proved.

Numerical results derived by applying OPOG algorithm are recorded in Table2.
An ergodic searching algorithm was designed to verify the correctness of the

proposed OPOG algorithm. The step-length of the values of repeater gain is 0.1dB.
Then we calculate corresponding system channel capacity of repeater gain with
different valued by applying dual algorithm.

Themaximums of system channel capacity under different repeater gain by apply-
ing ergodic searching algorithm are shown in Fig. 4. And numerical results derived
by applying ergodic searching algorithm are recorded in Table3. It should be noted
that due to the design of parameters, all the power allocation to users assigned by the
system must be restrained by (6) when the repeater gain is smaller than 118dB. So
there is no need to show the repeater gain if its value is smaller than 118dB.
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Table 1 Satellite communication system parameters

Parameter Value

User number 10

Satellite total power P(W ) 40

User bandwidth W (M) 50

Uplink noise temperature Ks(k) 300

Downlink noise temperature Kr(k) 50

Satellite antenna gain Gs(dB) 38

Link attenuation factor α2
i 1

Satellite repeater range G(dB) 110–130

Ratio of gain and equivalent noise temperature
Gr/T (dB)

[15 15 15 18 18 18 23 23 25 25]

Effective isotropic radiated power for each user
of the sending end E I RPs(dB)

[66 62 55 66 62 59 66 59 62 55]

Fig. 1 The convergence of
the repeater gain
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Fig. 3 The convergence of the system channel capacity

Table 2 The optimal repeater gain and corresponding maximum of channel capacity derived by
applying OPOG algorithm

Items Value

Optimal repeater gain (dB) 120.9565

Maximized channel capacity (M) 644.2023

Assigned power to users (W) [1.9073 1.9073 1.2461 5.4093 5.4093 3.1153
7.8153 3.1153 6.2305 1.2461]
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Fig. 4 The maximum of system channel capacity under different repeater gain

Table 3 The optimal repeater gain and corresponding maximum of channel capacity derived by
applying ergodic searching algorithm

Items Value

Optimal repeater gain (dB) 120.9

Maximized channel capacity (M) 643.9
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It proves that the optimal repeater gain, the power allocation of users and the
maximum of system channel capacity will all be obtained by applying the proposed
algorithm OPOG.

6 Conclusion

This paper took various factors which might have impacts on resource allocation
in satellite composite link, and built a resource allocation model suited for satellite
communication systems. Furthermore, dual theory and the steepest descent method
are used to find the optimum of the problem. Simulation results showed that the
proposed joint optimization algorithm OPOG can solve the problem of repeater gain
and power allocation on transparent transponder satellite communication systems.
And channel capacity of the systemwill be enhanced after applyingOPOGalgorithm.
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Abstract With the development of intelligent transportation system, vehicle net-
works (VNs) have brought new security challenges due to their mobile and
infrastructure-less nature. The existing security solutions lack the comprehensive
cybersecurity model for vehicle networks. This paper proposes a combined attack
and defense petri net (ADPN) model to describe cybersecurity states and processes
of vehicle network. To evaluate security assessment and optimize defense strategies,
an attack and defense decision making method for vehicle network (VN-ADDM) is
proposed. The method utilizes stochastic games net to analyze and quantify secu-
rity assessment properties, calculate attack and defense cost, and implement mixed
strategy Nash equilibrium. The rationality of the proposed cybersecurity decision
making method is well demonstrated by extensive analysis in a detailed case study.
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1 Introduction

Vehicle networks (VNs) can be used to improve transportation security, reliability,
and management. In VNs, each vehicle is equipped with an On Board Unit (OBU),
by which vehicles are able to communicate with each other as well as Road Side
Units (or RSUs). VNs are expected to support a wide range of promising applications
such as location based services. With the rapid development of VNs, viruses, Tro-
jans and other threats are rapidly spreading to VNs, VN cybersecurity is becoming
increasingly prominent. Once VN attacks occur, it may cause potential dangers to
information security, transportation security and personal safety. Traditional secu-
rity methods are passive defense measures and its defense capabilities are limited.
VN cybersecurity should pay more attention to the overall operational safety. This
paper investigates security aspects of VNs within a game-theoretic framework where
defensive measures are optimized with respect to threats posed by malicious attack-
ers.

VNs security is gaining an increased interest from both of academia and indus-
try. Tamer Basar proposed a structured and comprehensive overview of research on
cybersecurity and privacy based on game theory [1, 2]. C.W. Ten proposed a quanti-
tative analysis method of attack probabilities which is based on a compromise form
and the empowerment of vulnerable trees, and built an network security test bed [3].
Cheminod Manuel used the complementary strengths of two different models and
authentication technology to analyze and evaluate the formalizing vulnerabilities of
multilayer interconnection of field bus systems [4]. Jaafar Almasizadeh proposed a
security metrics model based on stochastic games to quantify and evaluate the reli-
ability of system security [5]. Zhu put forward an information physical integration
system security evaluation method, which is based on game theory [6, 7]. Saman
proposed a safety assessment model based on Markov decision process for external
network attacking the power grid facilities, so that the administrator can decide and
response automatically [8]. PrabhakarM usedMarkov chains to choose the propriate
model for security problems in VANET [9].

Although the above methods have made some achievements, they lack uniform
quantitation evaluation standards of security properties, and do not fully consider
both interact and interdependent strategies of attackers and defenders, which may
lead the analysis results mistake. Vehicle network cannot be effectively evaluated of
the security situation. To solve the above problems, this paper proposes a security
decision making method based on attack and defense model and stochastic games
net. This method can reflect the dynamic interaction and state deduction between
attackers and defenders.

The paper is organized as follows. In Sect. 2, we introduce attack and defense
model for vehicle network security. In Sect. 3, we elaborate cybersecurity decision
making method. In Sect. 4, security analysis is given to demonstrate and illustrate
the attack-defense game. We conclude this paper in Sect. 5.
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2 Attack and Defense Model for Vehicle Network Security

2.1 Vehicle Network Structure

The vehicle network (VN) structure hierarchically consists of three parts, shown as
Fig. 1.

(1) OBU: On Board Unit is a vehicular equipment in each vehicle, which can
collect traffic information and communicate with other vehicles or communication
devices in real time.

(2) RSU: Roadside Unit is a communication base station, and provides communi-
cation services for vehicles to connect other communication network or
Internet.

(3) TA: Trusted Authority is a security infrastructure owned by government,
which provides identity authentication and stores all vehicular information
safely.

The communication technologies in vehicle networks can be categorized into
V2V (Vehicle to Vehicle) and V2I (Vehicle to Infrastructure). V2V enable vehicles
communicate with each other and transfer traffic information directly. V2I enable
vehicles access to fixed networks, and can be used to support vehicular services, such
as vehicle identification, management and revocation.

Fig. 1 The structure of vehicle network
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2.2 Modeling Attack and Defense Petri Net
for Vehicle Networks

Attack and defensemodeling is an important part of situation assessment and security
decisionmaking for vehicle networks. In this paper, we propose an attack and defense
model based on petri net (ADPN) to describe cybersecurity states and processes
of vehicle network. Attack behaviors and processes in vehicle networks have the
characteristics of diversity, random, concealment, malicious propagation. Petri net
has the capability to describe distributed, multi-objective, multi-stage network attack
and defense behaviors, especially elaborate concurrent and collaborative attacks and
defenses.

A Petri net is a directed bipartite graph, in which the nodes represent transitions
(i.e. events that may occur) and places (i.e. states or conditions). The directed arcs
describe which places are pre- and/or postconditions for which transitions. In the
attack and defense process, an attack or defense action can be described as a transition
node. A security state of vehicle networks can be described as a place node. An attack
or defense action may trigger another attack or defense action. A trigger condition
between these actions can be described as an arc. Generally, vehicle network attacks
have three attacking intentions: compromise communication security, compromise
location privacy, compromise vehicle safety. We build an attack petri net model
to describe the actual process of each attacking intention. Figure2 illustrates the
structure of the attack petri net, in which each possible security state is signified by
a circle, each attack action is signified by a bar, and each arc is signified by an arrow.

When an attack is launched, network manager may execute defensive measures
to stop the attack. A defense petri net model is built to describe the countermeasures
of vehicle network attacks. Figure3 illustrates the structure of the defense petri net,
in which each possible security state is signified by a circle, each defense action is
signified by a bar, and each arc is signified by an arrow.

Fig. 2 The attack petri net model
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Fig. 3 The defense petri net model

3 Cybersecurity Decision Making Method for VNs

3.1 VN Cybersecurity Game Model Based on Stochastic
Game Net

Stochastic Game Net (SGN) is a stochastic modeling and analysis method that com-
bines stochastic game with petri net. It has the capacity to analysis concurrency,
asynchronous and uncertainty of a system. It can accurately analyze the state changes
of security game between attackers and defenders in vehicle network.

Considering that the attack and defense of VN security is non-cooperative and
target opposition between attackers and defenders, the confrontation process of attack
and defense is non-cooperative. Because the strategies of attackers and defenders
are interdependence, the confrontation process of attack and defense is dynamic.
Attackers or defenders cannot obtain all information about counterpart’s strategies
andVN state changes. The confrontation process of attack and defense is incomplete.
Thus, using non-cooperative attack and defense stochastic games network to describe
information about VN is suitable for security evaluation and analysis.

Definition 1 The attack and defense decision making model for VN cybersecurity
(VN-ADDM) is defined as follows:

(1) N = (N1, N2, . . . , Nn) are players, where Nk represents the kth players. Con-
sidering the confrontation of both attack and defensive side, let n = 2. N1 represents
attacker, and N2 represents defender.

(2) S = (S1, S2, . . . , Sn) is a set of security states, where Si represents an indepen-
dent state and n indicates the number of states. Different security events will cause a
change from one security state to another. The state set in VN-ADDM is consistent
with ADPN in the previous section.

(3) A = A1 ∪ A2 is a transition set of player’s actions. A1 = (
a11, a

1
2, . . . , a

1
m

)
is

a set of attackers actions. A2 = (
a21, a

2
2 , . . . , a

2
m

)
is a set of defenders actions.

(4) λ = (λ1,λ2, . . . ,λn) is a set that represents transition firing rate. It depends
on the capacity of players in the stochastic games theory and equilibrium strategies
selection probabilities. Assume that behavior of players is random and exponential.
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For a transition a: ∀a ∈ A : Fa (x) = 1 − eλa x , where λa > 0, x ≥ 0. λa is the
capacity of the transition.

(5)U = {U1,U2} is the collection of utility functions.Um(sk) indicates the utility
function in Sk of attack and defensive side in VN.

(6) State transitionmatrix P represents the probability distributions when the state
is fromone to another. P = {

pi j
}
,where pi j = P

(
qt+1 = Sj |qt = Si

)
, 1 ≤ i, j ≤ n.

pi j indicates the probability which the VN is in Si state at T time, and still in Si state
at T + 1 time.

Mixed strategies are the action rules of players under certain condition. They
reflect that the players how to choose specific action in a state. They are described
by probabilities.

Definition 2 VN Attack Strategy: π1 represents the strategy set of VN attacker,
where π1 = (

π1
1

(
a11

)
,π1

2

(
a12

)
, . . . ,π1

i

(
a1i

)
, . . . ,π1

n

(
a1n

))
. π1

i

(
a1i

)
represents the

probability of attacker selecting a1i . All VN attackers’ actions satisfy∑N
i=1 π1

i

(
a1i

) = 1.

Definition 3 VN Defense Strategy: π2 represents the strategy set of VN defender,
where π2 = (

π2
1

(
a21

)
,π2

2

(
a22

)
, . . . ,π2

i

(
a2i

)
, . . . ,π2

n

(
a2n

))
. π2

i

(
a2i

)
represents the

probability of defender selecting a2i . All VN defenders actions satisfy∑N
i=1 π2

i

(
a2i

) = 1.

According to stochastic game theory, a game model exists mixed strategy Nash
equilibrium when state sets and action sets are finite. In this paper, the state sets and
action sets in the attack and defense game process are finite. Therefore, VN-ADDM
exists mixed strategy Nash equilibrium.

3.2 The Definition and Quantization
of VN-ADDM Properties

Definition 4 Attack Severity (AS) represents the inherent severity of certain atomic
attack. Set the initial value depending on the situation. It is calculated by Eq. (1):

AS = α1Ak + α2

(
N∑
i=1

Cr Fr

)
(1)

where α1 and α2 are respectively the network types impact factor and the attack
type’s impact factor on AS, which satisfies α1 + α2 = 1. Cr represents the severitys
weight of r th atomic attack, which satisfies

∑N
r=1 cr = 1. Fr represents for the value

correspond to an atomic attack.
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Definition 5 Attack Criticality (AC) is the influence caused by atomic attacks in the
appropriate network or device importance. Considering network topology (N) and
the importance of device (Im), AC is obtained by the following Eq. (2):

AC = β
(
Imi + N j

)
∑

i

∑
j α1 Imi + α2N j

(2)

where Imi is a discrete value for the importance of a subnet. Ni is a discrete value
for the importance of a device. α1 is the weight of a subnets importance. α2 is the
weight of devices importance. β represents the severity of atomic attack, when it
attacks one device in specific subnet.

Definition 6 The cost of system losses (Sc) represents the damage degree of a target
resource under attack. The loss of target resource can be defined by attack risk and
security property damage. The loss cost of the network system caused by attack (a1i )
is calculated by the following Eq. (3):

Sc(a
1
i ) = AD × AC × (Ic × Pi + Cc × Pc + Ac × Pa + Vc × Pv) (3)

where the damages of security properties include integrity cost (Ic), confidentiality
cost (Cc), availability cost (Ac) and vulnerability cost (Vc). (Pi , Pc, Pa, Pv) rep-
resents the proportion of integrity cost, confidentiality cost, availability cost and
vulnerability cost, which satisfies Pi + Pc + Pa + Pv = 1.

Definition 7 Operation cost (Oc) represents defender’s defense operation time and
the number of computing resources. It is calculated by the following Eq. (4):

Oc = log
(
O f + R2

)
(4)

where O f is the algorithmic complexity and R is the consumption of resources which
consist of both human and computer resources.

Definition 8 Negative cost (Nc) represents the loss of network service under defense
strategy, such as the decline in service quality or system failure caused by defense
strategy. It can be defined by the following Eq. (5):

Nc = (Ac × Pa + Vc × Pv) × θ(a1i , a
2
j ) (5)

where θ(a1, a2) is the negative coefficient, which represents the negative impact
on system availability when defense strategy a2 defends against attack a1. When a
defender adopts a certain action to defend against attacks, θ(a1, a2) is related to the
position of VN nodes under attack, vulnerability and services of VN nodes. θ(a1, a2)
is a normal random variable. It can be obtained by the following Eq. (6):

θ(a1i , a
2
j ) = |Pa − Pv|

Pa + Pv
e− (x−0.55)2

2×0.22 (6)
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where x is obtained by normalizing the weights of attack and defense.

Definition 9 Residual loss (Rc) represents the residual and not eliminated loss
caused by attacks when defense strategies are executed. It can be described by the
Eq. (7):

Rc(a
1
i , a

2
j ) = Sc(a

1
i ) × ε

(
a1i , a

2
j

)
(7)

where ε
(
a1i , a

2
j

)
represents the residual loss degreewhen defense strategy a2 defends

against attack a1.When a defender adopts certain action to defend against the attacks,

ε
(
a1i , a

2
j

)
is related to the position of VN nodes under attack, vulnerability and

services of VN nodes. ε
(
a1i , a

2
j

)
is a normal random variable. It can be obtained by

the following Eq. (8):

ε
(
a1i , a

2
j

) = e− (x−0.3)2

2×0.152 (8)

Definition 10 Defense cost (Dc) is the cost when defense strategies are executed. It
is calculated by the following Eq. (9):

Dc
(
a1i , a

2
j

) = Oc
(
a2j

) + (Ac × Pa + Vc × Pv) θ
(
a1i , a

2
j

) + Sc
(
a1i

)
ε
(
a1i , a

2
j

)
(9)

Definition 11 Immediate return in a state is represented by r . It can be described by
matrix R1(Sk).

R1(Sk) =
⎡
⎢⎣
r11 · · · r1n
...

. . .
...

rm1 · · · rmn

⎤
⎥⎦ (10)

where ri j is calculated by the following Eq. (11):

ri j =
∑

Sc
(
a1i

) + 1.4Dc
(
a1i , a

2
j

)
(11)

Definition 12 The utility function of VN attackers is described as the following
Eq. (12):

U 1 (sk) =
∑

∀a1i ∈A1

∑
∀a2j∈A2

π1
i

(
a1i

)
π2
j

(
a2j

)
ri j (12)

where ri j represents the immediate return when attackers use attack action a1i and
defenders use defensive action a2j in the state Sk .

Definition 13 The utility function of VN defenders is described as the following
Eq. (13):

U 2 (sk) = −U 1 (sk) (13)
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4 Security Analysis

4.1 ADPN Model Analysis

To discern the confrontation process of attacks and defenses, we build a combined
model base on the proposed attack model and defense model in the previous section.
The combined model takes into consideration the factors about action capability and
detection probability of attacks, and solves the probability values by using nonlinear
programming method. It is more suitable to analysis the possibility of transition
firing.

Figure4 illustrates the whole combined ADPN model. The gray transitions indi-
cate the attack actions and the white transitions indicate the defense actions. The
state set and transition set are detailedly defined in Figs. 2 and 3.

4.2 Implementation of VN-ADDM

The implementation steps of VN-ADDM are as follows:
A. Generating reward matrix
Initialize the VN-ADDM, and construct the state set S = (S1, S2, . . . , Sn).
Build attack actions set A1 = (

a11, a
1
2, . . . , a

1
n

)
through attack petri net. Build

defense actions set A2 = (
a21, a

2
2 , . . . , a

2
m

)
according to current defense strategies.

Build matrix r [m, n].
Get the atomic attacks table of a1i based on attack petri net. Assign values to AS,

AC , Ic, Cc and other properties. Enter the related data of the defensive behaviors

cost. Assign values to Oc, θ
(
a1i , a

2
j

)
and ε

(
a1i , a

2
j

)
.

Fig. 4 The ADPN model
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Use ri j = ∑
Sc

(
a1i

) + 1.4Dc

(
a1i , a

2
j

)
to calculate the attack reward that VN

defenders use defensive behavior a2j under the attack a
1
i .

B. Generating state transition probability matrix
Build the set of attack strategiesπ1 = (

π1
1

(
a11

)
, . . . ,π1

i

(
a1i

)
, . . . ,π1

n

(
a1n

))
. Build

the set of defense strategies π2 = (
π2
1

(
a21

)
, . . . ,π2

i

(
a2i

)
, . . . ,π2

n

(
a2n

))
.

Initialize state transitionmatrix.Calculate the probabilities of every state transition
matrix. Calculate correction probability of state transition matrix, then modify state
transition probability matrix.

C. Evaluating security situation
Enter the reward matrix and the state information. We can obtain the specific

actions of attackers and defenders, get the selecting probabilities of attackers and
defenders actions.

Calculate security evaluation values by using: U = π1
i

(
a1i

)
π2
i

(
a2i

)
ri j .

4.3 Security Situation Analysis

Base on the proposedmethod, we evaluate attack time and attack success probability.
The attack probability increases with the increasing VN system time. Moreover, if
some attack actions are blocked by defense strategies, then other attack actions are
restricted in a controllable way.

The times of intrusion success of different attacks are different. Obviously, exter-
nal injection attack takes more time. Moreover, there is no relationship between the
success rate of attack and the firing rate of attack. In vehicle network, if defense
strategies and cybersecurity mechanism are built, attack success rate and attack time
are related to attack capability and expected attack returns.

5 Conclusion

The confrontation of VN attackers and defenders is a dynamic process that includes
probe scanning, overall assessment, forecasting, decision making. The paper pro-
poses a cybersecurity decision making method which can effectively describe the
dynamic interaction and state transition between attackers and defenders. It gives
the quantitative indexes of security properties, attackers and defenders benefits and
system risk evaluation values. Defenders can take appropriate defensive strategies
rather than a passive defense. For different security needs, it calculate the system
risk values of current situation to make the evaluation results express in quantitative
form, so that it can select the optimal defensive strategies. It provides a strong basis
for the effective decision making of defenders, and provides new ideas for vehicle
network cybersecurity research.
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A Storage Method for Large Scale Moving
Objects Based on PostGIS

Kai Sheng, Zefang Li and Dechao Zhou

Abstract Storing and managing the large scale moving objects data is one of the
research hotspots and difficulties in data mining, trajectory analyzing, location-based
services and many other applications. To solve these problems, firstly we design the
trajectory point representing model, the trajectory representing model, the moving
object data storage model and their relationships based on object-oriented ideology;
then we construct a moving objects database using in PostGIS according to the
presented models; finally we test the effectiveness of the moving object database
with real data. The experimental results show that using the method presented in this
paper to store large scale moving objects data can reduce the storage space obviously,
meanwhile, it can increase the spatial and temporal querying efficiency effectively.

Keywords Moving objects · Trajectory data · Storage model · PostGIS

1 Introduction

With the fast development and widely application of the space location detecting
and the wireless network technologies, large scale trajectory data are generated in
the process of positioning and tracking moving objects. Although traditional relation
databases canmanage non-spatiotemporal data efficiently, but consisted of static non-
spatiotemporal data and a large amount of dynamic data such as locations, velocities
and azimuths at different times, moving objects data is no easy to be stored and
searched in high performance.

K. Sheng (B) · Z. LiD. Zhou
College of Electronic Engineering, Naval University of Engineering, Wuhan 430033, China
e-mail: shengkai0214@foxmail.com

Z. Li
e-mail: commandern@sohu.com

D. Zhou
e-mail: 2226906254@qq.com

© Springer International Publishing Switzerland 2017
V.E. Balas et al. (eds.), Information Technology and Intelligent
Transportation Systems, Advances in Intelligent Systems and Computing 454,
DOI 10.1007/978-3-319-38789-5_69

623



624 K. Sheng et al.

In order to manager moving objects data in a better way, Wolfson et al. presented
the concept of Moving-Objects Databases (MODs) in 1997, then propose a Moving-
Object Spaito-Temporal (MOST) model [1], which is capable of tracking not only
the current but also the near future positions of moving objects, and the query lan-
guage based on the Future Temporal Logic (FTL). However, this model is unable to
support to query historical information. Güting, a Full Professor of the University of
Hagen, presented a data model for managing moving objects based on abstract data
types and query operators and built a pototype system of moving objects database
named SECONDO [2], which is a foundation of the study in this domain. Recently,
the research on spatiotemporal models and indexes is gradually increased in depth.
Hadi Hajari and Farshad Hakimpour focus on extending a spatial data model for
constrained moving objects [3], Ding Zhiming et al. proposed a network-matched
trajectory-based moving-object database (NMTMOD) mechanism and a traffic flow
analysis method using in NMTMOD [4], while Chen Nan researched on index and
query techniques of moving objects in spatio-temporal databases in his doctoral
dissertation in 2010 [5]. Such works has powerfully promoted the development of
MODs, but there are still many limits in dealing with the mass moving objects data.

For the characters of moving objects data, in this paper we design the trajectory
point representing model, the trajectory representing model, the moving objects data
storage model, then we realize these models in PostgreSQL [6] and its spatial data
plug-in PostGIS [7] as well as the query methods of spatiotemporal attributes, at last
we test the effectiveness of the moving object database with real data.

2 The Advantages of Storing Large Scale Moving Objects
Data in Using PostgreSQL/PostGIS

PostgreSQL is an object-relational database management system based on POST-
GRES Version 4.2, developed at the University of California at Berkeley Computer
Science Department. After years of efforts, it has become the most powerful and
the most stable open-source database management system in the world today. Post-
greSQL supports a large part of the SQL standard and offers many modern features,
such as complex queries, triggers, updatable views, multiversion concurrency con-
trol and so on. Meanwhile, PostgreSQL can be extended by users in many ways, for
example by adding new data types, functions, operators and index methods.

PostGIS is a spatial database extended for the PostgreSQL database management
system. It defines several spatial data types and supports a range of important GIS
functions, including full OpenGIS support, advanced topological constructs. Storing
andmanagingmovingobjects data inPostgre/PostGIShas lots of advantages, such as:
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2.1 Clear Hierarchy of Data Organizing

PostgreSQL organizes data by databases, schemas and tables. One database can be
include of several schemas, and the names of tables or functions can be absolutely
same to each other without any conflicts only if the tables or functionswere under dif-
ferent schemas. In PostgrSQL systems, a schema can be understood as a namespace
or a catalogue. Using schema allows multi users to connect to one database without
any interferences, so in order to manage the large amount of moving objects data
from different sources clearly and use it conveniently, we can save it into several
schemas according to its sources.

2.2 Abundant Data Types

Other than those ordinary data types in relation databases, PostgreSQLwith its spatial
plug-in PostGIS provides many special data types such as spatial data types, arrays
and range types, which can easily represent the dynamic attributes of moving objects.

Spatial data types consist of geometry types and geography types, both of them
can be used to represent spatial information by specifying geospatial coordinate
reference system. The difference between them is that the geometry types calculation
foundation are plane while geography types are sphere. Generally speaking, if the
data is in a small are, using geometry is a better solution in terms of performance and
functionality available; if the data is global or covers a continental region, geography
types allows users to build a systemwithout having to worry about projection details.

PostgreSQL allows columns of a table to be defined as variable-length multidi-
mensional arrays. Arrays of any built-in or user-defined base type, enum type, or
composite type can be created. Arrays are conveniently used to represent dynamic
attributes of moving objects. For example, if a user want to store velocity values in
each trajectory point, he/she can use double precision arrays, which is defined as
double precision[], and if another user want to store the time series, he/she can use
time arrays, which is defined as timestamp[].

Range types are new data types after PostgrSQL-9.2. They can represent a range
if values of some element type (called the ranges subtype). For instance, ranges of
timestamp might be used to represent the ranges of time that a moving object stays
in a specific area. In this case the data type is tsrange (short for timestamp range),
and timestamp is the subtype. The subtype must have a total order so that it is well-
defined whether element values are within, before, or after a range of values. Range
types are useful not only because they can represent many element values clearly,
also because they support more efficiency indexes such as GiST and SP-GiST, which
are mentioned in the next section.
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2.3 Efficient Indexing Mechanism

PostgreSQL provides several index types: B-tree, Hash, GiST, SP-GiST and GIN.
Each index type uses a different algorithm that is best suited to different types of
queries. B-tree can handle equality and range queries on data that can be sorted into
some order; Hash indexes can only be used to retrieve data in sorted order; GiST
(Generalized Search Trees) or SP-GiST (Space-PartitionedGiST) is an infrastructure
within which many different indexing strategies can be implemented. GIN indexes
are inverted indexes which can handle values that contain more than one key, which
can used into full text search. For the static types of moving objects, we can use B-
tree, Hash orGIN indexes to accelerate search speed; for spatial or temporal attributes
of moving objects, we can use GiST or SP-GiST mechanism, which can not only
improve search efficient, also support many complex operators like contain (@>),
contained in (<@), overlap (&&), etc.

3 Moving Objects Data Storage Model

Trajectory is an important part of moving objects data. In short, trajectories are space
curves generated by moving objects positions change in a continuous time within an
area. However, we could not obtain continuous trajectory of moving objects in usual,
only can we get are sample positions in some discrete time points. For this reason,
we design a kind of trajectory point model, trajectory model and then construct the
moving objects data storage model. The relationships among these models are show
as Fig. 1.

3.1 Trajectory Point Model

Trajectory point is moving objects position at a moment. In PostgreSQL/PostGIS,
trajectory point model can be represented by point data type and time data type.

Fig. 1 Moving objects storage model
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According to the space dimension, trajectory point model can be divided into 2D-
model and 3D-model. The trajectory 2D-model can be represented as:

Traj Point2D = {Point (x, y), t ime} (1)

And the 3D-model can be represented as:

Traj Point3D = {Point (x, y, z), t ime} (2)

Nowadays many positioning devices can get the instantaneous velocity values, direc-
tions and accelerate values besides locations and time points of the moving objects.
These information is also related to objects positions, so we can describe them in
the trajectory point model, too. Therefore, a common trajectory point model can be
represented as:

Traj Point ={Point (x, y, z), T ime, DynamicAttribute_1, . . . ,

DynamicAttribute_n} (3)

3.2 Trajectory Model

Trajectory model can be represented as a set of trajectory point ordered by time.
Meanwhile, to manage trajectory data conveniently, the quantities of trajectory
points, the space scope and time scope of the trajectory can be also defined in the
trajectory model explicitly, as follows:

Traj Line = {Traj_I D, Spatial Range, T imeRange, nPoint, Traj Point[]}
(4)

Traj_ID means the identify code of the trajectory, SpatialRange means the space
scope, TimeRange means the time scope, nPoint means the quantity of the trajectory
points, and Trajline[] is the trajectory points set.

3.3 Moving Objects Storage Model

In reality, one moving object perhaps contains several trajectories: one reason is that
the object is detected by more than one devices at the same time, and each detecting
device generates a trajectory about this object; another reason is that the same object
maybe appear in an area many times, and each time consist to a single trajectory line.
Furthermore, moving objects contain many static attributes like the identity code,
object name, object type and so on. Therefore, moving objects storage model can be
represented as:
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MObj ={MO_I D, StaticAttribute_1, . . . , StaticAttribute_n,

mTraj Line, Traj Line[]} (5)

In this model, MO_ID means the object identity code, StaticAttribute_1 to Stati-
cAttribute_n means the static attributes of the moving object, mTrajLine means the
total trajectories quantity, and TrajLine [] store each trajectory information about this
object.

4 A Case Study

In order to verify the validity of the data storage model based on PostGIS, this paper
selects real data of the ship tracking data in the South China Sea for 3 days as the test
data. Compare and analyzed the general data storage method with the method of this
paper in storage and query. Test environment: hardware for Core i7 Inter processor,
4G memory, equipped with Win7 64 bit operating system; database system for the
PostgreSQL-9.4.4 and PostGIS-2.1.7 extension.

4.1 Ship Track Database Designing Based
on PostgreSQL/PostGIS

Database logical structure The ship trajectory tracking of the original data file
is dat format and XLS format. File contains messy and irrelevant information. So
the first thing to data is cleaning and saving the information which is useful to the
database. Then according to the original information database to generate a moving
object database. In PostgreSQL/PostGIS database system, in order to facilitate data
in management and invocation, different schemas can be used to store the original
data information and moving object data. At the same time, because of the large
amount of data, it can be used to set up the data table according to time division
specific logical structure as shown in Fig. 2.

Trajectory point composite type designing The dynamic properties of the test data
include the location, time, instantaneous velocity and instantaneous direction of the
ship. According to the trajectory model in third section of this paper, the model of the
composite data type can be defined in the database. PostgreSQL/PostGIS supports
for the composite type well. The SQL statement to create trajectory point type is as
below:

create type trajpoints as (
plocation geography(Point, 4326)[], –point locations
ptime timestamp[], –point times
pvelocity double precision[], –point speeds
pazimuth double precision[], –point directions
);
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Fig. 2 Logical structure of moving object storage database

Table 1 tb_TrajLinetablee

Field name Field type Constraint Remarks

Traj_ID Serial – Trajectory
identification

SpatialRange Box – Trajectory range

TimeRange Tsrange – Time range

nPoint integer Not null Trajectory number

The_trajectory Trajpoints Not null Trajectory sequence

Trajectory table designing In the database, the dynamic properties of the ship are
stored in the database. Ac-cording to the third section of the trajectory model, the
trajectory table design based on the PostgreSQL/PostGIS is shown in Table1. It is
needed to explain that, the box data type for the storage range can be determined by
a pair of point coordinates (lower left and upper right). The tsrange data type for the
storage time range is embedded in PostgreSQL, which subtype is timestamp without
time zone.

Moving object table designing The static properties of the ship in the test data
include the information of the ship identification, the name of the ship, the ship type
and so on. As the test data of the ship and the ship’s trajectory is one to one, so
the dynamic properties of the moving object table can be directly inherited from the
trajectory table, while adding the static properties of the ship. Mobile object table
design is shown in Table2.
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Table 2 tb_MoveObjstable

Field name Field type Constraint Remarks

MO_ID Integer PK Object identification

MO_Name Character varying (30) – Object name

MO_Type Character varying (30) – Object type

Traj_ID Serial – Inherited from tb_TrajLine

SpatialRange Box – Inherited from tb_TrajLine

TimeRange Tsrange – Inherited from tb_TrajLine

nPoint Integer – Inherited from tb_TrajLine

The_trajectory Trajpoints – Inherited from tb_TrajLine

Design the index There are two kinds of query methods in the massive ship track
data: one is to in-quire the ship’s trajectory through the ship’s number or the name of
the ship, and the two is to inquire about the number and name of the ship by the range
of time and space. For these two query methods, B-Tree index is needed to create in
field of the object’s identification, the GIN index is needed to set up in the field that
represents the name of the object, and the GiST index is established in the field that
represents time and space range, in order to improve the efficiency of the query in
the name and time space. SQL statements to achieve the index are: CREATE INDEX
ON track_data.tb_moveobjs USING btree (mo_id) TABLESPACE myspace;

CREATE INDEX ON track_data.tb_moveobjs USING gin (mo_name)
TABLESPACE myspace;

CREATE INDEX ON track_data.tb_moveobjs USING gist (spatialrange)
TABLESPACE myspace;

CREATE INDEX ON track_data.tb_moveobjs USING gist (timerange)
TABLESPACE myspace;

4.2 Analysis of Storaging and Querying Moving Objects Data

In this paper, using C# programming language to connected the database. First, the
test data is written into the ori_table of the original data table, and then extract
the trajectory information from all the object identification which are corresponded,
and the moving object table tb_MoveObjs is written by the trajectory information
one by one. In order to break through the field of partial trace data in the moving
object table exceeds the page size, The TOAST Technology The Oversized-Attribute
Storage Technique in PostgreSQL will store these larger fields automatically in the
toast table, which is transparent to the users. By comparing the size of the physical
space between the original data table and the moving object table, the method of
moving object storage based on PostgreSQL/PostGIS can reduce the storage space
occupancy obviously (Fig. 3).
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Fig. 4 Time-consuming comparison of moving object data query

The efficiency analysis of the moving objects is carried out in three ways: the
object identification, the spatial range query and the time range query. Each query
method is carried out in a way that takes the average value of the query. The time
consumed by the query is shown in Fig. 4. It can be obtained that in the case of the
establishment of the index, the method of moving object storage is not obvious, but
the efficiency of spatial query and time query is greatly improved.



632 K. Sheng et al.

5 Summary

According to the characteristics of the moving object data, this paper constructs
the large scale moving objects storage model. Based on the PostgreSQL/PostGIS
database, we design the specific storagemethod of the large scalemoving object data.
And tested moving object storage method which proposed in this paper by the ship
detection data of the South China Sea. Experimental results show that the proposed
method can significantly reduce the storage space of the moving object database,
and greatly improve the query efficiency of the spatial and temporal properties of the
moving objects.
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BPX-Like Preconditioned Conjugate
Gradient Solvers for Poisson Problem
and Their CUDA Implementations
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Abstract In this paper, we firstly introduce two BPX-like preconditioners B1
J and

B3
J , and present an equivalent but more robust BPX-like preconditioner B2

J for the
solution of the linear finite element discretization of Poisson problem. Secondly, we
implement these preconditioners and their preconditioned conjugate gradient (PCG)
solvers Bp

l -CG(l = 1, 2, 3) under Compute Unified Device Architecture (CUDA),
where we exploit the hierarchical and the overall storage structure, take advantage
of the multicolored Gauss–Seidel smoother. Finally, comparisons are made among
these PCG solvers and the state-of-the-art SA-AMG preconditioned CG solver (SA-
CG) in CUSP library. Numerical results demonstrate that the iteration numbers of
Bp
2-CG holds the weakest dependence on the grid size, while Bp

3-CG is the most
efficient solver. Furthermore, Bp

3-CG possesses considerable advantages over SA-
CG in computational capability and efficiency. In particular, Bp

3-CG runs 3.67 times
faster than SA-CG when solving a problem with about one-million unknowns.
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1 Introduction

Poisson equation is one of the fundamental partial differential equations (PDEs). It is
widely used in various fields, ranging from environmental science, energy develop-
ment, hydromechanics to electronic science. The numerical methods to quickly solve
Poisson equation have been successfully applied in many practical problems, such
as computed tomography (CT), network analysis, quantum chemistry and reservoir
simulation, etc. [5, 8]. Therefore, how to design fast algorithm and the corresponding
fast solver for solving Poisson equation is a key ingredient to solve many scientific
and engineering problems.

The preconditioned conjugate gradient (PCG) method is one of the most com-
monly used solvers for the discretized system arising from Poisson equation at
present. Proper selection of the preconditioner is the key to improve the efficiency of
PCG method. The BPX-preconditioner proposed by Bramble, Pasciak and Xu [4] is
a typical additive preconditioners which is based on auxiliary variational problem.
The key factor which influence the computational efficiency of BPX-preconditioner
is the inverse operation of mass matrices in each grid level.

Serial computer programming is usually not sufficient for the vastly increasing
problem size and computational complexity in scientific and engineering computa-
tion due to the limitation of their memory storage and the computational efficiency.
Parallel computing is the affective way to improve computational capability and effi-
ciency. The research based on various CPU environments has made great progress in
the last few years [10, 11]. Recently, Graphics processing units (GPUs) burst onto the
scientific computing scene as an innovative technology that has demonstrated sub-
stantial performance and energy-efficiency improvements for many scientific appli-
cations [2, 3]. CUSP is an open source C++ library of generic parallel algorithms for
sparse linear algebra and graph computations onCUDA.Till now they have published
the SA-AMG and UA-AMG solvers which are suitable for the modern GPUs. These
solvers use the weighted Jacobi smoother (WJ) as the default relaxation operator. But
it is difficult to select the optimal weight for WJ and the convergence factor is also
not high enough for some complex problems. Therefore, how to take the advantage
of the CPU-GPU heterogeneous system to reduce the computing complexity of the
existing BPX-like preconditioners, with good algorithmic and parallel scalability, is
a worthy study work.

In this paper, firstly, we introduce two BPX-like preconditioners [4, 6], denoted
by B1

J and B
3
J , and an equivalent but more robust BPX-like preconditioner B2

J is also
presented. Secondly, we design an integrating storage structure oriented to theCUDA
environment, and discuss the computational efficiency with hierarchical storage and
integrating storage respectively via the basic parallel matrix-vector operations. Then,
we implement the parallel programming modules for Bl

J(l = 1, 2, 3) and the corre-
sponding parallel PCG solvers Bp

l -CG(l = 1, 2, 3). The last but not the least, com-
parisons are made among these PCG solvers and the SA-AMG preconditioned CG
solver (SA-CG) in CUSP library.
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The numerical results show that, the iteration number of Bp
2-CG depends least on

the grid size. All these three parallel PCG solvers yield good parallelism scalability.
Extraordinary, when the unknowns reaches 4-million, the acceleration ratio can attain
more than eight times. It is particularly worth mentioning here that Bp

3-CG is the
most efficient solver. Furthermore, the Bp

3-CG has great advantages over SA-CG in
computational capability and efficiency. For example, it runs 3.67 times faster than
the state-of-the-art SA-CG when solving a one-million unknowns problem.

The rest of the paper is organized as follows: in the next section, we give themodel
problem and its corresponding linear finite element discretized system. In Sect. 3,
we introduce three BPX-like preconditioners and propose the ways to implement
their appropriate parallel solvers. We report our numerical results in Sect. 4 and then
summarize the paper in Sect. 5.

2 Model Problem and Linear Finite Element Discretization

Let Ω = (a, b) × (a, b), we consider the following 2D Poisson problem

{ −Δu = f , in Ω,

u = g, on ∂Ω,
(1)

where f ∈ L2(Ω), g ∈ L2(∂Ω).
SetH1

g (Ω) = {f |f ∈ L2(Ω), f ′ ∈ L2(Ω), f |∂Ω = g}, the natural variational prob-
lem for (1) reads: find u ∈ H1

g (Ω) such that

a(u, v) = (f , v), ∀v ∈ H1
0 (Ω), (2)

where a(u, v) = ∫
Ω

∇u · ∇vdx, (f , v) = ∫
Ω
f vdx.

Let TJ denote a regular and uniform triangulation of Ω (see Fig. 1). The number
of partition for each direction is 2N with mesh size hJ = b−a

2N . Denote VJ as the
linear finite element space on TJ with dimensions nJ = (2N − 1)2, and MJ is the
corresponding mass matrix with the same dimensions.

Using (2) to discrete (1) by linear finite element method, we end up with a system
of linear equations

AJuJ = FJ , (3)

where AJ ∈ RnJ ×nJ is symmetric positive definite, FJ ∈ RnJ .
PCGmethod is typically applied to numerically solve symmetric positive definite

systems. A key issue for the efficient PCG is the contraction of the preconditioner.
In the following section, we discuss three BPX-like preconditioners, and develop the
corresponding PCG (BPX-CG) solvers under CUDA.
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Fig. 1 Illustration for TJ

3 Three BPX-CG Preconditioners and Their CUDA
Implementations

3.1 BPX-Like Preconditioners

Before we describe various BPX-like preconditioners that will be used in the remain-
der of the paper, we define the number of degree of freedoms (DOFs) in the kth grid
as nk = (2N−J+k − 1)2(k = J, · · · , 0), the mesh size as hk = b−a

2N−J+k , and the linear
Lagrangian finite element space of the kth grid as Vk .

Let Pk
k+1 = (pi,j )nk×nk+1 (k = J − 1, · · · , 0) be the restriction operator that maps

the (k + 1)th grid to the kth grid, and details on the generation algorithm of Pk
k+1 are

described in Algorithm 1.

Algorithm 1.
Initialization: ncx = ncy = 2N−J+k − 1, nfx = nfy = 2N−J+k+1 − 1.
for i1 = 0 to ncx − 1 do

for i2 = 0 to ncy − 1 do
i = ncy ∗ i2 + i1; j1 = 2 ∗ i1 + 1; j2 = 2 ∗ i2 + 1; j = j2 ∗ nfx+ j1;
pi,j = 1.0;
pi,j−1 = pi,j+1 = pi,j+nfx = pi,j+nfx+1 = pi,j−nfx = pi,j−nfx−1 = 0.5.

By using the stiffness matrix AJ , the mass matrix MJ and the restriction opera-
tor Pk

k+1, combing with the Galerkin condition

Ak = Pk
k+1Ak+1(P

k
k+1)

T , k = J − 1, · · · , 0, (4)

and
Mk = Pk

k+1Mk+1(P
k
k+1)

T , k = J − 1, · · · , 0, (5)

we can obtain the stiffness matrix Ak and the mass matrix Mk in each grid level.
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Assume that gJ ∈ RnJ is an arbitrary given vector.At first,we can give the classical
BPX-like preconditioner [4]

B1
J =

J∑
k=0

(Pk
J)

T (h2kM
−1
k )Pk

J , (6)

where Pk
J is the restriction operator from Jth grid to kth grid, computed by Pk

J =
J−1∏
l=k

Pl
l+1(0 ≤ k < J).

Remark 1 In this paper, in order to improve the efficiency of BPX-CG solver withB1
J

as the preconditioner, we invoke m times Gauss–seidel as the smoother to compute
M−1

k approximately, wherem is independent to the grid size and less than 5 in general.
It’s worth mentioning that the specified Gauss–Seidel smoother is equivalent toM−1

k .

Then, through theoretical and numerical analysis we can obtain a preconditioner
with lower operator complexity and better efficiency,

B2
J =

J∑
k=0

(Pk
J)

TB−1
k Pk

J , (7)

where wk = B−1
k f̂k (f̂k ∈ Rnk is a given vector) is the iterative solution of the dis-

cretized system Akuk = f̂k , via m times Gauss–Seidel smoother with zero vector as
the initial iteration vector.

Last, another BPX-like preconditioner is proposed by AFEM Package [6], which
is defined by

B3
J =

[(
(PJ−1

J )T + 1

4
IJ

) (
(PJ−2

J−1)
T + 1

4
IJ−1

) (
(P0

1)
T + 1

4
I1

)
A−1
0 P0

J

]
. (8)

In the following section, we will design these three BPX-CG solvers under CPU-
GPU architecture.

3.2 Parallel BPX-CG Solvers

The preconditioner B1
J and B

2
J need to store the smoothing operator of each grid level,

such as the stiffnessmatrixAk(k = J, · · · , 0) and themassmatrixMk(k = J, · · · , 0).
In general, these matrices can be stored by two strategies:

Hierarchical Storage (M1): Store the matrix of each grid level separately.
Integrating Storage (M2): Store the matrix of each grid level integrally.

Similar to the matrix, the vector also can be stored by the previous two strategies.
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In order to investigate the efficiency of these two storage methods under CUDA
environment, we design a corresponding numerical experiment. More specifically,
the idea is as follows: first of all, we store the stiffness matrices Ak(k = J, . . . , 0)
and vectors gk = Pk

JFJ(k = J, . . . , 0) by these two models. And then we repeatedly
compute Akgk(k = J, . . . , 0) for 100 times.

The numerical results are shown in Table1, where nJ = (2N − 1)2 is the number
ofDOFs, T(M1) andT(M2) is thewall times (in second) for these two storagemodels,
and ratio =T(M1)/T(M2).

Compared T(M1) with T(M2), one can see that when nJ is small, M2 has the
significant advantages. Whereas, when nJ is becoming larger, the advantage of M2
is gradually unobvious.

The reason for the aforementioned phenomenon is that the CPU wall times of
the matrix-vector multiplications on GPU, consist of the computation time and the
time of kernel function’s distribution and task-scheduling. However, the time of
distributing and scheduling the kernel function once is a fixed constant. Therefore,
as the number of DOFs is small, the time of distributing and scheduling the kernel
function occupies the main part of the total time. Note that if we use M2 there only
need to have this distribution and schedule once, but J times in the other way. As a
result, M2 is better than M1. On the contrary, when the number of DOFs is large,
this part of time would no longer maintain the dominant position of the total time,
so the advantage of M2 becoming more and more unobvious.

In the following numerical experiments, we useM2 as the default strategy to store
the matrix and vector in each grid level.

It is popular to use Jacobi and Gauss–Seidel method as the smoother in each grid
level. Comparing with the Jacobi method, Gauss–Seidel method can exploit more
refresh solution into computations. Therefore, the later holds a better approximation
and have been widely used. However, Gauss–Seidel method bears the nature of serial
communication, which is unfavorable for parallel implementation. There upon, we
use a multicolor Gauss–Seidel (MC-GS) method [9] which is based on the strength
matrix. It is to be observed that its parallel version is equivalent to the corresponding
serial version.

According to the above constraints, we now explain the three critical steps to
design BPX-CG solvers based on Bl

J(l = 1, 2, 3) preconditioners.

Table 1 Efficiencies of matrix-vector multiplication based on M1 and M2

N nJ T(M1) T(M2) Ratio

5 961 1.62E–3 4.16E–4 3.89

6 3969 2.39E–3 1.08E–3 2.22

7 16129 5.63E–3 3.59E–3 1.57

8 65025 1.56E–2 1.30E–2 1.20

9 261121 5.51E–2 5.20E–2 1.06

10 1046529 2.09E–1 2.02E–1 1.03
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(a) (b)

Fig. 2 a The flowchart for the setup stage of parallel Bl
J (l = 1, 2, 3); b The flowchart for the solve

stage of parallel Bl
J (l = 1, 2, 3)

Firstly, Fig. 2a gives the detailed flowchart for the setup stage of Bl
J(l = 1, 2, 3)

under the CPU-GPU heterogeneous system.
Unless otherwise stated, the black one-way arrows in flowcharts indicate the

main process line of the host, and the blue double arrows express invoking the kernel
function and transferring data between host and device.

The most important part in the setup stage is OP-Setup-l. Its specific functions
are given below.

1. If l = 1, it refers to B1
J . By using Eq. (5) to obtain h−2

k Mk in each grid level at
device, and then setup the MC-GS smoother at host.

2. If l = 2. By using Eq. (4) to obtain Ak in each grid level at device, and then setup
the MC-GS smoother at host.

3. If l = 3, there are two situations: when the number of DOFs at the coarsest grid
is only one, we needn’t to do anything, while the number of DOFs is more than
one, we must use Eq. (4) to obtain A0 at device.

Next, Fig. 2b displays the detailed flowchart for the solve stage of Bl
J(l = 1, 2, 3).

Similarly, the most significant part in the solve stage is OP-Solve-l, which we
divide into three cases to describe intrinsic functions.

1. If l = 1, we gain αk(k = J, . . . , 0) by solving h−2
k Mkαk = gk with MC-GS for

4 times (MC-GS(4)) and zero as the initial guess, and then let β0 = α0 at device.
2. If l = 2, we gain αk(k = J, . . . , 0) by solving Akαk = gk with MC-GS(4) and

zero as the initial guess, and then let β0 = α0 at device.
3. If l = 3, there are two situations: when the number of DOFs at the coarsest grid

is only one, let β0 = g0 at device, while the number of DOFs is more than one,
we gain β0 by using the direct method to solve A0β0 = g0 at host.

For λαk , let λαk = αk when l = 1, 2, and let λαk = 1
4αk when l = 3.
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In order to make a distinction from Bl
J(l = 1, 2, 3) preconditioners, we name

their corresponding parallel versions under CUDA environment as Bp
l (l = 1, 2, 3)

respectively.
Finally, by using Bp

l (l = 1, 2, 3), we can get three BPX-like PCG solvers.
As a result of the previous three steps, we acquire three parallel PCG solvers for

solving Eq. (3). In this paper, we denote Bs
l -CG(l = 1, 2, 3) for serial PCG solvers

with Bl
J(l = 1, 2, 3) as preconditioners, and Bp

l -CG(l = 1, 2, 3) for parallel PCG
solvers with Bp

l (l = 1, 2, 3) as preconditioners.

4 Numerical Experiments

Example 1 In model problem (1), let Ω = (0, 1)2, f = 2π2 sin(πx) cos(πy), g =
sin(πx) cos(πy).

In our numerical experiments, The PCG algorithm is halted when a convergence
tolerance of 10−6 is reached.

4.1 The Parallel Scalability for Three BPX-Like PCG Solvers

In the following subsection, the experimental results for algorithmic and parallel
scalability are given respectively.

4.1.1 Algorithm Scalability

Tables2 and 3 shows the number of iterations for Bs
l -CG(l = 1, 2, 3) and Bp

l -CG(l =
1, 2, 3) with different N(nJ = (2N − 1)2), while numbers of DOFs at the coarsest
grid are 225, 49, 9 and 1.

Table 2 Serial tests

N Bs
1-CG Bs

2-CG Bs
3-CG

225 49 9 1 225 49 9 1 225 49 9 1

7 82 48 36 32 24 16 17 17 21 24 25 25

8 89 51 38 35 24 18 18 18 24 26 27 27

9 94 54 41 37 26 19 18 18 26 28 29 29

10 101 57 43 39 27 20 19 19 28 30 31 31

11 104 60 45 41 28 21 20 20 30 32 33 33
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Table 3 Parallel tests

N Bp
1-CG Bp

2-CG Bp
3-CG

225 49 9 1 225 49 9 1 225 49 9 1

7 82 48 36 32 24 16 17 17 21 24 25 25

8 89 51 38 35 24 18 18 18 24 26 27 27

9 94 54 41 37 26 19 18 18 26 28 29 29

10 101 57 43 39 27 20 19 19 28 30 31 31

11 104 60 45 41 28 21 20 20 30 32 33 33

It can be seen from Tables2 and 3:

1. The number of iterations for Bs
l -CG(l = 1, 2, 3) is independent on the problem

scale. Specifically, when the number of DOFs at the coarsest grid is only one,
Bs
2-CG has the best convergence rate. Compared with Bs

l -CG(l = 1, 2, 3), Bp
l -

CG(l = 1, 2, 3) have absolutely the same iteration numbers. Therefore, the good
scalability of these parallel BPX-CG solvers is testified.

2. The numbers of iterations for Bs
1-CG and Bs

2-CG monotonically decrease as the
number of coarse layers increasing (or the number of DOFs at the coarsest grid
decreasing), when the scale of the problem is the same. Note that the number of
iterations for Bs

2-CG is dependent least on the scale of the grid.
3. The number of iterations for Bs

3-CG monotonically increases as the number of
coarse layers increasing, when the scale of the problem is the same. Notably when
the number of DOFs at the coarsest is 1, Bs

3-CG does not need to generate A0 and
solve the system of the coarsest grid.

The parallel scalability of these solvers will be considered and we set 1 as the
number of DOFs at the coarsest grid in the following experiments.

Parallel Scalability Table4 shows the wall time of the solve phase and the parallel
speedup ratio of Bs

l -CG and Bp
l -CG(l = 1, 2, 3) for different nJ , where T(Bk

l -CG)
(k = s, p; l = 1, 2, 3) denotes the wall time of solve phase of Bk

l -CG, ratio i = T(Bs
i -

CG)/T(Bp
i -CG) (i = 1, 2, 3).

As shown in Table4: as the scale of the problem is becoming larger, there is
an increase in parallel speedup ratios of these three BPX-like PCG solvers, which

Table 4 The contrast experiment between Bs
l -CG and Bp

l -CG

nJ T(Bs
1-CG) T(Bs

2-CG) T(Bs
3-CG) Ratio1 Ratio2 Ratio3

16129 6.00E−2 3.00E−2 2.00E−2 2.61 3.64 1.87

65025 3.70E−1 1.60E−1 6.00E−2 5.45 6.87 2.81

261121 2.01E+0 8.80E−1 3.20E−1 8.04 10.49 5.50

1046529 8.50E+0 3.73E+0 1.35E+0 8.46 11.00 6.75

4190209 3.47E+1 1.54E+1 5.68E+0 8.35 11.06 7.23
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Table 5 The contrast experiment between SA-CG and Bp
3-CG

nJ SA-CG Bp
3-CG

Time Iter Time Iter Ratio

16129 8.58E-2 19 1.07E-2 25 8.00

65025 1.21E-1 24 2.13E-2 27 5.69

261121 2.58E-1 26 5.82E-2 29 4.43

1046529 7.34E-1 35 2.00E-1 31 3.67

4190209 – – 7.86E-1 33 –

states clearly that these three solvers have good parallel scalability. Extraordinary,
when nJ = 4190209, the ratio is up to 11 for Bp

2-CG. In addition, Bp
3-CG has the

obvious advantage over other solvers in the wall time of the solve phase.
In the next subsection, we will make a comparison between Bp

3-CG and the PCG
solver from CUSP library with its built-in SA-AMG as preconditioner (SA-CG).

4.2 The Contrast Experiment Between Bp
3-CG and SA-CG

Let the number of DOFs at the coarsest grid of Bp
3-CG be 1, V-cycle and the default

parameters for SA-AMG in CUSP library.
Table5 shows the total solve time (Time) and the iteration number (Iter) of SA-CG

and Bp
3-CG, as well as the ratio between the total time of these two solvers.

One can see from Table5:

1. As the number of DOFs increasing, the iteration number of Bp
3-CG is more robust

than SA-CG. Moreover Bp
3-CG has obvious advantages in total solve time. Extra-

ordinary, when the number of DOFs is 1046529, its total solve time is about a
quarter of SA-CG.

2. When the number of DOFs is 4190209, it can be run normally with Bp
3-CG, but

it fail with SA-CG due to the lack of memory storage. It means that Bp
3-CG has

much more advantages on the computing scale.

5 Conclusion

In this work, we generated a new BPX-like preconditioner for the linear finite ele-
ment discreted algebraic system of Poisson equation. A kind of storage structure
named M2, which takes the matrices in all grid levels as a whole, is also designed
for CPU-GPU heterogeneous computer system. Naturally, we discussed the compu-
tational efficiency of the matrix-vector multiplication by using hierarchical storage
M1 and integrating storage M2. Based on these two storage structures and combined
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with MC-GS method, we designed the parallel module for Bl
J(l = 1, 2, 3) and their

corresponding parallel PCG solvers Bp
l -CG (l= 1, 2, 3). Numerical results show that

the iteration number ofBp
2-CG depend least on the grid size. These three parallel PCG

solvers all have good scalability. Even more noteworthy is that Bp
3-CG possesses the

best computational efficiency, and it has obvious advantages over the best available
SA-CG in CUSP library on the computing scale and computational efficiency.
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Estimation of Travel Time Based
on Bluetooth MAC Address Identification

Qiangwei Li, Lufeng Chen, Yun Huang, Yingzhi Wang
and Yongbo Mao

Abstract A method to estimate the time of vehicles traveling in roads is presented
using Bluetooth sensors. The unique Bluetooth device address of Bluetooth-enabled
device inside vehicle canbemonitoredby some spatially separatedBluetooth sensors.
Correspondingly, the travel time can be calculated by the collecting data of these
sensors. The reliability and accuracy of our proposed method are demonstrated using
field testing data that were collected in an 1863 m long segment of Jiangnan Road in
Hangzhou. The experimental results show the consistent detection with the manual
recording reference data when the distance between a pair of sensors is bigger than
the value of two times of the one by dividing the identification radius of sensor by
the system error.

Keywords Bluetooth sensor · Travel time estimation · Intelligent transportation

1 Introduction

Intelligent Transportation System (ITS) is regarded as one of the best solutions for
traffic safety and congestion. By means of the new technologies and methods of
ITS, accurate traffic information, such as velocity, density, flow and travel time can
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be obtained for traffic monitoring and ITS management. Travel time over different
road segments reflecting the real-time traffic condition is valuable for transportation
management and performance measure, which can be published timely to road users.

Traditionally, inductive loop detector, magnetometer, video camera, floating car
are used to traffic monitoring. In recent years, many innovative technologies for the
travel time estimation are evolved. Bluetooth sensor is an alternative technology for
traffic data collection, which is more cost-effective, less influence of weather com-
pared with camera sensor [1–3]. Bluetooth is a short-range, wireless communication
technology between devices, such as cellular phones, computers, and digital devices.
The most important characteristic of Bluetooth device is that each one has a unique
48-bit MAC (medium access control) address. In another words, if the MAC address
can be identified, we can capture the corresponding device.

It is encouraging that the Bluetooth-equipped devices in personal consumer elec-
tronics and in car systems are more and more popularly applied, which provides a
foundation to develop Bluetooth sensor technologies and methods for application in
intelligent transportation system [2, 4]). In this study, Bluetooth sensor technology
applied to approximate the travel time is evaluated and discussed. Field test is carried
out to demonstrate the effectiveness of the proposed method.

2 Estimation Principle

It is a typical application that the drivers mobile phone is interconnected to a wire-
less earpiece of on-board vehicle. Observations of multiple vehicles may provide
accurate estimates of traffic conditions, such as a number of travel time samples
between a pair of Bluetooth sensors [5, 6]. However until 2010 Bluetooth used as
a non-intrusive traffic detection technology was reported and obtained more and
more attention. The reliability of estimation method based on the Bluetooth sensor
depends on widespread penetration of Bluetooth-equipped devices in vehicles. In
china, there is no reported proportion of Bluetooth-enabled device in vehicles in
the available literature or reports, while the Bluetooth penetration was estimated
at between 27 and 29% [7, 8]. Fortunately, the penetration of Bluetooth-enabled
cellular phone is quite higher in China, which results in a possibility of 24h and
7days easy collecting traffic information by Bluetooth sensors.

Each Bluetooth device has a unique identification number (MAC address) which
results in the possibility of monitoring the behaviour of Bluetooth devices. The basic
principle is that a vehicle is recognized at one point by scanning the MAC address,
then re-recognized of the same vehicle at another point of the analyzed section. Thus,
the travel time can be calculated. Throughout the rest of the section, we refer to these
Bluetooth built-in vehicle or carrying Bluetooth enabled device in vehicle (mostly
Bluetooth-enabled mobile phone) simply as Bluetooth vehicle.

Figure1 shows the overall experimental setup of identification points. The Blue-
tooth sensors deployed at the identification point alongside road scan periodically the
short-range medium to collect the MAC addresses of passing Bluetooth vehicles in
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Fig. 1 Overall experimental setup of identification point

its detection neighborhood and corresponding detected time. The travel time is just
the passing time difference. And according to the known distance between two sen-
sors, we can calculate the individual traveling speed by dividing the distance by the
time difference. If we have a proportion of vehicles traveling time, an approximation
of average travel time in this road segment can be extracted.

3 Field Test

We designed a portable Bluetooth sensor (showed in Fig. 2) powered by battery
which has 5h duration and be recharged by USB. We conduct a field test in an 1863
m long segment of Jiangnan Road in Hangzhou. As described in Fig. 3, we deployed
two vehicle recognition points (corresponding Bluetooth sensor 1 and sensor 2). In
the driving direction, as Bluetooth vehicle passing the sensor 1, the corresponding
scanned MAC address and recording time will be stored in the SD card which can
be read and analyzed lately. And the second identification of the same MAC address
is implemented at recognition point 2. Consequently, the traffic information such as
travel time, speed can be calculated.

Travel time estimation requires a reliable reference system, while manual time
re-cording by mobile was chosen to provide the reference travel times because of
natural high accuracy (almost 100%) based on the enough long distance of a pair of
sensors.
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Fig. 2 Portable bluetooth sensor

Fig. 3 Locations of bluetooth sensors on the Jiangnan road
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4 Analysis and Discussion

4.1 Analysis Model

Usually, travel time has strong relationship with vehicle speed. To illustrate more
explicitly, we simultaneously evaluate two parameters. is defined as the detection
radius of the Bluetooth sensor detection neighbor-hood. Some tests were conducted
to determine the exact value that is 45 m in this work. should be controlled in the
future re-design of the Bluetooth sensor. t0 is the identification time interval, is the
Bluetooth device identified time by the sensor. It is necessarily to point out that the
objective of the sensor is to obtain the information about vehicle presence. We dont
need to build the connection between sensor and device, so is less than one second. δt
is the scanning time period. In the original design, we have no control circuit which
will be added a delay control unit. Here equals zero.

t = t0 + Δt (1)

D is described as the distance of a pair of Bluetooth sensor. Let δtcal and δre f denote
the calculated value and reference value of the identification time difference of
Bluetooth vehicle. To evaluate the effectiveness in travel time data collected by
the Bluetooth sensors, we convert the travel time into the vehicle speed. Correspond-
ing, Vcal = D/ΔTcal and Vref = D/ΔTre f denote the average vehicle speed values.
δ is the tolerant system error. In this study, let δ be 5%. It is easily understood
that practical traveling distance of Bluetooth vehicle is between D − λ and D + λ.
Correspondingly, it exits following relationship

2λ

D
≤ δ or D ≥ 2λ

δ
(2)

In this work, it can be inferred the condition of has bigger value than 1800 m.
It is obvious that a Bluetooth vehicle will be continuous detected on the condition

of staying in the detection neighborhood of the sensor. Based on the fact that the
neighborhood radius of our designed Bluetooth sensor is 45m and the normal vehicle
speed is less than 80 km per hour. The shortest staying time is at least 2 s, which
is greater than the identification time interval of Bluetooth sensor. It means that
the Bluetooth vehicle is definitely discovered unless the sensor fails to function.
Furthermore, in our case the Bluetooth vehicle will be detected at least twice due to
fact that the total identification time interval is within 1 s under the absence of the
delay control unit condition.Hence,we can define ti j is the detected time ofBluetooth
vehicle passing the Bluetooth sensor neighborhood. Subscript means the number of
the Bluetooth sensor, while j = 1 and j = 2 respectively denotes the first and last
detected time of Bluetooth vehicle passing the Bluetooth sensor is neighborhood.
For one pair of Bluetooth sensors, ΔTcal = t22 − t11 is the measured travel time of
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Fig. 4 Relative error of travel time and speed using bluetooth sensors

the individual Bluetooth vehicle. Relative error of travel time etime and speed espped
are chosen as evaluation indices, shown as Eqs. (3) and (4).

etime = ΔTcal − ΔTref
ΔTref

(3)

espeed = Vcal − Vref

Vre f
(4)

Figure4 illustrated that both relative errors are within 5%. The accuracy of travel
estimation method using Bluetooth tooth seem more consistent with the ground true
data collected by the manual operation. In consideration of the enough long distance
between a pair Bluetooth sensors mentioned in Eq. (2), the absolute error of travel
time collected by manual operation can be ignored.

4.2 Discussion

The above results are encouraging for providing a low-cost, non-invasive and non-
influence of weather method of estimating the average travel time of the vehicles
on different road segments. However, the experiment only shows the feasibility of
this Bluetooth technology. While it is transferred the commercial applications, more
details should be solved, such as power supply, clock synchronization, message
storage and wireless transmission. How many vehicles equipped with Bluetooth
device population is sufficient to provide accurate description of travel time is also a
challenging work.

By the ways of big data, besides estimation of vehicle travelling time, more poten-
tial applications to estimation of pedestrian and bicycle travel times, congestion ana-
lyze and origin-destination estimation of urban network are investigated. And in
future, the data analyzed quality will be improved by data fusion using Bluetooth
data in conjunction with data collected by loop, camera.
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5 Conclusions

Currently, the attraction of Bluetooth sensor application is promising, since there
are more and more on-board vehicular Bluetooth devices and personal consumer
Bluetooth-equipped devices. We investigated the estimation method of travel time
using Bluetooth sensors, and some field tests were carried out in order to evaluate the
performance of our designed sensor and proposed method. The standard data were
synchronous collected by drivers clock recording. On the condition of the distance
of a pair of sensors be greater than 2λ

δ
, the gap between estimated travel time and

reference travel time show well consistence, and the relative error can be controlled
within δ (in this study it is 5%).
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Design and Implementation of the Key
Technology for Calling Taxi

Zhang Yongmei, Wang Youwei, Liu Mengmeng, Xing Kuo and Guo Sha

Abstract Since taxis are rather hard to find during rush hours, an intelligent system
for calling taxi is proposed. Its main functions include calling taxi, picking up pas-
sengers, managing the user information and dispatching the centralized taxi. This
paper introduces the Baidu map API for intelligent route planning, avoids going the
congested road and shows the traffic route to users vividly. Changing the status of the
order timely can ensure the users, the drivers and the administrators get the order’s
changes in the shortest time. Another feature of this paper is the road information
mining by using taxi GPS data of the Beijing. It can dig out where the passengers
often appear in a certain period of time. Therefore, it can reach the optimization of
resource allocation.
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1 Introduction

With the development of economy and the improvement of people’s living standard,
the process of urbanization is speeding up and the requirement about the public trans-
portation is proposed, especial for the quickness and convenience of taxi scheduling
system. Due to the advantages of convenience and comfort, the taxi plays an impor-
tant role in urban traffic. Today, lots of taxis provides the 24h service, and stop just
by a roadside waving. With the increasing the number of taxis, the extensive man-
agement mode led to lower efficiency, high no-load rate, traffic congestion, energy
waste and environmental pollution. Therefore, the research of automatic dispatching
system for taxi is imperative in the current situation. In the research about the method
and structure of the taxi dispatch system, Z. Liao analyzed the application of GPS
technology in the real-time intelligent dispatch of taxi [1]. Der-Horng Lee proposed
a kind of intelligent dispatching system based on real-time demand and road traffic
information [2]. The system focused on how the taxis arrives at the location of the
passengers in the shortest time, according to the real-time traffic information.

The GPS technology, GIS technology, GSM communication technology and
automation technology had gradually matured and the research of the taxi scheduling
system integrated with these technologies had entered a period of rapid development.
Centralized taxi scheduling method was that when passengers needs to use a taxi,
they would call or send text messages to the dispatch center, telling the center that
the arriving time and the target place, and then the dispatch center dispatched a taxi
according to the requirement. This kind of method needs more investments in the
dispatching center.

In 2010, Yu Bin proposed the GPS/GIS/GSM based taxi dispatch system [3],
which effectively solved the vehicle monitoring and scheduling problem. Although
this transport vehicle monitoring and dispatching system was suitable for the traffic
department in achieving intelligent traffic management, the short message mode of
integrated performance was poor and the order information was not detailed which
made the driver hard to properly understand the users need, thus impeding the com-
prehensive promotion of the system.

In 2011, Liu Tang, Peng Jian and other researchers combined Internet of Things
technologies with intelligent transportation system, and put forward a kind of intel-
ligent traffic detection system based on Internet of Things (IoT) [4]. The traffic flow
information provided a basis for the selection of vehicle route. These studies focused
on the management and control of traffic flow, but failed to provide real-time traffic
information to the people who are about to go out.

In recent years, with the gradual maturity of the smart phone and 4G communica-
tions, taxi-hailing apps are gradually emerging. Drivers can use their mobile phones
to deal with orders instead of the vehicle terminals, and passengers can also book
taxis. Slowly but surely, it crept into our lives. But according to the survey, most of
these taxi-hailing apps are still exist many drawbacks listed as follows:
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1. The efficiency of taxis is low, the passengers need wait for a long time on the
traffic peak, taxi allocation is unsuitable, and the no-load rate is high in part time.

2. Most of the taxi software only provides quick and convenient services for those
who have installed them. So those who are not installed any taxi-hailing apps, or
cannot afford the smart phone could not enjoy these services.

3. It is not clear about some passengers in unfamiliar areas to know the distance
and route planning from the destination to the starting point. So it may lead the
passengers to spend more money. Most of the users are plagued by this problem.

Aiming at the existing problems, a system for booking taxi is designed and real-
ized. The biggest features are the use of Baidumaps API and the second development
based on it. It can analysis real-time traffic information, then select the optimal path
that does not take the congested road to users. In this way the drivers can arrive at
the destination timely. When the drivers accept an order or the passenger arrive at
the destination, the orders status will be changed as soon as possible. Thus make
the administrators get the latest information in time. This paper meets the needs of
passengers without install any taxi-hailing apps, and provides print tickets, checks
the weather and other human services. Based on GPS (Global Positioning System)
data and the change of the unloaded information, the location of the passengers can
be drawn. It can dig out that where the passengers often appear in a certain period
of time. Also it can realize the reasonable allocation of taxi resources, improve the
efficiency and reduce no-load rates.

2 Taxi Online Call Taxi Overall Function

This paper presents a platform that achieving the function of calling, positioning
and querying taxi. The drivers can query and deal with orders conveniently. The
administrators can achieve the management and maintenance of the information
about passengers and drivers. The platform includes user operation module, driver
operation modules and management module.

The functions of passenger operation module include: query and modify personal
information, modify personal password, online call taxi. When calling taxi online,
the passengers enter detailed information including the title, the starting place, and
the destination. The passengers can still get the planning route by Baidu map and
search historical orders.

The functions of the driver operation modules include: query personal informa-
tion, modify personal password and query the current order request. The drivers can
receive the order when it meets the requirements. After received the order, the drivers
can obtain the optimal planning route from his position to the passenger’s, reducing
the waiting time of the passenger. Drivers can query the processed orders and select
the date to settle accounts.

The functions of background management modules include: user information and
account management, order information management and scheduling center man-
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agement. User’s information management includes to add, delete, find and modify
user. Order information management includes order’s management, set up the week-
end mode, set up the usual mode and deal expiration of the order. Scheduling center
management includes: the dispatch center uses the server to search the appropriate
vehicle for the passenger, then sent the passenger’s position information to the taxi.
Drivers can browse the details of the order information, and make timely response.
Finally the dispatch center will send the information to the passenger.

3 The Key Technology

3.1 Baidu Maps API Interface Technology

Baidu maps API is a set of application interface, which is free for developers, based
on Baidu map service, including Java Script API Web server API, Android SDK,
IOS SDK, positioning SDK, internet of vehicles API, LSB cloud and many other
development tools and services. It can provide with basic map’s display, search,
positioning, inverse Geographic Encoding and route planning, LBS cloud storage
and retrieval, and other functions. It’s applied to many kinds of equipment, such as
PC, mobile terminal and server and so on.

Based on integrated ArcGIS services of Baidu maps API, a second development
is applied and many humanized services are added. After analyzing the real-time
traffic situation and avoiding the crowded road, the user can get the best planning
path. API is the application programming interface. It is a kind of interface serving
for the second party provided by software or websites. Using this interface, you can
direct use the function without having to understand the internal mechanism.

Baidu maps API is a set of application programming interface written by Java
Script language. The map service API binds this platform and the geographic infor-
mation data, encapsulating the complex GIS underlying logic, providing itself freely
to the users in an intuitive way, reducing the application threshold in both map ser-
vice and developing layers. It can help users construct feature rich and strongly
interactive website application, providing the developers for rich methods, events
and encapsulated classes. To use Baidu Maps API the developers only need some
HTML and Java Script programming basis. Baidu maps API not only contains the
basic interface to build a map, but also provides data services such as local search,
route planning. Users do not need to download and install any maps, software or
controls. All functions required are returned to the client after the operation on the
Baidu server and the developers can simply connect all the services to their own web
pages using the API.

To operate themap, itmust have tools that can translation, zoomandother abilities.
The developer can achieve many functions just added the control or event provided
by Baidu maps API.
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3.2 The Method of Avoidance Congestion Road

Research on urban traffic optimal path planning is the shortest time of the taxi arrived
rather than the shortest path. Due to the complexity of traffic network, the traffic
restrictions in urban road network and the actual problems of the vehicle such as
delay in intersections, all should be considered. In the dynamic traffic network the
selected result of the optimal path is the shortest time. Therefore, the optimal path
algorithm must be effective, real-time and rapidity. Only in this way can we quickly
find the optimal path in the dynamic traffic network.

In this paper, Traffic Control provided by Baidu maps API can get the real-time
traffic information. Dijkstra algorithm is adopted to avoid congested section, and
get the path of the shortest time. When the user enters the location and destination,
the optimal route planning and the mileage can provided and the blocked is avoided
according to the current traffic situation.

The key idea of Dijstra algorithm is to calculate the shortest path from a node to
the rest of nodes. The obvious characteristic of it is that the starting center point will
extend to the outer until the end. Taking the intersection as the node, each road as
the boundary, the network of the city transportation is abstract a positive weight of
directed graph. Searching for the shortest path in directed graph, this paper sets the
weight of each sides, calculates the shortest time to the destination and combines the
situation of urban road and traffic regulations based on the Dijkstra algorithm.

3.3 Mining Road Information

Mining road information: As taxi almost occur every corner of city’s streets, you
can depict the road network of the city based on taxi GPS data. By using of the
spatial-temporal data and the information whether the taxi is no-load or not, a lot of
other taxi-related information can be dug out according to the prior-knowledge. For
example, according towhether the load have changed, the position that the passengers
on or off can be drawn. Then it statistics these data, can described within a certain
period of time, passengers often appear in which position. Accordingly, it can later
guide the taxis to wait passengers in those moments.

This paper uses the temporal data of Beijing taxi as the example. Define a record as
the taxi’s data <id, Latitude, Longitude, occupy, time>, where id represents a unique
identifier for a taxi, occupy indicates whether the current time the taxi has passengers
in it, 1 expresses yes, 0 indicates no. Here use the UNIX time stamp as the standard.
It gives a taxi message: (new_abboip latitude40.76212117.2522012 13084687). This
message represents the taxi which id is new_abboipat latitude 40.76212N 117.25242
has no passenger at 1213084687. This data includes time, on the basis of the coor-
dinates, the unique addition of a taxi whether it is no-load information. According
to this data, you can dig out a lot of potential for other information. The flow chart
is shown in Fig. 1.
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Fig. 1 Flowchart of the mining process
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1. Data processingwill begin in advance before selecting datamining, and it includes
two aspects: the approximate time, position data transfer. The position coordinates
of the focus are in latitude 39′′26′ to 41′′03′ longitude 115′′25′ to 117′′30′. So it can
omit the integer bits and convert to decimal integers (such as 39.75134 converts to
75134). The double-precision coordinates point data into an integer can improve
operational efficiency.

2. Select the processing option, here are the road network and on and off options.
3. The program will read all data in turn after the users select the “road network”.

It will determine whether the data coordinates in a predetermined area. And then
the program selects the data within the prescribed time and transforms coordinate
and changes the point corresponding to the image gray values. The road network
image will be displaying, when all the data read is completed.

4. When selecting “on or off” the program will pop up dialog box that prompts the
operator to enter the appropriate start and stop times and choose the on or off the
track. The program reads all data sequentially after filling out and confirms the
above information and determines whether within the specified time. Selecting
the data within the specified time, it will unify the taxi passenger information
about the two groups. If around the time information is different, it will coordi-
nate transformation data and changes the gray value corresponding to the point;
otherwise unchanged. This allows more of a place on or off the bus number, the
lower the dot gradation value, the darker the image. It will display the image
after it traverses all the data. You can dig out the off position, statistical data on
and off the time and place, and can be described within a certain period of time.
Passengers often are seen in which position. This can guide the drivers to pick up
the passengers at this time.

4 Experimental Results and Analysis

4.1 Experimental Results

In this paper, online calling taxi system including planning specific route, online
payment and so on is carried out after the user login.

The most innovative place is that it can figure out the most specific and convenient
route according to the specific requirements of the passengers. Here use the Beijing
West Railway Station as the origin and the Beijing Tiananmen Square as the des-
tination. Expect results: Given optimal planning route from Beijing West Railway
Station to Beijing’s Tiananmen Square, as shown in Fig. 2. Recommended planning
route would display in the user’s interface. Thus these problems can be solved that
it is likely for the passenger to take a detour and spend more money. Especially the
passenger in an unfamiliar area is not known the distance and planning route from
the origin to the destination.
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Fig. 2 Road maps

It can avoid congestion road and select the optimal path according to real-time
traffic conditions in this paper. Although the starting point and destination are same,
the recommended optimal path of different traffic conditions may be different.
Figures3 and 4 show that when traffic flow freely, it recommends a variety of options
for users to choose. But in traffic jams, especially during rush hour, it provides a
scheme. The green lines represents the recommended route and the red line marks
congestion points. It can avoid congested road and choose a smooth path for users.
The recommended optimal path is also shown in the driver’s interface. After the
driver accepts an order, the system will recommend optimal path from current loca-
tion to the position that the passenger gets on the taxi. So it can avoid crowded road,
reduce passenger’s waiting time, and avoid miss event. When the driver picks up
the passenger, the system will update the optimal path from current location to the
passenger’s destinations.

This paper also adds a lot of user-friendly designs. Because many passengers
forget or lost ticket issue, passengers can print their ticket after the order finished.
The driver can select the starting and ending dates for the amount settlement. The
above is the results. The running of the entire software supports all the features of
the original design.
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Fig. 3 The recommended path when traffic is clear

Fig. 4 The recommended path when traffic is heavy
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4.2 Experimental Analysis

This system achieves that passengers can call taxi through the website, the driver
can accept the order. As today smart phones popular, it can solve many problems
and provide more convenient services for the user. Passengers only need to turn on
this system and put forward an application, then the appropriate driver will accept
the application and pick up them.

This paper system compared with traditional centralized taxi dispatch from four
parts [3]. The traditional method requires the passenger to call the center when they
need a taxi. It lacks of communication between passengers and drivers. This system
only needs the passengers submit orders, and the driver can see the contact details
of passengers.

The passengers have to pay the cost of the dispatch center in the traditional meth-
ods, and this systemonly needs to pay taxi fares. The investment of traditionalmethod
is large, this systems investment is relatively small.

The drivers accept orders by the car terminal in the traditional method, and it often
affected by GSM short message mode and the performance is unstable. But in this
system the drivers just need phone and it is stable. Based on the above comparisons,
this system has the high efficiency, and it can ensure that the passengers can get a taxi
service timely. It meets the increasing demand for urban taxi. It also has compared
with Didi and Quick that are popular now from three aspects, as shown in Table1.

Compared to other taxi-hailing apps, this system is called online calling taxi
websites and you don’t need to download the software. It can provide a convenience
for passengers that do not install or can’t use apps. In this paper, the design method
has been simplified, the most prominent are that the Baidu maps API is intruded
for avoiding congested road and the traffic route vividly shown in front of the users,
making travel more scientific. It can greatly reduce the time to reach the position of
the passenger departure, avoiding the passengers take another taxi before the driver
arrived. The users can be given the best and less crowded route on the basis of the
entire route planning and the current time. This will not only save your time, but also
eliminates the need for extra spending, reaching rationalization and humane goal.
Furthermore, this system adds user-friendly design; users can check the weather and
print the invoice copy.

Table 1 Taxi software comparison chart

Taxi software Whether you need to
download APP

Passenger-side display
optimal path

Human services

Didi Yes No No

Quick Yes No No

This system No Yes Yes
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5 Conclusions

The system is designed and implemented that the passenger can call car. The driver
can pick up passengers, easing traffic difficulties. Baidu Maps API is conducted
on the basis of secondary development, to complete the intelligent planning route
and avoid congested route. The traffic route will visually present to the user. It can
ensure users and administrators get the status of the order timely. Using GPS data
onto the Beijing’s taxi can dig out the information such as which place can get more
passengers andwhich period of time people want to call a taxi, thus guiding a rational
allocation of the taxis. It also can help travelers master traffic information and the
way to travel timely, while guiding the drivers to choose the most environmental and
friendly travel path, reducing empty rates and the consumption of fuel.
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Abstract Energy efficiency is paid more and more attention in railway systems for
reducing the cost of operation companies and emissions to the environment. We both
consider the optimizations on timetable and driving strategy are two important and
closely dependent parts of energy-efficient operations. It not only regulates the fleet
size and the trip time at infestations, but also determines the control sequences of
traction and braking force during the trip. In this paper, we analysis and establish
the dynamic model of train and build single train optimization Model between two
stations and three stations, then propose an iterative search algorithm to get the
optimal speed, which can get better energy-saving performance. The simulation
results based on a Subway Line in China illustrate that the iterative search algorithm
can provide good performance with energy saving.
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1 Introduction

Energy consumption of rail transit system refers to the energy consumption of equip-
ment. With energy conservation and emissions reduction is paid more and more
attention in low carbon environmental, it is an important research direction in the
field of rail transit to reduce the energy consumption of train traction and control
train operation optimization in recent years [1]. There is a speed limit according to
the line condition, train characteristics, status in front of the line when the train runs
between the stations. Under the constraints of it, trains usually contain four operating
conditions: traction, cruising, coasting and braking [2]. There are more than speed
distance curve to choose from when the train running between stations. Trains can
walk the same distance with different operation time and energy consumptions [3].
This paper presents an approach of integrating the train control and distribution of
the trip time when considering the variable traction force, braking force, and running
resistance [4]. We propose a method called Single objective optimization model to
optimize the operation for a single train. In addition, an iterative search algorithm is
pro-posed to optimize the timetable and driving strategy, which can achieve global
optimization of train operation on energy saving. The rest of this paper is organized
as follows. In Sect. 2, we introduce Assumptions and Symbols about models. In
Sect. 3, we analysis and establish the dynamic model of train. In Sect. 4, we build
single train optimization Model. In Sect. 5, we present the algorithms for calculating
the energy-efficient driving strategy, distributing the cycle time, and generating the
train timetable. In Sect. 6, a case study is presented based on the infrastructure and
operation data from a Subway Line in China, which illustrates that the proposed
approach can provide good performance with energy saving.

2 Assumptions and Symbols

For a better understanding of this paper, the assumptions, parameters, and decision
variables are introduced as follows.

2.1 Assumptions

(1) Neglect smaller power consumption equipment in the train, such as air con-
ditioning energy consumption.

(2) All trains that run in the same direction share a common timetable, except for
the headway time, which means that they are assigned the same dwell time on each
station and the same trip time on each section. The only difference is that the latter
train is operated at a certain time later than the former train.
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(3) In all sections, the accelerating and braking times of trains are known parame-
ters, which can be calculated by using the train energy-efficient operation algorithm
based on the current operation timetable.

2.2 Parameters

n number of service trains
T cycle time (in seconds)
M weight of the train (kg))
Fmax maximum traction force per unit mass (in meters per square second)
Bmax maximum braking force per unit mass (in meters per square second)
Vmax maximum velocity of the train in meters per second
µ energy consumption per unit mass (in kilowatt hours)
S train position (in meters)
W total resistance (kN)

3 Dynamic Model of Train

In the process of operation, the actual stress state of the train is very complicated [5].
So we use the elemental point model, let train as the elemental point. According to
the principle of dynamics [6, 7], the relationship between energy and consumption
of the train shown as

E =
∫

F(t)v(t)dt (1)

in which the traction of the train F is equal to the sum of total resistance W and
the external force of train operation F ′ = F + W . where total resistance W can be
further formulated as [6]

W = Mg(w0 + w1)

1000
(2)

Hence, we get relationship of energy consumptionwith four kinds of train operations.

A. Traction Train speed up, the engine is in a state of energy dissipation, and the
traction force, acceleration and energy dissipation formula is as follows [8]

F = Mg(
dv

gdt
+ w0 + w1

1000
),E =

∫
Mg(

dv

gdt
+ w0 + w1

1000
)vdt (3)

B. Cruising Train at a constant speed, the traction force, acceleration and energy
dissipation shown as [8]

F = Mg(w0 + w1)

1000
,E =

∫
(
Mg(w0 + w1

1000
)vdt (4)
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C. Coasting Train Runs slowly down and it does not need traction. So this phase
train engine does not waste energy [9]

dE = 0, a = dv

dt
= g(w0 + w1)

1000
(5)

D. Braking Train runs slowly down and it doesn’t need traction. So this phase train
engine does not waste energy [9].

dE = 0, a = dv

dt
= [B(v)

Mg
+ (w0 + w1)

1000
]g (6)

4 Optimization Model

4.1 Two Stations Optimization Model

According to train dynamicsmodel and the relationship of energy conversion, energy
consumed for the appointed time T [10]

E(T) =
∫ T

0
F[v(t)]v(t)dt (7)

Requirements for distance and speed of the train operation

S =
∫ T

0
v(t)dt, v(t) ≤ Vmax (8)

Requirements for acceleration, the traction and braking in the process of train running
and boundary conditions of the train operation

|a| ≤ 1;F[v(t)] = µFmax, µ ∈ [0, 1];B(v) ≤ Bmax; v(0) = v(T) = 0 (9)

Hence, given the train circle time and distance,we build Single objective optimization
model between two stations.

min E(T) =
∫ T

0
F[v(t)]v(t)dt

s.t. S =
∫ T

0
v(t)dt

F[v(t)] = µFmax, µ ∈ [0, 1]
B[v(t)] ≤ µBmax, v(t) ≤ Vmax, |a| ≤ amax
v(0) = v(T) = 0.

(4−1)
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4.2 Three Stations Optimization Model

Among three stations, to make the total minimum energy consumption, so the energy
dissipations of the train pass by each station is optimal, namely [11]

minE1 =
∫ T1

0
F[v(t)]v(t)dt

minE2 =
∫ T2

T1+Tb

F[v(t)]v(t)dt
(10)

where T1 means train running time of first two stations, Tb is dwell time during the
stations, then T2 − (T1 + Tb) means train running time of last two stations. So the
objective function is shown as

minE(T) =
∫ T1

0
F[v(t)]v(t)dt +

∫ T2

T1+Tb

F[v(t)]v(t)dt (11)

When the train on the station, the speed of the train is 0, the boundary conditions
change as

v(0) = v(T1) = v(T1 + Tb) = v(T2) = 0 (12)

Hence, given the train circle time, dwell time and distance, we build Single objective
optimization model between three stations based on model (4–1).

min E(T) =
∫ T1

0
F[v(t)]v(t)dt +

∫ T2

T1+Tb

F[v(t)]v(t)dt

s.t. S =
∫ T1

0
v(t)dt +

∫ T2

T1+Tb

v(t)dt

F[v(t)] = µFmax, µ ∈ [0, 1]
T2 − Tb = T

B[v(t)] ≤ µBmax, v(t) ≤ Vmax, |a| ≤ amax
v(0) = v(T1) = v(T1 + Tb) = v(T2) = 0.

(4−2)

5 Algorithm

In this section, we present the iterative search algorithm to optimize the timetable
and driving strategy [12]. There has been much research concentrating on how to
get the optimal driving strategy such that the energy consumption is minimized. We
described the problem with optimal train-control models, which has been presented
in (4–1) and (4–2). In general, the energy consumption will decrease as the trip time
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increases. Theminimum energy consumption is uniquely determined by the trip time
and vice versa. As we all known, the speed sequences in the traction phase are first
calculated with the given energy consumption [13]. If the speed reaches the speed
limit during the acceleration process, the rest energy will be used for generating the
speed sequences of the cruising phase. For the rest journey, a coasting speed sequence
pk from the end speed of the cruising phase and a braking speed sequence qj from
the end of the braking phase are calculated; then, the minimum speed value of the
two sequences is obtained as the optimal speed with given energy constraint [14]. In
conclusion, the optimal speed sequences can be solved with the following algorithm.

Algorithm 5.1Iterative Search Algorithm
Step1: Initialize initial speed v0, final speed vt and circle time T
Step2: Divide the accelerate weight µ into N parts

µ = [µ1, µ2, . . . , µN ] ∈ (0, 1]
Step3: Let m = 1 µ = µm

Step4: Set energy consumption E
Step5: Set i = 0vi = v0 i = i + 1 .Calculate

a = (µF(vi−1) − w0(vi−1) − w1(vi−1))/M
v − i2 = v − i − 12 + 2a(si − si−1)

E = E − (F(v − i − 1)(Si − Si−1)/M
Step6: If vi < V (si)max and E > 0 return Step5
Step7: If E > 0 let vi+1 = vi and

E = E − (w0(vi) + w1(si))(si+1 − si)
let i = i + 1, return Step6

Step8: Let k = i pk = vk
Step9: If k ≤ l, calculate

p2k+1 = p2k − 2(sk+1 − sk)(w0(pk) + w1(sk))
let k = k + 1, return Step8

Step10: Let j = l, qj = vt
Step11: If j > i, calculate

q2j+1 = q2j + 2(sj − sj−1)(µB(qj) + w0(qj) + w1(sj))
let j = j − 1, return Step10

Step12: Let i = i + 1 vi = minqi, pi, if i ≤ l return step11
Step13: Return the optimal circle time t = ∏l

i=1
si+1−si

vi

Step14: If t �= T , E = E + �E, return Step4
if t=T, output the optimal speed sequencesvmi , 0 ≤ i ≤ l
and energy Em, let m = m + 1, if m ≤ N , return Step3

Step15: Output the optimal energy Emin = minE1,E2, . . . ,Em

corresponding accelerate weight and µ and speed sequences
vi, 0 ≤ i ≤ l
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6 Case Study

In this section, a case study is presented based on the infrastructure and operation
data from a Subway Line in China. It covers a length of 22.73km and consists of 14
stations.

6.1 Single Train Between Two Stations

Given the train circle time T = 110 s and distance S = 1355m. The maximum trac-
tion and braking characteristics of expression as shown below

Fmax =
{
203, 0 ≤ v ≤ 51.5 km/h

−0.002032v3 + 0.4928v2 − 42.13v + 1343, 51.5 ≤ v ≤ 80 km/h

Bmax =
{
166, 0 ≤ v ≤ 77 km/h

0.1343v2 − 25.07v + 1300, 77 ≤ v ≤ 80 km/h

According to Algorithm 5.1, we can get the curve of speed and distance and curve
of speed and time at two stations as Fig. 1.

From Fig. 1a, we can see the read line means the maximum limit speed at different
location, the blue line means the optimize speed at different location. The trains
movement firstly speeds up with traction, and then slows down by coasting, finally
slows down to stop by braking. Whole process of the train is without cruising phase,
and it proves that distance between two stations is shorter. From Fig. 1b, we can

Fig. 1 Curve of speed and distance and curve of speed and time at two stations. a Curve of speed
and distance. b Curve of speed and time
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see the train began to rapid acceleration, and then slows down, finally the rapid
deceleration until the train stops. It satisfies train movement rule. The relation-ship
of circle time and energy consumption between two stations and the influence of
energy consumption with weigh are shown as Fig. 2.

From Fig. 2a, the relationship of circle time and energy consumption around for
inverse.When circle time T = 110 s, the optimal energy Emin = 3.571 × 107 J. From
Fig. 2b, with the increasing of weighµ, energy consumption is decreasing. Andwhen
µ = 1, that is traction acceleration or braking deceleration has reached maximum
acceleration and deceleration, the energy consumption is the minimum. Record rel-
ative parameters at two stations with the interval of 10 s, is seen as Table1.

Fig. 2 The relationship of circle time and energy consumption with weigh µ. a Time and energy
consumption. b Energy consumption with µ

Table 1 Relative parameters at two stations with the interval of 10 s

Time (s) Actual speed
(km/h)

Acceleration
(m/s2)

Distance (m) Traction (N) Traction power
(kW)

0 0.0000 1.0000 0.0000 198162.2088 0.0000

10 36.0000 1.0000 50.0000 206884.9829 2068.8492

20 65.4800 −0.1357 198.0880 0.0000 0.0000

30 60.8373 −0.1225 373.4186 0.0000 0.0000

40 56.6349 −0.1112 536.4804 0.0000 0.0000

50 52.8103 −0.1015 688.4064 0.0000 0.0000

60 49.3127 −0.0930 830.1735 0.0000 0.0000

70 46.0997 −0.0856 962.6291 0.0000 0.0000

80 43.1360 −0.0791 1086.5135 0.0000 0.0000

90 40.3919 −0.9758 1202.4767 0.0000 0.0000

100 32.1178 −0.9121 1309.6006 0.0000 0.0000

110 0.0000 −0.8743 1353.9997 0.0000 0.0000



Optimization of Single Train Operations 673

6.2 Single Train Between Three Stations

Given the train circle time T = 220 s (without dwell time), dwell time Tb = 45s and
distance S = 2634m. Use the same algorithm, we can get the curve of speed and
distance and curve of speed and time at three stations as Fig. 3.

From Fig. 3a, the read line also means the maximum limit speed at different
location, while the blue line means the optimize speed at different location. The
trains movement between two stations firstly speeds up with traction, and then slows
down by coasting, finally slows down to stop by braking. Whole process of the train
is without cruising phase, and it proves that distance between two stations is shorter.
FromFig. 3b,with the total timeT = 220 s, the optimal circle time at first two stations
T1 = 108s, and the optimal circle time at last two stations T2 = 112 s. And the dwell
time Tb = 45s, so the speed of train is 0 from 108 to 153s. The relationships of circle
time and energy consumption between first and last two stations are shown as Fig. 4.

Fig. 3 Curve of speed and distance and curve of speed and time at three stations. a Curve of speed
and distance. b Curve of speed and time

Fig. 4 The relationship of circle time and energy consumption at two stations. a Relationship at
first two stations. b Relationship at last two stations
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Table 2 Relative parameters at three stations with the interval of 20 s

Time (s) Actual speed
(km/h)

Acceleration
(m/s2)

Distance (m) Traction (N) Traction
power (kW)

0 0.0000 1.0000 0.0000 198162.2088 0.0000

20 64.1808 −0.1320 197.4974 0.0000 0.0000

40 55.5688 −0.1085 529.3532 0.0000 0.0000

60 48.4200 −0.0909 817.6279 0.0000 0.0000

80 42.3756 −0.0775 1069.3916 0.0000 0.0000

100 37.1852 −0.9244 1290.0452 0.0000 0.0000

120 0.0000 0.0000 0.0000 0.0000 0.0000

140 0.0000 0.0000 0.0000 0.0000 0.0000

160 10.8000 1.0000 4.5000 199842.6160 599.5257

180 60.8092 −0.1225 247.4186 0.0000 0.0000

200 52.7870 −0.1014 562.2641 0.0000 0.0000

220 46.0800 −0.0856 836.3677 0.0000 0.0000

240 40.3750 −0.0734 1076.1140 0.0000 0.0000

260 15.9719 −0.8885 1268.8541 0.0000 0.0000

FromFig. 4, the relationship of circle time and energy consumption also are around
for inverse. When the total time is T = 220 s, the optimal energy is E1 = 3.441 ×
107 J at first two stations with the circle time T1 = 108s, and the optimal energy
E2 = 3.241 × 107 J at last two stations with the circle time T2 = 112 s. Hence, the
total optimal energy is Emin = E1 + E2 = 6.682 × 107 J. Record relative parameters
at two stations with the interval of 20 s, is seen as Table2.

7 Conclusion

Energy consumption of rail transit system refers to the energy consumption of equip-
ment, such as train traction, ventilation, air conditioning, elevators, lighting, water
supply and drainage. Considering the optimizations on timetable and driving strategy
are two important and closely dependent parts of energy-efficient operations. It not
only regulates the fleet size and the trip time at infestations, but also determines the
control sequences of traction and braking force during the trip. According to the case,
the simulation results based on a Subway Line in China illustrate that the iterative
search algorithm can provide good performance with energy saving.
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Correlation Analysis Between Risky Driving
Behaviors and Characteristics of Commercial
Vehicle Drivers

Niu Zengliang, Lin Miao, Chen Qiang and Bai Lixia

Abstract In order to define the factors of commercial vehicles risky driving
behaviors and develop driver assistant system about commercial vehicles, this arti-
cle began to screen risky driving behaviors and its factors for the questionnaire in
terms of actual accident cases. We determine the sample size by statistical meth-
ods, and then we carry on the actual investigation. Based on the survey data, from
perspectives of frequency and cause of accident probability, we researched the cor-
relation between risky driving behaviors and their factors by ordinal polytomous
logistic regression model. Researches show that driver characteristics have a signif-
icant impact to the judgment on the frequency and cause of accident probability of
risky driving behaviors. This article stated the importance of risky driving behavior
research in commercial vehicles operation from the perspective of human biology.

Keywords Commercial vehicles · Driving behavior · Correlation analysis

1 Introduction

Risky driving behavior is one of the most main reasons of the commercial vehicles
fatal traffic accidents. From 2010 to 2012, our commercial vehicles have a total of
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742 cases of death more than 3 people traffic accident, which killed 3476 people and
caused bad influence [1]. In 2012, in the 8?26 heavy traffic accident inYan’an, sleeper
commercial vehicle rear-end crashed a tanker, which killed 36 people, improper
driving behavior is one of the main reasons for the accident [2]. Some research
results show that 90.3% of all traffic accidents related to human factors, and risky
driving behavior is one of the most main factors that lead to traffic accidents. So the
risky driving behavior research for the commercial vehicles has a great significance.

Around the world research scholars are studying in-depth risky driving behavior,
but there are a lot of problems now. Some research institutions developed software
and hardware equipment for risky driving behavior, but at the beginning of the devel-
opment do not aim at the demand, which lead to the development of equipment does
not play a good role. Secondly the risky driving behavior research is directed at the
ordinary non-professional drivers, for the commercial driver to carry out the effective
research are relatively few.

The 100-Car research at Virginia tech used five kinds of on-board channels to
collect data driving behavior. Finally it is determined relationship between the driving
behavior and the accident by the chi-square test. And the major effect of the special
driving behavior is determined by the logistic regression model [3]. The NHTSA
analyzed driving behavior difference of the high and almost no collision frequency
between different drivers by quantitative and qualitative, the results showed that
unsafe drivers for more driving behavior such as a sharp turn [4]. Although these
two studies adopted the instruments and equipment for risky driving behavior data
analysis, they are not in-depth research to the driver factor.

It is determined that driver whether is risky by the “km fault rate” in the NSTSCE.
The research distinguished between individuals and demographic characteristics by
these drivers completing the questionnaire and clustering [5]. While this study used
the questionnaire to analysis the accident of cause driver factors, but the study did
not from the behavior of the commercial vehicle drivers.

This paper listed all possible risky driving behaviors of commercial drivers by refer
to relevant information. This paper carried out the plan of questionnaire, screened
risky driving behavior by comprehensive factors, and determined the sample size
on the basis of statistical methods. Questionnaire survey was conducted in several
large passenger transport companies, and it analyzed the validity and reliability of
the result of the questionnaire. Finally we sorted comprehensively importance of the
risky driving behavior. According to the survey data, the regression model is adopted
to risky driving behavior for correlation analysis.

1.1 Questionnaire Design

Questionnaire design principles There are several principles we should pay atten-
tion to several principles when make questionnaire. First, we will try our best to
describe each kind of risky driving behavior accessibly, and the questionnaire is
too. Second, keep questionnaire to a size that limits impact on drivers mood. Last,
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the options of questionnaire should be made by Likert, and they are based on the
frequency of the smallest (or potential) [6]. According to DBQ questionnaire, we
drive the questionnaire into two parts [7]: the first part is the basic information of
the driver; and the second part is the core part of the questionnaire, which mainly
research the frequency of dangerous driving behavior and the possibility of accident
it leads to.

Table 1 Statistical analysis of the drivers characteristic (continuous data)

Code Characteristic attribute Mean Variance Minimum
value

Maximum
value

G25 Age 34.48 8.15 23.00 59.50

G26 Diving experience 10.74 6.71 0.50 32.00

G27 Diving years of existing car 5.26 4.58 0.25 29.00

G28 The time of accidents 1.28 2.04 0.00 10.00

G29 The time of primary liability 0.52 0.87 0.00 6.00

G30 Running hour 9.18 1.22 1.00 15.00

G31 Continuous driving time 1.67 1.02 0.50 10.00

G32 Interval of time to rest 7.56 4.66 0.00 30.00

Table 2 Statistical analysis of the drivers characteristic (categorical data)

Code Attribute Percentage
(%)

Code Attribute Percentage
(%)

G19-1 Male 90.00 G22-2 10–50 thousand
km

12.69

G19-2 Female 10.00 G22-3 50–100
thousand km

18.46

G20-1 Junior high school
degree and below

13.46 G22-4 100–300
thousand km

36.92

G20-2 High school and
technical secondary
school

58.08 G22-5 300 thousand km 26.54

G20-3 Junior college and
undergraduate

28.08 G23-1 Weekly 66.15

G20-4 Master’s and above 0.38 G23-2 Semimonthly 17.31

G21-1 Taxi 0.00 G23-3 Monthly 14.62

G21-2 Bus 96.54 G23-4 Quarterly 1.15

G21-3 Passenger vehicles 2.31 G23-5 Annually 0.38

G21-4 Freight vehicles 0.38 G23-6 Else 0.38

G21-5 Other vehicles 0.77 G24-1 Yes 82.69

G22-1 Ten thousand km 5.38 G24-2 No 17.34
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Table 3 Risky driving behaviors statistics

Code Risky driving behavior Code Risky driving behavior

X1 Improper parking X10 Right turn too fast in the intersection

X2 Not driving on prescribed routes X11 Overtaking from right side

X3 Don’t give way in the no signal
intersection

X12 Don’t play a turn signal when turning

X4 Driving on line for a long time X13 Don’t play a turn signal when
overtaking

X5 Calling when driving X14 Speeding

X6 Overtaking is not suitable X15 Changing lane frequently

X7 Severe brake X16 Bus open the door without parking

X8 Following distance is too close X17 Speeding when bus getting in

X9 Quick turning steer wheel X18 Side by side to dock when getting in

The content of questionnaire (1) Drivers characteristic parameters
According to the drivers information in questionnaire, we regard every option as

drivers characteristic attribute, which have 14 driver characteristics and 32 attribute
in total after numbered [8]. The survey data of drivers characteristic can be divided
into two types, one type is continuous data as Table1, the other is ordered categorical
data as Table2.

(2) Questionnaire core content
We summarized 53 kinds of risky driving behavior through the literature research,

finally we selected a total of 18 kinds of risky driving behavior by expert scoring
method, as shown in Table3. In the part of the inspection for the frequency of risky
driving behaviors, the option rank from 5 to 1 is with the frequency. In the part of
the inspection for the possibility of accident which risky driving behaviors lead to,
the option rank from 5 to 1 is with the possibility.

2 Sample Size Calculation

2.1 Computing Method

According to the statistics, in some practical problems, if we choose properly sample
size, it can effectively reduce the second category of error. (The error which accept
the null hypothesis which it is fake.) Error can be divided into system error and
random error. Although random error can not avoid, the more measuring, the less
random error, the higher accuracy. Sample size calculation formula

n =
(
t2σ2

E2

)
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t—When the confidence level is 90%, it values 1.645;
σ2 Population variance from the sample variance s2;
E Absolute error, usually values around 5%; n Minimum sample size.
Sample size selection process is as follows. In the process of the research, firstly

we selected n1 samples, calculated the variance s2, and estimated the population
variance σ2. According to the error value and the confidence level which we needed,
we calculated the required sample size n2 by the above formula. If the n1 is greater
than or equal to n2, it will prove the existing enough sample size, or we will still
need to continue to research to improve the sample size [9].

2.2 Calculation Process and Results

Firstly we calculated total square deviation 2 in the two parts of questionnaire. The
more variance 2, the worse consistency whose score results in this question. Then
we confirmed E = 5.5% and t = 1.645 by weighing research costs. Ultimately we
determined the required sample size, and we calculated the sample variance by
D(X) = EX2 + (EX)2. We Calculated the minimum amount of research which
is n = 251, and had received 260 valid questionnaires now. The above conditions
were determined.

3 Survey Results Analysis

Firstly, in order to ensure the accuracy of the survey data, we need for the reliability
and validity analysis of the questionnaire. In the analysis of questionnaire survey, the
effective questionnaire is the important condition. The reliability of the questionnaire
is the requirement condition of the validity of the questionnaire.

3.1 Inspection Survey Data

Reliability test Research took back a total of 285 questionnaires, filtered question-
naires by the logical analysis, and got 260 valid questionnaires finally.Weworked out
the reliability of the questionnaire for risky driving behavior by SPSS 18.0 software,
Cronbach’s alpha coefficient of two parts in questionnaire was 0.959 and 0.976, and
it showed that the reliability of the questionnaire is very reliable.

Validity test First it is determined whether do factor analysis by applying KMO
and Bartlett’s spherical test. As shown in Table4, the KMO value of the part of
the frequency is 0.945, and the Sig. of the Bartlett’s test is 0.000, which is far less
than 0.01. The KMO value of the part of the possibility is 0.961, and the Sig. of the
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Table 4 Validity test results

Sampling enough
KMO

Inspection frequency
parts 0.95

Investigate possibility
parts 0.96

Approximate
chi-square

3892.20 5687.96

Bartlett df 153 153

Sphericity test Sig. 0.000 0.000

Bartlett’s test is 0.000, which is far less than 0.01. They reached extremely significant
level, and they was suitable for application of factor analysis. We tested samples by
the structure validity, that is to say thatwe used factor analysis to identify the potential
common factor, and make it orthogonal rotation. The significant correlation factors
is the item of the factor loading which is more than 0.4. Table4 shows the test results
of the validity of the two parts questionnaires, and all items of questionnaire passed
the validity test.

3.2 Ranking Importance

According to the result of the questionnaire, the ranking importance of the risky
driving behaviors, which combined the frequency and possibility of the risky driving
behaviors. These two parts are the same important, but the scores of the second part
of the questionnaire are generally higher than the first part. So we made the two parts
into a uniform weights so that it reach the result of comprehensive. According to the
analysis, we ranked synthesis the importance of risky driving behaviors, as shown in
Table5.

Table 5 Ranking importance of risky driving behaviors

No. Code Comprehensive
weight

No. Code Comprehensive
weight

1 X14 0.2047 10 X13 0.1053

2 X8 0.1813 11 X16 0.1053

3 X5 0.1579 12 X4 0.0936

4 X6 0.1579 13 X17 0.0760

5 X1 0.1462 14 X9 0.0702

6 X3 0.1462 15 X11 0.0643

7 X15 0.1404 16 X12 0.0643

8 X7 0.1170 17 X18 0.0526

9 X10 0.1053 18 X2 0.0117
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4 The Correlation Analysis Based on Probit
Regression Model

4.1 Correlation Analysis Method

Ordinal polytomous probit regression After regression model is established, we
test its parameter for Wald and eliminate little correlated explanatory variable.
According to the data type of explained variable and explanatory variable, we select
ordinal polytomous Probit regression [10]. The join function is Probit function,which
illustrates the inverse function of explained variable following the normal distribu-
tion. Ordinal polytomous Probit regression as follows:

φ−1γi = β j +
p∑

i=1

βi xi

Among: βi—The coefficient of explanatory variables;
β j—Constant term; xi—explanatory variable;
γ j—The former J category cumulative probability of explained variable;
Φ1—Inverse function of the cumulative standard normal distribution function.

4.2 Analysis Results

Correlation analysis is based on ordinal polytomous Probit regression Wald in the
process of inspection. If the results Sig value is less than 0.05, it will mean that
they have obvious correlation [11]. Meanwhile, if the parameter estimation is a
continuous variable, it will indicate that algebraic values plus or minus corresponds
to the plus or minus of correlation. If it is classified variable, the algebraic value
change rule of attribute parameter estimates corresponds to the plus or minus of
classified variable. Besides, if the topic and a single attribute of classified variable
have classified variable, the positive and negative correlation will be ignored. The
absolute value of estimate of parameter indicates the incidence of drivers feature to
significant correlation topic. Risky driving behaviors leaded to traffic accidents can
reflect drivers safety consciousness.

(1) The frequency of the behavior As shown in Fig. 1, there are 17 items of the
positive correlation between the first part of the questionnaire and the driver features,
which involves 5 kinds of driver feature attributes; there are 9 items of the negative
correlation between the first part of the questionnaire and the driver features, which
involves 5 kinds of driver feature attributes.

(2) The possibility of the accident As shown in Fig. 2, there are 18 items of the
positive correlation between the first part of the questionnaire and the driver features,
which involves 5 kinds of driver feature attributes; there are 17 items of the negative
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Fig. 1 Related features of the influencing frequency

Fig. 2 Related features of the influencing accident probability

correlation between the first part of the questionnaire and the driver features, which
involves 6 kinds of driver feature attributes.

5 Conclusion

The main content of this thesis is based on a survey of commercial vehicle drivers.
First of all, we screen risky driving behavior, make investigation plan according to
the principles of questionnaire, and then determine the minimum amount of research
in terms of statistical method. Finally, we made investigation and finish correlation
analyses.
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(1) We studied a lot of materials in domestic and overseas and collect 53 risky
driving behaviors of commercial vehicle drivers. In order to make the survey simply,
we determined 18 risky driving behaviors in the survey everything together. Accord-
ing to statistic learning theory, we measured the cost of research, and confirmed
absolute error and degree of confidence respectively are 5.5% and 1.645. At last, we
calculated sample capacity of 251, and have received 260 valid questionnaires by
now, which are basic conditions for the research.

(2) The survey is highly credible and effective by testing reliability validity of
the result. According to the occurrence frequency and the possibility of traffic acci-
dents of risky driving behaviors, we ranked the importance order for risky driving
behaviors.

(3) By means of studying the correlation analyses and the questionnaire data
types, we decided to use ordinal polytomous Probit regression to analyze own feature
dependency and factors of commercial vehicle drivers. The study found that many
drivers feature are related to options of the questionnaire, which provides theoretical
basis for subsequent research.
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Design of Intelligent Laboratory
Based on IOT

Jiya Tian, Xiaoguang Li, Dongfang Wan, Nan Li and Yulan Wang

Abstract Wisdom laboratory based on the internet of things is designed. Cloud
computing is the core of this system. Campus laboratory information should be
intelligent collection and transmission, intelligent processing and control, intelligent
display and push. For the three aspects of “safety, energy saving and high efficiency”,
paper gives a lot of analysis. Give the flow chart of the subsystem. This system should
effectively solve the problem of experimental course.

Keywords Wisdom laboratory · Internet of things · RFID

1 Introduction

“Internet of Things” (IOT) is a new cutting-edge technology. The core and founda-
tion of IOT is “Internet technology” [1]. IOT is based on extension and expansion
of a network technology [2, 3]. The client of IOT is extended to any goods and
articles to Information exchange and communication [4]. Therefore, the definition
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of IOT is: through information sensing equipment such as radio frequency identifica-
tion (RFID), infra-red sensors, global positioning systems, laser scanners and so on to
achieve intelligent identification, positioning, tracking, monitoring and management
of a network technology. The development of IOT, break the people’s traditional way
of thinking, brought great changes to human life [5, 6].

This paper presents a wisdom laboratory design method based on IOT. Labora-
tory is a cluster of instruments and equipment. The respect fire, theft, water, sun-
screen of wisdom laboratory projects is very important. This design aims to improve
the quality of information services. RFID technology, wireless sensor networks,
Zigbee technology, is used to laboratory. Construct an open, common communica-
tions laboratory platform.

2 Design of the Laboratory System

Information intelligence is the core goal of wisdom laboratory. This design is com-
posedof informationgathering intelligence, intelligent informationprocessing, infor-
mation display and push intelligent. The core technology of wisdom laboratory is
information gathering intelligence, which is different with digital laboratory. The
intelligence information gathering of wisdom laboratory has self-network, self-
diagnosis, self-healing, uninterrupted operation ability and has high stability and
high reliability. It can automatically collect laboratory information, reduce the man-
power in information collection. System has accuracy and reliability of the collected
information. Intelligent information processing relies on cloud computing process-
ing power, information analysis, processing, provide strong data protection decisions
[7] (Fig. 1).

Fig. 1 Management system
of wisdom laboratory based
on IOT
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Information display and push intelligence, using computer, tablet, mobile phones
and other platforms, cross-platform, multi-channel implementation, the useful infor-
mation in a timely, accurate information in the hands of managers need to push to
achieve effective use of information. Using the wisdom laboratory to achieve stan-
dardization and information of management of university laboratories, laboratory
equipment and laboratory supplies management. It could improve the management
level and service level of experiment teaching [8, 9].

3 System Function

Wisdom laboratory is composed by the four functional systems and a comprehensive
networking experience center platform. The diagram of system function is shown in
Fig. 2. There are four subsystems in this system. The four subsystems are: Curricu-
lumExperimentManagement Subsystem, Open/innovative experiment management
subsystem,Wisdom Laboratory Safety Management subsystem,Wisdom laboratory
system log inquiry [10].

3.1 Curriculum Experiment Management Subsystem

Before the experiment course, students shouldmake an appointmentwith this system,
including the classroom and the course time. Teachers should upload the preview
content and experimental procedures, then students prepare the experiment content.
Administrators set the seat for each student. Students should inquire the seat infor-
mation so he can find his seat accurately before the experiment course. During the
experiment course, entrance guard should be open by a card has been authorized or
remote control. System should statistic the students and automatically generates a

Fig. 2 Qualified parts and
defective parts
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time sheet for attendance students. System should monitor and record the video real
timely. Control the light in the laboratory and feedback the light status. Control the
on and off status of equipment power socket and feedback the status.

After the experiment course, system should submit experiment report, download
the template and evaluate the report. The curriculum experiment management system
could collect information intelligently, and record students word real timely.

3.2 Open/Innovative Experiment Management Subsystem

This system should arrange the seating of classroom. Make an appointment with
the open laboratory which the students will use including the time, place and the
experiment content. Make a card for students who will go to this laboratory. The
students could use this card to using the open laboratory. The system should manage
the experimental device and materials.

Students should use the lab after course. First of all, to view the need to use the
lab free information, combined with their own actual situation, to submit an open
experiment can be selected to the experimental classroom and time, waiting for the
system audit. According to the principle of priority, the system automatically review
the application submitted by students, and to the relevant students to issue a notice,
the way to inform the notice, including the notice in the station letter, notice, etc.
If the system cannot automatically resolve the conflict or application changes, the
experimental administrator adjust manually.

3.3 Wisdom Laboratory Safety Management Subsystem

This system should manage video. Monitor the security, fire and so on. When danger
happens, system should tell people the case. The flow char of this system is shown
in Fig. 3.

3.4 Wisdom Laboratory System Log Inquiry

System should record the uses that use this system including login, operation
and authorization. System should also record the alarm information. For example,
infrared alarm, node dropped alarm and so on. System should record the use process
of laboratory equipment, application maintenance and other information.
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Fig. 3 Flow chart of management subsystem

4 System Deployment and Operation

Figure4 is a monitoring subsystem interface, including the current equipment run-
ning status, environmental information, operating records and so on. The menu bar
can be achieved by setting the system parameters, historical data query. Complete

Fig. 4 Monitoring subsystem interface
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the software and hardware. Various functions have been effectively tested and stable
operation. Wisdom laboratory scientists and managers should easily access labora-
tory information. It provides a flexible and effective means of monitoring.

5 Summary

Due to the development of networking technology is still in its infancy, its con-
struction and improvement will be a long process, but the wisdom of the laboratory
is the inevitable trend of future development and construction of university labo-
ratories. There is no doubt, bring things to school considerable convenience and
great prospects for development, but it also faces many challenges, such as techni-
cal standards are not unified, information security, infrastructure and management
mechanism is not yet complete and so on. How to effectively push things to play
on Laboratory Management role in promoting the development of education prac-
tice teaching, improve teaching quality, the range is also involved in more than just
technical issues, it will also bring more innovative applications and services, causing
campus Teaching Reform environment and management.

References

1. Qiang L, Li C, Haiming C (2010) Key technologies and applications of internet of things.
Comput Sci

2. Kranz M, Holleis P, Schmidt A (2010) Embedded interaction: interacting with the internet of
things. In: IEEE internet computing

3. Weber RH (2009) Internet of things-need for a new legal environment. Comput Law Secur Rev
4. Amardeo C, Sarma JG (2009) Identities in the future internet of things. Wirel Pers Commun

49:353–363
5. Evan W, Leilani B, Garret C et al (2009) Building the internet of things using RFID: the RFID

ecosystem experience. IEEE Internet Comput 13(3):48–50
6. Yinghui K, Zhixiong C, Jianli Z (2012) Experiment platform construction of internet of things

for training ability of engineering practice. In: 2012 2nd teaching seminars on higher education
science and engineering courses

7. Lijun W (2011) University-enterprise cooperation laboratory. J Shijiazhuang Vocat Technol
Inst 23(6):69–70

8. Chundong X, Jun W (2011) University-enterprise united laboratory construction and develop-
ment countermeasures. J Jiangxi Univ Sci Technol 32(2):35–37

9. Yuan H (2001) Strengthen the study jointly promote transformation of scientific and techno-
logical achievements. J lanzhou Univ Soc Sci 29(5):147–152

10. Song H, Lee SH, Lee HS (2009) Lowpan-based Tactical wireless sensor network architec-
ture for remote large-scale random deployment scenarios. In: Proceeding of IEEE military
communications conference



Research and Implementation
for Quadrature Digital Down Converter
of Low Intermediate Frequency Signal
Based on FPGA

Kang Jun-min

Abstract For the receiver of Global Navigation Satellite System, quadrature digital
down converter of low intermediate frequency signal can reduce the data rate and
improve the real-time processing ability of baseband. But the phase quantization and
amplitude quantization of existing methods may introduce new errors which could
have a serious impact on the receiver’s ultimate accuracy. According to the result of
extensive research in the processing method for quadrature digital down converter,
optimization the structure of polyphase filter, Integrated planning for the receiver
with the unified optimization of RF chip and baseband circuit. Design a quadrature
digital down converter structure which shared with capture mode and tracking mode,
and does not introduce gain error and phase error. Simulation and application test
results showed that compared with classic quadrature digital down converters, the
design put forward in this pater can avoid data and phase truncation with a simple
structure and faster processing speed. Under the same image frequency rejection
ratio, its circuit is smaller. Practice has proved that the proposed FPGA structure is
very suitable for the BeiDou Navigation Satellite System.

Keywords Satellite navigation · BeiDou Navigation Satellite System (BDS) ·Dig-
ital signal processing · Quadrature down converter · FPGA

1 Introduction

With commercial commercialization of theBeiDou navigation systemofChina deep-
ening in the Asia-pacific region, three kinds of commercial global navigation satellite
systems coexist in the field of global positioning system, that is GPS, GLONASS
and BDS. The development direction of the satellite navigation receiver emerged the
three systems compatible with trend of fusion and requirements. Current research
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focus is on how to design the three systems compatible with the receiver whose
system noise is smaller and resource consumption is less.

Global navigation satellite system receiver belongs to low intermediate frequency
receiver. The receivingprocess canbedivided into twomodes, capturing and tracking.

In capture mode, to evaluate the possibility of the existence of the satellite. Under
low dynamic conditions, the requirements for the accuracy of the Doppler frequency
is approximately 100Hz; The precision of ranging code requirements is for half to
one code; With the stronger signal energy and reduce the accuracy requirements. In
tracking mode, accurate frequency of satellite tracking, parse the data code infor-
mation for satellite ephemeris and satellite ephemeris resolution and the calculation
of position, velocity and time. Low dynamic condition, the accuracy of Doppler
frequency in micro-Hz level.

In the navigation receiver design, capture mode to tracking mode is the transfor-
mation of the signal frequency, ranging code alignment accuracy of precise process
further. The most direct way is in the limited time, for limited long satellite data
through multiple iterations, realize the signal frequency and ranging code terminal
two-dimensional search. Until the signal frequency and the precision of ranging code
terminal track conditions, the receiver into track mode.

The navigation receiver process the digital baseband signal. So RF front-end chip
output signal to the baseband signal conversion, as a first step to digital baseband
signal processing of the data accuracy and the precision of navigation receiver output
has a direct relationship.

In the present of baseband signal processing adopts the baseband signal conversion
method emphasis has two: first, is to use the high speed clock of the RF output signal
sampling, through a large amount of data compensation data precision. Second, is to
use the multilevel filter to filter, plastic and compensation data. Also the treatment
effect and disadvantages of the two methods. The first direct consequences of using
high speed clock data is required to store huge amount of data, integrated circuit
caused by the waste of resources. The second by using the method of multi-stage
filters needhighorder FIRfilter,CICfilter andhalf bandfilter, contains a large number
of multiplication operation, make the data flows through a long and very large scale
integrated circuit logic design difficulty. Thus, to seek a balance of performance and
resource consumption, and is suitable for large scale integrated circuit logic design
implementation method of baseband signal, the navigation receiver has always been
a hot spot in the design of integrated circuit.

Under the baseband signal contains a orthogonal frequency conversion, filter
and plastic. Under orthogonal frequency conversion processing, solve the uneven
IQ signal is always a difficulty. IQ imbalance is the direct source of the tracking
precision of the signal frequency error. Predecessors have done a lot of work to
study IQ equilibrium degree to improve the problem. Predecessors in analog signal
processing, put forward the plural least mean square algorithm [1], the parameter
evaluation algorithm based on signal separation feedback [2] and other methods to
improve the IQ of RF output balance. In digital signal processing, the improved least
mean square algorithm [3], fanaticism, separation interference elimination algorithm
[4–7] interface signal estimation method, a priori information parameter extraction
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correction method [8, 9, 13] adaptive equalization algorithm and so on, most of
these methods are using DSP implementation, good adaptability to the signal, but
belong to the category of software correction, is not conducive to integrated circuit
implementation.

Predecessors in order to be helpful for hardware implementation, also proposed
the multi-angle resolution of multi-stage CORDIC algorithm [10, 11] look-up table
method combined with CORDIC algorithm and Taylor series with CORDIC algo-
rithm [12], the Angle of the CORDIC algorithm using fixed resolution, produce high
precision by using the method of fixed number of rotating iterative mixing part of
the carrier to be used under orthogonal frequency, to reduce small value quantization
error and phase quantization error. CORDIC the advantage of precise produce fixed
frequency signals, but for frequent changes in the frequency of the helpless. To solve
the complexity of the mixer, based on polyphase filtering structure under orthogonal
frequency [14, 15] have been proposed. In the polyphase filter structure, the use of
symbols transformation under the simplified the orthogonal mixing part of inverter.
At the same time also by optimizing the FIR filter [16, 17] and streamline FIR fil-
ter structure method to speed up the processing speed of the orthogonal separation.
However, these methods still can not solve with fuzzy degree of signal sampling,
filtering and signal gain error such as contradiction, even can take advantage of the
compensation for the loss of half band filter to the filter gain [18].

Any of these orthogonal IQ two output signals in the frequency conversionmethod
under balance and orthogonality depends on the degree of ideal mixer and filter,
balance requires the higher requires much higher levels of local mixing the precision
of frequency and amplitude, phase and precision filter order number, but the more
complex on the logic implementation of integrated circuit, the demand of hardware
resources.

Through research under the digital orthogonal frequency conversion algorithm,
as well as unified consider RF chip baseband circuit and working mode, optimize the
polyphase filter method of polyphase filter, focus from implementation put forward a
kind of high-speed digital circuit, itself does not produce phase error and gain error,
do not change the RF output signal IQ equilibrium degree under the baseband signal
of frequency conversion method.

2 The Improved Quadrature Digital Frequency
Down Conversion

Currently using polyphase filtering method under the condition of low intermedi-
ate frequency sampling rate, compared with the classical low pass filtering under
quadrature frequency conversion method has had the great promotion on the speed
and scale, but the polyphase filter must meet with the requirement of time delay
filter branch at the same time of filter for delay correction. Although filtering char-
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Fig. 1 One level one stage
comb filter amplitude
frequency response

Fig. 2 Single-stage CIC
decimation filter

acteristics completely consistent, to ensure the filter after the IQ balanced degree of
consistency, but compared with before filter, the balance of IQ gone badly (Fig. 1).

Improved under the digital quadrature sequence and frequency conversionmethod
by adopting the appropriate symbol transform filter structure, on the basis of the
guarantee performance and processing speed and simplify the baseband signal under
orthogonal frequency hardware logic design. Improve the difficulty lies in the symbol
transformation sequence determination and choose the right means of filtering. After
the system analysis of receiver system structure, the improved orthogonal frequency
conversion principle block diagram is shown in Fig. 2.

The application of theRF front-end chipMAX2769B for global navigation system
produced by MAXIM Company. Mixing part by symbol transform in the middle.
Quadrature signal separation and filtering performed by odd and even sampling.
Even number sequence as the in-phase branch, odd number sequence is quadrature
branch. Trackingmode can be used directly parity quadrature sampling output signal.
Capture mode to use N times down sampling of quadrature signal after sampling.

2.1 The Sign Changing Sequence

The BeiDou satellite navigation system of China, its civilian CA code rate is
2.046MHz, B is 4.096MHz bandwidth. BeiDou second generation satellite launch
B1 frequency signal can be expressed in formula 1.

Si(t) = AB1IC
k
B1I(t)D

k
B1I(t) cos(2πf1t + Φk

B1I)

+ AB1QC
k
B1Q(t)Dk

B1Q(t) sin(2πf1t + Φk
B1Q)

(1)
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The superscript k represent different satellite number, AB1I ,AB1Q,Ck
B1I ,C

k
B1Q,

Dk
B1I , D

k
B1Q, f1, Φk

B1I , Φ
k
B1Q represent the B1I signal amplitude; B1Q signal ampli-

tude; B1I signal ranging code; B1Q signal ranging code; The data code modulate
on the B1I ranging code; The data code modulation B1Q ranging code; B1 signal
carrier frequency; The initial phase of B1I signal carrier frequency; The initial phase
of B1Q signal carrier frequency [19].

Satellite signals through the RF front-end chip for many times mixing and AD
sampling, could be show like the formula 2.

S1 (n) = C (n)D (n) cos

(
2π (fIF + fd) n

Fs
+ φ (n)

)
+ e (n) (2)

which fIF is the intermediate frequency, n
Fs

is the first n point sampling frequency
sampling time. fd is the Doppler frequency drift caused by relative motion, φ (n) is
the signal of the original phase, e(n) for the signal to noise;

The signal after mixing with local carrier signal expressions such as formula 3

S2 (n) = C (n)D (n) cos

(
2π (fIF + fd) n

Fs
+ φ (n)

)
cos

(
2πfLOn

Fs

)

= 1

2
C(n)D(n)

(
cos

(
2π(fIF + fd + fLO)

Fs
+ φ(n)

)

+ cos

(
2π(fIF + fd − fLO)

Fs
+ φ(n)

))

= 1

2
C(n)D(n)

(
cos

(
2π(fIF + fd)n

Fs
+ φ(n)

)
cos

(
2π(fLO)n

Fs

)

+ sin

(
2π(fIF + fd)n

Fs
+ φ(n)

)
sin

(
2π(fLO)n

Fs

))

(3)

fLO is the one for local producemixed frequency; e(n) to contain the high frequency
component of noise.

Assuming that

In = 1

2
C(n)D(n)

(
cos

(
2π(fIF + fd)n

Fs
+ φ(n)

))

Qn = 1

2
C(n)D(n)

(
sin

(
2π(fIF + fd)n

Fs
+ φ(n)

))

SignI = cos

(
2π(fLO)n

Fs

)

SignQ = sin

(
2π(fLO)n

Fs

)
(4)
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formula 3 can be rewritten as formula 5

S2(n) = In · SignI + Qn · SignQ + e(n) (5)

According to the bandpass sampling theorem and Nyquist sampling theorem,
when FS, fLO meet FS = 4

(2m+1)fLO
, at the same time m = 0, SignI, SignQ

respectively

SignI = cos
(πn

2

)
=

⎧⎨
⎩

0 ; n = 1, 3, 5, . . . (2m + 1) ; m ∈ N
1 ; n = 0, 4, 8, . . . (4m + 0) ; m ∈ N

−1 ; n = 2, 6, 10, . . . (4m + 2) ; m ∈ N

SignQ = sin
(πn

2

)
=

⎧⎨
⎩

0 ; n = 0, 2, 4, . . . , 2m ; m ∈ N
1 ; n = 1, 5, 9, . . . (4m + 1) ; m ∈ N

−1 ; n = 3, 7, 11, . . . (4m + 3) ; m ∈ N

(6)

This formula can be drawn from formula 3 as

S2(n) =
{
InSignI + e(n) ; n = 0, 2, 4, . . . (2m) ; m ∈ N
QnSignQ + e(n) ; n = 1, 3, 5, . . . (2m + 1) ; m ∈ N

(7)

Continue to simplify the type, and in accordance with the sample order. You can
get

S2(n) =

⎧⎪⎪⎨
⎪⎪⎩

+1 · In + e(n) ; n = 0, 4, 8, . . . (4m) ; m ∈ N
+1 · Qn + e(n) ; n = 1, 5, 9, . . . (4m + 1) ; m ∈ N
−1 · In + e(n) ; n = 2, 6, 10, . . . (4m + 2) ; m ∈ N
−1 · Qn + e(n) ; n = 3, 7, 11, . . . (4m + 3) ; m ∈ N

(8)

After mixing, the signal is equivalent to the results of sequence [+1,+1,−1,−1]
multiplied with the RF output signal. That is:

S2(n) = S1(n) · M ; M ∈ [+1,+1,−1,−1] (9)

M for periodic sequence [+1,+1,−1,−1], e(n) is noise signal. S2(n)is still con-
tains the high frequency and low frequency components, the high frequency part
contained in e(n) as part of the noise.

Symbol transform implement mixer by changing the sign bit of RF signal, don’t
operations signal amplitude, so don’t introduce new phase error and new gain error.
At the same time, the Symbol transformation method is very suitable for very large
scale integrated circuit logic design, replaced adding operationmodule by the NAND
gate and inverter, to increase the processing speed and reliability.
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2.2 The Improved Filter

The previous section get the symbolic transformation sequence, and now, we would
be discuss how to design the filter which after the mixer.

The formula 3 told us that the high part of image frequency is in the Nyquist
frequency range of the sample frequency, when both of the intermediate frequency
and the local carrier frequency equal the quarter of sample frequency, and the sample
frequency is more than double of bandwidth.

After the Symbols transformation, the in-phase branch signals with quadrature
branch has one sample point difference. In the poly phase filter method, the poly
phase filter is to compensate the time delay difference, filtering the high frequency
component of mirror image. According to the theory of poly phase filter, poly phase
filter branch can be seen as fractional delay FIR filter. Compare with CIC filter, FIR
filter need more large scale integrated circuit resource, so we implement the image
frequency filter use the CIC filter which suitable the very large integrate circuit better.

CIC’s transfer function contained the integrator transfer function and comb filter
transfer function

H(z) = HN
I (z) · HN

C (z) = 1

M

(
1 − z−M

1 − z−1

)N

=
(

1

M

M−1∑
k=0

z−k

)N

(10)

The corresponding frequency response

H(ejω) =
(

sin ωM
2

M sin ω
2

· e−jω(M−1
2 )

)N

(11)

N for CIC filter series, M is sampling coefficient; equal to 2f ; f is the signal
frequency. From frequency response expressions can clear see CIC filter has obvious
low-pass characteristic. At the same time, the frequency of integer times Fs/M has
the minimum value in frequency response curve, the Fs is the sampling frequency.
As a result, the simplest CIC filter that could satisfy the requirement of low pass
filtering performance is 1 series, the sampling rate M is 2, the frequency response
curve as Fig. 3.

Therefore, after the symbol transform the high frequency component of image
frequency close to the minimum field of CIC filter frequency response, can achieve
maximum attenuation.

One level of CIC filter principle diagram is as Fig. 4.
Figure4 show the single-stage CIC filter for filtering the Nyquist frequency.

Single-stage CIC filter contains two adder and a double sampling. In very large
scale integrated circuit logic design, the maximum value is unchanged, so, after each
level adder need a gain for 1/2 of the amplifier, to keep the data range does not
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Fig. 3 One level one stage
comb filter amplitude
frequency response
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decimation filter

change. In very large scale integrated circuit logic design, 1/2 gain amplifier using
data moves to the right a bit.

The signal of symbol transformation by formula 8 is the in-phase branch and
quadrature branch alternate combination. In classic of poly phase filter, the first
step is signal separation, then after sign changing in-phase and orthogonal branch
should be

S2I(n) = S1 · m ; m ∈ [+1, 0,−1, 0]
S2Q(n) = S1 · m ; m ∈ [0,+1, 0,−1] (12)

Processing by poly phase filter, the final output signal sampling frequency changed
to half of the original signal, the signal energy reduced to a quarter.

As we know, signal accumulation and intercept of poly phase filter must introduce
the amplitude and phase errors. In other words, if no accumulation and intercept, then
should no amplitude and phase errors.

Now, we have the symbolic transformation sequence, we can use it to mix the
signal before the parity separation, and then, we can use double sampling directly
extracted the in-phase branch and orthogonal branch from the signal, at the same
time, we also implement the low pass filter for two branch signals, so, there are only
Doppler frequency include in them.

The final structure diagram of down conversion is shown in Fig. 2. Replace the
processing order of classic poly phase filter by mix and then parity separation. Using
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parity separation as the low pass filter is for in-phase branch and orthogonal branch.
The simplified quadrature frequency completely avoids the addition, multiplication
and intercept. Thus, data achieved without changing the original signal amplitude,
without introducing the phase and amplitude errors.

3 The Model of Improved Quadrature Digital Down
Conversion

The image frequency of the quadrature signal processed by quadrature digital down
conversion consist of the system noise of RF front end, the Doppler frequency,
the amplitude error and phase errors introduced by the processing procedure of
quadrature digital down conversion.

Phase error and amplitude error, respectively show as

Δω = 2πfd
Fs

ΔA = sin(Δω)
(13)

The largest image frequency rejection ratio

ImageFreqRejectRatio =
∣∣∣∣1 + (1 + ΔA) · eiΔω

1 − (1 + ΔA) · eiΔω

∣∣∣∣ (14)

When the RF front-end ADC sampling frequency is 16.368MHz, the change of
Doppler frequency range of plus or minus 10KHZ, phase error and amplitude error
on the theory of mirror frequency inhibition is shown in Fig. 5.

In order to verify the theoretical calculation results, the test is studied by using the
method described in this article: 5 KHZ frequency offset load to the BeiDou satellite
navigation system of B1 frequency point, after acquisition of RF front-end chip
output signal, after dealing with the quadrature digital down converter design in this

Fig. 5 Image-rejection
spectrum diagram
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Fig. 6 Image and real
spectrum diagram
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paper, the results are FFT operation, after the analysis of synthetic signal spectrum,
calculation image rejection ratio. Figure6 for FFT spectrum after operation.

From Fig. 5, Fig. 6 of mirror frequency rejection ratio of 57.34 and 60.36dB
respectively, the actual simulation of mirror frequency rejection ratio is superior
to the theoretical calculation of the mirror frequency rejection ratio, analyzing the
reason for this is that in theory of mirror frequency rejection ratio and phase error in
the calculation is themaximum gain error, are not themaximum value in the practical
work.

4 FPGA Implementation of the Improved Quadrature
Digital Down Conversion

The result of the improved quadrature digital down conversion circuit synthesized by
the VIVADO of the XILINX company which version is 2014.4, as shown in Fig. 7.
When the input signal is 1 bit quantitative sign, magnitude, there has nine registers
(pictured with characters of FD device) and a small amount of combinational logic.
Resource size less than one percent with a samewide classic down conversion circuit,
but the signal amplitude can be lossless transmission, and the entire circuit work
with sampling rate. In the circuit without using multiplication and addition and shift
operation.

According to the formula 10, the mixer function implemented by the Verilog
hardware description language is as follows:

iout[1:0] = count[1] ? (count[0] ? iout : sign,mag): sign,mag;
qout[1:0] = count[1] ? (count[0] ? sign,mag : qout): sign,mag;
The simulation results as shown in Fig. 8.
As shown in Fig. 8, in tracking mode, the input signal signs and mag under the

control of the count, can be seen from the diagram, there has a sampling clock
cycle difference between the ‘isignal, qsignal’ on the time. After synchronization,



Research and Implementation for Quadrature Digital Down Converter … 703

Fig. 7 Image-rejection spectrum diagram

Fig. 8 Image and real spectrum diagram

the output signal ‘iout, qout’ at a rate of Fs/2. Pseudo-random code signal resolution
of the satellite is Fs/2. 046e3/2 per code. When using 16.368MHz as sampling
frequency, the resolution of the satellite pseudo random code can achieve 4 percode.

5 Conclusion

The improved quadrature digital down conversion, making the global navigation
satellite system receiver using the same method with capture mode and tracking
mode, when the working mode from capture to track the data accuracy is higher,
reducing the workload of capture the results of validation, eventually reduce the
receiver positioning time. The improved quadrature digital down conversion, do not
use multiplication, addition, no introduce new amplitude error; do not use the direct
digital frequency produces, no introduce the new phase error. To ensure the frequency
consistency between the baseband signal and the satellite signal, the frequency track-
ing precision is improved. At the same time, the improved quadrature digital down
conversion can suitable for all kind of the global navigation satellite system, such as
the GPS, the GLONESS and the BDS of China.
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Through system analysis the RF part and baseband part of the global navigation
satellite system receiver, the method same the work timing and frequency of RF
chip and baseband circuit as a whole. Compared with the simple method which only
aimed at the baseband circuit design. On image frequency rejection ratio under the
condition of the same, in this paper the uniform designmethod is faster, less hardware
resource consumption, higher cost performance.

Under quadrature digital down conversion method introduced in this paper, it
is considered the operation mode of the RF front-end chip and baseband process-
ing mode as a whole. According to the requirement of the baseband signal unified
planning, unified design. Increased the coordination of RF and baseband processing,
avoids the malpractice of old design method, that the baseband processing blindly
accommodate the RF front-end, processing efficiency is low, the circuit of the exis-
tence of large scale.
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A Novel Meta-Heuristic Combinatory
Method for Solving Capacitated Vehicle
Location-Routing Problem with Hard
Time Windows
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Abstract Capacitated location-routing problem (CLRP), is one of the new research
areas in distribution management. This topic combines two problems: locating the
facilities and vehicle routing. The goal of CLRP is to open a set of depots, allocating
the costumers to depots and then to design the vehicle tours in order to minimize the
overall cost. The limitations of timewindows hasmany applications in the real world,
however it has not been noticed enough in the CLRP problem. This article considers
the capacitated location-routing problem with hard time windows (CLRPHTW). In
this paper, first a mixed-integer linear programming model for CLRPHTW problem
is presented and then in order to solve this problem a meta-heuristic method based
on variable neighborhood search algorithm is proposed. To assess the performance
of the proposed method, this framework is examined with a set of examples. The
computational tests demonstrate the efficiency of the proposed method.
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1 Introduction

In the last two decades, the competition between firms for supply of goods and
services, has become a serious fact in their progress path. Today firms and factories
require unified and flexible production activities from preparation of raw material
to delivery of products to the consumers. Distribution and support systems are part
of the supply chain, and the producers need to plan, run and control the efficient
flow of goods’ storage, services and the related information from the start point to
consumption [1].

Location-routing problem (LRP), is one of the important and practical problems
in distribution and logistics management. LRP is a combination of two problems:
locating the facilities and vehicle routing that considers these two problems at the
same time. If the problems of locating and routing are not considered at the same time,
costs of supply chain will increase. Both of these problems involve the complexities
of NP-hard problems, thus LRP is a problemwhich involves time complexities in the
form of NP-hard problems. Therefore solving the LRP problem in large scale using
exact methods is difficult and almost impossible [1], and in most of the conducted
research, heuristic and meta-heuristic methods are developed to solve these this kind
of problems.

In LRP problem, the capacity constraint includes depot or the vehicle (not both of
them). Recently some of the researchers have studied the LRP problem with capac-
ity constraint both in depot and in the vehicle [2]. This subject is called capacitated
location-routing problem (CLRP). Prins et al. [2] in their paper, have proposed a
mathematical model for CLRP. They have proposed a solution for CLRP by combin-
ing Greedy Randomized Adaptive Search Procedure (GRASP), a learning procedure
and unifying the routs mechanisms. In other paper, they also have used a Memetic
algorithm with population management. In this algorithm, the solution is improved
by using local search methods and replacing the conventional mutation operator with
a dynamic population management technique based on distance to population [3].

Barreto et al. [4] used a heuristic method based on customer classification to solve
CLRP. They used several hierarchical and non-hierarchical methods for classifica-
tion. Prins et al. [5] used Lagrangean Relaxation and Tabu Searchmethods to develop
a two phase approach for solving CLRP. This algorithm alternatively exchange the
information between a locating phase and a routing phase. In the first phase, the routs
and their customers are integrated in the form of a super customer and the problem
is transformed into a facility locating problem. Lagrangean relaxation is used to deal
with the allocation constraint in the facility locating problem. In the second phase,
Tabu Search method is used to develop the routing of the several obtained depots
from the first phase.

In [6] a combined method is used based on particle swarm optimization algo-
rithm to solve the problem. In [7] (GRASP+ELS) algorithm which is a combination
of greedy randomized adaptive search procedure and evolutionary local search is
employed for CLRP problem. Yu et al. [8] used heuristic simulated annealing algo-
rithm to solve CLRP problem. In order to improve the performance of the simulated
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annealing algorithm theyused three neighborhood structures. They claimed that using
this structure will improve the simulated annealing algorithm to solve CLRP prob-
lem. They used three neighborhood structures with probable selection to improve
the performance of the simulated annealing algorithm. Recently Nguyen et al. [9] in
their paper used greedy randomized adaptive search procedure with learning process
to solve CLRO in two levels. In other research, they also solved the same problem
using a method based on iterative neighborhood search algorithm and improved the
results of their previous research [10].

Although time window constraint has numerous applications in real world, little
attention has been paid to it in CLRP problem. Jabal-Ameli and Ghaffari-Nasab [11]
has modeled the location-routing problem in both hard and soft time windows and
by using a simple example has shown the credibility of their model. Nikhbakhsh and
Zegardi has studied the two level location-routing problem with soft time window
constraint. The authors of this article have employed a four-index mathematical
planning model and a heuristic method in order to solve this problem. By using the
relaxation Lagrangean method, they also obtained a lower bound for the problem
and compared it with the results of their heuristic algorithm.

The main purpose of this article is to add the time window constraint to the CLRP
problem in order to obtain a more practical solution. The time window constraint is
taken from the vehicle routing problemwith timewindow constraint (VRPTW). This
subject is called capacitated location-routing problem with hard time window (CLR-
PHTW). In this article first the mathematical modeling of the problem is discussed.
Next, considering the complexity level of the problem solution and inability of the
exact methods in solving problems with average and large dimensions in reasonable
time, a meta-heuristic algorithm based on variable neighborhood search is proposed
to solve the problem. The novel features of this article, is addition of waiting time
to the mathematical model in [11] for the capacitated location-routing problem with
hard time windows and designing a meta-heuristic algorithm to solve this problem.

The rest of the article is organized as it follows: in the second section, the prob-
lem is defined and its mathematical model is presented. In the third section, the
proposed algorithm and its details are explained. In the fourth section, the results of
the computational experiments are illustrated and finally the proposed algorithm and
the conclusion are described.

2 Problem Definition and Its Mathematical Model

In the capacitated location-routing problem with hard time windows, a set of cus-
tomers and a set of candidate points for construction of depots with predetermined
geographical coordination exist. The customer demand and capacity of depots is
known. All the transportation vehicles have the same capacity. Every customer is
assigned only one depot and one vehicle in order to receive his order, therefore
constraints for depots capacity and vehicle capacity should be considered.
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Every vehicle starts its tour from the depot and after delivering the service to the
assigned costumers, returns to the same depot. Every costumer has a predetermined
time interval [ei, li], where ei is the soonest time and li is the latest time to receive the
service from the vehicle. In the case of hard time windows, the customer receive the
service only in the determined interval and if the vehicle arrives sooner that the start
time, it should wait until the time window opens. The purpose is to minimize the
costs and to determine the suitable location for construction of depots and planning
the tours of the vehicles for each depot; such that the all customers’ demands is
provided [5].

In order to explain the mixed integer linear programming (MILP) of the problem,
first the symbols and parameters of the mathematical model are explained, and then
by adding the considerations about the interval of the timewindows to the capacitated
location-routing problem of Prins et al. [5], the problem under study is modeled.

Sets:

I The set of depot candidate points
J The set of customers
V The set of all points I ∪ J = V
K The set of vehicles

Model Parameters:

dj Demand of Jth customer
Oi Cost of opening the candidate depot i
Fi Cost of using a vehicle in candidate depot i
Cij Cost of traveling from point I to point j
tij Time of travelling from point i to j
Capi Capacity of candidate depot i
Q Capacity of each transportation vehile
T Maximum time during a tour
ei Soonest time to deliver service to point i
li latest time to deliver service to point i
Sti Time duration of delivering service the customer j
M A large number

Decision variables:

Atki Time required for vehicle k to arrive to point i
Wi Waiting time in point i
yi If candidate depot I is opened, one and otherwise zero
fij If the demand of customer j is provided by depot I , one and otherwise zero
Xk
ij If vehicle K goes directly from point I to point j, one and otherwise zero

Considering the above mentioned points, the mixed integer linear programming of
CLRPHTW is presented as below:



A Novel Meta-Heuristic Combinatory Method for Solving … 711

Minimize
∑

i∈IOi + yi
∑

i∈V +
∑

j∈V +
∑

k∈K + CijXk
ij +

∑
i∈I

∑
j∈I

∑
k∈KFiXk

ij (1)

Subject to:

∑
i∈V

∑
k∈KXk

ij = 1, ∀j ∈ J (2)∑
i∈V

∑
j∈JdjXk

ij ≤ Q, ∀k ∈ K (3)∑
j∈JdjYij ≤ capiyi, ∀i ∈ I (4)∑
i∈V

∑
j∈vtijX

k
ij ≤ T , ∀k ∈ K (5)∑

i∈s
∑

j∈sXk
ij ≤ |S| − 1, ∀S ⊆ J, k ∈ K (6)∑

j∈V Xk
ij−

∑
j∈vX

k
ji = 0, ∀i ∈ V, k ∈ K (7)∑

i∈I
∑

j∈JXk
ij ≤ 1, ∀k ∈ K (8)∑

m∈V Xk
im+

∑
h∈V Xk

ih ≤ 1fij, ∀i ∈ I, j ∈ J, k ∈ K (9)

Atki + Sti + Wi + tij − Atkj ≤ (1 − Xk
ij)M ∀i ∈ I, j ∈ J, k ∈ K (10)

ej ≤ Atkj + Wj ≤ li, ∀j ∈ J, k ∈ K (11)

Atki + Wj + Sti + tij − li ≤ (2 − y1 − Xk
ij) × M, ∀i ∈ I, j ∈ J, k ∈ K (12)

Atki = 0, ∀i ∈ I, k ∈ K (13)

Wi = 0, ∀i ∈ I (14)

Ati ≥ 0, ∀i ∈ V (15)

Wi ≥ 0, ∀i ∈ V (16)

fij ∈ {0, 1}, ∀i ∈ I, j ∈ J (17)

yi ∈ {0, 1}, ∀i ∈ I (18)

Xk
ij ∈ {0, 1}, ∀i ∈ I, j ∈ V, k ∈ K (19)

In this model, the objective function (1), minimizes the sum of depot costs and
routing costs which routing costs include vehicle and travelling costs. Constraint (2)
guarantees that every customer belongs to only one rout.

Constraints (3) and (4) are vehicle and depot capacity constraints. The maximum
time for travelling a tour is shown by expression (5). Constraint (6) is for eliminating
the sub tours. Constraint (7) guarantee the tours are continuous and constraint (8)
makes sure that every vehicle returns to the same depot from which it started the
tour. Expression (9) states that every customer is assigned to one depot, if there is a
tour that connects these two together.

Expression (10) shows the arrival time to one customer and to the next customer.
Constraints (11) and (12) guarantee that time windows of customers and depots are
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not violated. Constraints (13) and (14) determine the initial conditions of the waiting
time and arrival time variables for the depots. Constraints (15) and (16)make sure that
decision variables of arrival time and waiting time are positive and finally constraints
(17)–(19) state that other decision variables are binary. After defining the problem
and presenting its mathematical model, we propose a meta-heuristic method for the
solution.

3 The Proposed Solution Method

The proposed approach for solving CLRPHTW is a method based on variable neigh-
borhood searchmeta-heuristic algorithm. In the proposed algorithm, first generalized
Push-Forward Insertion Heuristic algorithm is used to generate the initial solution
for start of the proposed algorithm. The initial solution (S0) is used as the current
solution for the algorithm.Now themain algorithm starts based on the variable search
neighborhood algorithm. In order to have a better search of the solution space, the
simulated annealing algorithm is used in the framework of the variable neighborhood
algorithm. In the following the components of the newmethod are explained in detail
and in the end, the structure of the proposed algorithm is presented.

3.1 Variable Neighborhood Search Algorithm

VariableNeighborhood Search (VNS) algorithmfirstwas introduced byMladenovi’c
Hansen [12] in year 1997. Its pseudo code is provided in Fig. 1. The main idea of this
algorithm is to change theneighborhood structure during the search in order to prevent
trapping into local minimum. Because of simple implementation and acceptable
quality of the obtained results, this algorithm was soon recognized as a good method
for solving optimization problems. VSN algorithm starts the optimization procedure
by generating initial solution, defining neighborhood structures and using a method
for searching the neighborhood. The neighborhood structures of the algorithm are
shown by Nl, l = {1, 2, . . . , lmax}, where Nl is the lth neighborhood. After defining
the possible neighborhood structures, the order is determined. Two important points
at this stage are “selection of appropriate neighborhood structures and determination
of suitable structure order” (for example order based on size of the neighborhood
structures). Generating initial high quality solution, defining neighborhood structure,
determining neighborhood order and using the suitable method for local search, are
important factors which affects the quality of the solution results. The algorithm
starts searching by using the initial solution (S0) and until the termination criteria is
met, the main loop of the algorithm is iterated. The main loop of the VSN algorithm
includes two phases: moving phase and local search phase.

In the shaking phase, using the lth neighborhood structure, the algorithm moves
from the current solution to the neighborhood solution (S′). In the local search phase
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Fig. 1 Pseudo code for
variable neighborhood
search algorithm

by applying local searchmethods, searching is performed on the S′ solution until local
optimum is obtained. Now in the moving phase, if the optimum solution obtained
is better than the current solution S, will replace it and the search returns to Nl,
otherwise the next neighborhood structure (Nl + 1) is used to continue the search.
The search is continued until <lmax. Figure1 shows the pseudo code for variable
neighborhood search algorithm.

3.2 Simulated Annealing Algorithm

Simulated annealing algorithm (SA) is a heuristic method based on local search. This
algorithm is able to prevent trapping in a local minimum by accepting worse solution
with a lower probability. The acceptable quality of simulated annealing solutions has
motivated the researcher community to apply it for solving complex combinatorial
optimization problems in real world applications. The usage of simulated annealing
algorithm was made popular by Kirkpatrick et al. [13]. The basic idea of simulated
annealing is derived from annealing process of metals in metallurgy industry.

The process of optimization in simulated annealing, is the search for a solution
(near) of global minimum. The algorithm starts from a random solution as the initial
solution and the system temperaturewill be equal to this initial temperature (T = T0).
In every iteration, a solution in neighborhood of the current solution is obtained.
The objective function of the new solution is compared to the current solution. If
the solution is better it will replace the current solution and if it is worse, it will
replace the current solution by a probability which is obtained from the Boltzmann



714 A.A.R. Hosseinabadi et al.

Fig. 2 The pseudo code of
simulated annealing
algorithm

function exp(− �
KT ). This mechanism prevent the algorithm from being trapped in

a local minimum. In this relation � is the difference in objective function between
the current solution and the new solution, K is the Boltzmann constant which is
determinedbeforehand andT is the current temperature.Theprocess of neighborhood
search is continued until the number of iterations reaches to a predetermined value.
After this step, the system temperature is reduced. This process is continued until
the termination criteria is met [13]. The pseudo code of this algorithm is shown in
Fig. 2.

3.3 Generating the Initial Solution

The algorithm requires an initial high quality solution to start the search, therefore the
generalized PFIH algorithm for VRPTW in Solomon [14] paper is used to generate
the initial solution. The PFIH algorithm is one of the usual heuristic algorithms
for generating initial feasible solutions for solving the routing problem with time
window constraint. This algorithm, by considering timewindow and vehicle capacity
constraints, generates feasible solutions. The required steps for generating initial
solution are explained below:
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1. First all the customers are included in the list of uncounted customers.
2. Every customer in the list of uncounted customers is assigned to the nearest depot.

Now every depot which has the most customers in the nearby, will be opened.
3. From the uncounted list, considering the distance to the opened depot, customers

are assigned to that depot until the depot capacity is full.
4. After assigning the customers, the assigned customers will be omitted from the

uncounted list and the depot will be omitted from the candidate depot list.
5. If there is still any customer in the list of uncounted customers, return to step 2,

otherwise go to final step.
6. In this step, the proposed method by Yu et al. [8] for producing the initial solu-

tion for vehicle location-routing problem is employed. The initial solution of the
proposed algorithm will be used in a reasonable time for achieving high quality
solutions.

3.4 Representing the Solution and Calculating the Objective
Function

In order to implement the computer code of the algorithm, first a structure is required
to represent the solution of the problem. The structure for representing the solution,
makes the problem understandable for the computer. This structure should be able
to represent all the details of the solution clearly.

Designing the suitable structure has considerable role in performance of the algo-
rithm. The structure for representing the solution in CLRPHTW is similar to LPR.
If we have n customers, m construction sites for depots and k vehicles, then the
solution will be represented by an array with the following order: n customers which
are represented by 1, 2, . . ., n numbers, m depots which are represented by n + 1,
n + 2, . . ., n + m numbers and k − 2 zero elements. Figure3 illustrates a small
CLRP with 10 customers and 3 candidate construction sites for depots.

In this figure depots number 11 and 13 are opened. In this method for solution
representation, a depot is open when between this depot and the other depot there is
at least one customer in the solution representation. As the figure shows, customers
3, 5, 7, 2 and 1 are assigned to depot 1 and other customers receive service from
depot number 13. Also in this method of solution representation, every two depots
have two vehicle tours. For instance in the first tour of depot 11, the tour starts from
depot 11 and after delivery to customers 3, 5 and 7 respectively, the vehicle returns
to depot 11.

000100684131212075311

Fig. 3 Illustration of the employed solution for the proposed algorithm
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The important point is the violation of depot capacity constraint, vehicle capacity
and timewindows that may occur in this kind of solution representation. In this paper
in order to resolve this problem, a penalty term is added to the objective function to
eliminate the infeasible solutions. In this strategy, the penalty is proportional to the
extent that constraints are violated. In this paper, the parameters of P-vehicle, P-depot
and P-tw are defined for violating the vehicle capacity constraint, depot constraint
and time window constraint respectively.

3.5 Neighborhood Structures

In the proposed algorithm, four neighborhood structures are employed. The structures
used in this paper are the ordinary neighborhood structures for solving vehicle routing
problem with time windows. This four structures include Relocation operator, Swap
operator, Or-opt operator and 2-opt operator. The order of the applied neighborhood
structures is described below.

In the relocation operator, first two i and j elements in the solution array are
selected randomly, then the i element is moved and is placed in the location next
to element j. In the swap operator, after selecting two elements, they are replaced
in the solution array. Or-opt operator selects a tour and delivers service to three
customers and then places this chain in other location of the tour for improvement.
2-opt operator selects two tours from the solution array randomly, then divides each
tour in a randomly selected location, next replaces the customers from the first and
second parts of the first tour respectively with second and first parts of the second
tour in the current solution array.

3.6 The Proposed Algorithm for Solving CLRPHTW

After explaining the main components, in this section we completely introduce the
proposed algorithm for solving the location-routing problemwith hard timewindows.
First the algorithm starts the work with the initial solution S0.

The initial solution is considered as the current solution of the system (S = S0).
For solving the problem four neighborhood structures are employed. The algorithm
starts with the first neighborhood structure, l = 1. First in the shaking phase based
on the lth neighborhood structure, the algorithm moves from the current solution
S to the neighborhood solution S′. Now in the local search phase, a local search is
performed on the neighborhood solution S′ so that the local optimum S′∗ is obtained.
Neighborhood search in the proposed algorithm is performed employing the sim-
ulated annealing algorithm by using the lth neighborhood structure as the move-
ment operator in order to move to the neighborhood points. Here the length of the
Markov chain for neighborhood search with a certain neighborhood structure is
equal to N successive iterations without improvement in the objective function. In the



A Novel Meta-Heuristic Combinatory Method for Solving … 717

Fig. 4 The pseudo code of
the proposed algorithm for
solving the CLRPHTW
problem

movement or non-movement phase if the value of the objective function for local opti-
mum S′∗ is better than S, we set S = S′∗ and l = 1, otherwise the nest neighborhood
structure l = l + 1 is used. As long as l ≤ lmax the loop for variable neighborhood
search algorithm in a certain temperature is continued. Here lmax = 4, and after that
the temperature is updated according to the geometric reduction law (T = α × T).
The proposed algorithm is continued until the final temperature is achieved. The flow
chart of the proposed algorithm is illustrated in Fig. 4.

4 Computational Experiments

The proposed algorithm was programmed in C++ language on a Laptop with hard-
ware features of Core i5 2.53 GHz CPU and 4 GB RAM memory. Suitable initial-
ization of algorithm parameters have an important role on the quality of the obtained
results. Therefore some values are recommended for each parameter, then accord-
ing to Table1 the value of each parameter is varied while other parameters are kept
constant at their lowest possible value, and the quantity of the varying parameter is
adjusted based on the objective function and the required time to achieve the solu-
tion. After performing the above experiment on one of the generated examples, the
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Table 1 The proposed values for adjusting the algorithm parameters

Number Parameters Recommended values

1 Penalties 50, 100, 200, 500

2 N 0.5L (L − 1), L(L − 1), 2L(L − 1), 3L(L − 1)

3 T0 30, 50, 70, 100

4 α 0.9, 0.93, 0.95, 0.97, 0.99

5 Tfinal 0.001, 0.01, 0.1,1

6 K 0.1, 0.2, 0.5, 1

algorithm parameters were adjusted as it follows: all the penalty factors (every unit
of violating the depot capacity, vehicle capacity and time window) are considered
equal to 200 unit, the initial temperature (T0) was considered 50 ◦C and the final
temperature Tfinal was 0.001 ◦C. The reduction temperature factor (α) is 0.95 and the
Boltzmann constant is 0.2. The number of successive iterationswithout improvement
in the local search (N) is considered L(L − 1) where L is the length of the solution
array.

Since there is no benchmark example for the this algorithm, we need to generate
a number of examples. In this paper, assessment of the proposed algorithm is done
in two parts: in the first part some small size examples are employed to assess the
proper performance of the model and the algorithm and in the second part average
and large size examples are applied for evaluation.

4.1 Evaluation of Algorithm Performance in Small Size
Examples

In order to evaluate the validity of the mathematical model and the performance
of the proposed algorithm in small size examples, first some examples should be
generated. In this paper 10 small size examples including maximum 15 customers
and 5 candidate depot sites are generated. The examples are produced according
to the following procedure: 20 points are generated randomly in an area having
50 × 50 dimensions. The first 15 points are the customers and the other 5 points are
candidate sites to construct the depots. To generate the demands of each customer,
a number is generated randomly and with a uniform distribution in the interval [10,
20]. For the 15 customers, first a number in the interval of [0, 20] is generated
randomly as the soonest delivery time and then a number in the interval of [30, 35]
is generated randomly as the latest delivery time. The time window of each depot
is considered as [0, 100]. There are 10 transportation vehicles, all of them are the
same with the capacity of 80 products. Each depot have a capacity of 200 units and
the cost of using a depot is 200 unit. The maximum traveling time to destination for
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every vehicle is considered 200 time units. The traveling cost for every time unit is
considered 1 monetary unit. Table2 shows the location coordinates, time windows
and the customer demands in the above generated examples.

The generated examples in this part are different in the number of customers
and number of depot construction sites. For example in a problem with n customers
and m candidate depot sites (n and m are maximum 15 and 5 respectively) the n
first customers from the customers generated list and m first depots from the depot
candidate list are selected. All the other parameters for the examples are considered
equal.

The mathematical model for each of the examples are solved by the optimization
software GAMS 23.6 with CPLEX solver in a laptop with hardware specifications of
Core i5 2.53GHz processor and 4 GMRAMmemory in the time period of maximum
18,000s (5h).

In Table3, a comparison between the solutions of the proposed algorithm in a
single run and the solutions resulted from solving the mathematical model using the
software is presented. In Table3, the specifications of the 10 small size generated
examples are presented in the first three columns; the examples differ in number of
customers and number of candidate depot sites. In the three next columns, solution,
solution time and the status of the obtained solution by GAMS software are shown
respectively. In the status column, opt indicates the optimality of the solution and
time indicates the time constraint to achieve the solution. The next two columns,
the solution and time to achieve the solution by the proposed algorithm in a single
run are shown. The last column shows the deviation of the algorithm solution with
respect to the optimal solution in percent.

As it can be seen, the algorithm has reached to the optimal solution in the first 7
examples. In examples 8 and 9, the proposed algorithm has obtained solutions similar
to GAMS, but solutions in GAMS are obtained with the 5h’ time constraint; however
there is noguarantee that the obtained solutions are optimal. In the last example during
the defined time constraint, GAMS software even did not reach to a solution equal to
the proposed algorithm. consideringTable3, it can be concluded that: “as the problem
size increases, the required time to achieve the optimal solution increases intensely,
while the proposed algorithmhas the ability to achieve a satisfactory solution in a very
short time”. The obtained solutions show the validity of the presented mathematical
model. In the following part, the performance of the algorithm for average and large
size examples will be evaluated.

4.2 Evaluation of Algorithm Performance for Average
and Large Size Examples

Exact solution and obtaining the optimal results usually is not feasible expect for
some small size examples. In addition, because there is no method for solving the
capacitated location-routing problem with hard time window constraints, it is not
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Table 3 Comparison between GAMS software results and the proposed algorithm results

No
Problem

Number
of cus-
tomers

No depot Games Proposed Algorithm GAP (%)

Answer Time (s) Status Answer Time (s)

1 5 2 342.867 1.016 opt 342.867 0 0

2 7 2 457.845 16.782 opt 457.845 0 0

3 10 2 520.602 1801.34 opt 520.602 1 0

4 10 3 425.199 824.43 opt 425.199 1 0

5 12 2 524.147 12400 opt 524.147 1 0

6 12 3 428.981 14812.4 opt 428.981 2 0

7 12 5 387.127 17563 opt 387.127 2 0

8 15 2 631.029 18000 time 631.029 2 –

9 15 3 612.264 18000 time 612.264 2 –

10 15 5 626.015 18000 time 605.089 2 –

possible to compare the obtained results with previous method. Because of this, in
the present paper, the two proposed algorithms are compared to each other. The
first method which is called VSN algorithm, is the variable neighborhood search
method without applying the simulation annealing algorithm in its neighborhood
search structure. The second algorithm is called VNS+SA and employs the proposed
variable neighborhood structure and applies simulated annealing algorithm in its
neighborhood search structure.

Up to our knowledge, there is no benchmark example for capacitated location-
routing problem with hard time constraints. Therefore in this paper, some of the
benchmark examples in Solomon’s work [14] after applying some variations are
used as benchmark examples for CLRPHTW problem.

Solomon’s benchmark examples for vehicle routing problem with time window
constraint are available in [15]. Solomon [14] have proposed some benchmark exam-
ples for VRPTW problem as well. Their database is the most well-known database
for assessment of proposed algorithms’ performance for VRPTW problem and sim-
ilar problems. In their proposed examples, number of customers is equal to 25, 50
and 100. They considered 100 customers and 1 depot to generate the examples and
generated smaller size examples by considering the first 25 and 50 customers. They
classified their examples in three main categories: C, R and RC.

The geographical locations which are considered for examples of C category are
classified, for R category are random and for RC category are a combination of
both classified and random and are generated in 2 dimensions. In each category, the
customer and depot locations and customers’ demands are considered the same and
theyonly differ in timewindows.Each category has consisted of 1 and2 subcategories
and examples in subcategory 2 has wider time windows. The transportation vehicles
are the same with equal capacity and their quantity is known and limited.



722 A.A.R. Hosseinabadi et al.

To edit Solomon’s benchmark examples, 4 depots are added to examples with 25
customers and also 9 depots are added to other examples. All the depots have the
same capacity and costs. Generated examples for CLRPHTW are named by adding
letter M to the beginning of Solomon’s codes.

Every algorithm for every example is run 10 times and the best obtained answer
together with the run time is shown. In these tables, the example code, the best
obtained answer and the run time of both algorithms is presented. The last column is
the deviation percentage between the best obtained answer by VNS+SA algorithm
compare to VSN algorithm. If the obtained solution of VNS algorithm is S and that
of VNS+SA algorithm is S′, then the deviation percentage is calculated from the
following relation: GAP = s′−s

s × 100.
As it is indicated in Table4, in 7 examples out of 18 examples including 25

customers and 5 candidate depot sites, the solutions of the proposed algorithm are
equal to the solutions of the variable neighborhood search algorithmand in other cases
VNS+SA algorithm has resulted in better solutions compared to VNS algorithm. In
all the examples with 50 customers and 10 candidate depot sites except MC203
example, VNS+SA algorithm has resulted in better solutions compared to VNS
algorithm (Table5).

In order to improve the validity of the proposed algorithm, in examples with 100
customers and 10 candidate depot sites, in addition to comparing the solutions of
the proposed algorithms from the view point of the best obtained solution, Paired-
sampled T test is also used for statistical analysis. Because for every example and
every algorithm 10 runs are available, therefore the sample size for every example
and every algorithm is equal to 10 aswell. Herewe test the hypothesis of performance
improvement of HVNS algorithm compared to the proposed VNS algorithm. For this
purpose, we consider the hypothesis test below:

Null hypothesis: The average of results for the proposed VNS+SA algorithm is
equal to the average of results of the proposed VNS algorithm.

Alternative hypothesis:The average of results for the proposed VNS+SA algorithm
is lower than the average of results of the proposed VNS algorithm.

Since the statistical analysis in a meaningful level is 0.05 of the test, if the P-value
is lower than α = 0.05, there is no reason for accepting the null hypothesis. Table6
represents the results of performance evaluation of the two proposed algorithms
together with the results of statistical analysis of the paired-sample T test. In this
table, Sig.(2-tailed) column reports the P-value and the last column reports the paired-
sample T test value.

It can be observed from Table6 that the solutions of the VNS+SA algorithm are
better than VNS algorithm in all the 18 problems with 0.95 certainty level except
the 6th problem; by comparing the difference percentage between the best obtained
solution by VNS+SA algorithm and VNS algorithm, the same result is concluded.
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Table 6 Details of experiments for algorithm performance in examples with 100 customers and
10 candidate depots.

Code
example

VNS VNS+SA GAP
(%)

P-value Test results

Objective
function
value

Time Objective
function
value

Time

MC101 2889.65 162 2709.25 148 −6.66 0.006 To accept in
return for the
imposition of

MC102 2727.91 131 2664.98 150 −2.36 0.004 To accept in
return for the
imposition of

MC103 2732.63 104 2635.32 155 −3.69 0.012 To accept in
return for the
imposition of

MC201 2045.2 139 1999.64 155 −2.28 0.001 To accept in
return for the
imposition of

MC202 2041.44 130 1927.03 144 −5.94 0.014 To accept in
return for the
imposition of

MC203 2053.4 137 1958.14 139 −4.86 0.000 To accept in
return for the
imposition of

MR101 4257.25 112 4083.84 176 −4.25 0.005 To accept in
return for the
imposition of

MR102 3905.81 153 3829.73 197 −1.99 0.072 Re impose zero

MR103 3391.64 142 3297.53 160 −2.85 0.042 To accept in
return for the
imposition of

MR201 2616.21 146 2458.96 150 −6.39 0.000 To accept in
return for the
imposition of

MR202 2430.31 131 2384.63 155 −1.92 0.132 Re impose zero

MR203 2210.83 127 2051.59 154 −7.76 0.000 To accept in
return for the
imposition of

MRC101 4033.47 124 3907.27 157 −3.23 0.031 To accept in
return for the
imposition of

MRC102 3800.9 126 3519.61 149 −7.99 0.013 To accept in
return for the
imposition of

MRC103 3313.4 124 3290.72 168 −0.69 0.124 Re impose zero

MRC201 2946.97 95 2918.49 133 −0.98 0.072 Re impose zero

MRC202 2764.36 133 2784.52 147 0.72 0.365 Re impose zero

MRC203 2435.31 102 2454.5 138 0.78 0.616 Re impose zero
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4.3 Performance Evaluation of the Proposed Algorithm
in Solving the CLRP Problem

In order to test the performance of the proposed algorithm, we used the Prodhon’s
problems that are available in [16]. In these examples both the routs and depots
are capacitated. The algorithm is run 10 times and the best obtained solution is
compared to the solutions of previous algorithmswhich are available in the literature.
The best available algorithms in the literature for solving CLRP problem include:
GRASP algorithm [2], MAPM algorithm [3], LRGTS [5] algorithm, GRASP+ ELS
algorithm [7] and SALRP algorithm [8].

Table 7 Results of proposed algorithm in comparison with other algorithms
Code
example

BKS GRASP MAPM LRGTS GRASP+
ELS

SALRP Proposed
method

CPU
(sec)

GAP (%)

20-5-la 54,793 55,021 54,793 55,131 54,793 54,793 54,793 25 0.00

20-5-1b 39,104 39,104 39,104 39,104 39,104 39,104 39,104 22 0.00

20-5-2a 48,908 48,908 48,908 48,908 48,908 48,908 48,908 33 0.00

20-5-2b 37,542 37,542 37,542 37,542 37,542 37,542 37,542 38 0.00

50-5-1a 90,111 90,632 90,160 90,160 90,111 90,111 90,111 39 0.00

50-5-1b 63,242 64,741 63,242 63,256 63,242 63,242 63,242 40 0.00

50-5-2a 88,298 88,786 88,298 88,715 88,643 88,298 88,298 46 0.00

50-5-2b 67,308 68,042 67,893 67,698 67,308 67,308 67,308 37 0.00

50-5-2bis 84,055 84,055 84,055 84,181 84,055 84,055 84,055 33 0.00

50-5-
2Bbis

51,822 52,059 51,822 51,992 51,822 51,822 51,822 48 0.00

50-5-3a 86,203 87,380 86,203 86,203 86,203 86,456 86,203 54 0.00

50-5-3b 61,830 61,890 61,830 61,830 61,830 62,700 61,830 31 0.00

100-5-1a 276,960 279,437 281,944 277,935 276,960 277,035 275,919 245 −0.38

100-5-1b 214,885 216,159 216,656 214,885 215,854 216,002 214,646 289 −0.11

100-5-2a 194,124 199,520 195,568 196,548 194,267 194,124 194,677 381 0.28

100-5-2b 157,150 159,550 157,325 157,792 157,375 157,150 157,265 245 0.07

100-5-3a 200,242 203,999 201,749 201,952 200,345 200,242 200,247 218 0.00

100-5-3b 152,467 154,596 153,322 154,709 152,528 152,467 152,503 291 0.02

100-10-
1a

290,429 323,171 316,575 291,887 301,418 291,043 290,919 348 0.17

100-10-
1b

234,210 271,477 270,251 235,532 269,594 234,210 233,503 281 −0.30

100-10-
2a

244,265 254,087 245,123 246,708 243,778 245,813 244,253 312 0.00

100-10-
2b

203,988 206,555 205,052 204,435 203,988 205,312 203,988 237 0.00

100-10-
3a

250,882 270,826 253,669 258,656 253,511 250,882 251,120 388 0.09

100-10-
3b

204,597 216,597 204,815 205,883 205,087 205,009 205,578 295 0.48
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In Table7, the first column shows the code for each example. The first and second
characteristic numbers of the example indicate number of customers and number of
candidate depots respectively. The second column shows the best obtained solution so
far and the remaining columns show the obtained solution of the selected algorithms
in the history of the subject and the best obtained solution of the proposed algorithm.
In the end, the run time of CPU in seconds and the deviation from the best obtained
solution so far (GAP) are given. Table7 shows that the proposed algorithm in this
paper, was able to achieve the best obtained solution so far for 15 out of 24 cases, it
means that the deviation percentage from the best obtained solution is 0%.

The proposed algorithm in 3 cases has obtained results better than the best obtained
solution so far. The proposed algorithm has deviation between 0.02 and 0.48%
in the 6 remaining examples. Totally, the average deviation of the best obtained
solution for the 24 chosen benchmark examples is equal to 0.01%. The quality of the
obtained solutions and the reasonable time to achieve the solutions by the proposed
algorithm indicate that it can compete with other well-known algorithms for solving
the capacitated location-routing problem without time window constraint.

5 Conclusion

The capacitated location-routing problem is an important andwidely applied problem
inmanagement of supply chain and logistics. In this paper, in order to make the prob-
lemmore practical and realistic, the time window constraint is added to the problem.
In this paper, after setting the required assumptions, the problem was modeled with
all of its constraints and assumptions. Next, by considering the exponential complex-
ity of time for large problems and inability of exact optimization methods in solving
large size problems, a meta-heuristic method was applied to solve the problem. The
applied method to solve the problem is an approach based on variable neighborhood
decline algorithm. Since there was no benchmark example to assess the performance
of the algorithm, a number of examples were generated. Next, the performance of
the proposed combinatory algorithm for capacitated-location routing problem with
hard time windows and the validity of the presented model for this problem were
assessed. at the end, the algorithm performance for solving capacitated location-
routing problem without considering time windows was tested. The obtained results
demonstrated that the algorithm was capable of achieving appropriate solutions in a
reasonable time.
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