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Preface

Environmental problems such as air pollution and global warming have started to
be one of the main factors in the design and development of new vehicles. Using
fossil fuels and inefficient power producing technologies have increased these
problems. These fossil fuels will also be depleted in the near future. Therefore, there
is a need to develop more efficient, environmentally friendly, and economical
alternative technologies to be implemented in vehicles to create a sustainable future
and meet the consumer demands for tomorrow. Among the different types of
vehicles, aerial vehicles have a significant contribution in today’s global problems.
Not only aircrafts but also airports have serious effects on the pollution and other
environmental impacts in aviation industry. The emissions released to the atmo-
sphere from these vehicles and airports not only cause environmental problems but
also threaten the human health as a result of the consequences of these problems.
On the other hand, aviation is one of the biggest industries that consume a sig-
nificant amount of energy. Improving the energy conversion efficiency using
alternative technologies and renewable energy resources plays a key role for sus-
tainability. The cost of the materials of the components used in the aerial vehicles
and the fuel cost must also be decreased to increase the usage of these vehicles
instead of other ways of transportation. Hence, aviation should be handled in detail
with respect to new technologies and resources considering energy, environmental,
economic, and sustainability effects.

This edited book entitled “Sustainable Aviation – Energy and Environmental
Issues” focuses on alternative and sustainable energy solutions, modelling, planning
and optimization in aviation, and aerodynamic features. This book contains 31
uniquely selected papers out of the conference papers presented in the International
Symposium on Sustainable Aviation (ISSA-2015), which was held in Istanbul,
Turkey on 31 May–3 June 2015. ISSA-2015 was an international, multi-
disciplinary symposium, aimed to address current issues in the field of aviation
such as improving aircraft fuel efficiency, fostering use of biofuels, minimizing
environmental impact, mitigating GHG emissions and reducing of engine and
airframe noise.
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This book provides different engineering solutions and methodologies for sus-
tainable aviation. Policies of the environmental considerations in the aviation
industry and ways for the solutions found to decrease environmental impacts are
discussed. This book also focuses on modeling applications, biofuels for aerial
vehicles, avionics and control systems, eco-design approaches, and several design,
management, and planning aspects in the aviation industry. All of them are required
tools to provide better energy efficiency and, of course, to decrease the negative
impacts of environmental problems. Applications of alternative technologies such
as fuel cells and renewable energy resources in aviation industry can also be found
in this book.

We hope that this edited book will provide a unique source of sustainable
aviation with a prime focus on energy and environmental issues. We sincerely
appreciate the contribution of the authors and the assistance provided by the con-
ference organizing committee members in the preparation of this book.

Turkey T. Hikmet Karakoc
M. Baris Ozerdem

M. Ziya Sogut
Can Ozgur Colpan

Onder Altuntas
Emin Açıkkalp
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Chapter 1
Power Flow Application on an Air Vehicle
Electrical Power System

Gurkan Soykan and Eren Baharozu

Abstract Recently, aircraft power systems have started to change enabling more
electric aircraft (MEA) concept which aims to replace pneumatic, hydraulic systems
with electrical ones as much as possible. Based on this approach, required power
generation and distribution amount inside a platform increase, where MW level
power generation capacities are seen in current commercial aircraft. As a result of
this amount of power, there are some key issues for MEA related with power such
as quality, sustainability, and power flow. This paper focused on establishing an
analyzing environment for studying these parameters. By using load flow analysis
based on Newton–Raphson method, voltage magnitudes and angles at each bus,
losses and the power flows at each branch were calculated under a given different
sample load conditions on a generic commercial air vehicle. Matlab environment
was used to analyze the system in this study. Some of the simulation results have
been presented and obtained electrical power system values were evaluated.

1.1 Introduction

More electric aircraft concept has attracted more attention since the last two decades
as a new trend in aviation industry. The main reasons of its popularity can be
expressed as its performance, efficiency, and reliability (Emadi et al. 2000; Naayagi
2013). Although MEA has crucial advantages than traditional aircrafts, the sus-
tainability and the efficiency of the system should be studied carefully (Purelku
et al. 2011). To ensure the sustainability, system should be free from main faults
such as overloaded lines and voltage values which exceed upper or lower limits.
Line power flow capacities and bus voltages should be chosen reasonably to pre-
vent these faults and provide sustainability. Also these reasonable parameters affect
the general efficiency of the system positively. In order to analyze these, power flow
method has been used for decades for general electrical power systems.

G. Soykan (&) � E. Baharozu
Bahçeşehir Ünivesitesi, Istanbul, Turkey
e-mail: gurkan.soykan@eng.bahcesehir.edu.tr

© Springer International Publishing Switzerland 2016
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Power flow analysis also known as load flow analysis should be performed in the
design phase of a system or during upgrade of a system such as changing con-
sumers via modernizations. Also, different load conditions of the system should be
tested in order to evaluate its effect to system (Dhar 1982). To obtain solution
related with power flow analysis, iterative methods must be used owing to nonlinear
equations of power flow studies (Saadat 2006; Acha et al. 2004). In the electrical
power field, one of the most currently used methods is the Newton–Raphson
method.

The origin of the solutions based on Newton–Rapshon method goes back to
1967 (Tinney et al. 1967). Since then it has become one of the most famous
methods due to its reliability and its rapid convergence speed. That is why Newton–
Rapshon method was also used in this study. Based on Newton–Raphson tech-
nique, results of two different loading conditions on a simplified power system of
MEA are demonstrated in this study.

1.2 MEA Power System

A typical MEA power system consists of AC and DC subsystems. The DC sub-
system is used mainly for both connecting the AC system and providing the nec-
essary power to DC type loads. For simplicity, the DC subsystem is shown as AC
load in this study. Figure 1.1 indicates a simplified portion of a generic commercial
air vehicle electrical power system that is generated to study the effectiveness of the
proposed method. There are two generators supplying power to the system without
synchronization. Only during a generator fault, functioning generator takes the
loads of other generator. Tables 1.1 and 1.2 indicates the electrical parameters of
upper branch and during the simulation only this branch is considered in order to
just show the applicability of the proposed method.

Fig. 1.1 A typical AC power
system architecture for
aircraft

Table 1.1 Parameters of
cables for the given power
system of aircraft

Line no. L1 L2 L3

Resistance, R (pu) 0.0025 0.007 0.014

Reactance, X (pu) 0.031 0.064 0.068

4 G. Soykan and E. Baharozu



Differently from the conventional circuit analysis, oneline diagram and per-unit
system are used in a load flow analysis (Dharamjit et al. 2012). Thus, the param-
eters such as power, voltage, reactance, and resistance values are converted into
per-unit form using base values. Their base values are given in Table 1.3.

1.3 Bus Types

In a power system, a bus is a node at which is connection of lines, loads, and
generators. Each bus has four main quantities: active power, reactive power, voltage
magnitude, and phage angle of voltage. In load flow analysis, two of these four
quantities are known and remaining two are obtained at the end of the analysis.
Buses are categorized into three groups which are PQ bus (load bus), PV bus
(Voltage controlled bus), and Slack bus (Swing bus). Their known and unknown
quantities are indicated in Table 1.4.

• PQ Bus: There is not any connected generator in this bus. Thus, generated active
power (Pg) and generated reactive power (Qg) are zero for this type of buses. It
only has active power (Pd) and reactive power (Qd) which drawn from bus
thanks to loads. Because of the fact that known terms are P and Q, such buses
are called PQ bus.

• PV Bus: In such type buses, there is a generator connected to the bus. Thus,
active power generation and the voltage magnitude of the bus are controlled in
this type of buses. Qg cannot be controlled or specified because it depends on the
system configuration. Hence, known terms are P and |V| in such buses, they are
called PV bus.

• Slack Bus: Slack buses are used in order to provide required losses into the
power system. The voltage angle of this bus is usually chosen as 0. The reason
of this is to set the reference against to all other phase angles which are cal-
culated. The voltage magnitude of this bus is also known. Generally it is taken
as 1.0 pu in the load flow studies.

Table 1.2 Parameters of buses for the given power system of aircraft

Bus no. Active power (pu) Reactive power (pu) Voltage mag. (pu) Voltage angle (rad.)

1 – – 1.0 0.0

2 0.24 0.18 – –

3 1.17 0.56 – –

4 0.38 0.24 – –

Table 1.3 Base values of
parameters for the given
power system of aircraft

Power (S) Voltage (V) Impedance (Z)

Base value 100 kVA 200 V 0.4 Ω

1 Power Flow Application on an Air Vehicle Electrical Power System 5



1.4 Newton–Raphson Load Flow Technique

Newton–Raphson load flow technique is used to solve the power flow equations.
Active and reactive power equations for ith bus can be written by using general
power flow equations given by Eqs. 1.1 and 1.2.

Pi ¼
Xn

j¼1

Vij j Vj

�� �� Yij
�� ��cos di � dj � hij

� � ð1:1Þ

Qi ¼
Xn

j¼1

Vij j Vj

�� �� Yij
�� ��sin di � dj � hij

� � ð1:2Þ

Using Taylor series, first-order approximations in the matrix form can be
obtained which is given by Eq. 1.3.

DP
DQ

� �
¼ J xð Þ Dd

DV

� �
ð1:3Þ

Here J(x) is the Jacobian matrix and formulated as follow Eq. 1.4.

JðxÞ ¼

@f1 xð Þ
@x1

@f1 xð Þ
@x2

� � � @f1 xð Þ
@xn

@f2 xð Þ
@x1

@f2 xð Þ
@x2

� � � @f2 xð Þ
@xn

..

. ..
. . .

. ..
.

@fn xð Þ
@x1

@fn xð Þ
@x2

� � � @fn xð Þ
@xn

2

66664

3

77775
ð1:4Þ

Table 1.4 Known and unknown information of four quantities for different bus types

Bus
type

Active power
(P)

Reactive power
(Q)

Voltage mag.
( Vj j)

Voltage angle
(d)

PQ Known Known – –

PV Known – Known –

Slack – – Known Known

6 G. Soykan and E. Baharozu



where;

fðxÞ ¼

P2 xð Þ
..
.

Pn xð Þ
Q2 xð Þ

..

.

Qn xð Þ

2
666666664

3
777777775

; x ¼

d2
..
.

dn
V2j j
..
.

Vnj j

2
666666664

3
777777775

Also, the terms DP kð Þ
i and DQ kð Þ

i for Eq. 1.3 are the differences between the
scheduled and calculated power values. Their formulas are given as Eqs. 1.5 and 1.6.

DP kð Þ
i ¼ Psch � PðkÞ

i ð1:5Þ

DQ kð Þ
i ¼ Qsch � QðkÞ

i ð1:6Þ

In Newton–Raphson method, terms in the Jacobian matrix and the terms of DP
and DQ must be recalculated at each iteration, and then Dd and DV values must be
resolved at each iteration. After finding Dd and DV values, solved D value is added
to old value of unknown terms to find new unknown terms which are the terms in
the x-vector until the difference between unknown values of last two iterations is
less than specific tolerance. Also, in the first iteration, the initial values for unknown
variables are needed to start the solution. One of them is that unknown d values
must be equal to zero. Other one is that unknown Vj j values must be equal to 1.
After all these calculations, voltage magnitude, and angle for each bus are found.
Then active and reactive power values are calculated for each bus by using voltage
magnitudes and phase angle.

1.5 Results and Discussion

The power flow analysis, for the given system in Fig. 1.1, was simulated on Matlab
environment by considering full- and half-load conditions and results are given in
Tables 1.5 and 1.6. These results can be used for performance enhancement of the
system by comparing with available standards such as bus voltage limits, reactive
power loading of the system. Depending on loading condition, the power loss on
the line is different. When the load is decreased, the power loss also goes down.

Results of power flow analysis obtained in this study are very useful in terms of
many aspects. Especially in design phase of air vehicle defining the related
parameters such as bus voltages, active and reactive loading of buses and line
loadings via power flow analysis will help to find optimum design parameters of
subsystem components such as proper sizing of protection equipment, wire sizing,
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and to define available further loading limits at each buses, which are all going to
provide feedback for air vehicle power generation and distribution system design.

A fast algorithm with enough solution time cycle can provide online monitoring
and maybe useful for active load management of system by sensing the line and bus
capacities and switching the loads in order to enable more efficient operation. In
addition to those, this study provides a base for stability analysis of the system.

1.6 Conclusions

In summary, the proposed power flow method on electrical power systems of air
vehicles is able to provide results that can be useful for designing and verification of
systems especially in terms of performance and their sustainability. This will also
allow to study such as different loading condition, disturbance effects, stability of
the system, and protection effects on the system parameters. The proposed solution
also provides feedback for air vehicle power generation and distribution system
design parameters. In this context, it seems that it is a useful scheme to guide
system design.
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Chapter 2
Investigation of Renewable Energy
Sources for Airports

Süheyla Yerel Kandemir and Mustafa Özgür Yaylı

Abstract Renewable energy sources such as wind energy, solar energy, geother-
mal energy, and biomass energy are significant energy sources in the world. Some
airports, using these sources will be less dependent on fossil fuels and less influ-
enced in environmental pollution. In this study, important renewable energy sources
including wind energy, solar energy, geothermal energy, and biomass energy were
examined. After that renewable energy sources were investigated for the airport
area. Finally, this study showed that the benefits of renewable energy sources for
the airports.

2.1 Introduction

The global aviation community is continuously studying and increasingly adopting
sustainable practices into their airport management plans (Giustozzi et al. 2012).
Sustainability in global aviation has been enforced over last decades through var-
ious practices such as engine emissions reduction, low noise departing, recycling
practices, waste management, and renewable energy sources utilization.

Energy consumption is one of the important problems for the world (Oktay
2009). The airport buildings present significant importance from the energy use
point of view. This is due to the architectural and structural particularities (huge
glass window and high ceilings) and also the kind of usage (continuous movement
of large groups of people) (Koroneos et al. 2010).

While the world population today is four times more than that of the twentieth
century, the primary energy consumption has grown about 10 times, up to 10,345
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mtoe in 2002. At that time, the amount of energy was mainly achieved from fossil
fuels (Ozgur 2008; Yerel and Ersen 2013).

Fossil fuel (i.e., coal, oil, and natural gas), led economic growth, through its
releases carbon dioxide (CO2) into the atmosphere, is considered to be the main
driver behind global warming and climate change (IPCC 2007; Stern 2006).
Increased concern over issues related to energy security and global warming sug-
gests that in the future there will be a greater reliance on renewable energy sources
(Salim and Rafiq 2012).

Renewable energy sources are clean technologies, as they generate very little
waste and have a minimal environmental impact. Not only do they reduce the
portfolio’s CO2 emissions, but also contribute to reducing other pollutant gas
emissions, such as particulate matter, sulfur, nitrogen oxides, and volatile organic
compounds (VOCs) (Johansson 2013; deLlano-Paz et al. 2015).

In this study, some of the renewable energy sources including wind energy, solar
energy, geothermal energy, and biomass energy are examined for airports.

2.2 Energy Needs for Airport

One of the most important factors that take an active role in achieving such
development level is energy. Energy, which is the requirement of sustainable
development, can only be an impulsive force in industrialization and overall
development of societies if it is supplied on time, with sufficient quantity and under
reliable economic conditions, and considering the environmental impacts (Yilmaz
2008; Yerel 2014).

The extent to which different energy sources are available in a particular state or
region conditions the way in which it produces electricity. All territories strive to
access to energy resources safely, permanently, and at a reasonable cost, and to
increase their energy efficiency, which also means less pollution (Omer 2008;
Dincer 2000; Valentine 2011; deLlano-Paz et al. 2015).

The building sector is one of the world’s largest energy consumers. It has been
estimated that buildings consume 40 % of the world’s energy and generate 33 % of
the carbon dioxide emissions (Prez-Lombard et al. 2008).

Heating, ventilation, and air conditioning (HVAC) systems are one of the major
building energy consumers, which account for almost one-half of the total building
energy use (Huang et al. 2015).

Airports are high energy- and power-intensive investments both during their
construction and operation (Kilkis 2014). And the energy needs of the airport in the
areas of lighting, heating, and cooling (Koroneos et al. 2010).

Renewable energy source is one of the important clean, safe, and low-cost
energy sources in the world. Wind energy, solar energy, geothermal energy, and
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biomass energy are significant renewable energy sources. The energy sources have
been used over last decades in the airports.

2.3 Renewable Energy Sources

Energy is an indispensable need in our everyday life. Man started to use energy in
its primitive and basic forms (like burning straws, firewood, etc.) hundreds of years
ago and he still uses energy nowadays in its modern and sophisticated forms
(Khalfan and Imrek 2015).

Energy resources will play an important role in the world’s future. Energy is a
significant factor for economic development and social prosperity of countries. The
World Energy Forum has predicted that fossil-based oil, coal, and gas reserves will
be exhausted in less than another 10 decades. Fossil fuels account for over 79 % of
the primary energy consumed in the world, and 57.7 % of that amount is used in the
transport sector and are diminishing rapidly (Kumar et al. 2010). But with
increasing air pollution, global warming concerns, diminishing fossil fuels, and
their increasing cost have made it necessary to look towards renewable sources as a
future energy solution (Chicco and Mancarella 2009; Grigoras and Scarlatache
2015).

There are many alternative new and renewable energy sources which can be
used instead of fossil and conventional fuels. The energy resources have been split
into three categories: fossil fuels, renewable resources, and nuclear resources
(Demirbas 2000; Koua et al. 2015).

An efficient utilization of renewable resources has a significant potential in both
stimulating the economy and reducing pollution. It could boost the economy with
direct business benefits, increasing the overall capacity of regional players in
enhancing science and technology based development. Despite the immense ben-
efits from utilization of RES, their use is not exploited to the full potential due to
technical, economic, and social constraints (Patlitzianas and Karagounis 2011;
Colesca and Ciocoiu 2013). The renewable energy sources such as wind energy,
solar energy, geothermal energy, and biomass energy can be used to overcome
energy requirement in the airports.

2.3.1 Wind Energy

Wind is one of the fastest growing energy sources, and is regarded as an important
alternative to traditional power-generating sources (Dursun and Alboyaci 2011).
Wind energy is known as a renewable and environmental friendly energy source.
The technology converting wind energy to other energy types is more economical
compared to other conversions. It does not have transportation problem and does
not require a high technology to utilize (Ilkilic and Nursoy 2010).
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2.3.2 Solar Energy

Solar energy is the portion of the sun’s energy available at the earth’s surface for
useful applications, such as exciting electrons in a photovoltaic cell and supplying
energy to natural processes like photosynthesis. Solar energy consists of two parts:
extraterrestrial solar, energy which is above the atmosphere, and global solar
energy, which is under the atmosphere. This energy is free, clean, and abundant in
most places throughout the year and is important especially at the time of high fossil
fuel costs and degradation of the atmosphere by the use of these fossil fuels (Khatib
et al. 2012).

2.3.3 Geothermal Energy

Geothermal is the energy generated from heat stored in the earth, or the collection
of absorbed heat derived from underground. Immense amounts of thermal energy
are generated and stored in the Earth’s core, mantle, and crust (Kumar et al. 2010).
Geothermal energy, a relatively benign energy source when compared with other
energy sources due to reduction in greenhouse gas emissions, is used for electricity
generation and direct utilization (Komurcu and Akpinar 2009).

2.3.4 Biomass Energy

Biomass is basically a stored source of solar energy initially collected by plants
during the process of photosynthesis, whereby carbon dioxide is captured and
converted to plant materials mainly in the form of cellulose, hemicelluloses, and
lignin. Biomass includes crop residues, forest, and wood process residues; animal
wastes including human sewage, municipal solid waste food processing wastes,
purpose grown energy crops, and short rotation forests (Bilgili and Ozturk 2015).

2.4 Renewable Energy Sources in the Airports

Renewable energy sources like wind energy, solar energy, geothermal energy, and
biomass energy is used in the airports.

The Makedonia airport of Thessaloniki, Greece could easily utilize the renew-
able energy sources that are available in the area. The renewable energy sources
include solar energy, geothermal energy and biomass (Korones et al. 2010).
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Nedaei (2012) is assessed 2 years study of wind data in Abadan Airport. The
dataset has showed that this site is suitable for installation and development of large
and commercial wind turbines.

Amsterdam Airport Schiphol with its 48 million passenger movements per year
was taken as a challenging case. The Schiphol Group has the ambition to develop
its properties and business park areas in a sustainable and socially responsible way.
The results show that it is possible to create a multifunctional, sustainable and
comfortable urban area in which the electric mobility is very well integrated. It can
be stated that the sustainable urban development is becoming more feasible by the
clever combination of renewable energy, electricity grid design, inductive Park and
Charge and customized electric vehicle services (Silvester et al. 2013).

2.5 Conclusions

Renewable energy is one of the important energy sources in the world. An accurate
investigation of energy consumption is a significant factor in the determination of
energy issue. In this study, renewable energy sources like wind energy, solar
energy, geothermal energy, and biomass energy were reviewed. The study pre-
sented that beneficial of renewable energy sources for the airports.
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Chapter 3
Investigation of the Effect of Canola
Methyl Ester on Cyclic Variation
Using Wavelet Analysis Method

Şükran Efe and M.A. Ceviz

Abstract Diesel engines are the most commonly used internal combustion engine
in transportation, power generation, and other industries. Combustion in the diesel
engines takes place at high temperatures due to the high compression ratio, and
therefore high energy is obtained when diesel fuel is used. But the most commonly
used alternative fuel diesel engines is biodiesel today. The market share of biodiesel
is on the rise because of the increasing damage of diesel and decreasing oil reserves
to the environment. In this study, cyclic variation that occurred when canola bio-
diesel (canola methyl ester) that is produced by transesterification method was used
as diesel fuel was investigated. Three different biodiesel ratios, B20, B50, and B100
were used in the study. In interpretation cyclic variations wavelet analysis method is
used and all results are compared with diesel fuel. It is concluded that the use of
biodiesel in diesel engines has positive effect on cyclic variation and this effect
increases with the increasing ratio of biodiesel in the mixture.

3.1 Introduction

Use of fossil fuel due to the high energy potential is clearly bigger, when today’s
energy sources are examined. And the use of fossil fuels increases day by day due to
the growing energy demands. This increase causes both reducing reserves and
increasing harmful effects on the environment of the fossil fuel.

Diesel engines are the most commonly used internal combustion engine (ICE) in
transportation, power generation, and other industries. Combustion in the diesel
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engines takes place at high temperatures due to the high compression ratio, and
therefore high energy is obtained when diesel fuel is used. Diesel engines have
greater harm to the environment despite of high power generating capacity. NOX

emission occurs due to high combustion heat has the most important impact on the
environment. NOX emission reacts with hydrocarbons under ultraviolet sunlight
and produce photochemical smog. The smog damages the ozone layer and the
respiratory system of human and animals. NOX emissions are known as the main
source of acid rain (Lin and Lin 2007, 2008).

In order to reduce the harmful effect of diesel engines on the environment, it has
become inevitable to use the alternative fuel in diesel engines. Geopolitical situation
of the fossil fuel is one of the other important reasons for the alternative fuel
research.

The first study related to the alternative fuels was carried out by Dr. Rudolf
Diesel who is the inventor of the diesel engine. Dr. Diesel showed that diesel engine
can run with 100 % nut oil at the World Exhibition in 1900. Although importance
of Dr. Diesel’s study was not fully understood in those years; his study is a leading
milestone in alternative energy sector. Researchers who were inspired by the
alternative fuel research of Dr. Diesel started their studies on vegetable oils. They
determined that use of vegetable oil in diesel engines for long duration was not
suitable due to the high viscosity of oils. However, we can see some studies that
carried out on vegetable oils, particularly in emergency situations in the past years.
For example, in China vegetable oils were used with pyrolysis process in World
War I (Chang and Wan 1947), in Brazil cottonseed oil was used instead of diesel
fuel, and in Japan soybean oil was used as replacement fuel in a warship in the
World War II (Knothe 2009).

High viscosity of vegetable oils has been reduced by approximately ten times
and was brought to close to the diesel fuel as a result of the studies on alternative
fuels. The new low-viscosity alternative fuel that is known as biodiesel today was
obtained by virtue of these efforts.

Rajasekar et al. (2010) stated that “The American Society for Testing and
Materials (ASTM) defines biodiesel fuel as mono alkyl esters of long-chain fatty
acids derived from renewable lipid feed stocks, such as vegetable oils or animal
fats, for use in diesel engines”.

Although the properties of biodiesel, like renewability and environmentally
friendliness make it superior than diesel fuel, higher NOX emissions and the dif-
ficulty of starting at low temperatures are the disadvantages of it. Therefore, many
studies have been carried out to eliminate these negative features. Use and pro-
duction of biodiesel is continuously increasing today all over the world. Global
biodiesel potential is shown in Table 3.1 (Atabani et al. 2012).

Engine power is associated with the maximum pressure in the cylinder of an
ICE. When the pressure values examined, it was seen that pressure vary from
cycle-to-cycle or from cylinder-to-cylinder. This event is defined as cyclic variation
that occurs both in diesel and gasoline engines which causes to reduce the engine
output power, unstable operation, vibration, and noise. Therefore, the cyclic vari-
ation is not desired by the engine designers (Ceviz et al. 2012). There are three
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reasons for cyclic variation which are: (1) the change in the movement of the
mixture in the cylinder during ignition time, (2) the change in the quantity of the
air-fuel mixture during the intake of each cylinder, and (3) the differences between
the exhaust gas and charge mixtures inside each cylinder, especially during the
ignition advance (Heywood 1988).

3.2 Wavelet Analysis Method

It is difficult to analyze a situation by examining a time series because of many
periodic components. Therefore, the data must be moved to the frequency domain
from the time domain. Frequency domain provides information about the signal and
about the physical forces behind it. There are many mathematical methods that
translate a signal from the time domain to the frequency domain such as Wigner
distribution, Fourier transform, Hilbert transform, and radon Transform. Among
them, Fourier transform is the most known and the most commonly used one
(Oppenheim et al. 1997; Proakis and Manolakis 2010).

Fourier Transform converts the signal from the time domain to the frequency
domain because it calculates the different frequency of a signal. However, when the
signal is converted to the frequency domain many characteristics information in the
time domain is lost. In other words, the moment of a special event cannot be
detected. This disadvantage might be ignored if the time domain characteristics of a
signal do not change over time. But, most of the signals may have important critical
irregularities that can be the central focus of the analysis. Wavelet analysis method
(WAM) is used due to this drawback of the Fourier transform. WAM determines
the time of sudden changes such as broken time, edge detection, space, etc., in the
signal (Valens 1999).

The basis of WAM was introduced in 1805 by Joseph Baptiste Fourier. Alfred
Haar used the wordWavelet in his doctoral thesis in 1909. Details of the bases of this

Table 3.1 Global biodiesel potential (Atabani et al. 2012)

Rank Country Biodiesel potential (ML) Production ($/L)

1 Malaysia 14.540 0.53

2 Indonesia 7.595 0.49

3 Argentina 5.255 0.62

4 USA 3.212 0.70

5 Brazil 2.567 0.62

6 Netherlands 2.496 0.75

7 Germany 2.024 0.79

8 Philippines 1234 0.53

9 Belgium 1213 0.78

10 Spain 1.073 1.71
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theory were first put forward by a study group of Marseille Theoretical Physics
Centre under the guidance of Alex Grossmann and Jean Morlet in 1985 (Abbak
2007).

The most important property of the WAM is that it can analyze the signal
locally. In other words, it can analyze large variations in the signal that occurs in a
short-time interval. For example, a discontinuity occurring in a signal can be lost in
the Fourier transform, but the exact location of this discontinuity can be detected
with the WAM.

What makes the WAM different from the Fourier method is that the WAM
carries a signal from time-frequency domain to time-scale domain. The domain is
defined by the window of observation but not by the signal lines. Signals with low
frequency are analyzed in longer time intervals while shorter time intervals are
sufficient for signals with higher frequency (Graps 2006).

Wavelet functions that are the basis of WAM are used to determine orthogonal
or non-orthogonal functions, mostly orthogonal ones (Torrence and Compo 1998).
A wavelet function ðw tð ÞÞshould have zero mean and finite energy at Eq. 3.1 (Sen
et al. 2008).
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w tð Þdt ¼ 0
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The wavelet functions used in the WAM process is a waveform that is effective in
a limited time. A wavelet function is obtained by changing translation parameter (τ)
and the scale parameter (s) from a mother wavelet ðwÞ. There are 15 different kinds
of mother wavelet functions. They change according to the characteristics of the
sequence to be analyzed. Haar, Mexican Hat, Meyer, Gaussian, and Morlet are the
most popular ones among them. Properties of each function are different from each
other (Torrence and Compo 1998).

There are two wavelet analysis methods: continuous wavelet analysis method
(CWAM) and discrete wavelet analysis method (DWAM) (Valens 1999).

Wavelet Power Spectrum (WPS) represents the energy contained in a signal at a

certain scale in a certain time interval and it is represented by CWAMðs;sÞ
� �2h i

.

WPS represents the temporal variations. Fluctuations at various scale and frequency
are better represented (Ceviz et al. 2012; Sen et al. 2008).
Global Wavelet Spectrum (GWS) provides additional information about the
spectral properties of a time series. GWS is obtained as the average of the WPS on a
given signal (Ceviz et al. 2012; Sen et al. 2008).
Cone Effect is used to eliminate the error in the time series that is panned. The
values obtained other than by cone effect can be unreliable and should be inter-
preted carefully (Ceviz et al. 2012; Sen et al. 2008).
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3.3 Experiments

3.3.1 Biodiesel Production

In the transesterification method, canola vegetable oil, methyl alcohol (CH3OH),
and potassium hydroxide (KOH) are used as oil, alcohol, and catalyser, respec-
tively. The outcomes are the canola methyl ester and glycerol. In the reaction, 20 %
alcohol in volume and 1 % catalysis in weight are used. The batch is kept at 56 °C
and duration of the reaction was 60 min (Fig. 3.1a). The resulting mixture that
consists of biodiesel, glycerol, and other substances, like tri-di glycerol, catalysis,
methyl alcohol is then purified (Fig. 3.1b). The final product is biodiesel and it is
ready to use in a diesel engine (Fig. 3.1c).

3.3.2 Engine Test

Engine tests are performed with a four-stroke two cylinders direct injection diesel
engine (SuperStar, Motosan Motor Sanayi ve Ticaret A.Ş., Istanbul/TURKEY),
with 1/17 compression ratio, 1.54 dm3 cylinder volume, and power of 28 HP. The
fuels, DF (diesel fuel), B100 (100 % biodiesel), B50 (50 % biodiesel and 50 %
diesel), and B20 (20 % biodiesel and 80 % diesel) are tested with this engine.
A quartz pressure transducer (KISTLER 6117BDF17) is attached to the combustion
chamber of one of the cylinder and the pressure signals are transferred to a com-
puter with a cable. The crank shaft angle is measured with optical devices. The
pressure and the crank shaft angle data are stored in a personal computer with the
help of a data acquisition card (National Instruments, M series, 6250 model, 1.25
MS/s DAQ). The cyclic variations are analysed with WAM using the recorded

Fig. 3.1 Production of biodiesel
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pressure data. Pressure data was obtained at 1400 rev/min engine speed. The
schematic experimental setup for engine test is shown in Fig. 3.2.

3.3.3 Wavelet Analysis Method

The pressure signals in a cylinder (Pmi) are processed with the wavelet software to
analyze the cyclic variations. In WAM, the Morlet wavelet with central frequency
of ω0 = 6 which provides a good compatibility between frequency and time is used.

Fig. 3.2 Schematic of engine system. 1 Engine, 2 hydrolic brake, 3 control unit, 4 exhaust emiss.
equ., 5 Soot metre equ., 6 fuel line, 7 scales, 8 fuel tank, 9 crank pos. sensor, 10 temperature
sensor, 11 pressure sensor, 12–14 PC

Table 3.2 Properties of samples

Properties Canola oil Canola methyl ester Euro diesel

Heat value (kJ/kg) 39,583 39,986.5 45,951

Dyn. Visc. (40 °C) (mPa s) 28.954 3.8372 2.4257

Kin. Visc. (40 °C) (mm2/s) 31.945 4.4339 2.9542

SFTN (°C) 11 −9 −6

Flash point (°C) 238 166 56

Density (g/cm3) 0.9064 0.8654 0.8211

Cetane number – 48.7 51
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Fig. 3.3 Wavelet analysis of Pmi a euro diesel, b B20, c b50, d B100
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3.4 Results

The physical and chemical properties of the canola oil, canola methyl esters, and
Euro diesel are given in Table 3.2. The properties of the canola oil and the canola
methyl esters are determined in Malaya University (Malaysia) and the properties of
the Euro diesel is provided by Petrol Ofisi Company. The cetan number of the
samples are determined by a formula that is developed with multilinear regression
(MLR) with R2 = 0.9191 (Eq. 3.2).

CN ¼ 56:16þ 0:07 � Laþ 0:1 �Mþ 0:15 � P� 0:05 � Ptþ 0:23 � S
� 0:03 � O� 0:19 � Li� 0:31 � Lnþ 0:08 � Eiþ 0:18 � Er � 0:1 � Ot ð3:2Þ

The WAM results of the pressure data is shown in Fig. 3.3. It can be observed in
Fig. 3.3 that there is a periodicity in 21–34 period interval for WPS and at 314
period for GWS for B20. The periodicity observed for B20 mixtures at low fre-
quency disappears for B50 mixture and B100. However, this phenomenon is
observed at higher frequencies for B50 and B100 fuels.
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Chapter 4
A Comprehensive Review: Ecodesign
Approaches with the Use of Sustainable
Textiles in Aviation Industry

Bukra Kalayci and Cevza Candan

Abstract Integration of sustainable textiles into aircraft design is promoted in
order to increase sustainability goals of aviation industry. Textiles used for aircraft
interior design not only pose threats to sustainable aims, but also create opportu-
nities. This paper aims to draw the attention to utilize sustainable textiles for
ecodesign of aircraft interiors. It also highlights the deficiency and opportunities
regarding sustainable textile use for interior parts of the aircraft. The paper states
that the environmental impact is created by both aviation and textile industries in a
common perspective. The paper also provides examples from sustainable interior
design initiatives of automotive industry. The compiled database provides general
information about ecodesign approaches and integration of sustainable textiles into
aircrafts. Flowingly, a brief summary of the environmental policies are referred.

4.1 Sustainability Issues in Aviation and Textile Industry

Governmental regulations and consumer awareness toward sustainable products
and carbon neutral industry are increasing. Aeronautic industry which is stated as
one of the most pollutant industries needs to be examined from every aspect,
including textile materials, in order to achieve its ecological objectives (Moreira
et al. 2014a, b). More explicitly, the entire supply chain of aviation industry needs
to be considered in order to reach reduced carbon footprint target within aviation
industry.
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4.1.1 Sustainability in Aviation Industry

According to the report released by A.T.A.G, aircraft transportation is responsible for
12 % of the CO2 emissions from all transport vehicles in the world (A.T.A.G 2012).
Another report released by the Intergovernmental Panel on Climate Change (IPCC
1999) clearly indicated that as a whole aviation industry accounts for nearly 2 % of
global anthropogenic CO2 emissions. Moreover, the report also leads our attention to
the fact that aircraft emits gases and particles at a very close distance to or in the
stratosphere where more significant and immediate impact on atmospheric environ-
ment is possible (Moreira et al. 2014a, b). As a supporting fact, the report published by
the International Civil Aviation Organization (ICAO) indicates that, fossil fuel
combustion in the atmospheric composition have the potential to affect our climate.
The report by ICAO also explains that by the year 2030 air traffic is expected to
double, which means that emissions will continuously increase (ICAO 2013).

4.1.2 Sustainability in Textile Industry

Textile industry is known for its highly hazardous manufacturing processes
(Brigden et al. 2012a, b) and requires a comprehensive study of sustainability along
its whole supply chain. There are social, environmental, and economic impacts at
every stage of textile supply chain which need to be considered. As shown in the
Fig. 4.1, Draper et al. (2007) summarized environmental impacts caused by textile
supply chain.

Fig. 4.1 Impact of textile supply chain (Draper et al. 2007)
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As an overview, growing cotton requires high amount of water,
petrochemical-based synthetic fibers, intense use of chemicals for dyeing and
printing processes, logistics, and eventually use, and disposal phases cause sig-
nificant environmental problems. Brigden et al. (2012a, b) indicated that the most
visible impact of textile production is the discharged effluent into waterways.
Moreira et al. (2014a, b) stated that combining these two highly polluting indus-
tries, textile, and aviation, together poses a serious threat to the environment. Due to
the raising environmental concerns, green initiatives in the field of aeronautics are
increasing. Aviation engineers and designers have been researching sustainable
innovative technologies and materials in order to minimize aircrafts’ negative
effects (A.T.A.G 2014). Environmental impacts of aviation industry were assessed
in detail by the IPCC (1999). However, at earlier times the main focus of aviation
research papers was on supersonic technology and its effect, only a minor attention
was given to green approaches such as future liquid hydrogen powered aircrafts.
Eventually, within the last decade, studies on emission reduction and sustainability
policies have gained speed (Lee et al. 2009a, b).

4.1.3 Research Gap: Design and Use of Sustainable Textiles
within Aviation Industry

Ecodesign approaches in transportation sector are highly granted and widely
studied (de Medina and Naveiro 2009). However, while there is much research on
integration of sustainable textiles and ecodesign approaches in the automotive
industry, similar studies are lacking in aviation industry. This lack of interest might
be explained by the average life span of aircrafts which is much longer to compare
to the cars. The average life of an aircraft is 30 years. Furnishings are replaced on a
regular basis or when there is sign of wear (Anon 1999). The number of planes built
in a year is considerably less than the number of cars built in a single day in the
world (Laurent 1991). Moreira et al. also pointed out several reasons; as privacy
issues, lack of interest in sustainable textile products, and underestimated percep-
tion of ecological textiles as being superfluous. Moreira et al.’s two research papers,
(Moreira et al. 2014a, b) stand for the sole studies among visited sources that
increase awareness and draw the attention to the integration of sustainably sound
textiles into ecodesign activities of aviation industry.

4.1.4 Aircraft Textiles and Green Aviation Initiatives

Even though textiles only responsible for 1 % of the total aircraft’s weight (ex-
cluding composites), however, from sustainable point of view, textiles play an
important role since they are recyclable articles (Moreira et al. 2014a, b). As
illustrated in Fig. 4.2, aircrafts include textile materials both in the structure and in
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the interior parts. Light weight and high strength textile composites are commonly
used for aircraft structure, namely in white parts. Interior textiles are used either for
décor or furnishing purposes such as seating upholsteries, blankets,
floor/wall/ceiling coverings and etc. Functional textiles such as tires, beltings,
wiring harnesses, cargo liners and filters are some of the other textile products used
in aircrafts (Horrocks 2013). Troitzsch noted that a modern aircraft includes
4000 kg of plastic materials, half of which presents within glass and carbon rein-
forced composites and the rest is within interior textiles (Troitzsch 2004). Horrocks
listed the fiber composition and properties used in seating, curtain, floorcovering,
cargo liner and wall panel textile products, with an emphasis on fire retardant
(FR) wool or FR polyester (Horrocks 2013).

While sustainably sound textiles have not yet been considered as an important
interior material for green aviation industry (Moreira et al. 2014a, b), due to their
light weight and structural performances, a significant importance have been paid to
textile composites for aircraft design. In fact, in 1989, NASA started a program
which aimed to develop textile composite structures for commercial aircrafts at a
competitive price to that of metallic structures (Dexter 1998). Beside textile com-
posites, knitted, braided, and stitched textile fabrics were examined for a wing box
by McDonough and Braungart (2002).

4.2 Ecodesign Approaches

Ecodesign contains a number of tools and approaches which facilitate the devel-
opment of environmentally concerned sustainable products. Figure 4.3 chrono-
logically shows several drivers, tools and legislation have been developed
throughout ecodesign and sustainable development (SD) efforts (Sheldrick and
Rahimifard 2013).

Sheldrick and Rahimifard (2013) noted that in order to get full benefit of SD
tools and methods, they should be employed at every stage of design, rather than at

Fig. 4.2 Textiles used in
commercial aircrafts
(Horrocks 2013)
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late “detail design” stage. The researchers also pointed out the drivers that force
companies to implement SD activities into their policies so ecolabels, certificates,
and standards can be shown as some of the drivers.

ISO/TR 4062 Standard, for example, supports companies who wish to insert
environmental aspects into product design (ISO 14062). There are a number of
regulatory frameworks of the European Union (EU) such as REACH, “waste
electrical and electronic equipment directive”, “end-of-life vehicle directive” which
lead us to produce more ecologically sustainable products. Another governmental
activity regarding sustainable activities is EU’s “Horizon 2020” work which con-
tains ‘Clean Sky’ program that aims to reduce environmental impact of aviation
industry with a targeted entry into service in 2025 (EU) (de Medina and Naveiro
2009).

4.2.1 Life Cycle Assessment (LCA)

LCA is a management tool that quantifies environmental impact of a product,
service or process. International Organization for Standardization (ISO) published
its LCA methodology as 14000 series (ISO 14040 2006). ISO 14040:2006
describes the principles and framework for LCA including: definition of the goal
and scope of the LCA, the life cycle inventory analysis (LCI) phase, the life cycle
impact assessment (LCIA) phase, the life cycle interpretation phase reporting and
critical review of the LCA, limitations of the LCA, the relationship between the
LCA phases, and conditions for use of value choices and optional elements.

Fig. 4.3 Evolution of sustainable design by time (Sheldrick and Rahimifard 2013)
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There are also a number of software programs which evaluate environmental
impacts of products through their life cycles, as an illustration, Das (2011) utilized
Simapro Software (PRé) for his studies in order to analyze environmental impacts
generating by the use of light weight carbon fiber-reinforced composites within
automobiles.

4.2.2 “Design for X” (DfX) Approach

DfX is one of the earliest design methods that consider environmental issues
(Sheldrick and Rahimifard 2013). X stands for any sort of variable that affects
design process (Moreira et al. 2014a, b). Okudan and Chiu (2010), summarized
DfX concepts and tools. As shown in Fig. 4.4, researchers presented the DfX
methods using two organizing themes: design for efficiency and green design. As a
subclassification, researchers also define the DfX methods within three topics:
(1) product scope, (2) system scope, and (3) ecosystem scope. Design for efficiency
could be considered as a traditional approach whose main focus has been on
reducing cost while improving quality. On the other hand, the main goal of the
green design is to design a product which will cause minimum environmental

Fig. 4.4 Ecodesign challenges (Okudan and Chiu 2010)
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impact along its life cycle. Overall design activity is classified into four steps:
(1) problem definition and customer needs analysis, (2) conceptual design,
(3) preliminary design, and (4) detailed design. The researchers also examined a
number of DfX tools which are: (1) guidelines, (2) checklists, (3) metrics,
(4) mathematical models, and (5) methods.

Considering ecodesign activities in aircraft industry, Moreira et al. (2014a, b)
pointed out that the main focus has been on reducing the fuel consumption that is
directly related to the weight of the aircraft, rather than the use of sustainable
materials. However, interior design of aircrafts is gaining more importance for airline
companies in order to welcome their passenger into a more comfortable, spacious and
delightful environment (Garner 1996). At this point, textile industry contains sus-
tainable challenges not only for green aviation industry, but also for the entire
transportation sector. Light-weight composites for structural parts and light weight
fabrics for internal parts are crucial aspects. Natural dye stuffs, recyclability, dura-
bility, easy-to-clean, and FR properties are some of the prominent requirements from
transportation textiles for interior use. Since less weight means less fuel, use of light
weight textiles will always play an important role for a green transportation system.

In addition, end-of-life management of transportation textiles poses great chal-
lenges such as textile recycling which offers great benefits but also difficulties. EU’s
end-of-life vehicle directive, for example, requires producers to collect all scrap and
oversees their dismantling and recycling, without cost to the last owner (European
Commission). Textile material faces are usually inseparably join to each other or to
another material which are chemically different and which are difficult to separate,
dispose, or recycle (Chen 2010). As an illustration, traditional seats in automobiles
are composed of a three-layer composite structure which is formed by a polyester
fabric; polyurethane foam, and a polyamide warp knit scrim (from outer layer to
inner, respectively) (Ishtiaque et al. 2000). In seating systems, back coating, foam
lamination, and use of different types of materials cause problems for recycling.

From environmental point of view, noncoated fabrics are lighter and can be
recycled more easily (Fung and Hardcastle 2001). Krummheur (1993) suggested
that using uniform composition for seats which is formed up with one type of
material facilitates dismantling and recycling procedures. As an illustration to
uniform composition, polyester face fabric, polyester nonwoven cover laminate,
polyester seat squab, and cushion can be shown. Similarly, replacement of poly-
urethane foam with nonwoven polyester fabrics made from recycled fibers is
suggested by Ostes (1993), Fuchs and Bottcher (1994). In addition, novel structures
such as sandwich knitted fabrics and spacer fabrics (Ishtiaque et al. 2000) for
example Kunit, Multiknit (Mayer), and Struto (Krema et al. 1997), are growing in
practicality as an alternative structure for polyurethane replacement.

Powell (2008) indicated that the use of textile composites, made of natural fibers,
will have a major role in developing sustainable products for all types of vehicles in
the future (Powell 2004). Anon explained that composites or other textile materials
which are consisted of natural fibers such as flax, hemp, coconut fibers, Ingeo™,
and kenaf help decreasing aircraft weight thus resulting in less fuel consumption
and emission (Anon 2007). Eason summarized the possible sustainable

4 A Comprehensive Review … 33



opportunities such as using new generation yarns and fabrics which are
biodegradable, made from recycled waste materials, and also fully recyclable at the
end of their life (Eason 2012).

4.3 Conclusion

As a consequence, employing low weight—that is directly related to the fuel
consumption, FR, and highly durable textiles—has been the prominent concerns of
aircraft interior design. On the other hand, the usage of ecologically sustainable
textiles within the aviation industry is disregarded. In order to fulfill a green design
of aircraft interiors, a comprehensive ecodesign tool needs to be undertaken
holistically, with a collaboration of aviation and textile industry.
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Chapter 5
Supportable, Sustainable, and Affordable
Air Platforms

Sami Tarık Veske

Abstract The rule of thumb for a sustainable air platform is to apply the process of
Integrated Logistics Support (ILS) thru Life Cycle of the System. Taking into
consideration of all 12 (twelve) ILS Elements especially during the Preparation and
Development and In Service phases, then you may have a System that is sup-
portable, sustainable, and affordable.

5.1 Introduction

In our changing and demanding world, every day we need qualitatively and
quantitatively better products. With the increase of airway transport demand
nationally and internationally, airliners and air platform manufacturers are subject
to the same demand and are in a position to supply what is demanded.

Thinking of the life cycle phases of the mentioned products, i.e. preparation,
development, production, in Service, and disposal phase, some products (military)
may live as long as almost 100 years in service. Thus, total life cycle of these
products may exceed a century or at an average/minimum be 50 years for civil. On
the other hand, acquisition cost of an average civil aircraft may be around $100 M
which is around 30 % of Total Cost of Ownership (TCO), meaning that there is
portion of TCO 70 % for “In Service”, more than twice the cost of acquisition.

Life cycle and TCO footprints of air platforms are not negligible; therefore air
platforms have to be designed such that they have features of;

• Supportability,
• Sustainability,
• Affordability
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besides their “Performance” metrics. In other words, we have to pay attention to the
subsurface portion of iceberg.

5.2 Supportability, Sustainability, and Affordability

Integrated logistics support (ILS) is an integrated and iterative process for devel-
oping materiel and a support strategy that optimizes functional support, leverages
existing resources, and guides the systems engineering process to quantify and
lower life cycle cost and decrease the logistics footprint (demand for logistics),
making the system easier to support. Although originally developed for military
purposes, it is also widely used in commercial product support or customer service
organizations (Wikipedia-Integrated logistics support 2015).

One of the main ILS elements is supportability. Supportability engineering
activities aim to measure the degree to which a system can be supported both in
terms of its inherent design characteristics of reliability and maintainability and the
efficacy of the various elements of ILS. Supportability is a prediction or measure of
the characteristics of an item that facilitate the ability to support its mission capa-
bility within a predefined environment and usage profile (Jones 2007). By defini-
tion, set up of product support characteristics up to the delivery of the system is
named and/or under responsibility of supportability, whereas after delivery thru in
service up to disposal it is sustaining engineering.

Sustaining engineering aims to achieve a more reliable and sustainable product
and support it in its operational environment. Sustaining engineering activities span
below engineering and logistics task analyses to ensure continued operation and
maintenance, known also as “Product Support”, of a system with managed risks;

• Collection and triage of all service use and maintenance data,
• Analysis of safety hazards, failure causes and effects, reliability and maintain-

ability trends, and operational usage profiles changes,
• Root cause analysis of in-service problems,
• The development of required design changes to resolve operational issues,
• Other activities necessary to ensure cost-effective support to achieve (peacetime

and wartime) readiness and performance requirements over a system’s life cycle.

Affordability is one of the sub elements of design interface which is one of the
most important elements of ILS. Affordability assessments are both development
and investment and O&S cots, hence continuously controlled by estimated or
calculated Life cycle cost (LCC). Life cycle cost (LCC), whole life cost (WLC),
cost of ownership (COO) and total ownership Cost (TOC) are also covered in any
system regarding cost analysis.

Supportability, sustainability, and affordability issues are taken into considera-
tion during product life cycle. In order to have air platforms or any kind of system
with predefined customer support requirements, i.e., supportable and sustainable air
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platforms/systems, with an affordable TCO, ILS with the systems engineering
approach, have to be applied to the extent required.

5.3 Product Life Cycle

Product Life Cycle is the entire life cycle of a product from inception, through
engineering design and manufacture, to service and disposal of manufactured
products. Support activities are performed continuously through product life cycle
phases.

During these phases supportability and sustainability activities aim to (Fig. 5.1);

• Influence design for support and sustainment,
• Identify and develop logistic support resources,
• Acquire necessary support,
• Provide required support for minimum cost.

5.4 Life Cycle Cost (LCC)

LCC represents all the costs that will be borne during the life of a system (Main
System and Support System). The costs incurred over the life cycle of a product are
acquisition costs, operation and support costs, and disposal costs.

Fig. 5.1 Product life cycle
phases (Reproduced from
EADS CASA. Supplementary
training material 2003)
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Although acquisition cost is the most outstanding cost among the others, the
largest percent of the LCC is incurred by operation and support of the product
(Fig. 5.2).

To design product that establishes the technical performance requirements and
also affordable, it is important to control especially operation and support cost by
LCC. The decisions in very early phases of the projects affect LCC a lot more than
the decisions thereafter. Therefore in these phases, it is critical to evaluate design
alternatives through sensitivity analysis in terms of cost-effectiveness (Fig. 5.3).

Fig. 5.2 Percent of the LCC (Reproduced from Turkish Aerospace Industries 2015)

Fig. 5.3 LCC sensitivity analysis
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One of the most important requirements that affect product availability and also
LCC is reliability which is a supportability requirement. To establish a reliability
requirement more than a system’s operational need, increases LCC unnecessarily.
While making decisions about product performance and supportability parameters,
it is critical to consider LCC as a constraint and define an optimum point (Fig. 5.4).

Along with LCC optimization considering supportability parameters such as
reliability, also decreases logistics footprint by decreasing maintenance activities
and so resources needed.

5.5 Integrated Logistics Support (ILS)

ILS is the process and organization charged with the responsibility of managing the
technical disciplines that plan and develop logistics support for the whole life cycle
at minimum cost (Affordability) by influencing the design.

ILS activities are carried out to integrate all the functional components which are
available to make up or define the required product support infrastructure. These
functional components are grouped into twelve categories called the ILS Elements.
These elements include:

• Product Support Management
• Supportability/Design Influence
• Sustaining Engineering
• Supply Support
• Maintenance
• Packaging, Handling, Storage, and Transportation (PHS&T)
• Technical Data
• Support Equipment
• Training and Training Support

Fig. 5.4 LCC optimization
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• Manpower and Personnel
• Facilities and Infrastructure
• Computer Resources

In development phase of a program ILS activities are performed under three
main topics:

• Design for Support
• Design the Support
• Support the Design

“Design for Support” and “Design the Support” activities prepares infrastructure
and provide data for “Support the Design” activities.

5.6 ASD ILS Suite Map

ASD represents the civil aviation, space, security, and defense industries in Europe.
ASD-STAN (Product standards and Technical Specifications), since 1987, as an

affiliated association of ASD, establishes, develops and maintains standards for
products, quality systems and product support for the European aerospace industry
(AeroSpace and Defense Industries 2015).

Some of the ASD specifications commonly used in aerospace industry are listed
below.

• S1000D (International specification for technical publications)
• ASD-STE 100 (Simplified Technical English)
• S2000M (International specification for material management)
• S3000L (International procedure specification for Logistics Support Analysis

LSA)
• S4000P (International specification for developing and continuously improving

preventive maintenance)
• S5000F (International specification for operational and maintenance data

feedback)

There is also a guide prepared for the use of these S-Series Integrated Logistics
Support Specifications, named SX000i. SX000i explains how the S-Series ILS
specifications interface with other standardization domains including project man-
agement, global supply chain Management, quality, data exchange and integration,
and LCC.

S-Series ILS specifications aim to establish a common understanding for ILS
processes. Main goal of these specifications is LCC and performance optimization
by defining global ILS processes and also enabling costumer and industry collab-
orate easily.
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According to SX000i value proposition of using S-Series ILS specifications are:

• Globally acceptance,
• Reduction in the set up costs of projects and associated IT tools,
• Reduction project complexity,
• Guarantee of being future-proof

5.7 Conclusion

To design a technically capable product which is also supportable and sustainable
requires continuous integrated process through development and production phases.
Technical effectiveness of a product is achieved by not only with technical per-
formance capability, but also supportability and sustainability characteristics.
However, to have a cost-effective operational effectiveness, affordability also has to
be taken into account during technical performance and supportability/sustainability
activities.

Thus, ILS activities provide increase in operational effectiveness by designing
support sustainment of the product in its operational environment together with
affordable TOC and hence smaller logistics footprint.
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Chapter 6
Consumer Affect and Type of Water
Recycling Projects: Implementation
at Airports

Ismael Cremer, Stephen Rice, Sierra Gaenicke and Korhan Oyman

Abstract Previous studies have shown that the level of contact with recycled water
has a significant impact on users’ attitude and perceptions toward its use. Recycled
water is an engineering process that allows water to be reused for various processes
and can mitigate the consumption of freshwater resources used by the airport. The
current study aims to determine whether affect mediates the relationship between
the type of water recycling projects and a person’s preference toward the use of that
airport. Participants were presented with a scenario of an airport that uses recycled
water for their sprinkler system or for their drinking fountains. This study found that
affect was a significant mediator that mediated the relationship between the type of
water recycling project and a person’s preference towards using that airport. We
discuss the theoretical and practical implications of this data.

6.1 Introduction

The purpose of this study is to investigate whether affect mediates consumer’s
perception of using recycled water at airports. Previous studies have investigated
the public perceptions of water reuse to gain a better understanding of the accep-
tance of implementing projects in this area (Hurlimann 2007; Toze 2006). Water is
a resource that is scarce in many parts of the world and with established tech-
nologies that is possible to mitigate the use of fresh water for such practices using
recycled wastewater. The emotions of the public regarding this type of sustain-
ability are important in the future development of reducing the use of valuable fresh
water.

The term sustainability was derived in 1987 at the World Commission of
Environment and Development. The idea of sustainability is important in today’s
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market and relates the balance between three factors of the environmental, the
societal, and the economic well-being of the companies.

According to the Water Security Risk Index, there are currently 18 countries that
are considered to be at extreme risk with respect to their water security. In parts of
the United States that have water scarcity, the population is growing more rapidly
than the national rate. Europe also contains some of the same issues; however, there
is water shortage and high consumption demand in the countries that have intensive
irrigated river basins. Direct water reuse is considered to be the creation of new
water supplies from recycled water to be used for various purposes, while indirect
water reuse is considered to be the practice of recharging current water sources with
reused water. There have been some countries and states that have high shortage of
water that have already implemented indirect and direct water reuse.

In a previous study conducted by Hurlimann (2007), the differences in an
individuals risk perception in regards to water reuse between two Australian
counties were investigated. It was found that the higher level of contact with
recycled water, the more unaccepting the participants were to the idea. However,
level of water shortage did not affect the participant’s acceptance of using recycled
water. Cultural studies have also been conducted between Indians and Americans.
The results of on of the previous cultural studies showed that Indians were
accepting towards using recycled water for contact use, while Americans were less
accepting. These results demonstrated the connection of the concept of collectivistic
versus individualistic cultures.

This study investigates the relationship of human affect with respect to using
recycled water at an airport. There are two types of affect, positive and negative,
which are distinct and independent constructs regarding human emotions (Diener
and Emmons 1984). Positive affect would be described as enthusiastic, energetic
activity, and level of alertness, while negative affect would be described as distress,
displeasure, anger, and contempt. An individual with positive affect will have a
more positive view of the world (Jones and George 1998). It is therefore possible to
state that an individual with positive affect toward a certain type of recycled water
usage will more have a more positive sentiment toward the airport itself. Moreover,
it has also been seen that positive and negative affects have an effect on cognitive
judgments), and therefore relates to how an individual will connect their judgment
based on their feeling toward the water reuse project.

Airports are large users of water, therefore, water reuse programs can be
implemented in order to account for the 5 % forecasted annual growth within the air
transportation system. It would be possible to reuse wastewater for activities such as
flushing toilets, washing hands, drinking water, firefighting, and landscape appli-
cations if treated appropriately. While wastewater contains various types of con-
taminants (naturally occurring, anthropogenic inorganic chemicals, and unidentified
chemicals), there have been some potable reuse studies that have shown that
advanced wastewater treatment can produce water that meets the US drinking water
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standards (Crook et al. 1999). Therefore, it can be noted that it is very possible to
implement water reuse projects safely at airports.

6.2 Methodology

In this study, we investigated the relationship between affect and willingness to use
an airport depending on the type of use the recycled water would be implemented
for. The two types of water reuse that was used in this study were landscaping and
for drinking. We hypothesized the following:

1. That affect ratings would be more negative for the airport identified as using
recycled water for drinking fountains compared to the airport using recycled
water for their sprinkler system.

2. That participants would be more likely to choose the airport using recycled
water for their sprinkler system over a random airport, compared to the airport
identified as using recycled water for drinking fountains.

3. That affect, in general, would mediate the relationship between the type of
recycling project and airport preference.

Participants. Ninety-seven (41 females) participants from the United States were
recruited via a convenience sample using Amazon’s® Mechanical Turk® (MTurk).
Although MTurk participants are compensated for their participation, studies have
shown that the data is reliable for analysis (Buhrmester et al. 2011; Germine et al.
2012). The mean age of the participants was 31.18 (SD = 9.75).

Materials and Procedure. Participants first signed an electronic consent form.
They were then given instructions about the study. Following this, they were
presented with a scenario about an airport that uses recycled water. Specifically,
they were told “Imagine an airport that is trying to be more environmentally con-
scious by using recycled water in the lawn sprinkler system.” In a separate con-
dition, they were told, “Imagine an airport that is trying to be more environmentally
conscious by using recycled water in the drinking fountains.”

Next, participants were asked to complete the affect scale created by Rice and
Winter (2015). The affect scale measures the participant’s emotional response to the
scenario. Following this, participants gave responses to the following three state-
ments: (a) I would be more comfortable using this airport than other airports who do
not do this; (b) I would be more willing to use this airport than other airports who
do not do this; and (c) I would be more likely to use this airport than other airports
who do not do this. Participants responded on a 5-point bipolar Likert-type scale
from −2 (strongly disagree) to +2 (strongly agree) with a neutral choice of zero.
Lastly, participants were asked basic demographics questions, debriefed, and paid
for their time.
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6.3 Results and Discussion

Affect Measures. Prior to conducting analyses on the affect data, the results from the
affect instrument were subjected to a Cronbach’s Alpha test to measure internal
consistency. The scores ranged from 0.93 to 0.96. Thus, all affect measures were
combined for the following analyses.

Figure 6.1 shows the differences between the affect scores and willingness
scores between the two conditions. A t test between the two conditions revealed that
affect differed as a function of the condition, t(192) = 7.383, p < 0.001, d = 1.01,
indicating that participants felt more negatively about the target airport that used
recycled water for drinking fountains (M = −0.04, SD = 1.14) compared to the
airport that used recycled water for the sprinkler system (M = 0.98, SD = 0.74).

Outcome Variable. The outcome variable refers to the variable that tests whether
participants preferred the target airport or a random other airport that does not use
the recycling method. In other words, the outcome variable was the consumer’s
preference to use the airport. Prior to conducting analyses on the outcome data, the
three measures were subjected to a Cronbach’s Alpha test to measure internal
consistency. The scores ranged from 0.90 to 0.94. Thus, the three measures were
combined for the following analyses. A t test between the two conditions revealed
that the outcome variable differed as a function of the condition, t(192) = 4.39,
p < 0.001, d = 0.61, indicating that participants were less likely to prefer the airport
that used recycled water for drinking fountains (M = −0.35, SD = 1.00) over a
random airport compared to the airport that used recycled water for the sprinkler
system (M = 0.26, SD = 0.94).

Mediation Analyses. The standardized regression coefficient between Condition
and Affect was statistically significant, as was the relationship between Affect and

Fig. 6.1 Differences between
type of water reuse
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Preference. The standardized indirect effect was (−1.02)(0.64) = −0.65. The sig-
nificance of this indirect effect was tested using bootstrapping procedures with
10,000 bootstrapped samples. The bootstrapped 95 % confidence interval ranged
from −0.90 to −0.42. Thus, the indirect effect was statistically significant and there
was mediation with an effect size of 0.65.

6.4 Discussion

The purpose of this study was to investigate whether emotions play a significant
role in a passenger or consumer’s perception of using recycled water for two
different purposes. In this study, we first wanted to determine if the type of water
recycling project (drinking fountain versus sprinkler system) had any effect on the
affect ratings of participants. Second, we wanted to test whether the type of water
recycling project had any effect on participants’ preference for that airport over
another airport that did not use that water recycling project. Third, we wanted to
determine if affect mediated the relationship between type of water recycling project
and participants’ preference for using that airport.

The data provided strong evidence for all three hypotheses. Furthermore, it
provided the same results of a previous similar study conducted by Cremer and Rice
that investigated the effect of affect on type of water reuse and looked at which
emotions in particular played significant roles. Ratings of affect differed signifi-
cantly between conditions, as did preference for using that particular airport. Affect
showed mediation over the relationship between the condition and outcome vari-
able, indicating that a person’s preference for using an airport based on the type of
water recycling project is an emotion-driven decision rather than a cognitive one.

General Discussion. This study investigated the relationship of affect and per-
ception of using recycled water for two different purposes. We hypothesized that:
(1) affect ratings in would change for the airport that is identified as using recycled
water for drinking; (2) preference ratings of the airport would decrease for the
airport that uses recycled water for drinking; and (3) affect, in general, would
mediate the relationship between the type of water reuse and preference for that
particular airport.

Our first hypothesis was supported by the results. Affect ratings were different
between using recycled water for drinking compared to landscaping. Consumers
were more willing to use recycled water for landscaping purposes rather than for
drinking. Furthermore, when asked about their attitude toward the airport as a
whole if they used recycled water for drinking rather than for landscaping, con-
sumers were less likely to want to use the airport that utilized recycled drinking
water. Cremer and Rice also found similar results when investigating preference of
water reuse with respect to various levels of contact. Consumer perceptions became
more negative the higher the level of contact with the recycled water.
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The third hypothesis was also supported. It was seen in the results that affect
mediated the relationship between water reuse type and user preference toward the
airport.

Theoretical Contributions. The current study contributes to the literature on
airport sustainability, affect, and preference of an airport. Airports such as Chicago
and Sydney airport have begun taking the sustainability initiative in their planning
process. They are implementing new projects that will help mitigate the environ-
mental impact of the airport itself, ranging from renewable energy initiatives to
recycled water for various purposes. Research however has been limited with
respect to investigating the end user response to this, the passenger. The current
study adds to this branch of literature by examining how different passenger
emotion can have differential effects on the relationship between airport sustain-
ability and preference of the airport.

Practical Implications. There are practical implications in this research for air-
port managers and environmentalists. There have been a number of media articles
that have branded the use of recycled water as unsanitary or unsafe. The engi-
neering processes have been studied and proven to be successful and useful in
places that have a limited resource of natural water. It is important for any airport or
entity that wishes to begin using recycled water to understand that it is imperative to
include the end user. The results from this study indicate that the response toward
this type of sustainable practice is largely, if not completely, due to an emotional
response. By understanding that this practice can in fact increase the sustainability
of the airport, the passengers may be more willing to be involved with such
practices. It has been suggested in previous research that individuals typically have
a positive emotion associated with contributing to the welfare of the environment.

Delimitations and Limitations. There were several delimitations and limitations
of the current study. First, we only chose two purposes that the recycled water could
be used for. This was due to constraints in funding available to obtain participants.
To include various types of use for recycled water would require a larger sum of
resources to investigate the differences.

Second, we used a convenience sample from Amazon’s® Mechanical Turk®
(MTurk). MTurk provides participants who complete human intelligence tasks in
exchange for monetary compensation. While prior research has shown that data
from MTurk is as reliable as normal laboratory data (Buhrmester et al. 2011;
Germine et al. 2012), we recognize that any convenience sample negatively affects
external validity, thus preventing us from making universal generalizations about
the data.

Another limitation is the use of only American participants. It would be prudent
for future research to investigate if culture and background play a role with the
acceptance of recycled water with respect to the level of physical contact.
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6.5 Conclusion

The primary goal of the current study was to determine whether affect had a
mediating effect on the relationship between the type of water reuse at airports and
preference. In this study, we were able to conclude that affect and preference are
both negatively affected by the stigmatization of the use of recycled water for
drinking purposes. Furthermore, affect mediated the relationship between the type
of water reuse at airports and preference. We hope that future research both
replicates and expands upon these findings.
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Chapter 7
Sustainable Aviation Applications
in Turkey: Energy Efficiency
at Airport Terminals

Mehmet Necdet Büyükbay, Gülsan Özdemir and Erhan Üstündağ

Abstract This paper gives an overview of what the airports and terminals at TAV
Holding is doing as far as energy efficiency is concerned. The efforts at TAV
consist of small incremental projects (addition of insulations, automatic door
installation, performance improvements at cooling, heating, etc.) and big projects
(Photovoltaic panels, Trigen, etc.). The building structure of the terminals is the
main parameter in defining project outlines. Beside terminal structure, there are also
other parameters that are affecting the energy performance of the building. By the
cooperation with universities, thermal camera analyses had been carried out to
detect the thermal insulation efficiency at the terminal shell. Customer satisfaction is
the main parameter in terms of passenger comfort in terminal for aviation services.
For this purpose, projects were carried out to decrease operational energy con-
sumptions related to HVAC systems and thereby increase in passenger satisfaction.
The most energy consuming system in terminals is the HVAC system with the
percentage of 60 of the overall energy consumption. Thermal stratification system
was implemented in a lounge area in one terminal. All projects had been analyzed
for their payback period.

7.1 Introduction

Airports have a main role in transportation of people and goods at national and
international boundary. Generally, airports are big areas with governmental and
nongovernmental companies and entities including airlines, fuel supply units,
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terminal operators, catering companies, etc. Airports are similar to small towns in
which many environmental issues are concerned. In recent years, the most
important environmental issues is carbon management at airports. Carbon footprint
management is directly related with energy and natural resource consumption.
Therefore, energy and resource management is a critical point that needs special
strategies in terms of environmental sustainability. On the other hand, energy and
resource management gives the opportunity to decrease OPEX (operational
expenditure) values.

Airport terminals are consuming high amounts of energy for lighting, heating,
ventilation, air conditioning, and operational systems such as conveyance systems.
The breakdown of energy consumption at terminal results in the highest energy
consumption comes from HVAC systems. Therefore, many airport operators have
focused on reducing operating expenses by focusing on energy efficiency, con-
sidering both energy supply and energy consumption. Airport operators. There are
also renewable energy system applications of airports. Research is necessary to
solve common operating problems, to adapt appropriate new technologies from
other Industries to introduce innovations in the airport industry. Focus should be on
increasing customer comfort, energy efficiency, and reducing operating costs at
airport terminals. The main and simplest way is calculating payback period (in
years) to determine the feasibility of energy efficiency projects.

More than two decades ago, the Bruntland Report identified buildings and
energy efficiency as major areas to save the energy resources. Today, reports
continue to echo the benefits and potentials of efficiency, including what could be
described as its minimal environmental impact and ability to displace costly and
disagreeable energy supplies, enhance security and prosperity, speed global
development, and protect Earth’s climate not at cost but at a profit (ACRP Synthesis
21 2010).

As in Turkey’s airports, energy cost is 10–15 % of the total operating budget.
Therefore, energy efficiency is identified as a high priority by respondents in current
long-range plans.

7.2 Results and Discussion

The important point is to have normalized benchmarking energy efficiency values
among airports. Normalization will enable airports to benchmark themselves
without any further discussion.

There are different factors that are effecting airport energy consumption:

(a) Airport size (area and volume of conditioned space, area of externally exposed
building envelope)

(b) Shape factors

• Compact (one main building with bus transportation)
• Pier finger terminals
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• Pier satellite terminals
• Remote satellite terminals

(c) Location-Climate (hot and cold degree days—HDD and CDD, solar radiation,
and humidity levels)

(d) Hours of operation
(e) Building envelope
(f) HVAC Systems and controls
(g) Level of maintenance at the facility
(h) Occupant/user behavior and energy management (Costa et al. 2012)

Several projects have been carried out in one pilot airport terminal in Turkey that
are given in detail below.

7.2.1 Thermal Camera Analyses

Thermal camera is a thermographic camera that forms an image using infrared
radiation, infrared cameras operate in wavelengths as long as 14,000 nm (14 µm).

After construction of the airport, thermal camera analyses have given a big
opportunity to identify heat leaking areas at different point of the terminal as shown
in Fig. 7.1a–c (Ekonomi Gazetecileri Derneği (EGD), V. Küresel Isınma Kurultayı,
2013).

According to the thermal camera analyses of one terminal, all isolation that need
had been determined. Approximately 2 tons of isolation material (glass wool) had
been used. Payback period has been calculated and given in Table 7.1.

As seen from Table 7.1, the payback period is low than 1 year by simple iso-
lation works.

7.2.2 Solar Reflective Material

After construction of the terminal glass domes and light houses created big prob-
lems as they let the sun light to get in the terminal and resulted with a temperature
increase inside the terminal. That also increased passenger complaints especially in
summer.

A solar UV resistant reflective material has been covered on top of the glasses
and domes from outside the terminal during the summer season (Fig. 7.2). It is been
taken out during the winter season. The material has 87 % UV resistance.

This material has given a comfortable environment for passengers in the ter-
minal. As seen in Table 7.2, the payback period is lower than 1 year for this project
by which seasonal changes brings advantages to terminal heating and cooling
operations.
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Fig. 7.1 a Thermal camera
analyses result of terminal
shell. b Thermal camera
analyses result of automatic
sliding door of the terminal
entrance. c Thermal camera
analyses result of the
passenger boarding bridge
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Table 7.1 Payback period calculation of investment according to thermal camera analyses

CO2 emission decrease
(tons CO2)

Investment (TL) Annual saving (TL) Payback period (year)

480 80.000 277.000 <1

Fig. 7.2 Decorative solar reflective material application on light holes of the terminal

Table 7.2 Solar UV resistant reflective material application investment payback period
calculation

CO2 emission decrease
(tons CO2)

Investment (TL) Annual saving (TL) Payback period (year)

145 26.000 84.900 <1
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7.2.3 Highspeed Doors

The gateway from the apron to the baggage handling system (BHS) area was being
kept open previously. An automatic fast moving door has been installed to this
entry (Fig. 7.3). Conventional automatic door linear speed was 0.5 m/s. The new
type door that has been installed has a speed of 1.5 m/s. This resulted 6 °C tem-
perature difference in baggage handling area.

These types of doors are now used at airports in Turkey. In Table 7.3, the
payback period has been calculated for the high speed door usage. By this project, a
comfortable environment has been obtained especially for staff working in BHS
area.

7.2.4 Thermal Stratification

The use of ceiling (or floor) diffusers, (Fig. 7.4), that introduce air with some
momentum alters the behavior in the lower zone by increasing the amount of
mixing and changing the temperature profile. If the diffuser throw is close to the
stratification height or already exceeds it, the throw will penetrate into the warm
upper layer bringing warm air down into the lower region. The amount of air
brought down influences the temperatures in the lower region. The amount of
mixing in the lower layer influences the gradient. In the limit as throw and the

Fig. 7.3 Entrance door of Baggage Handling System (BHS) area

Table 7.3 High speed door application investment payback period calculation

CO2 emission decrease
(tons CO2)

Investment (TL) Annual saving (TL) Payback period (year)

84 24.000 48.600 <1
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amount of mixing is reduced, thermal stratification systems tend to approach the
operation of displacement ventilation systems. Higher throws that penetrate above
the stratification height will result in warmer temperatures and less gradient in the
lower region, all other conditions being constant (Webster et al. 2002).

Thermal stratification has been implemented recently in one terminal lounge
area. The area is approximately 2000 m3. In order to detect the expected homogen
temperature profile, temperature sensors have been set at different heights in the
area which are 1, 4, and 7 m. The most important issue is that temperature is a
function of humidity and pressure. To obtain more detailed data, testing this system
weather conditions (outdoor air temperature, relative humidity, pressure, solar
radiation, wind speed, etc.) and inside conditions (temperature, humidity, pressure)
should be tracked by inside and outside sensors.

While conventional HVAC systems cause drafts as a consequence of the high
velocities of the incoming and outgoing air, distribution of air on the basis of the
thermal stratification system basically ensures slow circulation of air at uniform air
velocities of approx. 0.1 m/s throughout the entire room. The heating or cooling
process is carried out by small ΔT increments. This uniform distribution also
prevents local buildup of pollutants and reduces the levels of CO2 and volatile
organic compounds. For this purpose, the quality of the air is measured continu-
ously and introduction of fresh air is adjusted on the basis of the measured values.

Fig. 7.4 Thermal
stratification fan application

As seen in Fig. 7.5, airflow is more effective for thermal stratification system.
This project applied in the terminal has given a more comfortable environment

in terms of heating and cooling. On the other hand approximately 30 % reduction
in energy cost has been obtained. Payback period for this project is 2 years. Annual
saving has been calculated as 19.000 TL with the investment of 38.000 TL for the
lounge area in the terminal.
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7.3 Conclusion

This paper gives a review of energy efficient applications at airports. Efficient
energy management is an important concept in terms of carbon footprint and
operational expenses. Carbon footprint is directly related with energy management
strategies. By small efficient energy management projects approximately 30 %
decrease can be obtained in energy consumption.

For airports, KPI, key performance index, normalization studies have to be
carried out between energy consumption and operational data (flight numbers,
passengers, baggage and freight movements, etc.). Normalization studies are very
useful indicators for performance assessment and benchmarking.
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Chapter 8
Investigation of the Vehicle Application
of Fuel Cell-Battery Hybrid Systems

Ayse Elif Sanli and Goksel Gunlu

Abstract All electric vehicles (AEV) are developed using the new technology;
they can be separated in two groups as battery-operated electric vehicles (EV) and
fuel cell vehicles (FCV). The subject of this study, fuel cell-battery operated hybrid
vehicles, is about full electric hybrid vehicles (FEHV). EV and FCV have different
advantages and disadvantages, therefore it is necessary to develop the FEHV
vehicles. The fuel cell-battery hybrid systems are under investigation. In the liter-
ature, some automotive applications are reported as examples for fuel cell-battery
hybrid powered systems. The light hybrid vehicles have been tested in terms of the
system design, power management, road tests, and efficiency. All of the presented
systems consist of a proton exchange membrane fuel cell system, battery pack,
powertrain system, and a connection strategy for powering the traction of an
electrical car. However, these are not perfect vehicles, they require further work to
address major drawbacks with the connection as well, to increase the efficiency and
management of the hybrid components (fuel cell, battery, supercapacitors, motor
drive, and electrical systems), motor drive and electrical systems. Their tests and the
demonstration results are satisfactory.

8.1 Introduction

Using electric and fuel cell vehicles or hybrid vehicles will prevent the pollution
caused by vehicles; in addition to that, they are the most suitable solution for the
system efficiency with suitable power management strategies. Vehicles can be
classified into three groups (Same et al. 2010): internal combustion engine vehicles
(ICEV), hybrid electric vehicles (HEV), and all electric vehicles (AEV) (Fig. 8.1).
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All electric vehicles (AEV) are developed using the new technology; they can be
separated in two groups as battery-operated electric vehicles (EV) and fuel cell
vehicles (FCV). The subject of this study, fuel cell-battery operated hybrid vehicles,
could be called as full electric subject of the present study (FEHV). EA and FCV
vehicles, classified in AEV, have different advantages and disadvantages; therefore,
it is necessary to develop the FEHV vehicles (Tie and Tan 2013).

Electric vehicles work with zero emission and quietly. Regenerative breaking
provides longer lifetime for breaks, and electricity generated from kinetic energy
charges the batteries. Maintenance and fuel costs are lower comparing to that of the
conventional vehicles. Since there are not any moving parts, there is no need for
adjustments or oil change. Their high cost is their disadvantage and the battery
weight in vehicles is also limiting. Conventional vehicles might cover distances of
500–600 km per one full fuel tank, while EAs can cover only 150 km distances
with one charge. Also, charging time takes around 3–4 h, even using the high speed
charging devices.

Fuel cell vehicles work with a 60–70 % higher efficiency comparing to con-
ventional vehicles. Energy generation continues as long as fuel and oxidant are
provided to the system. They can compute with EA on distance coverage. They can
turn energy into electricity directly. Their emissions and maintenance costs are low.
But it is necessary to decrease the costs of fuel cell system, process, and infras-
tructure (especially catalyzers). Electrical stability, fuel systems, reliability,
hydrogen storage system, and safety technologies are suitable for development.

When comparing the electrical and fuel cell vehicles according to the cost of the
electrical generation of electric vehicles based in kWh, it is seen that the fuel cell
vehicles are the cost-effective systems (Veziroğlu 2011; Fadel and Zhou 2011;
Marmara Araştırma Merkezi 2003). Fuel cells and electric vehicles systems are the

Fig. 8.1 Classifying vehicles
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strongest candidates for alternating internal combustion engine vehicles in
automobiles.

As a matter of fact, fuel cells and batteries have specifications to balance the
disadvantages of each other, if they are used together. In fuel cells and hybrid
electric (battery operated) vehicles; fuel cell systems increase the distance coverage
by providing necessary power for stabile drive speed, they also provide the peak
power for speeding on battery start time and storage the regenerative breaking
energy. Fuel cell decreases high costs of the vehicles operated with battery which is
their biggest disadvantage, and also increases the performance of power transfer and
energy efficiency as well (Gao and Chris 2007; He et al. 2008; Neffati et al. 2013).

8.2 Hybrid Electric Vehicle Systems

Fuel cell-battery hybrid systems are consisted for the fuel cells as the power supply,
the batteries as energy stores, and the electronic control unit for the power man-
agement. A fuel cell-battery hybrid system and the system units can be seen in
Fig. 8.2.

There are important advantages of developing hybrid systems for FC-based
vehicles: (1) To decrease the cost and weight of whole system, (2) to solve the FC’s
incapability problem of responding sudden power request, (3) to develop fuel
economy, (4) to decrease heating time in order to work with a full capacity, (5) to
decrease physical limitations that reduce FC system stability, (6) to provide safe
working points by preventing to go up on higher voltage levels, and (7) to make FC
work properly by providing necessary peak power through battery. On the other
hand, the most important disadvantage of hybrid systems is that the vehicles and its
control system are very complicated. Advantages and disadvantages of fuel
cell-based hybrid systems can be understood by analyzing the role of energy storage
systems (Bayındır et al. 2011; Arce et al. 2009; Bubna et al. 2010a, b; Bizon 2011a;
Rodaz et al. 2005).

Fig. 8.2 Configuration of a hybrid system
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8.3 Power Management Unit in the Hybrid Systems

It is essential to use power electronic technology in systems that use different
energy sources especially like hybrid systems. In the hybrid systems, energy
resources and component outages such as conversion, transfer, staging, resource
selection, and control can be managed using power electronic.

In hybrid systems, it is required to optimize the performances of different energy
units using power management systems. The voltage levels and dynamic charac-
teristics of the energy generation and storage units are different. Power management
systems of vehicles need to be combined with power converters. Size of the energy
storages and controlling the energy flow are key parameters in order to maintain
better fuel efficiency (Bizon 2011b, c).

Thereby, the energy management of hybrid system maintains more efficient
working conditions for fuel converter, and it reduces the losses on discharging and
energy storage processes, by doing that it increases the total fuel conversion effi-
ciency of vehicle.

8.3.1 Drivetrain

In the vehicles, power is delivered to the wheels by the support of drivetrain. Some
of the basic components of drivetrain are; clutch, gear box, shaft, rear axle, dif-
ferential, transaxle, and brakes. If we include power sources such as engine, battery,
or fuel cell, these systems would be called as powertrain. Simulation and design of
the propulsion system of vehicles differ accordingly to their test drive (Ryu et al.
2010; Ogden et al. 1999; Doucette and McCulloch 2011). Two different types of
driving cycle can be mentioned; highway driving cycle and city driving cycle.
During highway driving cycle, idle time is very little or nonexisted and speed
difference of the speed is not very large. During city driving cycle, idle time is
constant and speed of the vehicle varies a lot. In the hybrid car tests, drive cycle
recognition (DCR) as a vehicle control strategy more advanced is applied. The
control strategy affects the performance of electrical vehicle more than that of the
ICE vehicles.

Generally, it can be mentioned six different EV power flow configurations
(Fig. 8.3). Fuel cells are used as primary or secondary energy generators depending
on the power design of vehicle. As seen in Fig. 8.3a, EV configuration includes a
gear box and clutch just same as ICE vehicles. In Fig. 8.3b, fixed gearing was used
in order to reduce mechanical transmission weight and size. In Fig. 8.3c–d, use of
the moving parts is shown as simplified with integrated gearing-clutch-differential.
Figure 8.3e shows the system without a driveshaft that makes power transmission
directly from the engine and gear. In Fig. 8.3f, traction motor is designed to be
directly inside of wheels. Different configurations should be selected in order to
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provide different driving sets, as if the vehicle is being used in the city or on the
highway (Tie and Tan 2013; Andaloro et al. 2013).

8.3.2 Converters

There are four different kinds of converters: DC–DC converter, AC–AC converter,
inverter, and rectifier. Tie et al. defined five types of bidirectional DC–DC non-
isolated converter topologies that are used in EV applications (Fig. 8.4). These
converters are: stepped buck-boost, half bridge, Ćuk, SEPIC/Luo, and Split-pi (Tie
and Tan 2013).

In HEV applications, it is desired to show low oscillation and have flexible
tolerance in order to reach higher performance. For this purpose the interleaved
converter, hybrid switched-capacitor, bidirectional DC–DC converter, power swap,

Fig. 8.3 The drive trains architectures on EV: a conventional drive line with clutch, b drive line
with single-gear transmission without clutch, c drive line with integrated fixed gearing and
differential, d drive line with two separate motor sand fixed gearing, e drive line with fixed gearing
and motor, f in-wheel drive (Tie and Tan 2013)
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source selection on half bridge converter, Z-source network, bidirectional DC–DC
multiplier/divider converter were developed (Fig. 8.5) (Tie and Tan 2013).

8.3.3 Power Management

In a hybrid vehicle design, it is expected to provide following criteria by controlling
the energy conversion; maximum fuel economy, minimum emission, minimum
system costs, and high drive performance. The purpose of the control of fuel
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cell /battery hybrid vehicle control is to deliver the energy that transferred from the
battery to the fuel cell with minimum lost possible. HEVs include the mores
electrical components than EVs. In order to maximize the energy efficiency, to
prevent the changes on the fuel cell conditions and to lengthen its lifetime, the fuel
cell should be working steadily limited by the system. DC–DC converters provide
the maximum power flow, nominal working for fuel cell, and setting the maximum
power (Bayındır et al. 2011).

The power delivery of the vehicle can be designed by the simulation models. In
order to make these models work, several parameters about the vehicle should be
known. But it is impossible to model a complex design such as a vehicle with a fast
and simple modification. Simulation models that are adjusted to system parameters,
fast and repeatable are being developed in order to optimize the power delivery
design of hybrid vehicle (Brown et al. 2008). Functions of such power-control
modeling, the subsystems, and their functions are listed as: fuel cell subsystem,
battery subsystem, load combiner subsystem, traction motor subsystem, hybrid
controller, accessories subsystem, wheel/vehicle subsystem (Fig. 8.6) (Brown et al.
2008; Corbo et al. 2006).

Fuel efficiency in a vehicle is depended on this use or possible to use data. Total
performance of the vehicle can be regulated using and analyzing these data.
Accordingly that it is known that the controls include based on event-based or
time-based conditions. Hybrid components can be controlled in two ways:
rule-based (RB) and optimization-approached controls. Rule-based (RB) control is
a control system that based on both mathematical model, predefinitions of driving
circuits, loading level strategy of vehicle, and human experiences (engineer

Fig. 8.6 Components of the hybrid system
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knowledge) and skills. Optimization-approached control depends on analytic or
numeric studies. In this way, it is clearly seen that is possible to minimize the cost
function.

The most common method is the fuzzy logic control, RB type control
(Kısacıklıoğu et al. 2009). This method was developed based on the state of charge
of battery (SoC). Another method depends on optimization of the vehicle’s fuel
consumption (Gao and Chris 2007). The power distribution optimization is made
between fuel cell and battery by minimizing fuel consumption. In addition to that,
there are new approaches where the fuel flow rate is used instead of the fuel
consumption (Kim et al. 2010). The basic difference among the control methods is
how to provide continuity of battery’s charging level. Some control methods
charge–discharge batteries more than others do. SoC is important for the lifetime of
the battery, in addition to the charging battery, it will also decrease the total fuel
efficiency. Over charging is caused by unqualified control schemes. Therefore, it is
understood that power management strategies and control units developed for
battery-fuel cell hybrid systems should be sensitive. Power management should
provide a good balance between battery lifetime and fuel efficiency.

8.3.4 Source Selection

Hybrid energy storage systems (HESS) consist of batteries, ultracapacitors,
supercapacitors, and likewise energy storage components. Because in a DC source
most of the energy storage systems are used, DC-Bus system can be analyzed as a
HESS example system. In DC-bus system, bidirectional DC–DC converter is being
used to provide bidirectional energy transfer and stepping HESS. Source’s and
power outlet’s peak power are considered. Power differences of converters cause a
difference among the cost of power semiconductors, inductors, and total cost
(Prakash et al. 2009; Kuperman and Aharon 2011; Burke 2007).

8.4 Fuel Cell-Battery Hybrid Systems

In the literature, it is seen that hybrid system studies are made for PEM fuel cells.
But in upcoming years, usage of liquid fuel cell (Methanol, ethanol, hydrazine,
Borohydride, etc.) will spread. In systems using sodium borohydride, methanol,
etc., liquid fuels (DMFC and DBFC), the fuel cell can be used both as a active or
passive type. In passive designed systems, it is simpler to maintain the system
control, while active fuel cells need a strong system control. It is expected to
minimize system control and to provide microprocessors working with higher
performance. Otherwise, system efficiency will be unacceptable. In this kind of fuel
cell-battery operated hybrid system, there should be control units such as fuel cell
index, fuel booster pump, gas separators, fans, heat, concentration sensors, etc.
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(Kim et al. 2010; Zhang and Zhou 2011; Lee et al. 2004; Saha 2011; Hwang et al.
2012). It is seen that control process is a hard and complicated procedure. In
Fig. 8.7, control processes are shown for gas-fed and liquid-fed fuel systems (Kim
et al. 2010).

8.4.1 Energy Management on Hybrid Vehicles

Renewable energy resources, storage units, and power management of power
electronic which converters as interface units between the network usage are
essential for the energy efficiency and the system reliability. It is known that the
energy storage units in the fuel cell hybrid vehicles such as battery and super
capacitor are going to be important factors on increasing the system dynamic
performance and reducing the costs. Characteristics of the energy storage compo-
nents and the voltage levels can differ according to the energy source, and the
energy management systems are needed for the power cycle (Fig. 8.8). In order to
achieve better fuel efficiency, sizing energy storage and controlling energy flow are
essential (Lai and Nelson 2007; Zhang et al. 2012).

For now, the highest registered fuel cell efficiency is 98 %. But there are not any
prestudies for bidirectional FC/EV applications. There are struggles of using high
efficiency DC–DC converters on applications with wide voltage input distance and
high power need. Silicon carbide (SiC), gallium nitride (GaN) magnetic compo-
nents, and semiconductors are thought to be making a big difference (Zhang et al.
2012).

In many vehicles, including hybrids as well, the best way for energy efficiency is
using the fuel directly for driving power. In the internal combustion engine vehi-
cles, energy flows from the propulsion transmission line through tires. In fuel cell
vehicles, best way for energy flowing is the same way, from fuel cell, conductor, or
engine through the tires. Two essential futures in energy management are; “High
power DC–DC converters” and “bidirectional flow” (Fig. 8.9).

(i) High power DC–DC converting is the nature of power converting energy
management. In some fuel cell vehicle systems, power cycle is time adjusted
for pairing bus tension and energy output of the fuel cell. Thus, high power
cycle efficiency becomes essential, because it is related directly with fuel
efficiency of the vehicles. High power DC–DC converters, designed and
developed according to keying and passive components, are used for the
hybrid vehicles.

(ii) Bidirectional power flow activates the power flow relatively during vehicles
starting in order to regain breaking energy. Regained energy during breaking,
as far as it is tempting, disperses and disappears because of heat on breaking.
Saved energy during breaking is given to vehicle by fuel conversion system.
Thus, energy management efficiency was maintained during power conversion
(Lai and Nelson 2007).
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8.4.1.1 Energy System Configuration on FC-Based Hybrid Vehicles

Fuel cells have a large loading scale, but when it is slightly loaded, parasites occur
in fuel cell system and efficiency decreases. For this reason, fuel cell vehicles’

Fig. 8.7 a Schematic view for control units in PEM Fuel cell system. b Balance of Plant
(BOP) system in liquid-fed fuel cells (Kim et al. 2010)
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loading levels and loading during breaking become essential for efficiency. Fuel cell
vehicles in low temperature environments are providing energy storage in addition
to generate power when they are moved. Hybridization level differs according to
vehicle’s necessities; while using 70–90 % of saved energy, energy saved during
breaking equals to 10–30 % (Lai and Nelson 2007). Energy management in FCHV
can be made by bidirectional DC–DC converters or without any converters
(Fig. 8.10).

Jhin-Sheng et al. developed energy management system for a 100 kWh system
which can be seen in Fig. 8.11. In Fig. 8.8a, high voltage (HV) is provided by
primer coiled low voltage (LV) accumulators. In Fig. 8.8b, it is provided by low
voltage source and high voltage accumulators. In first design, it is necessary to have
a 20 kW bidirectional DC–DC converter for accumulator management. In second
situation, unidirectional boost converter unit would be enough for accumulator’s
charging. But accumulator will need 80 kW. Even just it has a more suitable
converter; bidirectional DC–DC converter with 20 kW is more advantageous,
because of its semiconductor power, coil value, and cost. As a result, DC–DC
converters are more useful on energy management units (Lai and Nelson 2007).

Fig. 8.8 Block diagram of a fuel cell-battery and supercapacitor powered line-interactive
renewable generation system (Lai and Nelson 2007)
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8.4.2 Bidirectional DC–DC Converters

Bidirectional DC–DC converters are classified as three types in according to energy
sources’ placement; buck type, boost type, and buck-boost type. In Buck type,
energy storage placement is high voltage while boost units’ is low voltage.

Fig. 8.9 Energy managment
models for HEVs a high
power and b bidirectional
DC–DC converter
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There are five types of HESS and converter regulation topologies. They are the
passive parallel connection, one bidirectional DC–DC converter in series, two
bidirectional DC–DC converter in series, two-input bidirectional DC–DC converter
in parallel, and multiple-input ZVS bidirectional DC–DC converter. Passive parallel
connection between the sources is the simplest and most inefficient energy man-
agement topology. Latest regulation suggested by researchers is multiple DC–DC
converter topologies which has high power efficiency, high reliability and long
lasting (Fig. 8.12). This converter topology provides optimum power share between
the sources. But its total converter weight is bigger (Tie and Tan 2013).

Fig. 8.10 Energy management with and without converter
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8.4.2.1 Nonisolated Converters

Bidirectional DC–DC converters can be isolated or nonisolated. In nonisolated
units, the high voltage bus tension (Vdc) should be higher than low voltage tension
(Vin). During high voltage low tension accumulator charging, switches and diodes
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are serving for buck unit. During accumulator discharging, it distributes the energy
in boost unit from low voltage (LV) to high voltage (HV) bus (Lai and Nelson
2007).

It is converted into buck type bidirectional DC–DC convertor for HEVs’ and
FCVs’ driving motor systems by placing a battery on high voltage part of unit in
Fig. 8.13. DC bus voltage rarely becomes lower than the input voltage if the driving
motor needs higher voltage for high speed and high torque. But, if input voltage is
on the same level with bus voltage, it needs a buck-boost type converter. In
Fig. 8.14, there is a buck-boost type DC–DC converter that can be used in high
power EV applications. Buck-boost type converters are more expensive and have
lower efficiency since they use an extra key. But if battery voltage and DC bus
voltage are on the same level, it is necessary to use a buck-boost type converter (Lai
and Nelson 2007).

8.4.2.2 Isolated Converters

In isolated DC–DC converters, isolation protects the conversion. Bidirectional DC–
DC converters should be isolated, there are several bidirectional isolated DC–DC
converters. There are LV and HV corners on a voltage resource, therefore soft
power transfer is made by defining these corners to voltage resource. There are two
types of isolated bidirectional DC–DC converters (Fig. 8.15).

Power pack on low voltage or high voltage. When inductor works on high
voltage corner, high voltage semiconductor is needed. In bidirectional DC–DC
converters, inverter or rectifier might be used. On inverter mode, power transferred
by switches, on rectifier mode it is transferred by diodes. If there is power mosfet
being in use, in occurrence of a little voltage reduce, it is transferred through
backflow direction under synchronized rectifier mode. There are also three main
current sources converters (Fig. 8.16): Full bridge, half bridge, and push–pull (Lai
and Nelson 2007).

8.4.3 Multi-Phased DC–DC Converters

8.4.3.1 Nonisolated Multi-Phased Converters

In high power applications, a simple converter should be able to process multiple
devices in a parallel way. As shown in the previous design, since it is allowed to
rectify every voltage and tension, there should be a lot of phase pins. In nonisolated
case, high powered multi-phased bidirectional DC–DC converters for HEV energy
management systems have based two- and three-phased configurations. In
Fig. 8.17, Bidirectional three-phased DC–DC converter with a phase angel of 120°
is given (Lai and Nelson 2007).
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8.4.3.2 Isolated Multi-Phased DC–DC Converters

Three-phased converters were developed for high and low voltage (Lai and Nelson
2007). This three-phased converter receives voltage by low voltage, and tension by
high voltage (Fig. 8.18). On higher power applications, three-phased systems can
be widened to six-phased systems. Six pinned converters would be defined as V6
converters. Voltage regulating tension can be widened from 0° up to 120°. After
120° first voltage could be reset by other phase.

As a result; basic function of a vehicle’s energy management power converter is
providing bidirectional power flow between energy storage and inverter motor
driver DC bus 1. Voltage level and battery size are the key factors for defining the
converter unit. The “High Power Bidirectional DC–DC Converter” is a basic
component of energy management systems for HEVs and FCVs (Lai and
Nelson 2007).
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8.5 Liquid-Fed Fuel Cell-Battery Operated Hybrid
Systems

PEM and direct liquid-fed (methanol, ethanol, borohydride) fuel cells work on the
low temperature; therefore, they are really important especially for the portable
applications. But storing hydrogen and struggles on refilling fuel makes it hard to
use PEM fuel cells, even their advantages on costs, efficiency, and reliability. It is
possible to generate hydrogen inside, but generating hydrogen from borohydride
and likewise solid or liquid materials requires very sensitive temperature controls.
Additionally, hydrogen flow, generated by this method, is not steady, and it is hard
to receive changing charge or achieve sudden ‘stop-start’ process. Low temperature
PEM fuel cell reformer unit is slow and inefficient. Therefore, it is not suitable for
portable applications.

On the other hand, even stack control components of direct liquid fuel cells
(DLFC) systems are more expensive than those of PEMFCs, DLFCs are more
appealing because of their compactness, suitable sizes, and portability (Zhenith and
Krewer 2010; Joh et al. 2008; Hwang et al. 2012; Sanlı et al. 2014). DLFC systems
can be classified in three groups: active, passive, and semi-passive. A passive
application field of DLFC, with no system balance (BOP) components, includes
only systems with a few watts. An active DLFC is more powerful and efficient with
a tight BOP control. But, BOP control is usually being left out, even it works safely
and efficiently, and this study is out aim of the researchers. Even though BOP
control should be an important part of the product development, there are not any
significant published studies about it. In these systems, conditions below should be
provided (Kim et al. 2010):

1. Working conditions of BOP systems, sources of the basic complications, and the
control schemes to prevent those should be prepared

2. Voltage regulations and steady-flow working methods in DLFC stack and Li-ion
battery hybridization should be prepared

3. BOP interface units and microprocessor interfaces should be defined
4. Real-time operating systems (RTOS) 32-bit RISC microprocessor and control

software should be defined.

8.5.1 Active DLFC System

There is a complicated BOP system in Active DLFCs. An Active BLFC system
developed in the Motorola’s Laboratory is shown in Fig. 8.19. DLFC systems can
be defined as below (Kim et al. 2010; Kamaruddin et al. 2013):
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1. Fuel Management: In the active systems, fuel management is made by “Fuel
Distribution Systems.” Concentrations of the liquid fuels are the most essential
parameter for the cell performance. Diluted fuels are used in DLFCs.
Nevertheless fuel is consumed by chemical reactions, and water can produced as
a byproduct. This results in more dilution of the fuel and it affects the perfor-
mance. Therefore, system should include pure liquid, and concentration control
should be made.

2. Water Management: Electric is generated by the chemical reactions in DLFCs,
and water can produced as a byproduct. Water production dilutes the fuel in
anode, and water produced in cathode should be taken away from the system.
Also, the amount of the water is being reduced by the steam generation by
heating in stack. Water management is as essential as the fuel management for
cell performance.

3. BOP Control: BOP control and stack management are complicated for both the
high power and the low power systems. Power consumption of the BOP
components and control units should be little. Energy-efficient BOP systems
will make it possible to add a few more components to the system. Otherwise,
total efficiency of the system will be unacceptable.

Fig. 8.19 Active DLFC system developed by Motorola Lab (Kamaruddin et al. 2013)
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4. BOP Side Control Components: Fuel and oxidant flow speeds in DLFCs affect
both the performance and the stack temperature. Controls should be made using
liquid and air pumps, flow meters, heat sensors, and barometers in BOP system.
Heat control in the system is an important factor for the water and the fuel
management. This control can be made by fluid flow as well as by a fan.

5. Efficiency of BOP Control: Cost of the BOP control is expensive. But the cost is
effective for active DMFC high power production. Best working conditions
should be set in the laboratory environment for the DMFC system. But, it should
be kept in mind that there can be several environmental changes can occur.

8.5.2 Passive DLFC Systems

Passive systems can work without power consuming active sensors and processors.
Two-phased mass and heat flowing models were developed for passive DLFC in
order to find out thermal effects (Kamaruddin et al. 2013). Mass transferring models
made for anode, cathode, and membrane are essential for designing system and
understanding the processing. Fuel feeding and concentration distribution in the
passive systems are made using the natural convection capillary force and the
gravity theories.

Passive DLFCs seem like suitable systems, because of their low costs, reliability,
and compactness. But, there are problems in the passive air breathing and fuel
distributing systems, because they tend to work as a total and DLFC should be
modified to the stack behavior carefully. Additionally, passive DLFCs need more
catalyzers than active DLFCs in order to provide desired performance, and this
makes them more costly.

Passive system storage fabrication is simple, light, and easy. It is safer for
portable applications, because it does not have any moving parts. Fuel feed should
be made again for passive systems depending on the system volume, after certain
amount of electricity is generated. Since liquid fuels (methanol, hydrazine,
ammonia, formic acid, and diborane) are harmful for human health upon contact, it
is necessary to prevent fuel leak in these systems (Demirci 2009).

Passive DMFC system is different than active DMFC system. Differences
between passive and active DMFCs cause different applications. The issues con-
sidered are followed below such as:

1. In the fuel providing system, designing of the anode current collectors, the
anode diffusion layer, and the nondrifted fuel cell have an important role on
mass transfer.

2. Increasing oxygen feeding on cathode and water removal management are
important issues.

3. One of the most important issues is to reduce the heat dissipation.
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8.6 Hybrid Vehicle Applications

In this section, some automotive applications have been selected from the literature
and given as examples for the fuel cell-battery hybrid powered systems. They are
the light vehicles applications; Buddy El-Jet Hybrid Vehicle developed by Hang
and Chang (2012) in Taiwan, Microcab H2EV Hybrid Vehicle supported by the
CABLET Project in England (Fisher et al. 2012), Norwegian Buddy El-Jet Hybrid
Vehicle designed by Andreasen et al. (2008) in Denmark and Mini Train Hybrid
System tested and demonstrated in Taiwan (Hsiao et al. 2012). The fuel cell-battery
hybrid systems have been under investigation yet. In the next section, the hybrid
vehicles have been investigated in terms of the system design, power management,
road tests, and efficiency. All systems presented consist of a proton exchange
membran fuel cell system, battery pack, powertrain system, and a connection
strategy to power the traction of an electrical car. Although they are not being the
perfect vehicles, requiring further work with major drawbacks such as connection
and management of the hybrid components (fuel cell, battery, supercapacitors,
motor drive, and electrical systems), reducing the size of fuel cell and the battery,
the regenerative breaking, the heating strategy, their tests and the demonstration
results are satisfactory. Four hybrid systems are given in the following section in
detail.

8.6.1 Buddy El-Jet Hydrogen Fuel Cell Li-Ion Battery
Operated Hybrid Vehicle

In this study, characterization study of a fuel cell/battery hybrid system created by
Hwang et al. for an electrical vehicle is analyzed as an example. Fuel cell/battery
hybrid system created by Hwang et al. Hwang is tested by using Toyota Autobody
Coms’s electric motor and transfer system together (Figs. 8.20 and 8.21) (Hwang
and Chang 2012). Main components of this system are; one fuel cell stack, air
ventilator, water pump, membrane moisturizer, Li-ion battery package, microcon-
troller, DC–DC convertor and H2 storage tank. Microcontroller works with the
highest efficiency by setting the optimum working conditions voltage. In the driving
tests according with the driving conditions, the most suitable hybrid was imple-
mented. System efficiency is calculated 46 % as a function of gross power output.

8.6.1.1 Power Management

(i) Microprocessors: It is necessary to use microprocessors in hybrid systems
with the suitable algorithm. In this system, voltage, current, temperature, and
pressure signals were recorded using Intel 8051 microprocessor. It can also
control outer processors like air fan, solenoid valve, and cooling fans. In
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addition to that, it can save battery’s SoC in order to control charging and
discharging currents and preventing Li battery from over charging and dis-
charging. Most importantly, microprocessor makes the fuel cell work on the
voltage that it can provide power most efficiently.

(ii) DC–DC Converter: While electric motor’s working voltage is 72 VDC, fuel
cell’s nominal voltage is 48 VDC. Therefore, there is need for boost or buck
type voltage converter. DC–DC converters provide power transfer between
different power sources and charges. Along with maintaining voltage stability,
DC also has the futures as follows: (a) preventing fuel cell stack’s damage
because of concentration polarization by guarantying fuel cell’s output voltage
being higher than cut-off voltage (40 VDC), (b) protects Li-ion battery from
over charging/discharging by regulating charge current on different SoCs, and
(c) raises the voltage to 72 VDC in order to drive engine and charge Li-ion
battery (Hwang and Chang 2012).

8.6.1.2 Road Drive Tests

Road drive tests were made on National University of Tainan. Hybrid power
dynamic behavior under four different driving conditions is shown on Fig. 8.22
(Hwang and Chang 2012). A light vehicle was successfully driven by Li-ion battery
and PEM fuel cell hybrid power. While battery was suppressing incapability of the
fuel cell, it also saved extra energy occurred during breaking. Heat occurred inside

Fig. 8.20 Key components for a light electrical vehicle (Hwang and Chang 2012)
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Fig. 8.21 Schematic drawing of the fuel cell/battery hybrid power system (Hwang and Chang
2012)

Fig. 8.22 Hybrid power
dynamics during the road
driving test (Hwang and
Chang 2012)
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the fuel cell was fed into metal hydride tank, and it provided hydrogen desorption, it
also raised the efficiency up to 46 %.

8.6.2 Prototype Hydrogen—Electric Hybrid Microcab
H2EV Vehicle

In this study, Microcab H2EV type hybrid vehicle tested under CABLED project
that started in 2009 in England is analyzed (Fisher et al. 2012). This vehicle
controlled by computer; therefore, performance, distance, driving behavior, and
battery charging infrastructure information about hybrid vehicles was gathered.
Microcab H2EV hybrid vehicle can be seen in Fig. 8.23. Light vehicle includes
electrical driver (120 A nominal from Sigmadrive), a LiFePO4 battery from
Lifebatt.co.uk with 4 × 24 cell bank (nominal: 15 Ah 3.3 V/cell, 60 Ah
79.2 V/bank), a high temperature PEM fuel cell (HTPEM) providing 3.2 kWe, hot
air at 150 °C and the hydrogen tank of 0.6 kg 350 bar with 95 % pure hydrogen
and the permanent Magnet DC motor (12.56 kW, 220 A nominal) from Lynch
Motor Company (Fisher et al. 2012). Fuel cell has to provide all the power for
traveling, own by own. On the other side, battery has to provide necessary peak
need in the system, not the total energy (Fig. 8.24).

Fig. 8.23 Microcab H2EV hybrid lightweight vehicle (Fisher et al. 2012)
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8.6.2.1 Power Management

(i) Electrical Interface System: An “I/O interface PCB (Printed Circuit Board)
box” was designed to electrically integrate the fuel cell, battery, and motor
systems and to allow operate the vehicle directly as an EV for testing pur-
poses. A software-drive vehicle control unit (VCU) was added to the box in
order to take charge of both the fuel cell and battery system. The complex
electronic system was simplified using a CAN (controller area network) bus
connection. The VAN can provide soma integration through CAN commu-
nication. It offers the finer controls and makes the system more manageable
(Fig. 8.25).

(ii) Torque Monitoring Circuit: It is additional safety-related circuit. The vehicle
system requires the independent monitoring of motor torque to check the
torque output from the motor by two independent motor controller. The
motor is isolated from the power should a fault be detected. Regenerative
breaking cannot be used because of the current design of the circuit.

(iii) Testing of the system: The system can be checked visually by the diodes in
the circuit by applying the 12 V power. It allows to find the faults occurred
during the assembly, installation, and later. In the “I/O interface,” the jum-
pers were used to force a relay function on the interface board echoed with
LED indications. Therefore, the Microcab vehicle was tested for electrical
performance after the road tests.

Fig. 8.24 The performance curves for the fuel cell stack (Fisher et al. 2012)
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8.6.2.2 Road Drive

System was tested on driving tires without moving or unnecessarily to be on the
road. By this way, speeds up to 55 mph (88 kph) were simulated and driving screen
was observed; by applying similar different torques break systems were tested.
Later, Microcab vehicle tested for electrical performance before the road test.
Before it was delivered to customers, nearly 600 miles (960 km) long road tests
were made.

8.6.3 Norwegian Buddy El-Jet Hybrid System

In this study, high temperature PEM fuel cell was used to charge Li-ion battery (23
cells) package in an electric vehicle. 1 kW of serial connected fuel cell stack (37 V)
was connected to six battery package (12 kWh) in parallel on the vehicle. Drive
system of the vehicle was provided by Brushed DC engine with 13 kW, Curtis
1244 motor driver, controlled acceleration, breaking, speed, and general drive.
Charge–discharge situation is controlled by the BMS (Battery Management
System). Main components of the systems; Li-ion battery package, fuel cell system,
metal hydride hydrogen storage tank, and air input manifolds can be seen on
Fig. 8.26 (Andreasen et al. 2008). HTPEM fuel cell/Li-ion battery hybrid system’s
schematic view is given on Fig. 8.27.

Fig. 8.25 Shematic illustration of the system detailing main power flows and lines of
communication (Fisher et al. 2012)
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8.6.3.1 Power Management

When fuel cell was connected to battery, two keys were connected for each fuel
cell. First one 0.2 Ω resistor is added for limiting the sudden current coming from
fuel cell to batteries. Other one is connected to stacks directly and resistor is not
attached. By this way, fuel stack voltage is limited at the beginning; connecting to
the battery prevents large current peaks and low fuel cell voltages. Advantage of
this kind of connection is preventing the loss caused by power electronics com-
ponents like DC–DC converters. Fuel cell voltage is controlled by battery voltage
and SoC.

Fig. 8.26 View of the vehicle’s 3D model and basic systems (Andreasen et al. 2008)

Fig. 8.27 Schematic view for hybrid electric system (Andreasen et al. 2008)
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Battery system is protected by battery management system (BMS), and this
provides stable and reliable system processing as well as preventing thermal dis-
perse during charging–discharging. Being BMS based, analog monitoring is made
by fuel cell’s galvanic separation, microcontrolling system, and protection of whole
electrical system. Every single Li-ion cell is controlled by microprocessor and they
are adjusted with fuel cell by being recorded by central controller. BMS decides for;
fuel cell’s connection time to system, deactivating fuel cell engine in presence of a
problem. Fuel cell system’s connection is cut by BSM when the battery is fully
charged.

BMS fuel cell system works on these mods:

1. Starting and connecting fuel cell to the system (SoC = 80 %)
2. Stopping and disconnecting fuel cell (SoC = 95 %)
3. Disconnecting fuel cell (SoC = 99 %).

In an emergency situation, fuel cell system switches on to emergency mode and;
stack connections are disconnected, hydrogen feeding is stopped, blowers provide
high airflow, and stack hydrogen is cleaned out. When all the temperatures drops
under 115 °C, fans are stopped, air input manifolds are closed, and air input to stack
is blocked.

8.6.3.2 Drive Tests

Vehicle’s charging tests are made. DC bus current is increasing on sudden accel-
eration and it decreases during slowing. During slowing, regenerative breaking of
the vehicle is decreasing. Regenerative breaking increases battery voltage.
Therefore, battery is charged from engine, and charging from fuel cell decreases.

Fig. 8.28 Fuel cell, voltage
and DC vehicle current
(Andreasen et al. 2008)
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The fuel cell stack is restricted to deliver a current given by the voltage of the
battery pack. The DC bus voltage and current provided fuel cell stack were plotted
in Fig. 8.28 during the drive cycle.

8.6.4 Mini Train Hybrid System

In National Science and Technology Museum in Korea, a fuel cell-battery hybrid
system-operated mini-train is developed for open air traveling purposes. This train
is 18.4 cm width, 212 m length, and can work for 2000 h, and also can carry more
than 70 passengers (Fig. 8.29). On this hybrid study by Hasio et al., fuel cell and
lead-acid battery connected in parallel, and engine driver and all the electrical
management units were coordinated for being able to carry passenger on daily
basis.

System consist of: PEM fuel cell with air cooling, moisturizer, low pressure four
metal hydrogen storage tanks, hydrogen generating module, and electronic control
module. System’s functional block diagram is shown in Figure. Fuel cell’s total
weight is 12 kg and electrical output is 22 V (200 W) (Hsiao et al. 2012).

8.6.4.1 Power Management

Current diagram of the electrical energy control system is shown in Fig. 8.30. After
system started to work, battery voltage is determined. If the battery voltage is over
18 V, it provides power to charge. If it is lower than 18 V, fuel cell provides

Fig. 8.29 Mini train during drive test (Hsiao et al. 2012)
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electrical charge and charges the battery at the same time. If the battery voltage is
less than 50 % of SoC, it means it is lower than Rated Power and fuel cell starts to
work.

If the Fuel cell goes over security voltage (18 V), fuel cell voltage provides
electric charge and charge battery. When the battery voltage is full, fuel cell
shutdown and charge is provided from battery (Hsiao et al. 2012).

8.6.4.2 Drive Test

While mini-train moving, system is controlled by lead-acid battery voltage. When
battery is lower than 18 V, system switches to charging mode. Fuel cell’s charge
output power is 15–200 W. When mini-train is not working fuel cell voltage stays
on 24.5–23 V. This can be seen in Fig. 8.31 A and B parts. When mini-train works
the charge mode turns on. Both lead-acid battery and PEM fuel cell provide power
to charge. Fuel cell’s output power is around 275–315 W (B and C sections).
Battery hybrid PEM fuel cell is affecting full system performance remarkably. If
fuel cell stack output power is low, battery provides more power. System works
2000 h and provides 200 W power.

Fig. 8.30 Current diagram of electric control system (Hsiao et al. 2012)
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8.7 Conclusion

In the study, integration of fuel cell, battery, and electric engine have been inves-
tigated and three vehicle applications have been summarized. The most basic
integration issue is the communication between; driver, VCU, lithium battery
package, engine control unit, and fuel cell. Units are designed, configured, and
communication between the transferring organs is tested. But in all studies, bat-
tery’s performance on different SoCs and current charges should be determined.
More advanced balance and optimization studies should be made between the
battery and fuel cell. Fuel economy of the hybrid systems is rather low, yet.
Efficiency needs to be optimized.

Fuel cells look promising for solving problems of the internal combustion
engines. The unique characteristic of fuel cells creates other problems. Hybrid
systems come front for solving these problems and increasing total efficiency.
Hybrid systems consist of fuel cell with high energy density and battery with high
power bring a strong solution for efficiency and distance problems on transporta-
tion. Right now, the biggest problem that prevent these systems from being tradable
is the cost of fuel cells and batteries. It is obvious that hybrid systems will be used in
wider range in the future by reducing material costs, making power management
systems more efficient, improvements on battery technology and developing bat-
teries with shorter charging time and higher charge circuit.

As seen in Fig. 8.32, in the next 30 years almost 50 % of the vehicles, and in the
next half decade almost all the vehicles will transfer into hybrid system (Veziroğlu
2011).

Fig. 8.31 Mini train drive test (Hsiao et al. 2012)
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Chapter 9
Design of Solid State High Power
Amplifiers for Leo Satellite
Communication Systems

Peiman Aliparast and Sevda Aliparast

Abstract The rapid development of the RF power electronics requires the intro-
duction of wide band gap material due to its potential in high output power density.
In this project, an X band (8.1 GHz) solid state power amplifier is designed with an
output power of 25 W, bandwidth of 150 MHz as a part of an onboard transmitter.
We report our result of an AlGaN/GaN HEMT power amplifier with the operating
frequency in X band. There has been significant investment in the development of
high performance microwave transistors and amplifiers based on GaN in a satellite
communication system.

9.1 Introduction

Low Earth Orbit (LEO) satellites play an important role in Earth observation and
communication fields. In a satellite communication system, main limitations are
down link capabilities as well as sensing capabilities. A typical satellite commu-
nication system most of the time has been composed from Telemetry, Tracking and
Control (TT&C) subsystems. TT&C subsystem of a satellite provides a connection
between the satellite itself and the facilities on the ground (Pelton 2012). In this case
the telemetry subsystems send voice, video, and data from satellite to ground
stations. With considering of power limitation on satellites, the efficiency of the
telemetry subsystem is very important. Recent Earth observations such as optical
imaging, SAR imaging, and remote sensing by satellites require higher load power
and power efficiency. Figure 9.1 shows typical radio frequency (RF) frontend of a
transmitter for a telemetry subsystem. The RF signal has been amplified by power
amplifiers (PA) just before antenna. As exhibited in Fig. 9.1 the final block before
antenna which is a High Power Amplifier (HPA). In this block, the power of signal
reach to maximum value. Because of high power consumption, the efficiency of this
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stage is most important block in determining efficiency of the telemetry subsystem.
On the other hand weight, band of frequency, bit rate, coding, encryption, sensi-
tivity and occupied volume are very important parameters in designing of the
telemetry subsystem for LEO satellites. All of these are primary requirements in
designing of HPA. We know that the most of the telemetry subsystem of LEO
satellites works in X Band. Also we know that they send a signal power about 10–
100 W per each Antenna.

Thus high efficiency RF HPA is main requirement of a telemetry subsystem for
LEO satellites as mentioned above. In the following we are discussing steps of
designing high efficiency RF PA in X Band.

9.2 Process Selection

We need to determine process of active parts in the first step for designing a
RF HPA. So, first we must decide between Traveling Wave Tube Amplifiers
(TWTA) and Solid State Amplifiers (SSA). TWTA can produce more power in
comparison with SSA but it has a larger dimensions and heavier weight. SSA can
be better choice if we consider the other significant advantages of SSA in design,
reuse, time to market, serviceability, maintainability, and reliability for microwave
power amplifier applications. In SSA, the rapidly advancing Gallium Nitride Device
industry offers the opportunity to upgrade the performance, reliability, service-
ability, and robustness of systems currently using vacuum devices (Casto et al.
2011). Figure 9.2 shows technology adoption projections for power amplifiers
(Aichele and Poulton 2009). A review of GaN on SiC High electron-mobility
(HEM) power transistors is presented in Pengelly et al. (2012). This review is very
helpful for designer of HPA. In Table 9.1 material properties of some famous solid
state semiconductors are summarized. Baliga’s figure of merit (BFOM) in Table 9.1
shows power transistor performance (Pengelly et al. 2012). GaN has largest BFOM
in compare to other processes. So, it is best choice for designing HPA in X Band to
meet the requirements of the telemetry subsystems of LEO satellites.

Fig. 9.1 Typical RF frontend of a transmitter
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The proposed HPA in this project should be linear and covers the frequency
band from 8.025 to 8.175 GHz and achieves 25 W output power. Besides the data
sheet given by the manufacture which almost introduces the typical values
regarding small signal as well as large-signal specifications, maximum stable gain
(MSG) has to be considered. Based on the given specifications, a 25 W
GaN HEMT die (CGHV1J025D) from Cree manufacture has been selected for the
designing. Figure 9.3 shows layout of this transistor with its dimensions in µm.
Figure 9.4 shows the I–V curves of the CGHV1J025D based on simulation results.
We swept the gate-to-source voltage (VGS) from +1 to −3 V to obtaining these
curves. We never apply positive voltage to the gate-to-source in the real world. VGS

stay between −1 and −3 V most of the time. Also, Fig. 9.4 shows DC performance
of this transistor and we can use it to find the best biasing point of the transistor.

Fig. 9.2 PA technology adoption projections (Aichele and Poulton 2009)

Table 9.1 Material properties of solid state semiconductors (Pengelly et al. 2012)

Material Mobility
(cm2/V.s)

Die electric
constant

Bandgap
(eV)

Breakdown
field (MV/cm)

BFOM
ratio

Tmax

(oC)

i 1300 11.9 1.12 0.3 1.0 300

GaAs 5000 12.5 1.42 0.4 9.6 300

4H-SiC 260 10 3.2 3.5 3.1 600

GaN 1500 9.5 3.4 2 24.6 700
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9.3 Architecture Selection

In the telemetry subsystems, HPA with high efficiency and linearity is required.
There are some classes for power amplifiers which can be used regarding to the
situations. In Mishra et al. (2008) many types of HPAs have been reported to
improve efficiency, such as class E. A class E HPA is one of them which can
theoretically obtain 100 % power efficiency but because of some non ideal elements
such as non ideal transistor the efficiency would be lower than 100 %. Figure 9.5
shows the waveforms of the class E HPA that has been simulated by MATLAB.
According to the reasons which have been mentioned, a class E power amplifier

Fig. 9.3 Layout of CGHV1J025D

Fig. 9.4 I–V curves based on simulation results for CGHV1J025D
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was selected for high efficiency, it was attempted to use a matching network in
input and a filter network at the output. We had listed some of the LEO satellite
proposes X Band HPA with them performance results in Table 9.2.

9.4 Power and Linearity Performance

In the HPA, a high PAE is important in order to reduce the launch cost of the
satellite. The X band HPAs, in the frequency range of 8.025–8.175 GHz, are often
used for LEO satellite downlinks. Figure 9.6 shows schematic of deigned E class
HPA. The power performance of the proposed HPA at 8.1 GHz, VDS = 40 V is
shown in Fig. 9.7. The output power measured 25.7 W where the input power is
1.54 W. The Gain of power (GP) achieved 12.25 dB. The linearity of the HPAs is
the other important performance parameter. A single-tone AM to AM modulation

Fig. 9.5 Waveforms of a
class E HPA

Table 9.2 A list of the LEO satellite proposes X band HPA with them performance results

Pload

(dBm)
Gp

(dB)
PAE
(%)

Frequency
(GHz)

Transistor
model

Class of power
amplifier

Reference

37 14 20 0.35–8 CGH60015D Class E Sayed et al.
(2009)

35.6 11 61 8.5–11.5 GaN HEMT Class E Moon et al.
(2012)

41.3 16 – 10 AlGaN/GaN
HEMT

Hybrid van Raay et al.
(2005a)

39.5 20 – 10 AlGaN/GaN
HEMT

Two stage van Raay et al.
(2005b)

41.46 1.5 23.4 8–8.5 AlGaN/GaN
HEMT

Wilkintson
power amplifier

Chi et al. (2010)
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and AM to PM modulation test have been done for measured the linearity per-
formance of the proposed HPA. Figure 9.8 shows the simulation results for dis-
tortion of the proposed class E HPA. Also the two-tone test has been done for
measuring inter-modulation distortion 3 (ID3). Figure 9.9 shows the power spec-
trum analyzer (PSA) results for the two-tone measurements at fc = 8.1 GHz and

Fig. 9.6 Schematic of the proposed class E HPA

Fig. 9.7 Pin and Pout for the
proposed class E HPA

100 P. Aliparast and S. Aliparast



Pin = 26dBm. As shown in Fig. 9.9, the proposed HPA in 8.1 GHz has
44.041 dBm and in 8.11 GHz has 38.388 dBm output power. Also, third har-
monics at 8.115 and 8.095 GHz have 4.532 and 10.839 dBm output power,
respectively. So, the ID3 measured better than 27 dBc. Figure 9.10 shows stability
of the proposed HPA based on its response to step input.

9.5 Matching Network

In ideal case, the concept that is being followed while designing the input and
output matching network is that, small-signal simulations in ADS implemented to
optimize for gain and return loss for input and output sides, on the other hand
large-signal simulations in ADS is used for output power and efficiency opti-
mization. These networks are designed for impedance transformation, typically

Fig. 9.8 Simulation results for distortion of the proposed class E HPA, a AM to PM distortion,
b AM to AM distortion

Fig. 9.9 Results of two-tone
test the proposed class E HPA
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between the transistor and 50 O terminations on the input/output of amplifier. They
might be designed with lumped elements, quarter wave transformers or micro strip
stubs. Generally, input matching side provides for the maximum power transfer,
which occurs according to complex conjugate theorem and gives low input return
loss. On the other hand, output matching network is designed according to
requirements and matching the device to the output side is not always the case. For
instance, loss of half the power happens on maximum power transfer and high
efficiency cannot be ensured.

9.6 Conclusions

In this research a simulations has been performed by the Process Design Kit
(PDK) of CGHV1J025D GaN HEMT transistor, manufactured by CREE Company.
Results show At 8.1 GHz, we achieved 48.521 % drain efficiency, 43.342 % PAE,
44.115 dBm load power and 12.25 dB power gain. The results show the developed
25 W AlGaN/GaN HEMT has high power capability covering practical frequency
range for X band high power applications. Power performance of the implemented
PA has been tested at 8.1 GHz for 40 V DC drain voltages and 450 mA DC drain
current as presented before (Table 9.3).

Fig. 9.10 Step response of
the proposed class E HPA

Table 9.3 A summaries of the performance results for the proposed HPA

Pout (dBm) Pin (dBm) Gp Eff (%) PAE (%) Transistor model

44.098 31.872 16.697 49.419 46.459 CGHV1J025D
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Chapter 10
Different Efficiency Calculations
of a Combined Cycle Power Plant

Ismail Ekmekci and Ahmet Coşkun Dundar

Abstract Brayton cycle has a great importance for aviation industry in gas turbines
of aircrafts. The aim of this study is to obtain the different efficiency values of one
of the combined thermal power plant in our country that its working principle
mainly depends on gas turbine Brayton cycle. Ambarlı Combined Cycle Power
Plant has been examined to make some comparisons with different efficiency
approaches. This power plant is examined by using different efficiency definitions:
Thermal, Carnot, Curzon-Ahlborn, Caputo Efficiency and Exergetic Efficiency.

Nomenclature

A Area, m2

T Temperature (oC)
CCPP Combined cycle power plants (–)
HRSG Heat recovery steam generator
Ƞ Efficiency
CA Curzon-Ahlborn
CPT Caputo
ACCPP Ambarlı combined cycle power plant
Ex Exergetic
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10.1 Introduction

Gas turbines is an engine designed to convert the energy of a fuel into some form of
useful power, such as mechanical (shaft) power for power plants or high-speed
thrust of a jet for aviation industry. A gas turbine is basically comprised of a
compressed gas generator section and a power conversion section. The Brayton
cycle (or Joule cycle) represents the operation of a gas turbine engine. It has a great
importance for aviation industry in gas turbines of aircrafts. It is a thermodynamic
cycle that describes the workings of the gas turbine engine, basis of the air
breathing jet engine and others. It is named after George Brayton (1830–1892), the
American engineer who developed it, although it was originally proposed and
patented by Englishman John Barber in 1791 (Bathie 1984). It is also sometimes
known as the Joule cycle. The Ericsson cycle is similar but uses external heat and
incorporates the use of a regenerator. Today the term Brayton cycle is generally
associated with the gas turbine, even though Brayton only built piston engines.

The Brayton cycle is a cycle which can be used in both internal combustion
engines (such as jet engines) and for external combustion engines. Although the
Brayton cycle is usually run as an open system (and indeed must be run as such if
internal combustion is used), it is conventionally assumed for the purposes of
thermodynamic analysis that the exhaust gases are reused in the intake, enabling
analysis as a closed system. The cycle consists of four processes, as shown in
Fig. 10.1 alongside a sketch of an engine:

a b: Adiabatic, quasistatic (or reversible) compression in the inlet and compressor;
b c: Constant pressure fuel combustion (idealized as constant pressure heat addi-
tion);
c d: Adiabatic, quasi-static (or reversible) expansion in the turbine and exhaust
nozzle, with which we

1. Take some work out of the air and use it to drive the compressor, and
2. Take the remaining work out and use it to accelerate fluid for jet propulsion, or

to turn a generator for electrical power generation;

d a: Cool the air at constant pressure back to its initial condition

Fig. 10.1 Sketch of the gas turbine engine components and corresponding thermodynamic states
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A more popular modification involves a gas power cycle topping a vapour power
cycle, which is called the Combined Gas-Vapour Cycle, or just the Combined
Cycle. The Combined Cycle of greatest interest is the gas turbine (Brayton) cycle
topping a steam turbine (Rankine) cycle, which has a higher thermal efficiency than
either of the cycles executed individually. Gas turbine cycles typically operate at
considerably higher temperatures than steam cycles.

As an engineering sense to take advantage of very desirable characteristics of the
gas turbine cycle at high temperatures and to use the high-temperature exhaust
gases as the energy source for the bottoming cycle such as a steam power cycle as
Rankine cycle. The result is a Combined Gas–Steam Cycle and in this cycle, energy
is recovered from the exhaust gases by transferring it into steam in a heat exchanger
(HRSG—Heat Recovery Steam Generator) that serves as the boiler. In general,
more than one gas turbine is needed to supply sufficient heat to the steam. Recent
developments in gas turbine technology have made the combined gas–steam cycle
economically very attractive. The combined cycle increases the efficiency without
increasing the initial cost greatly. Consequently, many new power plants operate on
combined cycles, and many more existing steam or gas turbine plants are being
converted to combined cycle power plants. Thermal efficiencies well over 40 % are
reported as a result of conversion. In Turkey, one of the important and successful
example of conversion project of existing fuel oil-fired steam turbine plants is
Ambarlı Units Rehabilitation Project involves the conversion of the existing Fuel
Oil-fired boiler steam plant into Combined Cycle by addition of new Gas Turbine
Generators and new Heat Recovery Steam Generators and rehabilitation and
modification of existing Steam Turbines under new steam regime to achieve
maximum performance. Thus, thermodynamic efficiency is increased from 36 % to
54 %, energy production costs are decreased, plant reliability is increased and
excessive levels of atmospheric emissions are reduced significantly. Ambarlı
Project is a “Full Repowering by CCPP Conversion” Project that is a “first of its
kind” Project in Turkey and is equalled in magnitude and complexity by only a
handful of worldwide examples.

The aim of this study is to obtain the different efficiency values of one of the
successful CCPP conversion example in our country that its working principle
mainly depends on gas turbine Brayton cycle and Rankine cycle, Ambarlı com-
bined cycle power plant has been examined to make some comparisons with
different efficiency approaches. This power plant is examined by using different
efficiency definitions: Thermal efficiency, Carnot efficiency, Curzon-Ahlborn and
Caputo efficiencies of Ambarlı combined cycle power plant (ACCPP).

10.2 Different Efficiency Definitions

10.2.1 Thermal Efficiency (ηT)

Thermal efficiency (ηT) is simply cycle efficiency, the ratio of the network output
(Wnet) to heat supplied (Qs).
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gT ¼ Wnet=Qs

Thermal efficiency tends to increase as the average temperature of heat addition
increases and/or the temperature of heat rejection decreases.

10.2.2 Carnot Efficiency (ηC)

It is clear and well known that practical heat engines are not as efficient as the
classical Carnot cycle. Due to the heat leaks or degradation of kinetic energy into
heat by means of friction are the main causes of the inefficiencies.

“Carnot Efficiency (ηc)” is the upper bound of the efficiencies of all heat engines.
It is formulated as

gC ¼ 1� TL=THð Þ

where TH and TL the temperature of the hot and cold thermal reservoirs,
respectively.

10.2.3 Curzon-Ahlborn Efficiency (ηCA)

“Curzon-Ahlborn Efficiency” was introduced by Curzon and Ahlborn in 1975. This
efficiency basically considers the influence of finite rate heat transfer between the
external heat reservoirs and the working fluid on the performance of a Carnot-like
thermal engine in which there is no thermal equilibrium between the working fluid
and the thermal reservoirs at the isothermal branches of the cycle. Curzon and
Ahlborn indicated that such an engine produces nonzero positive power (contrary to
the Carnot engine), and that the power output can be optimized by varying the
temperature of the cycle’s isothermal branches. They formulated their theory for the
efficiency under these conditions as follows,

gCA ¼ 1�
ffiffiffiffiffiffi
TL
TH

r

10.2.4 Caputo Efficiency (ηCPT)

Because of the external and internal irreversibilities within the cycle, gas turbine
cycles as well as heat engines do not achieve the Carnot efficiency. “Caputo”
introduced a new efficiency equation by considering the measure of the
irreversibilities.
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According to Caputo, the efficiency of the real cycle is expressed in terms of τ
(the ratio of minimum to maximum temperature) and μ which encompasses the
overall effect of failures.

Caputo introduced a parameter σ which is a measure of the irreversibilities
within the real cycle. He first defined:

ri ¼ Qi

Ti

where mean temperature can be defined as follows:

Ti ¼ QiR dQi
T

Then the parameter σ is then defined as:

r ¼ rH
rL

the ratio of entropy change in heat supply to entropy change in heat rejection. For
the Carnot cycle σ is unity, but for other (irreversible) cycles, a value of σ less than
unity indicates a ‘widening’ of the cycle on the T-s diagram due to irreversibilities
(e.g. in compression and/or expansion in the gas turbine cycle) and a resulting loss
in thermal efficiency.

Parameters ξH and ξL are then defined to measure the failures to achieve the
maximum and minimum temperatures Tmax and Tmin,

nH ¼ TH

Tmax
; n ¼ TL

Tmin

Then combined parameter can be defined as:

n ¼ nH
nL

¼ Tmin

Tmax

� �
TH

TL

� �
¼ s

TH

TL

� �

where is the ratio of minimum temperature to maximum temperature.
ξ is then an overall measure of the failure of the real cycle to achieve the

maximum and minimum temperatures and is always less than unity (except for the
Carnot cycle, where ξ becomes unity).

The overall effect of these failures to achieve Carnot efficiency is then encom-
passed in a new parameter μ where,

l ¼ rn
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Then Caputo efficiency can be obtained as follows:

gCaputo ¼ 1� QL

QH

� �
¼ 1� rLTL

rHTH
¼ 1� rLnLTmin

rHnHTmax
¼ 1� s

rn
¼ 1� s

l

In equations above, TA and TB are the mean temperatures of heat supply and
rejection; ξ is an overall measure of the real cycle to achieve the maximum and
minimum temperatures. σ is the measure of the irreversibilities within the cycle.

10.2.5 Exergetic Efficiency (ηEx)

In thermodynamics, the exergy of a system is the maximum useful work possible
during a process that brings the system into equilibrium with a heat reservoir
(Bathie 1984). When the surroundings are the reservoir, exergy is the potential of a
system to cause a change as it achieves equilibrium with its environment. Exergy is
the energy that is available to be used. After the system and surroundings reach
equilibrium, the exergy is zero. Determining exergy was also the first goal of
thermodynamics.

Energy is never destroyed during a process; it changes from one form to another
(see First Law of Thermodynamics). In contrast, exergy accounts for the irre-
versibility of a process due to increase in entropy (see Second Law of
Thermodynamics). Exergy is always destroyed when a process involves a tem-
perature change. This destruction is proportional to the entropy increase of the
system together with its surroundings. The destroyed exergy has been called anergy
(Bathie 1984). For an isothermal process, exergy and energy are interchangeable
terms, and there is no anergy.

As a simple example of exergy, air at atmospheric conditions of temperature,
pressure, and composition contains energy but no exergy when it is chosen as the
thermodynamic reference state known as ambient. Individual processes on Earth
like combustion in a power plant often eventually result in products that are
incorporated into a large atmosphere, so defining this reference state for exergy is
useful even though the atmosphere itself is not at equilibrium and is full of long-
and short-term variations.

If standard ambient conditions are used for calculations during plant operation
when the actual weather is very cold or hot, then certain parts of a chemical plant
might seem to have an exergy efficiency of greater than 100 % and appear on paper
to be a perpetual motion machine! Using actual conditions will give actual values,
but standard ambient conditions are useful for initial design calculations.

One goal of energy and exergy methods in engineering is to compute what
comes into and out of several possible designs before a factory is built. Energy
input and output will always balance according to the First Law of
Thermodynamics or the energy conservation principle. Exergy output will not
balance the exergy input for real processes since a part of the exergy input is always
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destroyed according to the Second Law of Thermodynamics for real processes.
After the input and output are completed, the engineer will often want to select the
most efficient process. An energy efficiency or first law efficiency will determine
the most efficient process based on wasting as little energy as possible relative to
energy inputs. An exergy efficiency or second-law efficiency will determine the
most efficient process based on wasting and destroying as little available work as
possible from a given input of available work. Second-Law efficiency or Exergetic
Efficiency can be defined as follows:

gEx ¼ Exergy Recoveredð Þ= Exergy Suppliedð Þ

and overall exergetic efficiency value for ACCPP has been calculated and compared
with other efficiency values.

10.3 Required Data of Power Plant

Required technical data and obtained thermodynamical results of the Ambarlı
combined cycle power plant are tabulated in Tables 10.1 and 10.2:

10.4 Results of Efficiency Calculations

In this study, Ambarlı combined cycle thermal power plants’ performance is
evaluated through energetic performance criteria based on “First Law of
Thermodynamics”, which is thermal efficiency. Also with respect to upper and
lower temperatures, Carnot efficiency values for the Units of ACCPP have been
calculated. Then Curzon-Ahlborn efficiency, Caputo efficiency and Exergetic
efficiency values are also been calculated and summarized in Table 10.3.
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Table 10.2 Thermodynamically Obtained Data for ACCPP

Unit 1 and 2 Unit 3 Unit 4

Pump inlet hpg 167.5 kJ/kg 104.71 kJ/kg 188.42 kJ/kg

spg 0.4721 kJ/(kgK) 0.3858 kJ/(kgK) 0.6385 kJ/(kgK)

Condenser pressure v1 0.001 m3/kg 0.001 m3/kg 0.00101 m3/kg

Pump power consuption
[Wp = v1*(P2 − P1)]

Wp 17.608 kJ/kg-s 17.521 kJ/kg 17.6431 kJ/kg

Pump outlet (heater inlet) hpç 185.11 kJ/kg 122.23 kJ/kg 206.063 kJ/kg

High pressure turbine inlet hhi 3222.9 kJ/kg 3222.9 kJ/kg 3222.9 kJ/kg

(27,35 MPa and 535 C) shi 5.9634 kJ/(kgK) 5.9634 kJ/(kgK) 5.9634 kJ/(kgK)

High pressure turbine outlet hhi 2857.9 kJ/kg 2857.9 kJ/kg 2857.9 kJ/kg

(7,3 MPa and 535 C) sho 5.9634 kJ/(kgK) 5.9634 kJ/(kgK) 5.9634 kJ/(kgK)

Low pressure turbine outlet hli 3494.7 kJ/kg 3494.7 kJ/kg 3494.7 kJ/kg

(7,3 MPa and 535 C) sli 6.9034 kJ/(kgK) 6.9034 kJ/(kgK) 6.90336 kJ/(kgK)

Low pressure turbine outlet hlo 2150.1 kJ/kg 2150.1 kJ/kg 2150.1 kJ/kg

x 0.824 0.824 0.824

HP turbine power
generation

Whpt 365 kJ/kg 365 kJ/kg 365 kJ/kg

LP turbine power
generation

Wlpt 1344.6 kJ/kg 1344.6 kJ/kg 1344.6 kJ/kg

Carbon C, % 20.81 20.81 20.81

Hydrogen H, % 1.78 1.78 1.78

Oxygen O, % 9.35 9.35 9.35

Nitrogen N, % 1.15 1.15 1.15

Total power generation Wt 1709.6 kJ/kg-s 1709.6 kJ/kg 1709.6 kJ/kg

Total heat supplied qt 3037.8 kJ/kg 3100.7 kJ/kg 3016.84 kJ/kg

HP turbine efficiency ηhpt% 0.1133 0.1133 0.11325

LP turbine efficiency ηlpt% 0.3848 0.3848 0.38475

Exergy factor (based on
LHV)

β 1.0894 1.0894 1.08944

Thermal efficiency ηΤ% 0.557 0.5457 0.56084

Curzon-Ahlborn efficiency ηca% 0.4394 0.4154 0.41536

Carnot efficiency ηc% 0.6582 0.6582 0.6582

Exergetic efficiency ηex% 0.5113 0.5009 0.5148

Table 10.3 Summary of the efficiency for ACCPP

ηT (%) ηC (%) ηCA (%) ηE (%) ηCPT (%)

Unit 1 and 2 55.70 65.82 43.94 51.13 49.22

Unit 3 54.57 65.82 41.54 50.09 34.03

Unit 4 56.08 65.82 41.54 51.48 34.98
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10.5 Conclusion

As seen in Table 10.3, Carnot efficiency values are hypothetical and very high
values according to real states. Curzon-Ahlborn and Caputo efficiency values give
more realistic values with respect to Carnot and Exergetic efficiencies.
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Chapter 11
Sustainability Assessment in Piston-Prop
Helicopter Engine

Elif Yildirim, Onder Altuntas, T. Hikmet Karakoc and Necati Mahir

Abstract About 75 % of the world’s energy requirement is provided by fossil
fuels, and there are various improvement efforts in all fields to ensure the effective
use of available sources, taking into consideration the gradual decrease in fossil
fuels. Several approaches are used against the decrease in energy sources including
the concept of sustainability. Sustainability refers to the careful use of available
sources by making advance plans to ensure that natural sources are not exhausted
and are used in moderation so that the future generations can benefit from these
sources. This study includes a sustainability assessment based on energy analyses
for different engine power values varying between 150 and 600 SHP (Shaft Horse
Power) in a spark-ignited, unsupercharged and air-cooled piston-prop helicopter
engine. As a result of calculations, the highest exergetic sustainability index was
found to be 0.15, and the lowest environmental impact factor value was found to be
6.86 at a power of 250 SHP. The lowest waste exergy ratio and the lowest exergy
destruction factor were calculated to be 87.28 and 66.77 %, respectively. The
power with the highest energy and exergy efficiency provided the highest exergetic
sustainability index and thus the lowest waste exergy ratio, the lowest exergy
destruction factor and the lowest environmental impact factor.
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Nomenclature

E _xwe Waste exergy (kW)
E _xdest Exergy destruction (kW)
E _xloss Loss exergy (kW)
rwe Waste exergy ratio (%)
E _xin Exergy input (kW)
fexd Exergy destruction factor (–)
reef Environmental impact factor (–)
ψ Exergy efficiency (%)
Θesi Exergetic sustainability index (–)

11.1 Introduction

Rapid increase in energy consumption causes rapid decrease in energy sources. It is
a must to use the available energy sources in the most efficient manner and to find
new energy sources to ensure that we can leave energy sources to future generations
and to ensure sustainability. Effective use of energy would contribute to the
reduction of environmental pollution that we face today. The exergy concept pre-
sents itself here. Exergy is expressed as maximum theoretical work that can be
obtained from a system, and exergy calculations allow the calculation of maximum
efficiency from a system and determination of improvement points in that system.
When the system efficiency is increased, fuel consumption is reduced, and thus the
fuel cost is reduced. Less energy is used to yield more work which increases both
the lifetime of energy sources and their sustainability. In addition, the environment
is less harmed. Exergy is an effective instrument to understand and to improve the
sustainability of systems and processes (Aydın 2013). It is not possible to distin-
guish the concepts of exergy and sustainability. Like the exergy analysis, the
sustainability analysis plays an important role in reducing the environmental
impacts and costs of waste. The most economic and viable method to reduce
greenhouse gas emissions and energy costs is to increase energy efficiency
(Bakanlığı 2013; http://databank.worldbank.org 2014).

In recent years, the demand for aircrafts has increased and effective use of energy
in aircrafts has become compulsory after the effective use of aircrafts in many
different fields. There should be significant precautions in the field of aviation as well
to prevent the growth of a negative impact of aviation emissions on local air quality
and weather (Lee 2010). Helicopters, also known as rotating wing aircrafts, are one
of the aircrafts with the most focused and technical development efforts. Helicopters
use piston engines which are used in three fourths of all aircrafts in the world and
which are classified as internal combustion engines. Turboshaft engines, which are
included in the category of gas turbine engines, are also used in helicopters.
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Open literature includes energy and exergy analyses and sustainability assess-
ments to compare the engine performance for internal combustion engines and gas
turbine engines with different fuels and at different speeds, phases and temperatures.
Some of these assessments are mentioned below.

Çaliskan and Hepbasli (2011) conducted an exergetic cost analysis and sus-
tainability assessment of an internal combustion engine by using diesel fuel and two
different biodiesel fuels. As a result of their study, they demonstrated that the
sustainability index decreases while the exergy destruction rate increases, that is,
the sustainability index and exergy destruction are inversely proportional, and that
the exergy efficiencies and sustainability indices of biodiesel fuels are higher than
those of diesel fuel. Altuntaş (2011) applied the exergy-economic and
exergo-environmental analysis method to a four-stroke, air-cooled, four-cylinder
and unsupercharged piston-prop aircraft engine for the landing and take-off phases
and for a cruise flight of 1 h. In another study, Altuntaş et al. (2012a) conducted
exergy, exergy-economy and sustainability assessments of a four-stroke, air-cooled,
four-cylinder and unsupercharged piston-prop engine at the landing and take-off
phases. According to the results of the analysis, it was observed that the phase
requiring the most work flow was the take-off phase while the fuel energy and
exergy flows were the highest at this phase. The lowest energy and exergy losses
were found at the taxi phase while the highest energy and exergy efficiencies were
found at the climbing phase. They also studied the exergo-environmental analysis
of a spark-ignited, four-stroke, unsupercharged and air-cooled piston-prop aircraft
engine during the landing, take-off and cruise phases. The study included analyses
including the exergy analysis application, exergo-environmental impacts and dis-
tributions of exergy and exergo-environmental impacts (Altuntaş et al. 2012b).
Turgut (2007) conducted a detailed exergo-economic analysis for a CF6-80 type
turbofan engine with a high bypass ratio used in wide-bodied, medium long-range
passenger aircrafts. Turgut et al. (2009) studied the effects of various parameters
like exergy destruction, system life, system annual working hours and costs, fuel
costs on exergy destruction cost, relative cost difference and exergo-economic
factors of a turbofan aircraft engine using kerosene as fuel. Tona et al. (2010)
conducted exergy and thermoeconomic analysis of a turbofan engine during a
typical commercial flight throughout all life cycles by taking exergy destruction
into account. Turan et al. (2014) calculated some exergetic parameters of a JT8D
turbofan engine at take-off thrust power. They analysed by calculating the fuel
consumption ratio, efficiency decrease ratio, fuel exergy factors, potential
improvement ratio and product exergy factors for the components of JT8D engine
at the take-off phase (fan, high pressure compressor, combustion chamber, high
pressure turbine and low pressure turbine). Aydın (2012) conducted an exergy
analysis of a turbofan engine with high bypass ratio used in medium and long-range
aircraft and a turboprop engine used in both regional aircrafts and in turboshaft
model helicopters and obtained exergy parameters to calculate the exergetic sus-
tainability indicators of these engines. The study included separate calculations and
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evaluations for the fan, low pressure compressor, high pressure compressor, com-
bustion room, high pressure turbine, low pressure turbine and turbofan engines,
which are the main components of an engine. Aydın et al. (2012b) calculated the
exergetic parameters, exergy costs and unit exergy costs for compressor, combus-
tion room, gas generator, power turbine and outputs which are main components of
the CT7-9C engine which is a turboprop engine (2012). Aydın et al. (2013a)
conducted an energy and exergy analysis at full and partial loads of a turboprop
engine in order to be able to support the design of propeller aircraft engines and to
increase the efficiency of the current systems. These energy and exergy analyses are
a supporting source to obtain an improved exergetic performance, low fuel con-
sumption and high shaft horse power. In another study, Aydın et al. (2013b) cal-
culated exergo-sustainability indicators by conducting exergetic analyses for a
turboprop aircraft at the phases of taxi, landing, climbing, maximum cruise, normal
take-off, automatic inverse power, maximum take-off and constant maximum power
phases. The study showed that the maximum exergy efficiency for the concerned
turboprop aircraft had a minimum exergy efficiency (20.6 %) and minimum
exergo-sustainability index (0.26) during the phases of taxi and landing. Apart from
that, it was found that the aircraft had a very good index of exergetic efficiency,
waste exergy ratio and exergetic sustainability index at the phases of climbing,
maximum cruise, normal take-off, automatic inverse power, maximum take-off and
constant maximum power.

Ballı and Hepbaşlı conducted exergo-economic, sustainability and environ-
mental damage cost analyses of the T56 turboprop engine. They assessed the effects
of increasing fuel flow speed to the performance of the T56 turboprop engine and
components in different power loadings in four different operation modes. They
stated that the only way to increase the shaft power of the constant speed turboprop
engine was to increase the fuel flow speed and that the generated shaft power and
thrust increased with the increase of fuel flow speed and turbine input speed at
different operation modes (Ballı and Hepbaşlı 2014). Atılgan et al. (2013) used the
exergo-environmental analysis method to study the environmental impact of the
engine of a turboprop aircraft that is generally used in regional transportation and
generates a torque of 1948 SHP and 640 Nm. When the total environmental impact
of the turboprop aircraft engine was examined as a result of the study, it was
determined that 9 % took place in the compressor, 69 % in the combustion room,
13 % in the gas turbine generator, 72 % in the power turbine and 22 % in the
exhaust nozzle and that the combustion room had the priority for improvement
according to these results. The study also found that the exergo-environmental
analysis could be used sued to estimate the environmental impact measurements of
aircraft drive systems. Etele and Rosen (2001) conducted an exergy analysis at a
certain altitude from sea level (up to 15.000 m high from sea level) to a turbojet
engine. They observed as a result of this study that the majority of the exergy losses
were caused by the exhaust emissions and that the rational efficiency with
increasing height was reduced by nearly 2 %. In another study to increase efficiency
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in aviation applications and to reduce losses by using exergy methods, Rosen and
Etele (2004) assessed the exergy efficiency of a turbojet engine during a typical
flight cycle. Ballo et al. (2008) conducted an exergy and exergo-economic analysis
in a J69-T25 model used in T-37 B/C model training aircrafts. Numerical exergy
and exergo-economic cost balance equations were found for each component of the
engine (air compressor, combustion room, exhaust channel, mechanic shaft) and for
a general J69-T25A engine. In addition, the exergy cost ratio and unit exergy cost
ratio of the engine was calculated.

This study included a sustainability assessment by using the exergy analyses of
a spark-ignited, unsupercharged and air-cooled piston-prop helicopter engine in the
engine power range of 150-600 SHP. While making the calculation, the temperature
and pressure values of the reference environment were measured as 25 °C (298 K)
and 1 atm, the cooling air temperature as 330 K and system output temperature as
1200 K (Yıldırım 2014).

11.2 Method

Exergy can be simply defined as the maximum operation potential that can be
obtained from an energy source (Moorhouse 2003). Exergy analyses are currently
used in the fields of analysis, design and performance improvement areas as well as
to evaluate the sustainability levels of systems. In exergy-based sustainability cal-
culations, values calculated by exergy analysis are used.

Exergy efficiency, waste exergy ratio, exergy destruction factor, environmental
impact factor and exergetic sustainability index parameters are the indicators of
exergetic sustainability.

11.2.1 Waste Exergy Ratio

During the engine run time, some part of exergy is lost through the discharge of
exhaust gas to the environment while some part is destructed in engine components.
The waste exergy (E _xwe) in the system is equal to the total of exergy destruction
(E _xdest) and loss exergy (E _xloss).

X
_Exwe ¼

X
_Exdest þ

X
_Exloss ð11:1Þ

The waste exergy ratio (rwe) is the ratio of total waste exergy output to total
exergy input (E _xin).
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rwe ¼
P

_ExweP
_Exin

¼
P

_Exdest þ
P

_ExlossP
_Exin

ð11:2Þ

11.2.2 Exergy Destruction Factor

The exergy destruction factor (fexd) is an important parameter indicating the
reduction of the positive effect of the engine on exergy-based sustainability, and it is
found by the ratio of the exergy destruction to total exergy input.

fexd ¼
P

_ExdestP
_Exin

ð11:3Þ

11.2.3 Environmental Impact Factor

The environmental impact factor (reef) is a factor that is destructed in the system and
is an important parameter indicating whether the exergy discharged to the envi-
ronment, i.e. the waste exergy, damages the environment. It is the ratio of the waste
exergy ratio to the exergy efficiency (ψ).

reef ¼ rwe
w

ð11:4Þ

11.2.4 Exergetic Sustainability Index

The exergetic sustainability index (Θesi) is a very important parameter to be able to
assess the sustainability level of the system. Very high efficiency refers to a high
exergetic sustainability index and therefore to a low waste exergy ratio and low
environmental impact factor. Exergy helps in determining how well efficiency can be
improved, and it is associated with the reduction of thermodynamic losses in pro-
cesses. Measures to increase the exergy efficiency reduce energy losses and negative
effects on the environment. It contributes to the sustainability by increasing the
exergy efficiency and reducing exergy losses and therefore by reducing both the
internal exergy consumption and waste exergy emissions. The exergetic sustain-
ability index is the ratio of the exergy efficiency to the waste exergy ratio.

Hesi ¼ 1
reef

¼ w
rwe

ð11:5Þ
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11.3 Conclusion

A sustainability assessment was done for the relevant power values by using the
energy and exergy analyses. Waste exergy ratios, exergy destruction factors,
environmental impact factors and exergetic sustainability indices were calculated by
using Eqs. (11.2), (11.3), (11.4) and (11.5), respectively. Table 11.1 includes the
exergetic sustainability indicators calculated for the relevant power values.

Graphics based on the findings are given in Fig. 11.1 (Waste Exergy Ratios),
Fig. 11.2 (Exergy Destruction Factors), Fig. 11.3 (Environmental Impact Factors),
Fig. 11.4 (Exergetic Sustainability Indices).

When we study the graphics, we see that the waste exergy ratio, exergy
destruction factor and environmental impact factor were reduced to 250 SHP and
that the energy and exergy efficiencies took the minimum value at 250 SHP where
they had the highest calculation and they increased again after 250 SHP and reached
the maximum value at 650 SHP. The highest exergetic sustainability index was

Table 11.1 Exergetic sustainability indicators calculated for the relevant power values

Power (SHP) rwe (%) fexd (%) reef Hesi

150 88.116 67.522 7.414 0.135

200 87.417 66.891 6.947 0.144

250 87.285 66.771 6.865 0.146

300 87.683 67.131 7.119 0.140

350 88.581 67.942 7.757 0.129

400 89.859 69.096 8.861 0.113

450 91.324 70.419 10.526 0.095

500 92.784 71.738 12.859 0.078

550 94.106 72.932 15.968 0.063

600 95.230 73.946 19.964 0.050

Fig. 11.1 Waste exergy ratios
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calculated at 250 SHP where the energy and exergy efficiencies had the highest
value, while the lowest exergetic sustainability index was calculated at 600 SHP
where the energy and exergy efficiencies had the lowest value.

Fig. 11.2 Exergy destruction factors

Fig. 11.3 Environmental impact factors

Fig. 11.4 Exergetic sustainability indices
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Chapter 12
Energy Efficiency Study on
Air-Cooled Condensers

Ismail Ekmekci and Kemal Ermis

Abstract Cooling systems for HVAC applications in aviation area have a great
importance and due to the limited space in complex aviation systems and equip-
ment, energy efficiency is becoming increasingly importance. Energy efficiency
affects the design of chillers that account for a significant ratio of the energy
consumption in plants. Legal legislations in the short-term limit, and in the long
term prohibit the use of refrigerants that have high global warming potential, which
are very harmful to the ozone layer. Since air-cooled condensers are among the
essential components of cooling groups, efforts to improve their energy efficiency
are made incessantly, the related national and international standards are upgraded
and limitations on their energy consumptions are always increasing. In light of the
latest applicable standards, detailed and comparative information on applications
aimed at improving the energy efficiency in air-cooled condensers, highlighting the
importance of energy efficiency in cooling installations.
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12.1 Introduction

Becoming increasingly important in HVAC applications of aviation area, energy
efficiency affects the design of chillers that account for a significant ratio of the
energy consumption in HVAC. Legal legislations in the short-term limit and in the
long term prohibit the use of fluids of high global warming potential, which are very
detrimental to the ozone layer. Since air-cooled condensers are among the essential
components of cooling groups, efforts to improve their energy efficiency are made
incessantly, the related national and international standards are upgraded and the
limitations on their energy consumptions are always increasing.

In light of the latest applicable standards, detailed and comparative information
on applications aimed at improving the energy efficiency in air-cooled condensers,
highlighting the importance of energy efficiency in cooling installations.

12.2 Design Data Pertaining to the Factors Affecting
the Performance of Condensers

The parameters required for the design and selection of air-cooled condensers have
been listed below:

• The condenser capacity required for the system
• The type of refrigerant that will be used
• The dry-bulb temperature of the ambient inlet air
• Design condensation and evaporation temperatures
• The permitted values for fluid side pressure drops
• Unit size limits
• The permitted maximum noise level
• The desired energy efficiency class: the isolation, heat resistance, and protection

class properties of the fans.

By knowing the design data specified above and the additional optional features,
manufacturing firms may design and manufacture condensers in line with their own
manufacturing techniques. It is highly important for potential difficulties which
would not be easily remedied; that the manufacturing firms possess a
performance-approved design software and design the coils by the help of this
software and program.

There are essential design data and criteria which need to be observed for
achieving the required performance in a condenser in an efficient manner over the
long run. In the following pages, the parameters and criteria affecting the energy
efficiency of condensers have been explained.
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12.2.1 The Effect of Condensation Temperature on Capacity

The condensation temperature of the refrigerant is considered to be 6–20 °C above
air inlet temperature for general purposes. The condensation temperature varies
according to the ambient temperature in which the system will operate. The con-
densation temperature for applications is commonly taken as 30–60 °C.

Factors taken into consideration for determining the condensation temperature:

• Ambient temperature,
• Thermophysical properties of the refrigerant
• Properties of the selected compressor
• And the dimensions of the condenser.

While providing the nominal condenser capacity in condensers as per the
Eurovent Standard, the air inlet temperature and condensation temperature are taken
as 25 and 40 °C, respectively. In other words, DT = 15 °C.

A low value should be selected for the temperature differential DT, in places of
high ambient temperature. For instance, while designing for the conditions of
Antalya the DT value should be selected within the range of 7–10 °C. For systems
that will operate in outdoor environments in conditions of Turkey, the temperature
differential should be lowered as one goes from the north to the south and selections
should be made accordingly. It must always be considered that high compression
temperature creates a load on the compressor that reduces efficiency and shortens its
useful life. It will be quite beneficial in the design for the condensation temperature
to be specified as low as possible. However, in some conditions it is not possible to
take a low value for the condensation temperature. For example in Middle East
countries where the outdoor temperature is 50–55 °C, high condenser temperature
is unavoidable.

The following example shows the compressor-absorbed power at various con-
densation temperatures and the achieved cooling capacities for a semi-hermetic type
HGX4/555-4 model compressor manufactured by Bock, which uses R134a gas as
shown Table 12.1 (Bock). The cooling gas selected for the example is R134a. As

Table 12.1 Variation in the power absorption by the compressor, the achieved cooling capacity,
and the effectiveness value at fixed evaporation and varying condensation temperatures

Condensation
temperature
(°C)

Evaporation
temperature
(°C)

Cooling
capacity
(kW)

Power drawn by
the compressor
(kW)

Cooling capacity/power
drawn by the
compressor (COP)

30 −5 21,997 5.93 3.71

40 −5 19,665 6.49 3.03

50 −5 16,876 6.99 2.41

60 −5 13,545 7.43 1.82

70 −5 9586 7.82 1.23

BOCK technical catalogue (selected model HGX4/555-4 R134A)
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seen from the table, when the condensation temperature rises from 30 to 60 °C, the
compressor draws 25 % more power while the cooling capacity drops by 38.5 %,
the COP value (ratio of the cooling capacity to the power drawn by the compressor)
decreases by 51 %, and the a unit that is 38.5 % larger must be used to achieve the
cooling capacity declared in the design.

Variation in cooling capacity in various condensation temperatures is shown
Fig. 12.1.

Variation in the power drawn by the compressor in various condensation tem-
peratures is shown Fig. 12.2.

One of the systems used to improve energy efficiency in air-cooled condensers
is the system of spraying water over a mesh. The mesh and spray system involves
the spraying of the amount of water that is required by the system from nozzles
placed on specific positions on the wide and fine mesh material located on the front
of the air-cooled condenser, and lowering the inlet air temperature coming in

Effect of the condensation temperature on the compressor absorbed power
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Fig. 12.1 Variation in cooling capacity in various condensation temperatures (BOCK Technical
Catalogue; selected model HGX4/555-4 R134A)
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contact with the heat exchanger surface by the adiabatic vaporization of the sprayed
water, thus increasing the efficiency of cooling (EPS Ltd. Ecomesh Technical
Catalogue).

The sprayed water leads to adiabatic cooling of the inlet air flow. As the
specified set values are exceeded, the control system initiates the water spraying
system to lower the temperature of the air entering the heat exchanger. The period
of operation and frequency setting of the water spray system is continuously
maintained by the controlling unit in order to achieve optimization of system
performance and minimization of water consumption. Since the water is not directly
sprayed on the heat exchanger surface, but rather on the mesh surface, furring does
not occur on the fins. In this way, drops in heat transfer efficiency are avoided. This
system also renders any water softening process superfluous.

12.2.2 Effect of Fin Geometry on Capacity

In the design of air-cooled condensers, fin geometry which defines the diameter of
the tube and distances between tubes influences capacity and pressure losses. The
fin geometry is selected among its own standards by the manufacturer so as to
provide the required cooling capacity within the appropriate pressure losses.

Geometries with intensive tubing can be said to yield more advantageous
capacity/price ratios; however in this case, optimization is required since pressure
losses will increase in tandem. Under practical conditions, it must be kept in mind
that air-cooled condensers having the same heat transfer surface, yet different
geometries will yield different cooling capacities and pressure losses under the same
conditions (Fig. 12.3).

Fig. 12.3 Vertical and flatbed mesh and spray system air-cooled condensers (Friterm A.Ş.
Technical Documents; EPS Ltd. Ecomesh Technical Catalogue)
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12.2.3 Effect of Air Velocity on Capacity

Air velocity is an important criterion, since it affects the partial heat transfer
coefficient on the air side. Since heat transfer increases with air speed, a smaller heat
exchanger will be enough; however, in high speeds, the fan performance drops due
to increased pressure loss in the air side. For this reason, the air velocity should be
selected at optimum values. The air velocity recommended for air-cooled condenser
design at standard noise levels is around 3.0–4.0 m/s. In environments where lower
noise levels are desired, the air velocity will also be reduced. Air velocities below
this figure require the selection of a large heat exchanger. Higher air velocities, on
the other hand require stronger and costlier fans.

12.2.4 The Effect of Grooved Tubes on Capacity

The inner surface of tubes used in air-cooled condensers can vary with design and
cost optimization. Smooth tubes and grooved tubes can be used in condenser coils.
The properties offluid and application to be used for grooved or smooth tubes should
be evaluated. Figure 12.4 shows the measurements involved in the technical spec-
ifications of grooved tubes while Fig. 12.5 shows cross sections of grooved tubes.

An experimental study has been conducted by an international firm manufac-
turing copper tubes on the variation of capacity as a function of coil surface air speed

Fig. 12.4 The measurements involved in the technical specifications of grooved tubes (KME)

Fig. 12.5 Cross-sections of grooved tubes of different geometric forms (KME)
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with the use of grooved tubes in air-cooled condensers. Prototype units of five
different groove geometries have been used for the study. The working conditions of
the tested prototypes and the fluid used have been the same. Table 12.2 and
Fig. 12.6 give the data and results of the tests. In the comparison between smooth
tubes and grooved tubes under conditions of 40 °C condensation, 25 °C air inlet
temperature and the use of R404A gas, it has been observed that the use of grooved
tubes yields 11.70 % higher capacity (KME Technical and Test Documents).

12.2.5 Effect of Fan Selection on Capacity and Noise Level
and Control Options

Since cooling groups are used in cold storage facilities, air conditioner, process
cooling systems etc. in some places, low noise level during the operation of the
group is an important issue. Condenser fans and compressors are the two compo-
nents that are sources of noise in cooling groups. The noise level which results
primarily from the fan motor and the design of the fan blades is determined by
evaluating manufacturer’s data and checked in terms of conformance to the pre-
scribed specifications. The sound level may be reduced by decreasing motor rota-
tion, if need be; in this case the heat transfer area of the heat exchanger should be
increased in order to provide the required cooling capacity.

Another point which requires consideration in condenser selection is the
necessity to assure the adequacy of the design to provide the cooling capacity
required in conditions of high ambient temperature. In periods where air temper-
atures are low, operating all fans at maximum rotation to achieve the desired
capacity will be superfluous and costly. In systems monitored by condenser pres-
sure—temperature, operating fans at low rotation or disabling them will provide an
air supply of sufficient flow to the system.

12.2.5.1 Two Speed Fans

The most practical means of supplying air of varying flow is to use a two speed fan.
Thanks to these fans that can operate at a secondary speed like three-fourths of the
highest operating rotation, a substantial amount of energy can be saved in periods
where the air inlet temperature falls far below design temperatures. For example, a
condenser with four fans may be operated with lowered fan rotation when ambient
temperature drops from 33 to 20 °C. In this case, 0.75 kW less of power will be
consumed per fan, which means an energy consumption of nearly 40 %. This
example pertains to four fans; systems of a much higher number of fans are being
operated in most plants. The power consumed by the 800-mm diameter fan in both
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speed and data belonging to another fan which may be used in lower rotations has
been given below (Ziehl Abegg Technical Catalogue).

880 d/d 2.00 kW

660 d/d 1.25 kW

440 d/d 0.37 kW

330 d/d 0.20 kW

12.2.5.2 Use of Frequency Inverters and Step Control Units

With control units used both in single- and two-speed fans, air flows can be
adjusted to needs. In places where sensitive control over fan speed is not required,
step control systems where fans are sequentially enabled and disabled are imple-
mented. The working sequence of fans can be determined by the users, and alter-
natives where fan operating periods are evenly distributed are also available. Since
step control units operate on the basis of the fans being enabled or disabled, they
can be manufactured at a lower cost than systems monitoring fan rotation. For this
reason, this method is widely preferred for systems including a great number of fans
and which do not require sensitive control. The following graph shows the amount
of energy saved in a step-controlled operation of a dry cooler with four fans. It has
been assumed that all four fans operate at the hottest hours of the day and that a
single fan is sufficient at the coolest hours (Fig. 12.7)

Fig. 12.6 Results of the experiment conducted for the R404A gas, graphical representation (KME
Technical and Test Documents)
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In cases where the number of fans used is low and where the temperature–
pressure differences are sensitive, step control does not yield adequate results. In
such cases, systems monitoring fan speed and which therefore offer much more
sensitive control over air flow (frequency inverters/converters) are used. Frequency
inverters/converters are more expensive than step control unit in terms of initial
investment cost; therefore, the systems that are widely preferred are those where
fans are controlled in groups and step control units and frequency inverters/
converters are used together, as opposed to systems where all fans are controlled by
separate frequency inverters/converters.

12.2.5.3 EC Fans

In addition to motor options of various speed ranges, the EC Motor technology
whose areas of use have increased significantly over the last few years, are also
used in condenser applications. EC fans facilitate controlling the fan motor at all
speeds, independently of the number of poles. As seen in Graph 5.A, EC Motor
systems save an average of 10 % energy at nominal speed as compared to con-
ventional speed control systems such as frequency inverter-step control-transformer
frequency. Due to the acoustically advantageous design of EC Motors, neither the
unwanted resonances of frequency converter systems nor the buzzing of
fan-controlled systems are observed in EC Motors. Thus, lower noise levels are
achieved in EC Motor systems. As shown in Graph 5.B, while EC motor systems
offer a minimum of 4 dBA advantage with respect to phase controlled and fre-
quency converter systems, in low fan speeds and air flows in particular, this dif-
ference becomes as high as 15–30 dBA (Fig. 12.8).

Fig. 12.7 Electricity
consumption of fans over a
period of one day, in a
condenser where fans are
enabled according to need by
way of step control. (The
filled area indicates the
amount of electricity
consumed by not using all
fans simultaneously, in terms
of kWh) (EBM-PAPST
Technical Brochure)

134 I. Ekmekci and K. Ermis



12.3 Use of Free Cooling in Cooling Units with Air-Cooled
Condensers

As opposed to conventional cooling units with air-cooled condensers, use of units
with integrated free cooling coils has gained popularity of late. Free cooling is
obtaining cooling water without operating or partially operating the chiller com-
pressor of the group by taking advantage of the low ambient temperature (De
Saulles 2004; ASHRAE 2000). For example in Great Britain, the use of integrated
free cooling coil water cooling groups have a significant role in the fact that 62 % of
the annual cooling demand is met through free cooling. In the country, only 38 %
of the annual cooling requirement is obtained from mechanical cooling (De Saulles
2004; Oliver 2001).

Groups with integrated free cooling coils are alternative systems for cooling
applications used in large computer and server rooms, Internet and telecommuni-
cation data centers. They have the capacity for both mechanical and free cooling
(partial and complete) (De Saulles 2004). Figure 12.9a shows a view of the cased
unit of the water cooling group with integrated free cooling coil, and Fig. 12.9b
shows a simplified representation of the structure of this type of unit. The free
cooling coil is placed in the front section—according to the air intake direction of
the unit—of the air-cooled condenser coil. As the ambient temperature drops below
that of the return water, the control valve sends the return water to the free cooling
coil for precooling or for complete free cooling (De Saulles 2004) (Fig. 12.9).

The conclusions related to measurements taken in four European cities by a
chiller manufacturing firm on cooling units with integrated free cooling coils in
order to demonstrate the gain resulting from the use of free cooling in cooling
systems have been given in Fig. 12.10.

Fig. 12.8 a EC-Motor power consumption (EBM-PAPST GmbH “EC Fans” Technical
Brochure). b EC motor noise level (EBM-PAPST GmbH “EC Fans” Technical Brochure)
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Fig. 12.9 a Air-cooled water cooling group with integrated free cooling coil (Airedale Technical
Catalogue). b Schematic for air-cooled water cooling group with integrated free cooling coil (De
Saulles 2004)

Fig. 12.10 Energy saving figures as a function of outdoor ambient temperature for groups with
free cooling installed in air conditioning systems in four cities in Europe (Climaveneta,
FOCS-FC/NG Technical Catalogue)
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12.4 Standards and Energy Classification in Air-Cooled
Condensers

Standard capacities in air-cooled condensers are defined in accordance with the con-
ditions set forth in the TS EN 327 (Heat Exchangers-Test Procedure for Establishing
the Performance of Forced Convection Air Cooled Condensers) (TS EN 327).

Condenser coils must be manufactured in conformance to the SEP (Sound
Engineering Practice) defined under 97/23/EC PED (Pressure Equipment Directive)
and the entire unit must meet CE requirements (97/23/EC The Pressure Equipment
Directive).

Energy efficiency in products may be calculated for the value ranges given in
Table 12.3, as per the EUROVENT Rating Standard for Forced Convection Air
Cooled Condensers For Refrigeration “Air Cooled Condensers”) 7/C/002—2007
(EUROVENT Rating Standard).

There is a significant correlation between increasing energy efficiency and initial
investment costs. While the initial investment costs of products with high-energy
efficiency is relatively high, they can be said to make up for the difference in costs
in a short while.

Table 12.4 shows a sample comparison between two air-cooled condensers
assumed to use the same type of cooling fluid have the same operating conditions
and equal capacities. For the comparison, the condenser capacity requirement of the
system has been assumed to be 160 kW and alternative condenser designs have
been made accordingly. Basic differences between sample units:

• Heat transfer surfaces,
• Unit dimensions,
• Coil surface air speeds,
• Electrical powers,
• Energy efficiency classes,
• Noise levels and
• Costs.

The unit with a higher initial investment cost has a larger size and heat transfer
area. This has a direct bearing on cost. However, low values for the air velocity and
consequently for pressure loss on the air side has an impact on the electricity
consumption value, which lowers costs of consumption. This increases the energy
efficiency of the unit and places the unit in the A, B, C, and D energy Classes.

Table 12.5 shows the difference between the Class A product and the Class D
product. It is seen that the Class A product which has a higher initial investment
cost, self-finances within 1.7 years as compared to use of a Class D product
(Table 12.6).
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12.5 Conclusion

Becoming a matter of primary importance in air conditioning, industrial cooling,
aviation applications, commercial cooling, blast freezing. and process cooling
applications, etc., energy efficiency affects the design of chillers that account for a
significant ratio of the energy consumption in applications. Legal legislations that

Table 12.4 Energy efficiency class (Oliver P 2001)

Class Energy consumption Energy ratio (R)*

A Extremely low R > = 110

B Very low 70 = < R < 110

C Low 45 = < R < 70

D Medium 30 = < R < 45

E High R < 30

*The energy ratio “R” is obtained by dividing the standard capacity of the product by the total
energy consumption of fan motors

Table 12.5 Sample comparison of the four assumed condensers (Friterm, Technical Documents)

Specifications Condenser 1 Condenser 2 Condenser 3 Condenser 4

Model FUH YK 80 23
C1 2,1 E

FUH YK 63 24
C1 2,1 Q

FUH YK 50 24
C3 2,1 L

FUH YK 63 23
A1 2,5 S

Energy efficiency
class

A Class B Class C Class D Class

Q (condenser
capacity)

161,396 KW 163,430 KW 162,250 KW 160,170 KW

Heat transfer
surface

543.3 m2 522.6 m2 461.3 m2 272.1 m2

Coil length 3600 mm 4000 mm 3200 mm 3000 mm

Coil width 2150 mm 1800 mm 1500 mm 1800 mm

Air flow 39,150 m3/h 40,730 m3/h 39,530 m3/h 57,640 m3/h

Air velocity 1.4 m/s 1.6 m/s 2.3 m/s 3.0 m/s

Fan diameter 800 mm 630 mm 500 mm 630 mm

Fan devri 330 d/d 480 d/d 900 d/d 900 d/d

Number of fans 6 8 8 6

Total fan power 1.2 kw/h 1.52 kw/h 2.56 kw/h 4.68 kw/h

Sound power level
(LwA)

68 dBA 72 dBA 78 dBA 84 dBA

Sound pressure
level (LpA)

36 dBA 40 dBA 46 dBA 52 dBA

Energy ratio (R) 134.5 – 107.5 – 63.4 – 34.2 –

Unit price €8525 Euro €6676 Euro €5396 Euro €4515 Euro

Friterm A.Ş Technical Documents and Applications
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for the short-run limit, and in the long run prohibit the use of fluids of high global
warming potential, that are detrimental to the ozone layer are also influential on
designs. Since air-cooled condensers are among the essential components of
cooling groups, efforts to improve their energy efficiency are made incessantly, the
related national and international standards are upgraded and limitations on their
energy consumptions are always increasing.

Investors, project and application engineers operating within the cooling sector,
should be well versed in the issues described above. As the use of products with
high energy efficiency spreads, efficiency will rise in our systems. It should also be
kept in mind that these systems are environment friendly as well.
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Table 12.6 Comparison of the assumed condensers and the calculation of the payback period of
the initial investment cost

Calculations Difference between
the class A and class
D products

Difference between the electrical consumption
of fan motors of units

kw/h 3.48

Difference between the annual electrical consumption
of fan motors (20 h/day)

kw 25,404

Unit cost of electrical consumption $/kW 0.13

Difference in unit electrical consumption (USD) $ 0.09

Difference in total annual electrical consumption (EURO) € 2364.1

Difference in unit costs € 4010.0

Pay back period of the difference in unit cost Years 1.7
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Chapter 13
Multi-objective Optimization
of a Two-Stage Micro-turbine
for Combined Heat and Power Production

Majid AmirAlipour, Shoaib Khanmohammadi, Kazem Atashkari
and Ramin KouhiKamali

Abstract In recent years, reducing the cost of energy production and transmitting
electricity in remote areas of the distribution network have attracted many
researchers’ attention. One of the methods to fulfill these objectives is using a gas
micro-turbine cycle. In this paper, a two-stage micro-turbine with an intercooler
was used to produce electricity and heat simultaneously. In this system, the impacts
of the effective input parameters, such as compressor pressure ratio, bypass ratio,
and re-cooperator yield on cycle performance were studied given that the values
obtained from cycle modeling were not continuous, and using GMDH-type neural
system (as one of the most widely used neural networks with high potential to
model complex data), the desired objective functions were estimated and then
simultaneous optimization of the objective functions were implemented. It was
shown that the maximum electrical exergy efficiency is 58 % and maximum ther-
mal exergy efficiency is 18 %.

13.1 Introduction

One of the extensive applications of gas micro-turbines is in the area of scattered
power production for residential units with a limited energy demand. Numerous
articles have been published in the field of gas cycle modeling, frequently on the
modeling of gas micro-turbine cycles. There are a few articles to examine gas
micro-turbine cycle parameters. Based on a test data, Labinov et al. (2002) pro-
posed a similar commercial micro-turbine model. They considered the turbine,
compressor, and re-cooperator efficiencies to be constant and assumed that the
thermo-physical properties of air and fuel did not change. Also, they found a good
consistency between the modeling and commercial mode results and analyzed the
changes, given the constancy of air and fuel properties. Ehyaei and Bahadori (2007)
modeled a single-shaft micro-turbine and assumed the shaft rotation speed as an
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input variable to optimize the objective function. They inferred that the rotation
speed in a micro-turbine plays a very important role in this type of scattered energy
generator and thus the main distinguishing factor between micro-turbines and large
gas turbines is the high speed of shaft rotation. Sadeghi et al. (2005) considered
modeling and exergy analysis of a micro-turbine cycle along with a re-cooperator,
compared the results with its industrial sample, and confirmed their modeling
validity. In another study, Sadeghi performed a thermodynamic analysis of the
different forms of a gas micro-turbine attached to are-cooperator using a cogener-
ation method and concluded that a micro-turbine with an intercooler is the best form
in terms of efficiency and power generation. For a detailed analysis and evaluation
of a potential energy-saving micro-turbine to be used in a cogeneration system, a
simple but rather accurate model is desirable. Some of the general equations use
mass-momentum and energy balance, thus to be nonlinear and highly complex
requiring a great deal of time to be calculated. Jurado (2005) presented some of
these models, by which they compared large and micro-gas turbines and concluded
that the use of such models is desirable for large gas turbines. Hao et al. (2006)
performed a thermodynamic modeling, numerical simulation of a single-shaft
micro-turbine, and analysis of cycle performance with respect to the performance
parameters of the cycle. By considering the modeled cycle performance parameters
as variables, the authors obtained the study micro-turbine power and efficiency and
compared their results with a commercial 100-kW micro-turbine. AmirAlipour and
Khanmohammadi (2014) conducted an exergy-economic analysis of a 300-kW
micro-turbine, and subsequently considered its simultaneous optimization by
defining both the economic objective functions and efficiency. In other study,
Khanmohammadi et al. (2015) conducted a multi-objective optimization of exter-
nally fired gas turbine CHP plant. They also, performed a sensitivity analysis to find
the effect of design parameter on the system.

In this paper, the performance of a micro-turbine, including power, thermal
efficiency, and exergy loss, associated with an intercooler and hot water generator
were analyzed. Also, the effects of the input parameters, such as compressor
pressure ratio and the ratio of bypass flow on the cycle performance were assessed.
Finally, the micro-turbine optimization efficiency was determined by defining the
objective functions.

13.2 Cycle Modeling

In this part, the cogeneration system was modeled as shown in Fig. 13.1.
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13.3 Thermodynamic Modeling

The equations governing the control capacities, including those of energy and mass
balance for each component are presented as follows:

13.3.1 Compressor Modeling

13.3.1.1 First-Stage Compressor

The micro-turbine modeled had a two-stage compressor and an intercooler. The
equations relevant to the first compressor analysis are as follows:

pd ¼ p1 �
ffiffiffiffiffiffiffiffi
Cpr

p
ð13:1Þ

gc ¼
hds � h1
hd � h1

ð13:2Þ

wc1 ¼ ma � ðhd � h1Þ ð13:3Þ

where h1 is air enthalpy in an ambient temperature and pressure; _ma is air mass
current rate; Cpr is total cycle pressure ratio (3.5); and ηc is the compressor isen-
tropic efficiency (88 %).

Fig. 13.1 Aschematic model of the cogeneration system
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13.3.1.2 Second-Stage Compressor

The second-stage modeling is similar to the first compressor.

13.3.2 Intercooler

gic ¼
hd � he
hd � ha02

ð13:4Þ

ma � hd � heð Þ ¼ mw � ðh03 � h02Þ ð13:5Þ

where _mw is mass flow rate of the input water; 2 kg/s h02 is the input water
enthalpy; and ηic is intercooler efficiency (0.85).

13.3.3 Pump Modeling

To increase intercooler water inlet a pump was utilized. The pump modeling
equation is as follows:

h02 ¼ h01 þ m01 � p02 � p01ð Þ
gp

 !
ð13:6Þ

where p01 is inlet (city) water pressure before pump (101 kPa); and ηp is pump
efficiency (0.85).

13.3.4 Re-cooperator

The purpose of using are-cooperator as a device for heat recovery was to reduce
fuel consumption and improve the micro-turbine thermal efficiency. The hot gas
energy emitted from the turbine was used for pre-heating the air entering the
combustion chamber. Considering the air and fuel mass bypass, the related equa-
tions modeled are as follows:

mg � 1� xbð Þ � h6 � h7ð Þ ¼ ma � ðh3 � hiÞ ð13:7Þ

grec ¼
ma � ðh3 � hiÞ

mg � 1� xbð Þ � h6 � hið Þ ð13:8Þ
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The percentages of the pressure losses from the gases emitted by air pre-heating
(ΔPa,APH) and resulted from combustion in air pre-heating (ΔPg,APH) were 5 and
3 %, respectively.

13.3.5 Combustion Chamber Modeling

To analyze the combustion chamber, fuel to air molar ratio is written as follows:

_nf
_na

¼ �k ð13:9Þ

_np
_na

¼ _na þ _nf
_na

¼ �kþ 1 ð13:10Þ

The fuel used in the present study was pure methane. The combustion equation
performed in the combustion chamber is written as follows:

�kCH4 þ 0:7748N2 þ 0:2059O2 þ 0:0003CO2 þ 0:019H2O½ �
! kþ 1
� �

XN2N2 þXO2O2 þXCO2CO2 þXH2OH2O½ � ð13:11Þ

By balancing energy equations and considering the loss of heat in the com-
bustion area equal to fuel thermal value, fuel to air ratio is written as follows:

_QCV � _WCV þ _nf �hf þ _na�ha � _np�hp ¼ 0 ð13:12Þ

_QCV ¼ �0:02 _nfLHV ¼ � _nað�0:02�kLHVÞ ð13:13Þ

0:02�kLHVþ �ha þ �k�hf � 1þ �k
� �

hp0 ¼ 0 ð13:14Þ

Using the basic concepts of an ideal gas mixture, air enthalpy and combustion
products are expressed as follows:

�ha ¼ 0:7748�hN2 þ 0:2059�hO2 þ 0:0003�hCO2 þ 0:019�hH2O½ �aðT3Þ

�hp ¼ 1
kþ 1

0:7748�hN2 þ 0:2059� 2�k
� �

�hO2 þ 0:0003þ �k
� �

�hCO2 þð0:019þ 2�kÞ�hH2O
� �

atðT4Þ

ð13:15Þ
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By combining Eqs. (13.14–13.16), fuel to air ratio is obtained as follows:

�k ¼ 0:7748D�hN2 þ 0:2059D�ho2 þ 0:0003D�hco2 þ 0:019D�hH2o
�hF � 0:02LHV� ð�2�ho2 þ �hco2 þ 2�hH2oÞT4

ð13:16Þ

13.3.6 Gas Turbine Modeling

The equations of adiabatic turbine analysis are expressed as follows
(Khanmohammadi et al. 2016):

gt ¼
h6 � h4
h6s� h4

ð13:17Þ

_wt ¼ mg � h4 � h6ð Þ ð13:18Þ
_Wnet ¼ wt � ðwc1 þwc2Þ ð13:19Þ

wt is gas turbine and ηt is the isentropic efficiency of turbine equal to 89 %.

13.3.7 Generator (Hot Water)

To generate consumption water in a residential building in the cogeneration, energy
T05 was used. The hot water outlet temperature was 330 K (Khanmohammadi et al.
2015).

_mw � h05 � h03ð Þ ¼ mg � h8 � h9ð Þ ð13:20Þ

13.4 Exergy Analysis

Exergy is composed of two parts: physical exergy and chemical exergy. In this
paper, the terms kinetic and potential exergy were neglected. Physical exergy is the
maximum vector work received from the amount of energy in a series of the ideal
machines. Chemical exergy is the maximum amount of recoverable work when the
material reaches a static state from its original state through the processes involving
heat transfer and material exchange. Chemical exergy shows to be important in the
chemical processes of combustion.

For exergy analysis, if each component of a cycle is considered as a control
volume, by writing continuity law and the first and second thermodynamic laws, we
will have
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X
i

_mi ¼
X
e

_me ð13:21Þ

By considering the first and second thermodynamic laws, the exergy balance
equation is used as follows

_EQ þ
X
i

_miei ¼
X
e

_meee þ _EW þ _I ð13:22Þ

_EQ ¼ 1� T0
T1

� �
_Qi ð13:23Þ

_EW ¼ _W ð13:24Þ

eph ¼ h� h0ð Þ � T0 S� S0ð Þ ð13:25Þ

It is equal to the temperature degree in terms of Kelvin. In the above relation,
T is the mixed chemical energy that is defined as follows:

exchmix ¼
Xn
i¼1

Xiexchi þRT0
Xn
i¼1

XiLnXþGE

" #
ð13:26Þ

In the equation, GE is a term related to Gibbs energy that could be neglected at
high pressures. To find the chemical exergy of fuels by the chemical formula of
CaHbNcOd, the following equation is used (Khanmohammadi et al. 2013):

exchc ¼ ðlc;0 � lecÞ ð13:27Þ

lec is the chemical potential of the different components at a static state

lec ¼ a�leCO2
þ b

2

� �
�leH2O þ c

2

	 

�leN2

þ �a� b
4
þ d

2

� �
�leO2

ð13:28Þ

lc;0 represents the chemical potential of the various components in equilibrium by
the standard environment state. However, to find the exergy of the fuels using the
above equations would be so challenging since in the different references, a coef-
ficient different for various fuels is defined as follows:

n ¼ exf =LHVf ð13:29Þ

For example, the coefficient for methane and hydrogen is as follows:
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nCH4
¼ 1:06; nH2

¼ 0:985 ð13:30Þ

Figure 13.2 shows the exergy deterioration rate in each component of the
modeled micro-turbine cycle. As it is shown, the combustion chamber accounts for
the maximum rate of the exergy destruction caused by the lack of recovery.

13.5 Definition of Objective Functions

Given the electrical and thermal requirements, the objective function in a cogen-
erator is divided into the parts including electrical and thermal efficiencies. In the
present study, considering the modeled micro-turbine exergy, the objective function
is defined as a combined function of the second law electrical efficiency and second
law thermal efficiency.

The exergy of electrical efficiency is written as follows:

Electrical exergy efficiency ¼ 100� wnetð Þ
_ma� ex ½4� � ex ½3�ð Þ ð13:31Þ

And the exergy of thermal efficiency is written as follows:

Thermal exergy efficiency ¼ 100� Ehwg þEic
� �

ðm� ex ½4� � ex ½3�ð Þ ð13:32Þ

Fig. 13.2 The exergy
destruction rate in each
component of the modeled
micro-turbine cycle
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where

Ehwg ¼ _ma� ex ½8� � ex ½9�ð Þ ð13:33Þ

Eic ¼ _ma� exd � exeð Þ ð13:34Þ

Therefore, the objective function is written as follows:

etot ¼ 100� wnet þEhwg þEic
� �
ð _ma� ex 4½ � � ex 3½ �ð Þ ð13:35Þ

13.6 Parametric Analysis

Figure 13.1 shows the effect of changes in the compressor pressure ratio relevant to
the amount of bypass (0.5) on the two functions of the second law electrical and
thermal efficiencies. As it is known, with an increase in the compression ratio, the
direction of the above two functions are opposite each other.

Figure 13.4 represents the impact of changes in the mass bypass on the two char-
acteristic functions. As indicated in the diagram, with an increase in the amount of the
bypass, the efficiency of the second thermal law significantly increases. In contrast, the
electrical efficiency reduces. This contrast is shown in Fig. 13.4 similar to Fig. 13.3.

Figure 13.5 displays the effect of the changes in the re-cooperator efficiency on
the two characteristic functions. The results indicate that by an increase in the

Fig. 13.3 Changes in the electrical and thermal functions in terms of the changes in the
compressor pressure ratio
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re-cooperator efficiency, the thermal second law reduces, while the efficiency of the
electrical second law is enhances.

Figure 13.6 exhibits the impact of changes in the bypass on the total objective
function at four different pressure ratios. An increase in the amount of bypass
augments the total efficiency. The above efficiency further shows that by an increase
in the pressure ratio, xb has a less effect on the efficiency. Given that the amount of
bypass in values less than 0.4 has reduced the total efficiency, the range of changes
is selected between 0.4 and 0.8.

Figure 13.7 illustrates the effect of changes in the re-cooperator efficiency on the
total objective function at bypass 0.5. As it is shown, with an increase in the

Fig. 13.4 Changes in the electrical and thermal functions in terms of the bypass changes

Fig. 13.5 Changes in the electrical and thermal functions in terms of changes in the re-cooperator
efficiency
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efficiency of the re-cooperator, the total efficiency enhances, but the rise is negli-
gible with respect to the bypass.

Figure 13.8 depicts the changes in the total efficiency depending on the changes
in the compressor pressure ratio in three different bypasses. As Fig. 13.8 shows,
with an increase in the pressure ratio, the total efficiency enhances.

Fig. 13.6 Changes in the
cycle second law in terms of
the changes in the amount of
the bypass

Fig. 13.7 Changes in the
cycle second law in terms of
changes in the re-cooperator
Efficiency

Fig. 13.8 Changes in the
second efficiency of the cycle
in terms of the changes in the
compressor pressure ratio
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13.7 Optimization

The parametric study revealed that changes in the different parameters have dif-
ferent impacts on the modeled micro-turbine cycle. Given the type of modeling, the
outputs obtained were not continuous. Therefore, in order to find the desired
objective functions and optimization, GMDH neural network and evolutionary
algorithm were utilized. The decision-making parameters and the relevant values
are shown in Table 13.1. The range of changes is based on the permissible change
of each parameter.

13.8 GMDH Neural Network

To find the desired functions in the present study, GMDH algorithm was employed.
The above neural network is self-organizing and one-directional that is composed
of several layers, each of which is composed of several neurons. All the neurons
have a similar structure. All have two inputs and one output and each neuron with
five weights and one bias performs processing among the input and output data.
The conducting function is as follows:

yi ¼ f xip; xiq
� � ¼ a0 þ a1xip þ a2xiq þ a3x

2
ip þ a4x

2
iq þ a5xipxiq ð13:36Þ

The above function has six passive coefficients, which must be arranged in a way
that for each two-variable sample depending upon system (xip, xiq), i = 1, 2, 3, …,
the desirable output (yi), i = 1, 2, …, N be established. Thus, the function is found
on the least error squares and the differential square between the actual output and
the model should be minimized.

XN
k¼1

f̂ xki; xkjð Þ � yk
� �2h i

! Min ð13:37Þ

The composition method of the functions and neurons obtained for the
two-objective functions, namely thermal and electrical exergy efficiency, are shown
in Fig. 13.9.

Further information on the performance and efficiency of the GMDH-type neural
system could be found in Namin-Zade et al. (2005), Toffolo and Benini (2003).

Table 13.1 The
decision-making variables
and range of changes

Decision-making variables Unit Range of changes

Re-cooperator efficiency % 0.75 < grec < 0.9

Bypass ratio % 0.4 < xb\0:8

Compressor pressure patio % 2 < Cpr < 6.5
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The results of the single-objective optimization targeted at achieving the total
efficiency for the decision-making variables are presented in Table 13.2.

One can conclude that the maximum performance of the micro-turbine cycle can
be obtained given the optimum values. In Table 13.3, the optimum point of the
micro-turbine second law efficiency is shown to be increased by 8.71 compared to
the designing mode. As Table 13.3 portrays, with an increase in the total efficiency,
the network output as one a term of efficiency is reduced by 25.45 kW. In contrast,
the transferred heat in the intercooler and hot water generator as another term of the
total efficiency are increased by 143. Such a reduction and augmentation can be
justified given the electrical and thermal requirements of a residential building.

At this part, using the mathematic functions obtained from the modeling and the
evolutionary algorithm, the optimal amount for the two-objective functions was
specified, i.e., the input variables were selected in such a manner that proper values
could be found for the two conflicting functions.

Figure 13.10 depicts the diagram for the Pareto micro-turbine cycle. The hori-
zontal axis accounts for the second law electrical efficiency and the vertical axis is
the system thermal law efficiency. As it can be seen, maximum electrical and

Fig. 13.9 The functions of the electrical and thermal second law efficiencies obtained by the
neural network

Table 13.2 The optimal values of the decision-making variables in the single-objective
optimization

grec xb Cpr

Designing values 0.75 0.5 3.5

Optimal values 0.8504 795.0 2.14

Table 13.3 The values obtained from single-objective optimization

System’s second law
efficiency

Net Output
(Wnet)

Transferred heat
(kW)

Design values 27.37 117 107

Optimum
values

36.08 91.55 250

Changes 8.71 −25.45 143
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thermal efficiencies occurs at 58 and 18 %, respectively. By increasing the electrical
efficiency, the thermal efficiency was reduced and vice versa. Therefore, the points
around point (c) where exergetic electrical and thermal efficiencies achieved
equilibrium could be selected as the design point. Therefore, these points have no
superiority over each other and each can be regarded as the basis for the cycle
performance according to the designer’s view and electrical and thermal
requirements.

13.9 Conclusion

In the current study, thermodynamic modeling, exergy analysis and single- and
two-objective optimizations were examined based on neural network and evolu-
tionary algorithm for a two-stage micro-turbine to perform cogeneration. The
parametric study revealed changes in the design parameters have various effects on
the cycle performance. To find the optimal values of the design parameters targeted
at the second cycle efficiency, a single-objective algorithm was applied. The opti-
mization results indicated that the optimal values of the design parameters can
increase the total second law efficiency by 8.71 based on the net output, and further
enhance the transferred heat in the convertors, so that the total efficiency rises from
27.37 to 36.08. In a two-objective optimization, two functions, including electrical
exergy efficiency and thermal exergy efficiency were maximized simultaneously,
and the optimal values of each function were obtained in terms of the types of
electrical and thermal requirements. The maximum electrical and thermal effi-
ciencies of the cycle were obtained 58 and 18 %, respectively.
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Fig. 13.10 Pareto diagram of
the electrical second law
efficiency compared to the
thermal second law efficiency
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Chapter 14
Buckling Analysis of a Column
with Rotational Springs at Both
Ends in Aircraft Column

Mustafa Özgür Yaylı and Süheyla Yerel Kandemir

Abstract In this work, a unified method is proposed for the buckling analysis of a
simple supported column with rotational springs at both ends. The displacement is
represented by a Fourier sine series. Stokes’ transformation is applied to boundary
conditions in order to construct the coefficient matrix of the corresponding systems
of linear equations. The derived linear equations can be useful in theoretical
investigation that leads to determinant calculation of a 2 × 2 matrix. The present
2 × 2 matrix is more efficient for calculating the buckling loads of the simple
supported columns with rotational springs at both ends.

14.1 Introduction

Euler columns are important mechanical components in engineering applications,
such as in the aircraft, aerospace, civil and mechanical engineering disciplines.
Consequently, the stability properties of Euler columns have to be studied for
buckling and safety reasons. There have been so many researches dedicated to the
stability analysis of Euler columns. Pinarbasi (2012) investigated the stability of
nonuniform rectangular beams using homotopy perturbation method. The elastic
stability response of inclined beam column was explored by Sampaio and
Hundhausen (1998). Elastic buckling behavior of axially compressed structures has
attracted many investigators (Gere and Carter 1962; Eisenberger 1991; Zhou and
Huang 2006; Kisa 2012).

In this study, a unified analytical method is presented for the buckling analysis of
a simply supported Euler column with rotational springs at both ends. The lateral
displacement function of the column under compression is represented by a Fourier
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series. A coefficient matrix is derived by applying Stokes’ transformation to the
boundary conditions. This matrix can also be used to determine the buckling loads
of a column with nondeformable boundary conditions such as clamped–clamped,
clamped–simply supported. The reliability of the presented procedure is adequately
validated through numerical examples.

14.2 Formulation of the Problem

The governing differential equation of the column in buckling is given by

EIvIV þPv00 ¼ 0 ð14:1Þ

where EI is the flexural rigidity of the column, E is Young’s modulus, I is the
moment of inertia of the cross section, P is the axial compressive force. In this
work, a Fourier sine series is used to calculate the buckling response. The lateral
deflection function vðx; tÞ may be written in the form (Fig. 14.1)

Fig. 14.1 Sketch of a simple
supported column with
rotational springs at both ends
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vðxÞ ¼
S0 x ¼ 0
SL x ¼ LP1

k¼1
Zk sin bkxð Þ 0\x\L

8><
>:

9>=
>; ð14:2Þ

where

bk ¼
kp
L
; ð14:3Þ

L is the length of the column. The coefficient Zkð Þ in the above equation can be
written as

Zk ¼ 2
L

ZL
0

vðxÞ sin bkxð Þ dx; ð14:4Þ

The first derivative of Eq. (14.2)

v0ðxÞ ¼
X1
k¼1

bkZk cos bkxð Þ: ð14:5Þ

Equation (14.5) may be written as a Fourier cosine series:

v0ðxÞ ¼ N0

L
þ
X1
k¼1

Nk cosðbkxÞ: ð14:6Þ

The above coefficients are given by

N0 ¼ 2
L

ZL
0

v0ðxÞ dx ¼ 2
L
vðLÞ � vð0Þ½ �; ð14:7Þ

Nk ¼ 2
L

ZL
0

v0ðxÞ cos bkxð Þ dx ðn ¼ 1; 2. . .Þ: ð14:8Þ
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Integration by parts

Nk ¼ 2
L
vðxÞ cos bkxð Þ½ �L0

þ 2
L

bk

ZL
0

vðxÞ sin bkxð Þ dx
2
4

3
5 ð14:9Þ

Nk ¼ 2
L

ð�1ÞkvðLÞ � vð0Þ
h i

þ bkZk; ð14:10Þ

then

dvðxÞ
dx

¼ SL � S0

L

þ
X1
k¼1

cos bkxð Þ
2 ð�1ÞkSL � S0

� �
L

þ bkZk

0
@

1
A:

ð14:11Þ

The second derivative of vðxÞ can be calculated by using Stokes’ transformation
as follows:

d2vðxÞ
dx2

¼ �
X1
k¼1

bk sin bkxð Þ
2 ð�1ÞkSL � S0

� �
L

þ bkZk

0
@

1
A: ð14:12Þ

Stokes’ transformation can be adopted for evaluating all derivatives needed for
satisfying Eq. (14.1).

d3vðxÞ
dx3

¼ S
00
L � S

00
0

L

þ
X1
k¼1

cos bkxð Þ
2 ð�1ÞkS00L � S

00
0

� �
L

0
@

�b2k
2ðð�1ÞkSL � S0Þ

L
þ bkZk

 !!
ð14:13Þ

d4vðxÞ
dx4

¼ �
X1
k¼1

bk sin bkxð Þ
2 ð�1ÞkS00L � S

00
0

� �
L

0
@

�b2k
2 ð�1ÞkSL � S0

� �
L

þ bkZk

0
@

1
A
1
A ð14:14Þ
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The boundary conditions are as follows:

S0 ¼ 0; x ¼ 0; ð14:15Þ

SL ¼ 0; x ¼ 0; ð14:16Þ

X0
@v
@x

¼ EI
@2vðx; tÞ
@x2

; x ¼ 0; ð14:17Þ

XL
@v
@x

¼ �EI
@2vðx; tÞ
@x2

; x ¼ L ð14:18Þ

in which X0 and XL are rotational spring constants at x ¼ 0 and x ¼ L, respectively.
After some mathematical manipulations, using Eqs. (14.1), (14.2), (14.11), and
(14.12) leads to the two simultaneous homogeneous equations

þ �1þ
X1
k¼1

2X0

�p2k2 þP

 !
S
00
0

�
X1
k¼1

2ð�1ÞkX0

�p2k2 þP

 !
S
00
L ¼ 0

ð14:19Þ

X1
k¼1

2ð�1ÞkXL

�p2k2 þP

 !
S
00
0 þ �1þ

X1
k¼1

2XL

�p2k2 þP

 !
S
00
L ¼ 0 ð14:20Þ

where

P ¼ PL2

EI
; ð14:21Þ

X0 ¼ X0L
EI

; ð14:22Þ

XL ¼ XLL
EI

: ð14:23Þ

and the following system of equations can be obtained in matrix form to be solved
for the constants (S000 and S00L):

�1þ P1
k¼1

2X0

�p2k2 þP
�P1

k¼1

2ð�1ÞkX0

�p2k2 þPP1
k¼1

2ð�1ÞkXL

�p2k2 þP
�1þ P1

k¼1

2XL

�p2k2 þP

2
664

3
775� S

00
0

S
00
L

� �
¼ 0

0

� �
ð14:24Þ
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The characteristic equation of the coefficient matrix can be solved by assigning
the proper values of X0 and XL corresponding to any specified boundary
conditions.

14.3 Results and Discussion

In this section, the buckling analysis of a Euler column with different boundary
conditions is performed by the proposed method. For the purpose of verification,
the present analytical method is used to find the first two critical buckling load of a
column with classical boundary conditions; pinned–pinned (P–P), Clamped–Pinned
(C–P), Clamped–Clamped (C–C) and compare the results with those available in
the literature. The rotational spring parameter is taken as (X0 ¼ XL ¼ 10; 000) for
(C–C) boundaries. X0 ¼ XL ¼ 0 parameters are used for (P–P) ends. As seen from
Table 14.1, the present results seem to be more acceptable.

The effect of the rotational restrained ends on the critical buckling loads is
presented in Figs. 14.2 and 14.3. The analytical results in these two figures are

Table 14.1 Verification of the proposed method for different boundary conditions

P–P C–P C–C

Mode Exact Present Exact Present Exact Presentffiffiffi
P

p ffiffiffi
P

p ffiffiffi
P

p

1 3.141 3.141 4.493 4.489 6.283 6.283

2 6.283 6.283 7.725 7.716 8.986 8.955

Fig. 14.2 Buckling loads for
first three modes
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computed by using Eq. (14.24) for the values of (h0 ¼ hL ¼ 0; 1; 3; 5). One can
observe that the critical buckling loads are increased by considering the effects of
rotational restraints.

14.4 Conclusions

A (2 × 2) coefficient matrix for buckling of column with deformable boundary
conditions is presented. It is shown that the critical buckling load of column is
shown to be dependent on the restrained boundary conditions. The critical buckling
loads of column increases with an increase in rotational spring parameters.
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Chapter 15
Emissions Prediction of a Reverse Flow
Combustor Using Network Models

Gökhan Varol, Gürkan Sarıkaya, Onur Tunçer and Görkem Öztarlık

Abstract The purpose of this study is to predict the pollutant emissions generated
within a 1000 hp turbo-shaft helicopter engine reverse flow combustor using two
different approaches; a flow network-based one-dimensional network solver and a
Chemical Reactor Network (CRN) model. The one-dimensional network solver is able
to estimate mass flow distributions across holes, gas and liner temperatures, heat
transfer and pressure drop across the combustion chamber. All are key parameters for a
preliminary design. One-dimensional flow network model is also able to predict the
emissions by utilizing a number of empirical and semi-empirical correlations. CRN
model is based on the division the combustor flow field into a number of specific zones
represented by simple chemical reactors such as Perfectly Stirred Reactors (PSR) and
Plug Flow Reactors (PFR). CRN is created to estimate the emissions using CHEMKIN
software and the reaction mechanism of n-heptane is provided to be used. CRN model
receives mass flow rates from the one-dimensional network model. The results of two
approaches are compared for three engine power settings for idle, cruise and take-off.

Nomencalture

A Area, m2

Cd Discharge coefficient
m Mass flow rate, kg/s
P Total pressure, Pa
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S Unmixedness degree
T Temperature, K
Vc Combustion volume, m3

Greek Letters

ρ Density, kg/m3

Ф Equivalence ratio
σ Standard deviation of normal distribution

Subscripts

a Airflow
g Gas
h Hole
st Stoichiometric value
pz Primary zone value
1 Flame side of liner wall
3 Combustor inlet

15.1 Introduction

As a core component of gas turbine, combustor design is a major challenge for
designers because of the complexity of physics and chemistry of the flow within the
combustor. Increasing global environmental concerns over the past decades has
made the controlling of pollutant emissions important for gas turbine engines.
Therefore, the prediction of pollutant emissions has become an important factor in
the conceptual engine design phase.

Detailed investigation of reacting flow became possible with the development of
advanced computational tools like CFD. Although CFD provides accurate
description of the flow field, the prediction of the low concentration pollutants like
NOx is limited by the high computation time necessity (Falcitelli et al. 2002).

On the other hand, a network approach is able to predict combustion perfor-
mance efficiently and rapidly at the preliminary design stage. Stuttaford and Rubini
(1997) described a network model which is compromised by elements that are
linked together by nodes. This method make possible to predict mass flow distri-
bution, overall pressure loss, combustion efficiency, temperature distribution
through the liner and inside the flame tube and pollutant emissions.

Alternatively, the modelling combustor with CRN method was first described by
Bragg (1953) and Novosselov (2006). They modelled a gas turbine combustor as an
association of a perfectly stirred reactor (PSR) followed by a plug flow reactor
(PFR).
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The objective of this study is to investigate combustion performance and predict
pollutant emission with using both of one-dimensional network model and CRN
approaches for a reverse flow annular combustor.

A network code which is based on SIMPLE algorithm (Patankar 1980) was
developed in conjunction with using the empirical and semi-empirical correlations.
CRN model is created based on the zonal modelling (Swithenbank 1970) and
physic-based emission model (Allarie 2006).

Finally, the results of both approaches were compared with each other for three
different engine power settings.

15.2 Methodology

15.2.1 One-Dimensional Network Model

Figure 15.1 shows the network layout of reverse flow annular combustion chamber.
This model consists of 100 nodes (circle) and 99 elements (square) that are linked
together by nodes. Elements are classified according to their geometric features. DC
elements represent flow within the annulus and flame tube and account for the duct
area changes. RL elements represent the swirler, which account for the pressure
drop through the feature contraction and RD elements represent the primary, sec-
ondary and dilution holes as well as film cooling devices.

Fig. 15.1 Flow network layout for the reverse flow combustor

15 Emissions Prediction of a Reverse Flow Combustor Using Network Models 169



15.2.2 Mathematical Model

Pressure drop and mass flow distribution through the liner hole can be calculated
using the basic empirical equations for incompressible flow which is derived from
simple Bernoulli equation combined with continuity equation, which are expressed
as follows:

mh ¼ CdAh 2q P1 � Pj
� �� �0:5 ð15:1Þ

Discharge coefficient (Cd) through the various liner holes can be calculated using
correlations which are presented by Norster (1980). In this study, machined ring
type is used for film cooling hole.

Mass flow and gas temperature distribution within the combustor is followed by
the adiabatic flame temperature calculation which is a function of local air/fuel
ratio. To simplify the prediction of the airflow distribution in the combustor,
combustion chamber is divided into four zones described as re-circulation, primary,
secondary and dilution zones. The airflow mass fraction for each zones are cal-
culated by the following assumptions. The flow in re-circulation zone is the sum of
all the flow comes from swirler and half of the air comes from the first hole set. The
flow in the primary zone is the sum of the remaining flow from the first hole set,
half of the air comes from the second and third hole set. The secondary zone
includes half of the air coming from second, third and fourth hole set plus one-third
of the fifth hole set. The remaining air flow is used for dilution zone.

Using the total amount of air and stoichiometric air/fuel ratio of n-heptane, the
equivalence ratio of each zone can be calculated. Olikara and Borman (1975)
routine is utilized to predict the adiabatic flame temperatures.

During the prediction of gas temperature, combustion efficiency should be taken
into account (Gosselin et al. 1999; Odgers and Kretschemer 1980a, b).

Both the gas temperature and the residence time have a strong effect on the NOx

production. Therefore, it is assumed that NOx production is occurs up until the
secondary zone since the highest flame temperature is located between primary and
secondary zone.

A semi-empirical correlation suggested by Lefebvre (1988) is used to estimate
NOx production.

NOx ¼ 9� 10�8P1:25Vc exp 0:01Tstð Þ� _maTpz ð15:2Þ

Another correlation presented by Rizk and Mongia (1994) is used for the pre-
diction of CO.

CO ¼ 10 13:477�4:5276�log 10 T3ð Þð Þ ð15:3Þ
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15.2.3 Chemical Reactor Network (CRN) Model

CRN model is created based on the location of combustion zones in the first
approach and hole locations on the combustion liner are taken into account. The
volumes of elementary reactors between each set of holes are modelled as a PSR for
re-circulation, primary and secondary zones. The rest of the volume after the last
hole described as dilution zone is modelled as PFR since there is no change in the
radial direction along the flow path. Furthermore, to represent for non-uniformity
and equivalence ratio dispersion (i.e., unmixedness degree) in the combustor, a set
of nine parallel branches of reactor were specified. These branches represent the
volume up to the first hole set.

The unmixedness degree, which is a function of combustor mean equivalence
ratio, defines what fraction of the flow exists at a certain equivalence ratio
(Heywood and Mikus 1973).

S ¼ r
/

ð15:4Þ

Distribution of equivalence ratio is obtained using the value of unmixedness
degree and mean equivalence ratio at the inlet. In this study, unmixedness degree
was assumed 0.25 for each three engine power settings. Calculated equivalence
ratio distributions are used for the inlets of the nine parallel branches.

Reactors are assumed as adiabatic and solved as steady-state condition. The
layout of CRN model, which are created by a number of PSR and PFR reactors, is
shown in Fig. 15.2.

Mass flow splits, which were obtained from the first approach (Table 15.3), are
used as input for the inlets of the CRN model.

LLNL reduced reaction mechanism for n-heptane is used. For the prediction of
thermal NO production, extended Zel’dovich et al. (1947) mechanism steps with
the GRI 3.0 reaction rate coefficients were added into the mechanism.

Fig. 15.2 Chemical reactor network
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15.3 Results

Inputs are presented in Tables 15.1 and 15.2 for a particular combustor geometry
operating at take-off condition.

Tables 15.3 and 15.4 present mass flow distribution and hole discharge coeffi-
cients through the cooling and dilution air holes on the inner and outer liners,
respectively. To validate the results, 1-D network code results are compared with
CFD simulations results for an isothermal case.

Figure 15.3 shows the prediction of the gas temperature distributions along the
combustion chamber at the take-off regime for both approaches. The CRN predicted
temperature results shows good agreement with the network code results in the
secondary zone, dilution zone and combustor exit. However, CRN method gives
over-predictions when compared to network code at the primary zone, because
primary zone of the CRN model is constructed with PSR in which perfectly mixing
and complete combustion is occurring while network code assumes some low
combustion efficiency used in correlations.

Figure 15.4 shows the NO prediction for three different operation conditions of
idle, cruise and take-off using the CRN model and comparison of the predicted
results with the one-dimensional network code using empirical correlation
(Eq. 15.3).

Predicted results of the NO emission show the reasonably good agreement with
the 1-D network code. Both results show that NO emission is increasing when the

Table 15.1 Operating condition for take-off

Inlet temperature (K) 575.45

Inlet pressure (Pa) 802,494

Total mass flowrate (kg/s) 0.266

Overall air/fuel ratio 44.5

Table 15.2 Hole properties

Inner hole

Hole position (mm) (Relative to swirler) 5.10 18.10 38.60 53.10 75.60

Hole type MR PH MR PH MR

Number of hole 30 5 30 5 40

Hole diameter (mm) 1.34 3.58 1.39 5.60 1.00

Outer hole

Hole position (mm) (relative to swirler) 14.30 35.20 44.80 70.40 78.90

Hole type MR PH MR PH MR

Number of hole 30 5 40 5 40

Hole diameter (mm) 1.63 3.12 1.70 5.30 1.02

Hole Types: MR Machined Ring, PH Plain Hole
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operation condition changes from idle to take-off. On the other hand, CRN model
gives relatively higher NO emission since its primary zone temperature is higher
than first approach as represented in Fig. 15.4.

Figure 15.4 also shows the CO prediction and comparison for three different
operation conditions of idle, cruise and take-off using both approaches. The results
are quite different for both approaches. The reason of this difference is related with
the subject of combustion efficiency in both approaches as described previously.
For the CRN method, perfectly mixing is occurring in reactors and most of the CO
is converted to CO2 within the secondary and dilution zones, however,
one-dimensional network code is using a correlation (Eq. 15.4).

Table 15.3 Comparison of CFD and 1-D network code results for the isothermal case

CFD 1-D network code

Hole
types

Mass flow
(kg/s)

Mass
fraction (%)

Mass flow
(kg/s)

Mass
fraction (%)

Error
(%)

Swirler 0.0545 20.488 0.0434 15.915 20.4

Outer
hole

1 0.0235 8.843 0.0224 8.234 4.7

2 0.0127 4.771 0.0142 5.232 11.8

1 0.0167 6.275 0.0325 11.925 94.6

2 0.0384 14.438 0.0409 15.019 6.5

1 0.0118 4.423 0.0116 4.266 1.7

Inner
hole

1 0.0198 7.447 0.0151 5.564 23.7

2 0.0182 6.856 0.0188 6.895 3.3

1 0.0195 7.318 0.0163 5.984 16.4

2 0.0370 13.916 0.0459 16.851 24.1

1 0.0130 4.869 0.0112 4.116 13.8

Table 15.4 Comparison of discharge coefficients

Discharge coefficient

Hole types CFD 1-D network code Error (%)

Swirler 0.528 0.625 18.4

Outer hole MR 0.787 0.600 23.8

PH 0.609 0.625 2.6

MR 0.721 0.600 16.8

PH 0.566 0.625 9.4

MR 0.694 0.600 13.5

Inner hole MR 0.633 0.600 5.2

PH 0.559 0.625 10.6

MR 0.579 0.600 3.6

PH 0.608 0.625 2.8

MR 0.587 0.600 2.2
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Fig. 15.3 Gas temperature distribution along the combustor axis

Fig. 15.4 Comparison of NO and CO emissions
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15.4 Conclusion

This study demonstrates that the use of one-dimensional network code and CRN
method provides similar results for exit temperature and NO emission at the pre-
liminary design stage. However, the same cannot be said for the CO emission
prediction.

CRN model has the ability to process most complex chemical mechanism so it
can provide emissions results more accurately and can be coupled with CFD tools.

Acknowledgement Support from Ministry of Science, Industry and Technology (009.
STZ.2013-1) is acknowledged.
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Chapter 16
Performance Simulation of Serviceable
Stratospheric Balloon Control Using
MATLAB/Simulink

Öznur Kayhan, Özgün Yücel and M. Alaittin Hastaoğlu

Abstract The design of serviceable stratospheric balloon requires descent control
mechanism to make it safe and reliable. On the basis of balloon dynamics, heat and
mass transfer aspect, Gas-Compress-Release control model that is developed before
used to describe the ascent, descent and flight processes for high altitude zero
pressure balloons. The behavior of the balloon system during safe landing has been
numerically investigated for the first time. The model was validated using NASA
test flight. The effect of PID control on compress-release mechanism is discussed in
detail. It was found that with the sacrificial flight Gas-Compress-Release model it is
possible to place the balloon at its orbit, to extend flight time and to interfere with
the balloon system whenever needed for technical service without using ballast. The
results are helpful for the design and operation of safe and reliable serviceable high
altitude stratospheric balloons.

Nomenclature

Ap Projected area of the balloon, m2

C1, C2 Surface concentrations of the Lift-Gas at the inside and outside surfaces
of the balloon (kmol/m3)

Cd Drag coefficient
Cib, Cout Inside and outside concentrations of the Lift-Gas (kmol/m3)
DABre Real effective diffusion coefficient (m/s2)
g Gravitational acceleration (m/s2)
hci, hco Convective heat transfer coefficients at the inside and outside surfaces of

the balloon (W/m2 K)
kci, kco Convective mass transfer coefficients at the inside and outside surfaces

of the balloon (m/s)
kf Thermal conductivity of the balloon wall (W/mK)
M Total weight of the balloon and auxiliary equipment (kg)
NA Lift-Gas flux (kmol/m2 s)
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qinf ext External infrared radiation density (W/m2)
qinf int Internal infrared radiation density (W/m2)
qT, qrad Total heat flux form the lift gas and solar radiation flux (W/m2)
T1, T2 Temperatures of the Lift-Gas at the inside and outside surfaces of the

balloon (K)
Ta, Tib Atmospheric temperature and bulk temperature of the Lift-Gas (K)
v Velocity of the balloon relative to the air, (m/s)
α Solar absorptivity of the balloon film
ρair, ρb Density of the air and balloon system (kg/m3)
Δt Time step (s)
Δx Balloon wall thickness (m)

16.1 Introduction

High altitude scientific balloons provide a cheaper way as an observation platform
for atmospheric studies, research missions or data collection than is currently
available. The preparation for the balloon mission requires an accurate and reliable
flight performance prediction method in order to accomplish the job successfully
(Dai et al. 2012).

The studies on balloon and airship systems have been continued for many years
in areas of control, flight test, structure etc. (Xia et al. 2010). The high altitude
airship is a thermal vehicle. It lives in a mostly radiant thermal balance considering
many heat sources that influence it. When warm, the balloon gas expands and either
pressurizes the gas envelope or is vented out.

If venting takes place with zero pressure balloons, night time cooling makes
ballast dropping necessary (Farley 2005). However, up to now there was no balloon
control model available that could carry large payloads at constant altitude without
using ballast.

We have developed a model of stratospheric balloon using transport phenomena
and Gas-Compress-Release system to keep balloon at constant altitude for a long
time such as 485 days (Kayhan and Hastaoğlu 2014). In the past decades, some
research has been published on high altitude balloons, but many of them have
focused on the geometry, thermal designs, and selection of a suitable material to go
to higher altitudes. To design a balloon system, not only temperature prediction is
necessary but also the other transport mechanism and ascent and descent processes
are necessary. Up to now, there is no study to interfere with the balloon if technical
service is needed.

There has been no study about descent control and safe landing to the ground.
Safe landing is important to keep the equipment from any damage and predict the
balloon landing coordinates. The aim of this study is to combine heat, mass and
momentum equations with a Gas-Compress-Release system for velocity control in
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order to track the balloons and keep them at target altitudes for longer periods and
interfere with it anytime needed.

16.2 Balloon Dynamics, Heat and Mass Transfer Model

For the stratospheric balloons, a model was developed based on balloon dynamics,
heat and mass transfer aspects which had not been studied simultaneously before. It
was combined with a velocity control mechanism (Kayhan and Hastaoğlu 2014).
Summary of the model equations is given below.

Dynamic model for the balloon velocity:

dv
dt

¼ � v
vk kCd

1
2M

qairv
2Ap þ qb � qair

qb
g ð16:1Þ

Gas mass transfer model for calculating leakage of the Lift-Gas:

NA ¼ kci Cib � C1ð Þ ¼ DABre
C1 � C2

Dx

� �
¼ kco C2 � Coutð Þ ð16:2Þ

Heat transfer model equation to predict the temperature of the Lift-Gas:

qT ¼ hci T1 � Tibð Þþ qinf int ¼ kf
Dx

T2 � T1ð Þ
¼ hco Ta � T2ð Þþ aqrad þ qinf ext

ð16:3Þ

16.3 Numerical and Control Method

In this study, the main program and subroutines for altitude control, heat, mass and
momentum transfer models for the stratospheric balloons were written in
MATLAB/Simulink software package. Gas-Compress-Release velocity control
model was solved using an iterative equation solver program using
MATLAB/Simulink. The balloon system consists of helium inside and
Gas-Compress-Release control system. The storage unit of the control system has
no mass transfer with the external environment. The mass transfer between the
balloon inside and control system is conducted through valve. The sketch of the
balloon system is presented in Fig. 16.1

Before the launch, on the ground, a certain amount of helium was pumped into
the balloon until it started to rise from the ground. Balloon was controlled to reach
the target altitude (30,000 m in this work) and made steady at its orbit. When the
balloon ascends over the 30,000 m altitude, the Lift-Gas inside the balloon (helium
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initially) is evacuated in a controlled manner (Mgain) by pumping it to the
Lift-Gas-Storage. Thus the volume of the balloon decreases preventing its rise
further. At altitudes higher than the target value, pumping is continued until the
balloon started to descend below the target altitude. However for altitudes lower
than the target value, Lift-Gas is released into the balloon from the storage tank.
The Compress-Release cycle is continued until all available storage gas is con-
sumed due to escape through the balloon wall. Naturally, then the descent starts.
A certain amount of Lift-Gas is to be kept as landing gas to accommodate a soft
landing. Anytime to start the balloon descent, certain amount of helium inside the
balloon is compressed to the gas storage tank (Mgain). This amount is controlled by
PID controller.

16.4 Results and Discussion

The accuracy of the zero pressure high altitude balloon model based on transport
phenomena and Gas-Compress-Release system introduced in this work is consid-
ered by comparison with the experimental results of a NASA super pressure balloon
Test Flight 586 NT (Cathey 2009). The test balloon flight took place at 07:18 AM
on June 22, 2008 from Ft. Sumner, New Mexico. After the balloon reaching a
steady float altitude of 30.5 km a total of 109 kg ballast was dropped to pressurize
the balloon. In the present model ballast is not used. But a similar weight is stored

Fig. 16.1 Balloon control
system
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as Lift-Gas and used by Gas-Compress-Release control system. In the present
model the same conditions and weight for NASA test flight were used.

Some simulation studies were made before (Dai et al. 2012; Liu et al. 2014) for
flight at 30,000 m but only ascent process comparison with the measured data was
validated; not all process was done. In the present model all ascent, flight and
descent processes were compared with measured data without using ballast.
Figure 16.2 compares the predicted altitudes with the measured data. The agree-
ment is quite good.

Using the same conditions of NASA test flight in the present model, Lift-Gas
Storage—helium inside the balloon and payload weights were increased to
1000 kg. Figure 16.3 plots the time-altitude variation. It can be seen that balloon
system keeps its altitude for 330 days. Using this balloon with long flight perfor-
mance, intervention to the balloon was studied.

Fig. 16.2 Altitude
comparison of the predicted
data with measured data

Fig. 16.3 Variation of flight
time with altitude
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On the 100th day of the flight, command pulse was ordered to start the descent
by Gas-Compress-Release System. From Fig. 16.3 it can be seen that it is possible
to descend the balloon system any time when technical service is needed.
Figure 16.4 shows PID descent control Simulink result for the 100th day. It can be
seen that before descent Gas-Compress-Release mechanism with PID control keeps
the balloon at 30,000 m altitude well and provides to reach to the ground.

Without control, the balloon system behavior is shown in Fig. 16.5 for eight
days of long flight. It can be seen that without control the balloon rises 12,000 m
over the desired altitude (30,000 m).

For the safe landing, descent velocity to the ground is a critical parameter of
flight. From Fig. 16.6 it can be seen that balloon lands to the ground with 0.78 m/s
and this velocity is very safe for the equipment which balloon carries. Also, landing
time is recorded as 70 min.

Fig. 16.5 Variation of flight
time with altitude with and
without control

Fig. 16.4 100th day descent with PID control
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16.5 Conclusions

In this study, an algorithm for a balloon system has been written with MATLAB/
Simulink. The descent and flight behavior of a high altitude balloon with PID
control has been numerically investigated and validated using field data. It is
believed that the Gas-Compress-Release model with PID control permits a way to
intervene the balloon any time for technical service. And this control also permits
better prediction of not only the ascent but also the descent process and flights at
constant altitude for longer periods. The following conclusions were made:

• Safe landing to the ground is a strong function of the helium mass inside the
balloon and it can be controlled by PID controller.

• The PID Control of Compress-Release helps the balloon reach the target altitude
keeping it there for a longer period and descent anytime of the flight with safe
landing speed for the equipment without using ballast.

• It is found that when stored gas and content of the balloon lifting gas weights are
1000 kg, balloon could carry 1000 kg payload at 30 km for 330 days. Under
these conditions, it is possible to descend the balloon to the ground with PID
control for technical service. The landing velocity of 0.78 m/s is quite reliable
and safe.

• Using the developed model and MATLAB/Simulink software package one can
generate velocity, temperatures and all outputs of ascent, descent and flight
continuously.

Fig. 16.6 100th day descent velocity variation to the ground
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Chapter 17
Multi-objective 4D Trajectory
Optimization for Online Strategic
and Tactical Air Traffic Management

Alessandro Gardi, Roberto Sabatini, Matthew Marino
and Trevor Kistan

Abstract Significant evolutions of aircraft, airspace and airport systems design and
operations are driven by the continuous increase of air transport demand worldwide
and by the concurrent push for a more economically viable and environmentally
sustainable aviation. In the operational context, novel avionics and air traffic man-
agement (ATM) systems are being developed to take full advantage of the available
communication, navigation and surveillance (CNS) performance. In order to attain
higher operational, economic and environmental efficiencies, the generation of
4-dimensional trajectories (4DT) shall integrate optimisation algorithms addressing
multiple objectives and constraints in real-time. Although extensive research has
been performed in the past on the optimisation of aircraft flight trajectories and very
efficient algorithms were widely adopted for the optimisation of vertical flight
profiles, it is only in the last few years that higher levels of integration were proposed
for automated 4DT planning and rerouting functionalities. This chapter presents the
algorithms conceived for integration in next generation avionics and ATM Decision
Support Systems (DSS), to perform the multi-objective optimisation of 4DT intents.
In particular, the algorithms are developed for 4DT planning, negotiation, and
validation (4-PNV) in online strategic and tactical operational scenarios, and are
conceived to assist the human flight crews and ATM operators in planning and
reviewing optimal 4DT intents in high air traffic density contexts. The presented
implementation of the multi-objective 4DT optimisation problem includes a number
of environmental objectives and operational constraints, also accounting for eco-
nomic and operational performances as well as weather forecast information from
external sources. The current algorithm verification activities address the Arrival

A. Gardi � R. Sabatini (&) � M. Marino � T. Kistan
School of Aerospace, Mechanical and Manufacturing Engineering,
RMIT University, Melbourne, Australia
e-mail: roberto.sabatini@rmit.edu.au

T. Kistan
THALES Australia, Melbourne, Australia

© Springer International Publishing Switzerland 2016
T.H. Karakoc et al. (eds.), Sustainable Aviation,
DOI 10.1007/978-3-319-34181-1_17

185



Manager (AMAN) scenario within a Terminal Manoeuvring Areas (TMA), featuring
automated point-merge sequencing and spacing of multiple arrival traffic in quasi
real-time.

17.1 Introduction

In order to achieve the ambitious objectives set by national and international
organisations for capacity, efficiency, sustainability and safety of flight operations in
the future, substantial technological and operational evolutions are required. A key
area of improvement for attaining the higher capacities necessary to cope up with
the steady growth of air transport demand and at the same time to enhance the levels
of safety, efficiency and sustainability of flight operation consists in the adoption of
4-dimensional trajectory (4DT) functionalities in an intent-based operations
(IBO) environment (The ATM Target Concept—D3 2007). The conventional
operational paradigms involving the manual dispatch via voice communications
of route clearances consisting of a limited set of flight path descriptors are in fact
constraining the available capacity and affecting operational efficiencies in an
ever-growing number of airspace regions. Furthermore, voice communication
channels are quickly saturating the available aeronautical very high frequency
(VHF) spectrum in high air traffic density areas. Data-link communications feature
a more efficient exploitation of the available aeronautical radio spectrum, and
enable a secure high-integrity and seamless networking and extensive information
sharing. An automation-assisted planning and negotiation/validation of 4DT intents
will permit the full exploitation of the enhanced navigation and surveillance per-
formances provided by modern ground, avionics and satellite-based systems, as it
will be natively capable of processing more complex route clearances and higher
amounts of shared information supplied by data-link communications, presenting
them to the human operators in user-friendly formats. In order to operationally
deploy the 4DT-IBO functionalities, novel avionics and air traffic management
(ATM) systems are required. These advanced airborne and ground-based decision
support systems (DSS) will assist human operators in the generation, validation,
execution and monitoring of optimised 4DT intents in real-time. Enhanced traffic
separation and spacing standards will be made available in high performance
communication, navigation and surveillance (CNS) airspace regions, thanks to
the extensive deployment of 4DT capabilities. In particular, two DSS are
being developed at present to implement 4DT-IBO: a Next Generation Flight
Management Systems (NG-FMS) for manned and unmanned aircraft, and the 4DT
planning, negotiation and validation (4-PNV) assisting ATM operators on the
ground. (Sabatini et al. 2015; Gardi et al. 2015; Ramasamy et al. 2015). In order to
promote a higher efficiency and environmental sustainability of flight operations,
the generation and negotiation of 4DT shall integrate multi-objective trajectory
optimisation (MOTO) software algorithms, addressing all environmental and
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economic impacts of the generated trajectories. MOTO algorithms are thereby a key
feature of avionics and ATM DSS in the future. This chapter reviews the
state-of-the-art of trajectory optimization for aviation applications and presents the
customised MOTO algorithm that was developed to meet the stringent requirements
of online strategic and tactical ATM timeframes. The MOTO algorithm attempts the
optimisation of the planned flight path with respect to multiple objectives and
constraints and is based on the timeframe convention for offline and online air traffic
operations previously adopted (Gardi et al. 2014). The adopted formulation of the
multi-objective 4D trajectory optimisation (MOTO-4D) problem includes a number
of environmental objectives and operational constraints such as flight time, fuel
consumption, multiple engine emissions, noise and contrails. The novel avionics
and ATM DSS are capable of generating multiple intents in real-time based on a set
of environmental performance criteria, allowing more sustainable air traffic
operations.

17.2 Statement of the Problem

A number of operational aspects and environmental impacts associated with the
aircraft mission have significant dependencies on the flown trajectory (Gardi et al.
2016). On-board trajectory optimisation algorithms were investigated as early as the
1970s (Sorensen et al. 1979), and deployed in larger civil transport aircraft during
the following two decades in the form of new automatic flight and flight director
modes for most phases of flight, targeting in particular the vertical guidance and
optimised standard turns. Although the savings derived from these measures were
very significant with respect to the previous operational paradigms, it has been
proposed that more substantial gains can be attained by adopting real-time opti-
misation algorithms for strategic and tactical replanning of 4D flight trajectories in
an intent-based network-centric ATM scenario. Figure 17.1 represents the concept
of MOTO to tackle multiple operational, economic and environmental criteria in the
aviation context. In order to obtain optimal 4D intents with respect to the set
optimality objectives, the MOTO suite comprises a number of essential aircraft,
environmental and operational models. These models include local/global weather,
operational costs, pollutant emissions, airspace structure, contrails and aircraft
noise. As the emphasis is on the noise perceived by the population on the ground,
the aircraft noise model must be complemented by suitable demographic distribu-
tion and digital terrain elevation databases.

Significant research activities and outcomes on multi-objective 4DT optimisa-
tion algorithms are being achieved as part of the major research programmes
worldwide. The progresses in optimal control theory and nonlinear programming
for trajectory optimisation are leading to substantial improvements to the numerical
solution methods for real-time applications. A considerable opportunity for direct
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exploitation of these research outcomes into the next generation avionics and ATM
systems is emerging. The adoption of computational algorithms for optimal 4DT
planning represents a substantial evolution from the conventional flight planning
methodologies currently in place and their associated limitations. The conventional
flight plan is, in fact, an essentially static entity, hence unforeseen weather and air
traffic perturbations have the effect of progressively compromising its optimality.
Furthermore, only fuel and time costs are normally considered in traditional opti-
misation methods. Reducing fuel consumption leads to reduced carbon dioxide
(CO2) emissions with current generation turbofan engines but, unfortunately, most
of the noxious emission such as carbon monoxide (CO), nitrogen oxides (NOX) and
unburnt hydrocarbons (UHC) are not typically addressed. Growing R&D efforts are
therefore addressing practical implementations of real-time trajectory optimisation
algorithms as well as pollutant and noise emission models for the optimization of
flight trajectories with respect to multiple objectives, while encompassing con-
straints that also entail strategic and tactical ATM and air traffic flow management
(ATFM) directives in an evolving airspace (Visser and Wijnen 2001; Jardin 2003;
Wijnen and Visser 2003; Hartjes et al. 2009; Torres et al. 2009; Soler et al. 2010;
Sridhar et al. 2011; Vaddi et al. 2012).

Fig. 17.1 Multi-objective trajectory optimisation concept (Sabatini et al. 2014)
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17.3 Mathematical Formulation

Although different formulations of the trajectory optimisation problem (TOP) were
adopted for aeronautical applications, partly due to the considerable dependence on
geographic descriptors to characterise the flight path in three dimensions, in the
mainstream literature a considerable emphasis is given to the optimal control
problem (OCP) formulation. This is mainly due to the consideration of the aircraft
as a dynamical system and to the conspicuous mathematical framework guaran-
teeing the optimality of theoretical optimal control results. The theoretical frame-
work of optimal control and its application to aerospace vehicles and systems is
extensively presented in Ben-Asher (2010) and Betts (2010). Adopting the for-
mulation of Bolza, the TOP is analytically stated as (Rao 2010a):

“Determine the states x tð Þ 2 R
n, the controls u tð Þ 2 R

m, the parameters p 2 R
q, the initial

time t02 R and the final time tf2 Rj tf [ t0, that optimise the performance indexes

J ¼ U x tf
� �

;u tf
� �

; p
� �þ

Ztf

t0

L x tð Þ; uðtÞ; p½ �dt ð17:1Þ

subject to the dynamic constraints

_x tð Þ ¼ f ½x tð Þ;u tð Þ; t; p� ð17:2Þ

to the path constraints

Cmin �C x tð Þ;u tð Þ; t; p½ � �Cmax ð17:3Þ

and to the boundary constraints

Umin �U x t0ð Þ; x tf
� �

; u t0ð Þ;u tf
� �

;p
� ��Umax00 ð17:4Þ

For the solution of TOP, two mainstream strategies have been extensively
investigated in the literature, namely direct methods and indirect methods (von
Stryk and Bulirsch 1992; Visser 1994; Betts 1998; Rao 2010b). In the first class,
also defined by the paradigm “discretise then optimise” the determination of the
unknown control function is attempted directly, and this involves the discretisation
of the infinite-dimensional TOP into a finite-dimensional nonlinear programming
(NLP) problem. In the indirect methods, which historically emerged beforehand and
are defined by the paradigm “optimize then discretise”, analytical manipulations
based on the theory of the calculus of variations are exploited to transform the OCP
into a nonlinear boundary value problem (BVP).
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17.3.1 Numerical Solution

Due to their higher versatility and to the recent emergence of very efficient com-
putational implementations, direct solution methods are currently favoured in a
considerable number of applications. The transcription into finite-dimensional NLP
problem can be performed either by introducing a control parameterisation based on
arbitrarily chosen analytical functions, as in transcription methods, or by adopting a
generalised piecewise approximation of both control and state variables based on a
polynomial sequence of arbitrary degree, as in collocation methods. In both cases,
the transcribed dynamical system is integrated along the time interval ½t0; tf �. The
search of the optimal set of discretisation parameters is formulated as a NLP
problem, which is solved computationally by exploiting the most efficient numer-
ical NLP solution algorithms available. In direct transcription methods, a basis of
known linearly independent functions qkðtÞ with unknown coefficients ak is adopted
as the parameterisation in the general form:

z tð Þ ¼
XN

k¼1

akqkðtÞ ð17:5Þ

Considerable research on computationally efficient TOP solution algorithms
based on direct transcription and collocation was performed in the last two decades
(Betts and Cramer 1995; Betts and Huffman 1998, 1999, 2004; Betts et al. 2000,
2002, 2007; Gherman et al. 2006; Engelsone et al. 2007; Benson et al. 2006;
Huntington and Rao 2008; Garg et al. 2010, 2011; Rao et al. 2010; Darby et al.
2011a, b; Patterson and Rao 2012). Although most diverse implementations of
direct solution methods are currently researched and developed, global orthogonal
collocation methods are considered the state-of-the-art for the solution of large
nonlinear OCP, particularly on longer timeframes, and show remarkable compu-
tational performances, provided the constraints are carefully defined and the initial
guess supplied to the algorithm lies sufficiently close to the global convergence
region. In global collocation methods, the direct solution of the OCP is attempted
by enforcing the evaluation of the state and control vectors in discrete collocation
points across the problem domain by means of orthogonal (spectral) polynomial
basis functions. Since pseudo-spectral methods were developed from this very
principle, global orthogonal collocation methods are also widely known as
pseudo-spectral optimal control methods or simply pseudo-spectral methods
(PSM). These methods consist in the following steps. The original time variable is
replaced by the scaled and normalised s 2 �1; 1½ � as in:

t ¼ tf � t0
2

sþ tf þ t0
2

ð17:6Þ
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The differential operator is consequently modified as follows:

d
dt

¼ 2
tf � t0

d
ds

ð17:7Þ

If the final time is not known a priori (i.e. it is either unconstrained or
inequality-constrained in the boundary conditions), tf will be an additional unknown
variable to be determined by the NLP solver. The states and control variables of the
OCP are approximated by a set of polynomials of order N, and the problem is
thereby discretised in N + 1 nodes. These interpolation polynomials must be an
orthogonal basis in the discretised space. Hence, they have to satisfy the null scalar
product property:

Pi xj
� �

* Pk xlð Þ ¼ 0 8i6¼j; 8k; l2 1; . . .N þ 1f g ð17:8Þ

Various families of interpolating polynomials can be successfully adopted and
comprehensive dissertations may be found in Boyd (2000) and Funaro (1992). At
present, the most computationally efficient implementations of PSM adopt simple
interpolation polynomials in conjunction with a careful selection of the collocation
nodes distribution. For such reasons, the basic Lagrange polynomials are most
frequently adopted for the interpolation of states and controls. A Gaussian
quadrature rule ensures the exact results of discrete integral evaluations. Adopting
the interpolation polynomials Pk sð Þ on the Nþ 1 nodes sk, the states are approxi-
mated as:

~xiðsÞ ¼
XN

k¼1

~xi skð Þ � Pi;kðsÞ ð17:9Þ

and the controls are approximated as:

~uj sð Þ ¼
XN

k¼1

~uj skð Þ � Pj;k sð Þ ð17:10Þ

The evaluation of the dynamic constraints (i.e. the state equations) is then per-
formed in the nodes only, leading to a problem of finite dimensions. The dimension
of the discrete problem is not the same in all cases, though. Lagrange polynomials
of order N are expressed as:

PkðsÞ ¼
Y

j 6¼k

s� sj
sk � sj

; 8 j 2 [0;N] ð17:11Þ
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Chebyshev pseudo-spectral methods (CPM) adopt Chebyshev polynomials of
order N. An application of the CPM to aircraft dynamics is discussed in Bousson
and Machado (2010) and involves the evaluation of the Chebyshev trigonometric
polynomials:

PN sð Þ ¼ cos N cos�1s
� � ð17:12Þ

in the Nþ 1 nodes:

sk ¼ cos
k p
N

; k2 0;N½ �: ð17:13Þ

Two recently adopted PSM variants are the Gauss PSM and the Legendre–
Gauss–Lobatto (LGL) PSM (Basset et al. 2010). Gauss PSM are based on the
Gauss–Legendre quadrature, whereas the LGL PSM are based on the LGL
quadrature, also simply known as Lobatto quadrature. Gauss PSM are specifically
conceived to ensure that the Karush-Kuhn-Tucker (KKT) conditions are identical to
the discretised first-order optimality conditions. Legendre polynomials may be
calculated by using the Rodrigues formula:

PN sð Þ ¼ 1
2Nk!

dðNÞ

ds Nð Þ s2 � 1
� �Nh i

ð17:14Þ

The LGL nodes are the N + 1 zeros of the polynomial:

LN sð Þ ¼ 1� s2
� �

_PN sð Þ ð17:15Þ

where _PN sð Þ is the first derivative of the Legendre polynomial of degree N (Brix
et al. 2013).

In Gauss PSM, the dynamic constraints are not collocated at the boundary nodes,
whereas in the LGL PSM the evaluation of states and controls is performed also at
the boundary nodes, thereby the dimension of the NLP problem is increased by two
additional nodes. For further reference the reader may refer to Rao (2010b) and Rao
et al. (2010).

17.3.2 MOTO-4D Algorithm Implementation

The real-time MOTO-4D algorithms implemented in the 4-PNV system adopt the
same dynamic and path constraints implemented in the NG-FMS (Ramasamy et al.
2015). Aircraft dynamics data are shared between the NG-FMS and the 4-PNV
through the Next Generation Aeronautical Data-Links (NG-ADL), along with the
relevant aircraft and airspace information, to ensure synchronisation and,
consequently, mathematical consistency. In order to characterise the flyable
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envelope of the aircraft, a flight dynamics model is adopted as part of the dynamic
constraints in the OCP formulation. The three degrees of freedom (3DOF)
point-mass model with variable mass traditionally adopted as flight dynamics in
NG-FMS and 4-PNV is:

_x ¼

_v ¼ s�TMAX�D
m � g sin c

_c ¼ g
v � N cos l� cos cð Þ

_v ¼ g
v � N sin l

cos c

_/ ¼ v cos c sin vþ vw/
RE þ z

_k ¼ v cos c cos vþ vwk
RE þ zð Þ cos/

_z ¼ v sin cþ vwz

_m ¼ �FF

8
>>>>>>>>>><

>>>>>>>>>>:

ð17:16Þ

where v is the true airspeed, vw is the wind velocity vector, c is the flight path angle,
v is the track angle, m is the aircraft mass, / k and z are, respectively, the geodetic
latitude, longitude and altitude, g is the gravity acceleration, RE is the geodetic Earth
radius, D is the aircraft drag, TCL is the maximum climb thrust. The control vari-
ables are u ¼ N; s; lf g, which, respectively, represent the load factor, the throttle
and the bank angle. The drag is calculated with the conventional parabolic
approximation as:

D ¼ 1
2
qv2SCD0 þ 2CD2m2g2

q v2S
ð17:17Þ

where q is the local air density, and S;CD0;CD2, respectively, represent the aircraft
reference area and the two parabolic drag coefficients. These parameters are typi-
cally available for the most commonly flown aircraft, and for instance may be
obtained from the Eurocontrol’s Base of Aircraft Data (BADA) database. The drag
coefficient increases to account for flaps and landing gear are also available (BADA
2013). Adopting the formulation from BADA, the maximum climb thrust and the
fuel flow of a turbofan engine are calculated as (BADA 2013):

TCL ¼ CT1 � 1� HP

CT2
þCT3 � H2

P

� �
� 1� CT5 � DT � CT4ð Þ½ � ð17:18Þ

FF ¼ max sCf 1 1þ vTAS
Cf 2

� �
;Cf 3 1� HP

Cf 4

� �� 	
ð17:19Þ

where CT1. . .CT5;Cf 1. . .Cf 4 are the thrust and fuel flow coefficients from the
BADA empirical models (BADA 2013). The emission of a generic gaseous pol-
lutant (GP) is modelled as:
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GP ¼
Ztf

t0

EIGP � FF dt Kg½ � ð17:20Þ

The specific CO and UHC emission indexes are empirically modelled as:

EICO=UHC ¼ c1 þ exp �c2sþ c3ð Þ g=Kg½ � ð17:21Þ

Similarly, the NOX emission index is empirically modelled as:

EINOX ¼ c1s
2 þ c2sþ c3 g=Kg½ � ð17:22Þ

Equations (17.6) and (17.7) are accurate nonlinear fit of the ICAO Emissions
Databank.1 The fitting parameters c1;2;3 accounting for the pollutant emissions of
165 currently operated civil turbofan engines which are c ¼ 0:556; 10:21; 4:068f g
for CO, c ¼ 0:083; 13:2; 1:967f g for UHC and c ¼ 7:32; 17:07; 3:53f g for NOX.
Linearized models can be introduced to enhance computational performance when
required.

17.3.3 Multi-objective Optimality

In line with the requirements for online tactical replanning, the weighted sum
method, belonging to the category of a priori articulation of preferences, is adopted
for the identification of a combined performance index J (Gardi et al. 2014; Marler
and Arora 2004). The a priori multi-objective optimisation approach is conceptually
represented in Fig. 17.2. The performance weightings can be dynamically modified
along the flight and as part of an ongoing collaborative decision-making
(CDM) process between the AOC and ANSP when required. multiple optimal
4DT are generated on-board each traffic, and then using a rule-based algorithm, a
conflict free set of trajectories is found for all aircraft.

17.4 4DT Optimisation Algorithm

The numerical algorithm for the solution of the single (combined) objective optimal
control problem is represented in Fig. 17.3. A mathematically optimal 4DT is
generated by means of a numerical solver based on a direct method of the family of

1ICAO. ICAO Aircraft Engine Emissions Databank [Online]. Available http://easa.europa.eu/
node/15672.
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global orthogonal collocation (pseudo-spectral). This 4DT is a discretised version
of a continuous/piecewise smooth (CPWS) curve, which in general may not be
flyable by human pilots nor by conventional automatic flight control systems
(AFCS), as it includes transition manoeuvres involving multiple simultaneous
variations in the control inputs. Moreover, the discretised CPWS consists of a very
high number of overfly 4D waypoints, which would have unacceptable impacts on
the Next Generation Airborne Data-Link (NG-ADL) bandwidth usage. Therefore,
an “operational smoothing” post-processing stage is introduced, which employs
manoeuvre identification algorithms to segment the trajectory in conventional flight
legs, including straight and level flight, straight climbs and descents, level turns,
and climbing/descending turns. The final result is a concisely described 4DT
consisting of operationally feasible flight segments.

17.5 Simulation and Results

The sequencing of dense arrival traffic towards a single approach procedure was
extensively evaluated as a representative case study of online tactical Terminal
Manoeuvring Area (TMA) management. The results of one representative simu-
lation run are depicted in Fig. 17.4. The 4-PNV identifies the best arrival sequence
among the available options. Longitudinal separation is enforced at the merge-point
to ensure sufficient separation upon landing and to prevent separation infringements
in the approach phase itself. The 4-PNV is capable of performing point-merge at

OBJECTIVE 
1

OBJECTIVE 
2

OBJECTIVE 
n

MULTI-OBJECTIVE OPTIMISATION
(A PRIORI ARTICULATION OF PREFERENCES)

SINGLE-OBJECTIVE OPTIMAL CONTROL PROBLEM

DISCRETISATION AND INTEGRATION METHODS

COMBINED
OBJECTIVE

OPTIMAL
TRAJECTORY

Fig. 17.2 Block diagram of
multi-objective optimisation
with a priori articulation of
preferences (Gardi et al. 2014)
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any metering point. After the initial intents have been stored in the 4-PNV, the
point-merge sequencing algorithm allocates the available time slots accordingly.
The assumed minimum longitudinal separation is 4 nautical miles on the approach
path for medium category aircraft approaching at 140 knots. Therefore, the gen-
erated time slots are characterised by a 90–160 s separation depending on the
wake-turbulence categories of two consecutive traffics.

Figure 17.5 depicts the computed 4DT in the Arrival Manager (AMAN)
schedule display format. Waypoints and lines depicted in magenta represent the
flyable and concisely described 4DT consisting of a limited number of fly-by and
overfly 4D waypoints, obtained through the smoothing algorithm.

Monte Carlo simulation was performed, resulting in an average of 41 s for single
newly generated 4DT intents (and consistently less than 60 s). The 4DT
post-processing allowed to reduce discretised CPWS trajectories of 150–450 points
into a number of fly-by and overfly 4D waypoints consistently below 20. These
results meet the set design requirements for tactical online data-link negotiation of
the 4DT intents.

Mathematically Optimal 4DT (CPWS)

OPERATIONAL
SMOOTHING

MOTO-4D 
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Fig. 17.3 Diagram of the MOTO-4D algorithm (Gardi et al. 2015)
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Fig. 17.4 Results of the 4-PNV exploiting the operational 4DT smoothing

Fig. 17.5 Traffic sequencing
represented in an AMAN
scheduler plot
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17.6 Conclusions

This chapter presented the key aspects of Multi-objective Trajectory Optimisation
(MOTO) currently being developed for integration in future airborne avionics and
ground-based air traffic management (ATM) decision support systems (DSS).
The MOTO algorithms are specifically conceived to reproduce the dependency of
various aircraft emissions on its particular 4-dimensional flight trajectory (4DT) in
space and time, to ultimately improve the environmental sustainability of air traffic,
while at the same time enhance the operational and economic performances. The
presented MOTO algorithms are at the core of 4DT planning functionalities in the
novel avionics and ATM systems, which are the Next Generation FlightManagement
System (NG-FMS) for manned and unmanned aircraft, and the 4DT Planning,
Negotiation and Validation (4-PNV) system on the ground. The MOTO functional-
ities are designed tomeet the stringent requirements for strategic and tactical online air
traffic operations in the presence of dense air traffic, whenever airspace or air traffic
reorganisation is required due to dynamically changing conditions. The chapter
presented a number of MOTO algorithm design aspects and some algorithm verifi-
cation activities involving sequencing and spacing of arrival traffic within a Terminal
Manoeuvring Area (TMA). These simulation activities consistently meet the
requirements set for online tactical routing/rerouting tasks, generating 4DT intents
consisting of a limited number of overfly and fly-by waypoints. Future verification
activities will address the en-route ATFM context, also implementing the Dynamic
Airspace Management (DAM) functionalities currently being researched.
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Chapter 18
Physical-Based Simulation of a GaN High
Electron Mobility Transistor Devices

Sevda Aliparast and Peiman Aliparast

Abstract Silicon-based semiconductor devices are rapidly approaching the theo-
retical limit of operation, making them unsuitable for future military and industrial
applications. In a high electron mobility transistor (HEMT), two-dimensional
electron gas (2DEG) which is formed at AlGaN/GaN interface is a critical part to
tune the performance of HEMT devices. Inserting high bandgap layers, especially
AlN spacer layer between AlGaN and GaN layer improves 2DEG density, mobility,
and effects on quantum well. ATLAS toolbox of Silvaco results shows ID-VDS
characteristics of the 1 μm gate length. Simulation results show both piezoelectric
and spontaneous polarization effects at the interfaces of Al0.30Ga0.70N/AlN/GaN
structure, contrary to the conventional HEMTs. The insertion of the very thin AlN
interfacial layer (1 nm) supports high mobility at high sheet charge densities by
increasing the effectiveness and decreasing alloy scattering. Devices based on this
structure exhibit good DC and RF performance.

18.1 Introduction

GaN-based material systems are very interesting for electronic reason is their wide
bandgap, excellent transport properties, high critical field, and high thermal sta-
bility. Gallium nitride (GaN) is a wide bandgap semiconductor which has been the
core of many research investigations including the current study. In 1990s, GaN has
attracted attention because of high material performance in systems for both optical
and electronic applications. Fast development and performance demonstrations of
GaN-based microwave and power devices in the last decade caused researchers to
prefer GaN to its alternative, Si-based power. GaN-based transistors have brought a
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revolution in power amplifier circuits for mobile phone base stations, and power
supply, motor drive, and other related circuits. These also include industrial
equipment, white goods, automobiles, and other related industries. If we want to
compare existing Si devices with HEMTs, they combine lower power losses with
output up to ten times more, yielding circuits that are smaller and less power
requirement than ever. For power switching, normally-on characteristics versus
normally-off performance play a significant role. GaN-based semiconductor devices
have five main characteristics including high dielectric strength, high operating
temperature, high current density, high-speed switching, and low ON-resistance. As
mentioned, GaN devices act on electrical breakdown characteristics ten times
higher than that of Si, carrier mobility as good or better than that of Si, and a
bandgap three times or more than that for Si. Choosing SiC with wide bandgap for
the substrate off GaN HEMT make results in very low intrinsic carrier concentration
that gives negligible junction leakage current up to 500. High-temperature operation
is allowable without excessive leakage or thermal runaway and decrease in cooling
requirements. The high breakdown strength requires thinner drift layers for a given
blocking voltage, as compared to silicon, so it can reduce the specific on-resistance
and storage of minority carriers. The associated switching loss is then reduced,
which improves higher switching frequency of the devices and significantly
decreases the size and weight of the magnetic components in power switches.
Ultimately, the high thermal conductivity of the materials drains out dissipated
power, with ultra-high-power operation. Recently, these advantages are becoming
reality because of significant progresses in development and processing technology
for SiC and GaN. One of the main advantages of SiC switches is blocking voltage
of a few kilo volts and devices operating at a forward current density of up to 1 KA.
The objective of this chapter is to study the possibility of GaN HEMTs with high
voltage and low loss switching applications. At the same time, wide bandgap
semiconductors, specially SiC and GaN, are more pronounced because they offer
main advantages over silicon devices in the areas of switching (faster with lower
losses), operating temperature, and blocking voltage. Table 18.1 compares specific
electronic parameters of GaN, AlN, Si, and SiC among other major semiconductors
such as wide bandgap, high saturated electron velocity, thermal conductivity,
electron mobility, and relative dielectric constant. Thus, high-efficiency RF HPA is
the main requirement of a telemetry subsystem for LEO satellites as mentioned

Table 18.1 Comparing some electronic properties of semiconductor materials

Parameter Unit GaN (AlGaN/GaN) AlN 4H-SiC Si

Bandgap eV 3.39 6.1 3.26 1.1

Electron mobility cm2=Vs 900 1100 700 1350

Saturated electron velocity 107 � cm=s 2.5 1.8 2.0 1.0

Thermal conductivity W=cmK 2.5 1.8 4.5 1.5

Relative dielectric constant er 9.0 8.4 10 11.8

202 S. Aliparast and P. Aliparast



above. In the following we are discussing steps of designing high efficiency RF PA
in X Band.

The result of wide bandgap in SiC and GaN give very low carrier concentration
that can support junction leakage current up to 500. Cooling issue can be solved and
prove high-temperature operation without excessive leakage or thermal runaway.
Reducing the specific on-resistance and storage of minority carriers needs high
breakdown strength and thinner drift layers for a given blocking voltage, as com-
pared to silicon. In power switches, switching loss is reduced, so higher switching
frequency of the devices and significantly reduces the size and weight of the
magnetic components appear. For example, the electron affinity a conduction band
offset of 65 %. 3.5 ≤ 0.1 eV and 1.9 ≤ 0.2 eV are the measured electron affinity
values for GaN and AlN, 65 % is within experimental error for the conduction and
valence bands the effective masses for electron and holes is 0.20 and 0.80. They are
also used to compute the effective density of states. Al composition of 30 % is
performing for material values of AlGaN/GaN HEMT for the optimization
understanding and controlling the formation of the 2DEG in AlGaN/GaN HEMTs
the source of the electrons in the channel are surface donor-like traps, and the strong
polarization field push the electrons into the channel.

18.2 AlGaN/GaN HEMT Fundamentals

High-power millimeter wave radar and electronic warfare systems employee vac-
uum tubes. For future systems, GaN HEMTs have the potential to be replaced. GaN
devices have potential to deliver high power at high voltage, the wide bandgap
breakdown field of GaN is five times much more than vacuum tube and the power
density of GaN is 10–20 times higher than GaAs-based devices.

As mentioned before, AlGaN/GaN high electron mobility transistors (HEMTs)
grown on sapphire substrates have a low reliability due to thermal effects. If the
reliable high-frequency, high-power HEMT device are to be responsed, it is nec-
essary for future naval communication and radar needs that use specific other types
of materials. The producing model developed is created with the available Silvaco
software. The ATLAS™ model was created based on the parameters extracted from
an actual AlGaN/GaN HEMT grown on a sic substrate. For the model development,
the parameters extracted from the device were utilized as baseline. One of the
critical parameters for heterojunction devices is polarization. The polarization
effects in heterojunction devices are spontaneous polarization and the piezoelectric
effect and they are crucial in the formation of the unique two-dimensional electron
gas (2DEG) channel present in heterojunction devices.

Other name of The AlGaN/GaN HEMT is the modulation doped field effect
transistor (MODFET) that has similar DC characteristics to the MESFET. The
specification of the HEMT is channel formation that has grossly asymmetric
heterojunction which is produced between a heavily doped high bandgap material
and a lightly doped low bandgap region. There is not any channel being formed as
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in a standard homojunction device. This layer is called two-dimensional electron
gases (2DEG) which is formed at the heterointerface. For high conductive band of
the GaN channel layer and operation of the device, the barrier layer AlxGa1−xN
must be at a higher energy level. The conduction band offset can cause moving
electrons from the barrier layer to the channel layer. 2DEG layer is the surface that
electrons are transferred and confined to a small region in the channel. This layer is
called the 2DEG and a characteristic of the HEMT is as we mentioned. There are
many factors that determine the quality of the 2DEG, the factors involved in the
development of the 2DEG are type of substrate, growing method, and level of
doping of the carrier supply layer the electron density and mobility are important
factors when a 2DEG and a more detailed discussion of the 2DEG will be presented
later in this chapter.

HEMT device is normally confined to the 2DEG and changed by the gate
voltage like MOS devices, the charge flowing in a HEMT When a gate voltage is
applied to the device, the sheet charge concentration (ns) is changed to gate voltage
and is given by Eq. (18.1) (Sze 1998):

ns ¼ ei
qðdi þDdÞ ðVg � VTÞ ð18:1Þ

where ei and di are the dielectric permeability and the thickness of the wide bandgap
semiconductor, Äd can be interpreted as the effective thickness of the 2DEG A
typical ns value for an AlGaN/GaN heterojunction is *1013 cm−2. One of the
important parameter is the threshold voltage, because it is a measure of the HEMT
device conducting state. V threshold can be expressed as

VT ¼ /B � DEC � qND

2ei
d2 ð18:2Þ

where /B is the gate Schottky-barrier height, and ÄEC is the change in the con-
duction band for the heterojunction, and ND is the background doping of the GaN
layer. In power amplifiers, saturation current and trans conductance are important
measures and it can be develop by HEMT device. For long channel devices
(Lg > 0.25ìm), the IDSat can be expressed the same as a standard MOSFET (Tzeng
2004):

IDSat ¼ lCW
2L

ðVg � VTÞ2 ð18:3Þ

Here, ì is the carrier mobility, C is the gate capacitance, W is the gate width, and
L is the gate length. As mentioned quality for a HEMT device is depending on trans
conductance. Drain current can change to trans conductance as defined (Pierret
1996):
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gM ¼ @ID
@VG

����
VD¼Constant

¼ lCW
L

ðVg � VtÞ ð18:4Þ

Conductance is the drain or channel conductance that is an important measure in
the HEMT device

gd ¼ @ID
@Vd

����
Vg¼Constant

ð18:5Þ

For the output impedance matching properties of different stages of an amplifier,
the output conductance has very important role. In the modeling of the GaN HEMT
device, there are many variables that should be modified to proper model of the
device. The models in the Silvaco package can be incorporated into the device.

HEMTs have three terminals so the conduction could be controlled by the gate
voltage. Therefore, one of the big differences between a HEMT and a MOS device
is that instead of creating a channel between the source and drain with a doped
material, a wider bandgap material barrier layer AlxGa1�xNð Þ is grown on top of the
channel and serves as a carrier supply layer. Therefore, the channel is formed as a
2DEG below the doped layer where the mobility enhancement depends on a
reduction in impurity scattering. A technique utilized to increase the electron
density in the channel is to increase the Al mole fraction (x) in the AlxGa1−xN layer.
An increase in the Al mole fraction results in a higher bandgap and a larger
conduction band discontinuity ÄEC relative to the GaN. The effects of increasing
the Al mole concentration are attractive, but there are limitations that have observed
to benefit gained. Figure 18.1 illustrates the electron density as a function of Al
composition.

For reducing carrier mobility due to different effects, the Al mole fraction also
results in a including, intersubband scattering, increased disordering in AlGaN, it is
important to make increasing density of interface charges and larger potential

Fig. 18.1 Mobility of 2DEG as a function of AlN spacer thickness in Al0.18Ga0.82N/AlN/GaN
and Al0.3Ga0.7N/AlN/GaN heterostructures
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fluctuations at the surface of interface but the surface roughness should be empha-
sized. The Al composition for the device tested is considered to be 30 %, which
roughly correlates to an electron density of 8e19 cm�3.

Because operational characteristics are based on the MESFET, then it is easy to
provide an overview of the device structure. As mentioned before the 2DEG and the
energy bandgap diagrams of an AlGaN/GaN HEMT device easily can be defined.
The 2DEG is formed just below the heterojunction where the lower and higher
electron mobility is possible. Figure 18.2 shows estimate of where the 2DEG will
be within the structure. The conductivity of the two-dimensional channel is defined
by Javorka (2004):

r ¼ qnsl ð18:6Þ

where q is the electron charge, ns is the sheet carrier concentration given by
Eq. 18.6, and ì is electron mobility.

The main reason for performing characteristic of a heterojunction device is the
abrupt bandgap shift in the layer which meets the GaN Layer in conventional GaN
HEMTs. Figure 18.2 shows that a small current began to flow in the 2DEG channel
with no gate voltage. As soon as a positive voltage is applied to the drain, current
will flow due to the potential difference between the source and drain, but the
magnitude of the current flow can be controlled by the gate. The value of IDsat is
dependent on the ns concentration, so increasing the concentration of ns, causes the
2DEG to transfer more charge from source to drain.

18.3 Two-Dimensional Electron Gas (2DEG)

The 2DEG in AlxGa1�xN/AlN/GaN-based HEMT is induced by strong polarization
effects Javorka (2004). Ambacher et al., perform piezoelectric constants calculated
the induced sheet charge at the heterojunction interface. The formation of the 2DEG
in AlGaN/AlN/GaN structures was the result of both spontaneous polarization
(PSP) and the strain piezoelectric effects (PPE). Making more realistic HEMT
device model, the Silvaco software package includes different modeling parameters.
Polarization effects of a GaN HEMT will provide some of the variables that affect
the 2DEG.

SiC

GaN

AlGaN

DGS

+ + + + + + + + + + + + + + + + + + + + + + +

Fig. 18.2 2-D cross section of AlGaN/GaN HEMT
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18.3.1 Spontaneous Polarization

GaN HEMTs have two distinct polarization mechanisms that enable a high carrier
concentration even though there may be no intentional doping. Spontaneous
polarization is the effect that is at the heterojunction even though there is no strain
present. The spontaneous polarization (PSP) is developed due to the Wurtzite group
III-nitrides being tetrahedrally coordinated with a lack of symmetry along the
[0001] axis or c-direction. The polarization effects vary according to formation of
the structure. The structure will have either N-face or Ga-face surfaces. The sug-
gested HEMT device provided was grown on SiC by MOCVD which results in
Ga-faced structures only. Figure 18.3 shows the crystal structure of a wurtzite
Ga-face.

GaN-based and other group III-N based semiconductors exist under different
crystal structures, Wurtzite, Zinkblende, and rock salt. Majority of
AlGaN/AlN/GaN HEMTs could be grown on the Wurtzite formation. The Wurtzite
structure has a known hexagonal unit cell and consists of two intercepting
hexagonal closed packed (HCP) sub-lattice (Ambacher et al. 2000). We can define
two lattice parameters, a0 and c0, in ideal ratio c0=a0 ¼

ffiffiffiffiffiffiffiffi
8=3

p � 1:633. As shown
in Fig. 18.3 each atoms includes sub-lattice that constituted by one type of which
are shifted with respect to each other along the c-axis by the amount u0 = 3/8 in
fractional coordinates. As the lattice nonideality increases, c0/a0 ratio moves away
from 1.633 of the ideal lattice Wurtzite GaN-based semiconductors and a lack of
inversion symmetry in the 〈0001〉 direction can cause other group III-N based
semiconductors a polar axis. Owning to the difference in electron negativity (here
given in Pauling’s scale) between the gallium (1.81) and/or aluminum (1.61) and/or
indium (1.78), atoms and the nitrogen (3.04) atom, the group III-N’s are charac-
terized with high ionicity of the metal-nitrogen covalent bond (Ambacher et al.
2000). Therefore, group III-N semiconductors exhibit exceptionally strong

Fig. 18.3 Schematic drawing of the crystal structure of Wurtzite Ga-face (Ambacher et al. 2000)

18 Physical-Based Simulation of a GaN High Electron Mobility Transistor Devices 207



polarization because of electronic charge redistribution inherent to the crystal
structure. This polarization refers to spontaneous polarization, PSP. Because of their
Wurtzite structure, GaN-based and group III-N based semiconductors can have
different polarities, this reason causes uneven charge distribution between neigh-
boring atoms in the lattice. The polarity of the crystal is related to the direction of
the group III-N dipole along the 〈0001〉 direction. In Fig. 18.3, it is shown that two
possible polarities are available. In cation-face, i.e., Ga-face, the polarization field
points away from the surface to the substrate, while in anion-face, i.e., N-face, the
direction of the polarization field is inverted. The Wurtzite crystal, as grown pre-
viously discussed, the PSP is the issue for a constant determined by the method of
growth. Table 18.2 provides the spontaneous polarization, piezoelectric, and
dielectric constants of AlN and GaN. Ambacher et al. (2000) developed this table
from many sources and utilized the constants to determine the PSP and PPE for an
structure.

To obtain a high carrier concentration at the 2DEG, the ability of the structure to
confine carriers through the polarization effects should be noticed. Furthermore, to
achieve a high carrier confinement, the polarization should be at the same direc-
tions. The polarization-induced sheet charge density (ó) should be positive. 2DEG
is formed by positive sheet charge that attracts electrons. Figure 18.4 illustrates the
polarization charge effects for different types of strain. The first figure (a) shows
AlGaN (relaxed) which is grown on top of GaN (relaxed), a positive sheet charge
(+ó) is developed at the surface and a 2DEG forms easily. In order to enhance the
polarization effects, example (b) grew tensile strained AlGaN over GaN which
resulted in all polarization effects acting in the same direction. This also results in a
positive sheet charge at the interface.

Table 18.2 Spontaneous
polarization, piezoelectric,
and dielectric constants of
AlN, GaN (Ambacher et al.
2000)

Wurtzite AlN GaN

PSP −0.081 −0.029

1.46 0.73

e33 1.55 1

0.65

0.44

e31 −0.60 −0.49

−0.58 −0.36

0.33

−0.22

e15 −0.48 −0.3

−0.33

−0.22

e11 9.0 9.5

e33 10.7 10.4
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18.3.2 Piezoelectric Polarization

The total polarization in the structure for HEMTs is defined by
PSP + PPE = PTOTAL. Table 18.2, shows the piezoelectric polarization that can
be followed by equation given here (Ambacher et al. 2000):

PPE ¼ e33ez þ e31ðex þ eyÞ ð18:7Þ

where a0 and c0 are the equilibrium values of the lattice parameters ez ¼ c�c0
c0

� �
is

the strain along the c-axis, and the in-plane strain ex ¼ ey ¼ a�a0
a0

� �
is assumed to be

isotropic.
The third independent component of the piezoelectric tensor e15 is related to the

polarization induced by shear strain, which is not applicable in this device. The
relation between the lattice constants of the hexagonal GaN is given by Ambacher
et al. (2000) as

Fig. 18.4 Ga-Faced
polarization-induced sheet
charge density and directions
for the spontaneous and
piezoelectric polarization
effects
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c� c0
c0

� �
¼ �2

C13

C33

� �
a� a0
a0

� �
ð18:8Þ

where C13 and C33 are elastic constants provided in previous literature. The total
piezoelectric polarization in the direction of the c-axis can be determined by
Eqs. (18.7) and (18.8) (Ambacher et al. 2000)

PPE ¼ 2
a� a0
a0

� �
e31 � e33

C13

C33

� �� �
ð18:9Þ

Since the value of e31 � e33
C13
C33

� �h i
\0. For AlGaN over the entire range of

compositions, the piezoelectric polarization is negative for tensile and positive for
compressive strained barriers, respectively (Ambacher et al. 2000). The reason that
GaN-based semiconductors are attractive in HEMT designs is their high piezo-
electric constants. The piezoelectric fields in GaN devices can create a vertical
electric field in the MV/cm range which can make the channel conductivity be
increased. ATLAS™ as an upgrade to heterojunction modeling is supporting many
of the polarization effects.

18.3.3 Device Structure and Simulation Model

This work investigates the methodology of modeling and model calibration of the
AlGaN/GaN HEMTs with the AlN spacer against transfer characteristics of the
device. Figures 18.1 and 18.6 shows the AlxGa1−xN thickness as a function of the
percent of the effect of Al layer on the operational behavior of the suggested HEMT
that the best layer thickness of AlN layer is 1 nm and it can support mobility in
amount of 1626 cm2=vs (see Fig. 18.5).

Fig. 18.5 Cross-section of
the simulated
Al0.185Ga0.815N/AlN/GaN
and Al0.3Ga0.7N/AlN/GaN
HEMTs
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In order to simulate and calibrate simulations with respect to two models of
HEMTs, The commercial simulation tool ATLAS by Silvaco Clara was employed.
The results are presented in Fig. 18.6 higher sheet charge density is generated at the
AlN/GaN interface compared to the AlGaN/GaNAlGaN/GaN interface. This is
because of both the larger strain-induced (piezoelectric) and the built-in (spontaneous)
polarization fields. The following equation expresses the polarization sheet charge
density at the AlN/GaN interface

r ¼ � Ptotal
AIN � Ptotal

GaN

� 	
C=m2 ð18:10Þ

High carrier concentration at the 2DEG can be obtained through the ability of the
structure to confine carriers through the polarization effects, the polarization
directions should be the same for this purpose. The polarization-induced sheet
charge density (r) in (18.10) should be positive.

ns ¼
rAlGaNtAlGaN � ee0

q /B þ ee
q2 DEC;AlGaN

tAlGaN þ d0
ð18:11Þ

ns ¼
rAlGaNtAlGaN � ee0

q /B þ ee
q2 DEC;AlGaN þ q2

ee0
rAINtAlN

� �

tAlGaN þ tAIN þ d0
ð18:12Þ

Definition of (18.11) and (18.12) show the conventional HEMT and HEMT
variations with AlN spacer layer with respect to making differences between
AlGaN/GaNAlGaN/GaN and AlGaN/AlN/GaN amount of sheet carrier concen-
tration. Here, t stands for the layer thicknesses, e the dielectric constant, d the
distance, /B the gate Schottky-barrier height, q charge of an electron.

Applying SiN layer to the gate dielectric of high voltage GaN HEMTs will
reduce the dispersion, while increases the leakage according to low breakdown
voltage (Fig. 18.6). Double-layer of gate dielectric structure was implemented in
insulated-gate of GaN HEMTs to combine the advantage of passivation from SiN
and low leakage from. Therefore, both low dispersion and over 1000 V breakdown
voltage are displayed. The passivation layer of SiN, AlGaN barrier, AlN spacer, and
GaN layer thicknesses are 2, 25, 1, and 3 µm, respectively. Gate-to-source and
gate-to-drain separations are 2 and 3 µm as shown in Fig. 18.2 quantitative

SiC

GaN

AlGaN

DGS

AlN 2DEG+ + + + + + + + + + + + + + + + + + + + + + +

Fig. 18.6 2-D cross-section of suggested AlGaN/AlN/GaN HEMT
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prediction of the on-resistance of AlGaN HEMTs is estimated to be 50–200 times
lower than that of SiC FETs through theoretical analysis. This depends on the
aluminum composition Fig. 18.1. Noticeable amount of research is being carried
out for gallium nitride HEMTs s for high power and radio frequency
(RF) applications. Unique performance capabilities of III-V materials such as large
energy bandgap are among the main reasons for this attention (Kim et al. 2010).

Figure 18.7 shows schematic energy band diagram of conventional AlGaN/GaN
HEMT and novel AlGaN/AlN/GaN HEMT and a very high breakdown field
(3500 kV/cm). This ensures the under high drain-source biases operation (Sze 1998).
Therefore, conduction band diagram of AlGaN/GaN HEMT and AlGaN/AlN/GaN
can be obtained, as shown in Fig. 18.7. It should be noticed that low breakdown
voltages can be achieved, without design optimization such as field plates (Chen et al.
2015) and recessed-gate technologies. In this way, reliability of the device will be
affected. The large gate leakage current at high input RF signal problem is another
limiting issue for RF applications of a device. Recent AlGaN/GaN HEMT tech-
nologies address this problem. In order to deal with problem, dielectric layers such as
SiN and FP to insulate the gate and hence the names MIS-HFET andMIS-HEMT are
used. Transconductance, gain will be improved in this way which helps to reduce the
leakage current. In order to suppress the current collapse at high drain voltages,
channel, and surface effective separation has a key role. Recessed-gate is claimed to be
main reason. In order to prevent the channel charge to be effectively modulated by
surface potential fluctuations, a thick GaN cap layer is employed to increase the
surface-channel distance. To avoid current collapse, “leaky” dielectric under the
field-plate can be used as another technique. A semiconducting dielectric under the FP
facilitates trapped charge discharge via the field-plate (Chen et al. 2015).

The result of conduction band diagram of conventional AlGaN/GaN HEMT and
novel AlGaN/AlN/GaN HEMT is shown in Fig. 18.8 where there is a very high
breakdown field ensuring operation under high drain-source biases Figs. 18.9,
18.10, 18.12 and 18.13 have specific differences of AlGaN/AlN/GaN and
AlGaN/GaN and Id-Vd calculation of AlGaN/AlN/GaN and AlGaN/GaN are not

Fig. 18.7 Schematic diagram for energy band diagram of conventional AlGaN/GaN HEMT
(a) and novel AlGaN/AlN/GaN HEMT (b)
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exactly the same. The density of 2DEG is based on polarization and the mobility of
µ is mainly dependent upon the lattice temperature and the ionized impurity con-
centration for undoped AlGaN/AlN/GaN := 1.22 × 1013 cm−2, µ = 1520 and for
conventional undoped AlGaN/GaN = 1.1 × 1013 cm−2 and µ = 1200. The AlN
spacer has the advantage of reducing the alloy disorder scattering at the interface of

Fig. 18.8 2-D representation of the modeled AlGaN/AlN/GaN HEMT

Fig. 18.9 AlGaN/AlN/GaN HEMT Id-Vd curves
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AlN/GaN. This leads to an increase in mobility by 20 %, mainly because of the
Coulomb scattering between 2DEG carriers, using very thick spacer layer. AlN
spacer thickness being up to 0.5 nm caused Coulomb force between ions and with
lattice to have a lower value which reduces the scattering and mobility. By exceeding
the thickness beyond 0.5 nm width of quantum well is small enough and coulomb
scattering between carriers become dominant (see Fig. 18.11).

The spacer-based AlGaN/AlN/GaN device’s exhibit improvement in electrical
properties over Al GaN/GaN devices. Adding spacer layer A1N enhances the
without degrading the radiation tolerance. For the sample with the 1.2 nm thick

Fig. 18.10 AlGaN/GaN HEMT Id-Vd curves

Fig. 18.11 The electron concentration for the device with and without AlN spacer layers
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AlN spacer in Al0.185Ga0.815N/AlN/GaN, the highest mobility (1700 cm2 Vs)
was observed. Also, 1625 cm2 Vs was observed for Al0.3Ga0.7N/AlN/GaN with
the 1 nm thick AlN spacer Fig. 18.1. This states importance and effectiveness of Al
mole fraction in AlGaN barrier. However, when the thickness of the AlN spacer
exceeds a critical value, it may cause an increase in dipole scattering due to strong
polarization effect (Javorka 2004) and therefore deteriorate 2DEG’s mobility. The

Fig. 18.12 AlGaN/GaN HEMT transconductance

Fig. 18.13 AlGaN/GaN HEMT Id-Vg curves
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AlN spacer enhances the conduction band offset for a thickness below the men-
tioned critical value. The reduction of penetration of the wave-function into AlGaN
barrier effectively, in turn, reduces the effect of alloy disorder scattering. This is
consistent with theoretical calculations.

18.4 Conclusions

The effect of AlN spacer layer thickness on the properties of
Al0.185Ga0.815N/AlN/GaN and Al0.3Ga0.7N/AlN/GaN heterostructures has been
investigated in the present study by employing theoretical methods. The increase in
2DEG Hall mobility in the samples with AlN spacer is assumed to be associated
with alloy disorder scattering suppression. This, in turn, is mainly due to a decrease
in the penetration of electron wave-function into AlGaN barrier. AlN spacer
thicknesses and the percent of the Al in AlGaN layer determine the mobility can
cause an increase in the polarization-induced dipole scattering mechanism. Alloy
disorder scattering suppression by the AlN spacer layer is strongly dependent on the
sharpness of AlN/GaN interfaces.
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Chapter 19
Fault Detection, Isolation
and Accommodation in Flight Control
System of A340-Airbus Aircraft

Guillem Terre Balague and Chingiz Hajiyev

Abstract Optimal linear Kalman filter (OLKF), fault detection, fault isolation,
Robust Kalman filter (RKF) and reconfigurable Kalman filter algorithms have been
applied on the control system of an Airbus-340 aircraft this study. The discrete
flight dynamic model of the Airbus A-340 aircraft is presented and discussed.
Sensor faults have been implemented in two scenarios: continuous bias fault and
noise increment fault. The fault isolation proposed algorithm involves the com-
putation of the statics which is a rate of sample and theoretical variances. The
algorithms for fault-tolerant estimation of aircraft states are discussed. Two types of
fault accommodation algorithms: RKF and reconfigurable Kalman filter are
investigated. Two different approaches of RKF have been tested applied to the
Airbus A-340 aircraft model of dynamics: single measurement noise scale factor
(SMNSF) and multiple measurement noise scale factor (MMNSF).

19.1 Introduction

Sensor fault detection and isolation by means of Kalman filtering technique are
addressed in several studies. In Hajiyev and Caliskan (2005), the detection and
isolation of aircraft sensor and control surfaces failures are approached by using the
mean of the Kalman filter innovation sequence. The nonlinear dynamic system of
the aircraft is stabilized with a linear quadratic optimal controller, and extended
Kalman filter (EKF) and Robust Kalman filter (RKF) are applied. It is concluded
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that EKF does not allow distinguishing whether the failures are of an actuator or
sensor, whereas RKF allows doing so.

A fast converging Kalman filter for sensor fault detection and isolation is pro-
posed in Jayaram (2010). Thanks to an innovative initialization of the covariance
matrix, and the implementation of an EKF, faults are detected and isolated faster
than with classical Kalman Filter schemes. The obtained results are satisfactory.

Wei et al. (2010) study bias and multiplicative faults scenarios with the purpose
of detecting and isolating sensor faults for wind turbines. It is concluded that both
types of faults can be isolated and detected by implementing the proposed approach.

In Lim and Park (2014), a modified adaptive fading extended Kalman filter
(AFEKF) is proposed for sensor fault detection and isolation in a satellite. The
detection and isolation scheme are developed in three phases. The proposed scheme
classifies fault detection and isolation as well as fault type identification.

In Van Eykeren and Chu (2014), the knowledge of the kinematic relations
between the sensed variables is used to add analytical redundancy to the already
existing hardware redundancy on modern aircrafts. To do so, a FDI scheme by
means of an EKF is applied. Moreover, Jesussek and Ellermann (2013) and
Kobayashi and Simon (2007) obtained good results when tackling the sensor fault
detection by means of a hybrid Kalman filter. In the first case, the hybrid approach
is taken to capture the nonlinear characteristics of desired sensors, whereas in the
second the hybrid approach is taken to avoid the effect of the engine degradation
over the time is set up. Those approaches do not have much in common with that of
this thesis.

Du et al. (2013) address the problem of isolating actuator and sensor faults in
nonlinear systems. The proposed method exploits the analytical redundancy in the
system through state observers design. The faults are detected if the corresponding
residual (computed by means of the proposed method) breaches its threshold. The
isolation is performed by using a bank of residuals and a logic rule.

Fault accommodation by means of Kalman filtering technique is also extensively
analysed in the literature. The fault detection, isolation and accommodation for
attitude control system of a three-axis satellite are investigated in Bolandi et al.
(2013). Adaptive thresholds are generated for evaluating residuals and detect the
faults. Moreover, an accommodation system is designed based on reconfiguration
of available actuators. The obtained results show that attitude control error is kept
limited.

Reference Kiyak et al. (2008) proposes an approach to detect, isolate and
accommodate the faults of the aircraft sensors and actuators using unknown input
observers (UIOs). Sensor and actuator faults are detected using residuals, and fault
isolation is done by considering the sensitiveness of the residuals to the other faults.
Redundant sensor existence is assumed to perform the sensor accommodation via
switching, whereas actuator accommodation is provided by gain scheduling. This
technique is applied to a very large, four-engine, cargo jet.

In Hajiyev and Soken (2012), a RKF with filter-gain correlation for cases of
measurement malfunction is introduced. The problem is addressed by using

218 G.T. Balague and C. Hajiyev



measurement-noise scale factors. RKF algorithms are proposed with single and
multiple scale factors for estimating the state vector of an UAV.

The purpose of this study is to investigate sensor fault detection, isolation and
accommodation applied to the flight control system of A340 Airbus aircraft.
Statistics based on innovation sequence of Kalman filter will be used to detect and
isolate the faults. Reconfigurable Kalman filter approach and Robust Kalman filter
approach will be investigated for fault accommodation purposes.

19.2 Airbus A-340 Aircraft Model

Airbus A-340 is a four-engine long-range wide-body commercial passenger jet
airliner. It is suitable for long-haul trans-oceanic routes. The aircraft mathematical
model is a set of parameters inside which the aircraft characteristics (weight,
geometry, manoeuvrability, performance, controllability and stability) are repre-
sented. The Airbus A-340 aircraft model is as follows (Aykan et al. 2011):

x kþ 1ð Þ ¼ AxðkÞþBuðkÞþGwðkÞ ð19:1Þ

yðkÞ ¼ HðkÞxðkÞþ vðkÞ ð19:2Þ

where x is the state vector, A is the system matrix, B is the control distribution
matrix, G is the process noise transition matrix, u(k) is the control input vector, y the
vector of measurements, H is the measurement matrix, w(k) is the process noise and
v(k) is the sensor noise.

The aircraft state variables are:

xðkÞ ¼ vðkÞaðkÞqðkÞhðkÞbðkÞpðkÞrðkÞuðkÞðkÞ½ �T ð19:3Þ

where v is the forward velocity, α is the angle of attack, q is the pitch rate, θ is the
pitch angle, β is the sideslip angle, p is the roll rate, r is the yaw rate, φ is the roll
angle and ψ is the yaw angle. The units of the angles (α, θ, β, φ, ψ) in degrees. The
units of the angle rates (q, p, β, r) are �=s. Finally, the unit of the forward velocity
v is km=s.

The control input vector is:

uðkÞ ¼ dHðkÞdEðkÞdFðkÞdAðkÞdRðkÞ½ � ð19:4Þ

where δH, δE, δF, δA and δR are the deflections of stabilizer, elevator, flap, aileron
and rudder, respectively.

The following mechanical limits may be taken on the deflections of the A340
control surfaces: −0.26 ≤ δH ≤ 0.04; −0.54 ≤ δE ≤ 0.26; 0.02 ≤ δF ≤ 0.44;
δA ≥ 0; −0.54 ≤ δR ≤ 0.54. The units are radians.
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A ¼

1:0004 �0:0013 0:0008 0:0001 �0:4597 �0:1378 �0:0004 �0:9558 0
0 0:8095 0 0:438 0 �19:5423 0:894 0:0003 0

�0:0035 0:0001 0:98 0:1421 20:2723 0:0009 0:0164 �0:0163 0
0 0:0008 0 0:9612 0 0:0066 0:0004 0 0
0 0 0 0 0 0:9723 0 0 0
0 0:0174 0 0:0012 0 0:8061 0:0086 0 0
0 0 0 0:0294 0 0:0007 1 0 0
0 0 0 0 0:0296 0:0005 0 1 0
0 0:0003 0 0 0:0005 0:028 0:0001 0 1

2
6666666666664

3
7777777777775

ð19:5Þ

B ¼

�0:0337 �0:0144 0 0 0:0007
0 0 0 0:201 0:4502

�3:5858 �0:9127 0 0:0051 0:0004
0 0 0 0:0701 0:0054

�0:1335 �0:0367 0 0 0
0 0 0 �0:0004 �0:0081
0 0 0 0:0011 0:0001

�0:002 �0:0006 0 0 0
0 0 0 0 �0:0001

2
6666666666664

3
7777777777775

ð19:6Þ

To avoid aircraft model being unstable, a linear quadratic controller is added to
the aircraft dynamic model.

19.3 Kalman Filter Algorithms

Mathematically, the Kalman filter is a system of first order ordinary differential
equations with quadratic nonlinearity which are solved on digital computers.
Kalman filter algorithms, or one of the many extensions and variations of them,
have been applied in numerous practical situations, including navigation, space
guidance and orbit determination. The optimal linear Kalman filter (OLKF) is the
Kalman filter applied to linear systems, and its main purpose is to find the value of
the state vector according to the sequence of the y(k) measurements vectors. The
equations of the OLKF algorithm are:

x̂ k=k � 1ð Þ ¼ A k; k � 1ð Þx̂ k � 1=k � 1ð Þ
þB k � 1ð Þu k � 1ð Þ ð19:7Þ

P k=k � 1ð Þ ¼ A k; k � 1ð ÞP k � 1=k � 1ð ÞAT k; k � 1ð Þ
þB k � 1ð ÞDuB k � 1ð ÞTG k � 1ð ÞþGðk; k � 1ÞQ k � 1ð ÞGT k; k � 1ð Þ

ð19:8Þ
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KðkÞ ¼ P k=k � 1ð ÞHTðkÞ
� HðkÞP k=k � 1ð ÞHT þRðkÞ� ��1 ð19:9Þ

x̂ k=kð Þ ¼ x̂ k=k � 1ð ÞþK kð Þ
x y kð Þ � H kð Þx̂ k=k � 1ð Þ½ � ð19:10Þ

P k=kð Þ ¼ P k=k � 1ð Þ � KðkÞHðkÞP k=k � 1ð Þ ð19:11Þ

The index k/k − 1 denotes one step predicted values, whereas index k/k denotes
the estimate at time k using all measurements including y(k). x̂ k � 1=k � 1ð Þ is x̂ for
the first estimation and x̂ k=k � 1ð Þ is the extrapolation variable. K(k) is the gain
matrix of the filter, P(k/k − 1) is the correlation matrix of the extrapolation error, P
(k/k) is the correlation matrix of the estimation error. The innovation sequence is the
difference between the actual system output and the predicted output based on the
predicted state. The innovation sequence of Kalman filter is defined as:

DðkÞ ¼ yðkÞ � HðkÞx̂ k=k � 1ð Þ½ � ð19:12Þ

The normalized innovation sequence is defined as:

~DðkÞ ¼ ½HðkÞPðk=k � 1ÞHTðkÞþRðkÞ��1=2DðkÞ ð19:13Þ

It is appropriate to use normalized innovation sequence to detect the faults
(Hajiyev and Caliskan 2003). The faults, which change the system dynamic, also
change the characteristic of ~DðkÞ sequence and make it different from white noise.
The faults shift the average of ~DðkÞ sequence, which is also zero and changes its
unit covariance matrix.

19.4 Fault-Tolerant Estimation of Aircraft States

Fault-tolerant estimation of aircraft states comprises all the techniques that have as
its main goal to allow the control system to deal with possible errors. After a sensor
fault is produced, several actions may be carried out to ensure that the system keeps
estimating the state parameters: first of all, the fault must be detected. Moreover, the
faulty sensor may be identified. This process is called fault isolation. Furthermore,
if a sensor fault is detected and isolated, the system is able to adapt to that scenario
and correct itself the faulty measurement that is receiving, by means of the RKF
approach. Finally, another option to deal with a sensor fault is to discard completely
the measurements from the faulty sensor and estimating the corresponding state
parameter without any measurement input, which can be done by using the
reconfigurable Kalman filter technique.
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19.4.1 Fault Detection

Using innovation approach is suitable for detecting sensor faults (Caliskan and
Hajiyev 2014). Let us consider the following two hypotheses: H0: the system
operates normally; H1: sensor fault occurs.

To detect failures changing the mean of the innovation sequence yk � Hx̂k=k�1,
the following statistical function can be used.

bðkÞ ¼
Xk

j¼k�Mþ 1

~DTðjÞ~DðjÞ ð19:14Þ

where M is the width of the sliding window. This statistical function has v2 dis-
tribution. If the level of significance, a, is selected as,

P v2 [ v2a;Ms

n o
¼ a; 0\a\1 ð19:15Þ

where s is the dimension of the innovation vector, the threshold value, v2a;Ms can be
found. Hence, when the hypothesis H1 is true, the statistical value of the function bk
will be greater than the threshold value from v2a;Ms.

19.4.2 Sensor Fault Isolation Algorithm

Once a fault is detected, the next thing one may need is to determine which sensor
is the faulty one. That is the purpose of the fault detection algorithms. Sensor fault
isolation algorithm is based on the rate of sample and theoretical innovation
variances.

Let the statistics, which is a rate of sample and theoretical variances, r̂2i =r
2
i be

used to verify the variances of one dimensional innovation sequences
~DiðkÞ; i ¼ 1; 2; . . .; s. When ~Di � Nð0; ri) it is known that,

mi
r2i

� v2b;M�1 8i; i ¼ 1; 2; . . .; s ð19:16Þ

where mi ¼ ðM � 1Þr̂2i . As r2i ¼ 1 for normalized innovation sequence, it follows
that:

mi � v2b;M�1; 8i; i ¼ 1; 2; . . .; s ð19:17Þ

According to the theory in Hajiyev and Caliskan (2005), the statics of the faulty
sensor is assumed to be affected much more than those of the other sensors. When a
fault affecting the variance of the innovation sequence occurs in the system, the
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related statistic mi exceeds the threshold value v2b;M�1 depending on the confidence
probability b, and degree of freedom M � 1ð Þ (Hajiyev and Caliskan 2005).

mi is the i diagonal element of the S*(k) = (M − 1) S~DðkÞ matrix, which is
defined below

�~D kð Þ ¼ 1
M

Xk
j¼k�Mþ 1

~DðjÞ ð19:18Þ

S~DðkÞ ¼
1

M � 1

Xk
j¼k�Mþ 1

~DðjÞ � �~DðkÞ
h i

~D jð Þ � �~DðkÞ
h iT

ð19:19Þ

S�ðkÞ ¼
Xk

j¼k�Mþ 1

~DðjÞ � �~DðkÞ
h i

~DðjÞ � �~DðkÞ
h iT

ð19:20Þ

Here M denotes the size of the moving window, ~DðkÞ is the normalized inno-

vation at iteration k, and �~DðkÞðkÞ is the mean normalized innovation, averaged over
the last M iterations. S~D is the selection covariance matrix. The dimensions of S(k)*
are s × s, where s is the dimension of the innovation vector. In the case of A340
dynamic model, there are nine innovation parameters and therefore the dimension
of S*(k) is (9 × 9).

The decision-making process is the following:

if SðkÞ�z;z [X2
a;Ms ! zth sensor is faulty z ¼ 1; 2; . . .; 9 ð19:21Þ

In each iteration, the nine diagonal elements are compared with X2
a;Ms. If S*(k)z,z

exceeds X2
a;Ms, the zth sensor is judged as faulty in the kth iteration. Like this, one

can identify the faulty sensor, and therefore fault isolation is possible.

19.4.3 Robust Kalman Filter

With a scheme, one can determine if the system is faulty, and with a fault isolation
scheme, one can determine which sensor is faulty. Nevertheless, with both of these
schemes the estimation that provides the filter is not accurate because of the faults,
and nothing is done to solve that. Fault accommodation is an approach that goes
further than fault detection and fault isolation.

RKF is the fault accommodation approach used for the investigations. The
principle of the RKF is the comparison of real and theoretical values of the
covariance of the innovation sequence (Hajiyev 2007). An RKF algorithm brings
the fault tolerance to the filter and secures accurate estimation results in cases of
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faulty measurements without affecting the remaining good estimation characteris-
tics. That is done by reducing the weight of the faulty channels in the final esti-
mation. The KF gain is updated according to the differentiation in the covariance
matrix of the innovation sequence when the operational condition of the mea-
surement system mismatches the models used in the synthesis of the filter.

19.4.3.1 RKF with SMNSF

In the case of a fault in the measurement system, the adaptation of KF is performed
by automatically increasing Sk to reduce the Kalman gain Kk (Hajiyev and Soken
2012). Specifically, the Kalman gain is re-evaluated when the prediction of the
measurement ðHðkÞx̂ k=k � 1ð Þ½ � is considerably different from the actual mea-
surement y(k). In this situation the Kalman gain becomes:

KðkÞ ¼ P k=k � 1ð ÞHTðkÞx HðkÞP k=k � 1ð ÞHT þ SðkÞRðkÞ� ��1 ð19:22Þ

where Sk is the single measurement-noise scale factor (SMNSF). Sk is obtained
from the expression below:

SðkÞ ¼
DTðkÞDðkÞ � tr HðkÞP k=k � 1ð ÞHðkÞT

n o
tr RðkÞf g ð19:23Þ

To detect failures, the statistical function named quadratic innovation function is
defined as

b�ðkÞ ¼ D kð ÞT½HðkÞP k=k � 1ð ÞHðkÞT þRðkÞ��1DðkÞ ð19:24Þ

This statistical function has X2 distribution with s degrees of freedom, in which
s is the dimension of the innovation vector. If the level of significance, a, is selected
as:

P X2 [X2
a;s

n o
¼ a; 0\a\1 ð19:25Þ

Then the threshold value, X2
a;s, can be determined. Hence, when the hypotheses

H1 is correct, the value of b kð Þ will be greater than the threshold value, X2
a;s. In

example:

H1: b
�ðkÞ�X2

a;s 8k H0: b
�ðkÞ[X2

a;s 9k ð19:26Þ

Therefore, the adaptive algorithm is operated only when the measurements are
faulty, in all other cases the procedure runs optimally with a regular OLKF.
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19.4.3.2 RKF with MMNSF

The RKF with SMNSF algorithm may not be the best option for complex multi-
variable systems, as the filter performance differs a lot for each state depending on if
the state is faulty or not. In other words, when SMNSF is operated, all the states are
affected, including those who are not faulty. With the multiple measurement-noise
scale factor (MMNSF) approach, the goal is to fix only the relevant terms of the
measurement noise-covariance and consequently, the Kalman gain.

RKF with the MMNSF approach, the goal is to fix only the relevant terms of the
measurement noise-covariance and consequently, the Kalman gain. The MMNSF
Sk can be determined via the formula (Hajiyev and Soken 2012):

SðkÞ ¼ 1
l

Xk
j¼k�lþ 1

DðkÞDðkÞT � HðkÞP k=k � 1ð ÞHðkÞT
 !

RðkÞ�1 ð19:27Þ

Here l denotes the width of the moving window. In this case, instead of using
the scale factor SðkÞ; a matrix S�ðkÞ has been used. To compose the scale matrix S�k ,
using the following rule is suggested in Hajiyev and Soken (2012):

S� ¼ diag s�1; s
�
2; . . .; s

�
n

� �
in which

s�i ¼ max 1; Siif g i ¼ 1; n

Here Sii represents the ith diagonal element of the matrix Sk.
At that point, the re-evaluation of the Kalman gain should be performed

according to equation:

KðkÞ ¼ P k=k � 1ð ÞHTðkÞ HðkÞP k=k � 1ð ÞHT þ S�ðkÞRðkÞ� ��1 ð19:28Þ

In the case of any kind of malfunction, the related element of the scale matrix
increases. This brings out a smaller Kalman gain, which reduces the effect of the
innovation on the state estimation process. As a result, more accurate estimation
results are obtained. A MMNSF is more selective than SMNSF, given the fact that
only the diagonal elements belonging to the faulty states are modified.

19.4.4 Reconfigurable Kalman Filter

The last analysed fault-tolerant approach is the reconfigurable Kalman filter.
A reconfigurable Kalman filter is an active fault-tolerant control system which main
idea is the following: In a reconfigurable control system, the faulty measurement
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channel can be disabled and its data may no longer be used by the filter algorithm.
In that case, the filter should estimate N states but incoming data from only N − 1
measurement channels. For the simulations carried out in this study, a simplest
scenario, which is also useful to investigate the reconfigurable Kalman filter, has
been implemented. From the first step of the algorithm, the measurement channel is
removed from the algorithm. That way, during the whole simulation the algorithm
is estimating N states with only N − 1 measurement channels.

Modifications have to be implemented in the OLKFL algorithm to investigate
the reconfigurable technique. If one channel is disabled, that means that the row
corresponding to the faulty channel has to be removed from the H(k) s × n dimen-
sional measurement matrix of the system. Hence, the new dimensions of H(k) are
(s − 1) × n. Moreover, the component corresponding to the faulty state has to be
removed from the v(k) s-dimensional measurement noise vector. v(k) becomes then
(s − 1)-dimensional. As a consequence of these changes, the normalized innovation
also changes its dimensions from 9 to 8 elements.

19.5 Simulations Results

Simulations have been done with 1000 iterations for a hypothetical period of 100 s.
In each scenario, the fault is assumed to occur between t ¼ 30 s and t ¼ 40 s.

19.5.1 Fault Detection Algorithm Results

The techniques for fault detection, isolation and accommodation discussed above
have been applied to the stabilized A-340 aircraft model. The simulations are
carried during 1000 steps. In all the simulations, s = 9 and the reliability parameter
α = 0.95 is taken. For fault detection simulations, M = 20, and therefore the
threshold value X2

a;Ms is found as 212. A continuous bias fault (Fig. 19.1) and noise
increment fault (Fig. 19.2) in the pitch rate gyroscope channel (third measurement
channel) are introduced separetaly from the iteration 300 to 400.

As seen from Figs. 19.1 and 19.2, the introduced faults are detected
immediately.

19.5.2 Sensor Fault Isolation Algorithm Results

Simulation results for the fault isolation based on rate of sample and theoretical
innovation variances are shown in Fig. 19.3. For the noise increment case, when a
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Fig. 19.1 bðkÞ evolution for the case of continuous bias fault at q measurements

Fig. 19.2 bðkÞ evolution for the case of noise increment fault at q measurements
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fault in the pitch rate gyro occurs, only the appropriate mi exceeds the threshold (see
Fig. 19.3).

19.5.3 RKF Algorithm Results

19.5.3.1 RKF with SMNSF

The simulations of RKF have been carried out only with measurement noise
increment faults. As it can be seen in Fig. 19.4, RKF with SMNSF algorithm allows
smoothing the estimated value and making it closer to the real value.

19.5.3.2 RKF with MMNSF

Figure 19.5 shows that MMNSF approach allows to obtain estimation values with
fewer oscillations than the measurements, and closer to the real value. By

Fig. 19.3 Sensor fault isolation with noise increment at q measurements
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Fig. 19.5 Pitch rate estimation, error and error variance with MMNSF implemented
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Fig. 19.4 Pitch rate estimation, error and error variance with SMNSF implemented
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comparing the performance of RKF with SMNSF and RKF with MMNSF in the
case of measurement-noise increment errors, it can be concluded that the RKF with
MMNSF obtains slightly better results, with less oscillations and the estimations
closer to the real values.

19.5.3.3 Reconfigurable KF

The technique has been implemented for the cases of 1 state parameter faulty (pitch
rate, q) and two state parameters faulty (pitch rate q and roll angle φ). It is assumed
that the fault occurs since the first iterations and therefore faulty channels are
disabled during the whole simulations. Figure below contains the real, estimated
and measured value evolution of the pitch rate, as well as its error and variance, for
the case of only one parameter disabled.

As it can be seen in Fig. 19.6, the reconfigurable Kalman filter with one
parameter disabled allows estimating with an insignificant error the value of the
pitch rate, without any input measurement data. The main parameters to judge the
performance of the estimation are: the velocity of the convergence, the evolution of
the error absolute value and the error variance with the number of iterations, and the
absolute value of the stationary error. In Fig. 19.6 it is seen that it is not until
iteration 100 that the estimation achieves the stationary value. The first 100
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Fig. 19.6 Pitch rate evolution, error and error variance in reconfigurable Kalman filter (1
parameter faulty)
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iterations constitute a transitory state where fluctuations of the estimated value
occur until the stationary value is achieved. The evolution of the absolute value of
the error, which is defined as the difference between the real value and the estimated
value, is consequent with this behaviour. The error variance is very large during the
initial iterations (values over 3000), but it decreases and after iteration 100 it takes
very small values.

Two state parameters faulty case (pitch rate q and roll angle φ) simulation results
are shown in Fig. 19.7.

As seen from presented results, the reconfigurable Kalman filter gives suffi-
ciently good results for the case of two faulty parameters.

19.6 Conclusions

Optimal linear Kalman filter, fault detection, fault isolation, Robust Kalman filter
and reconfigurable Kalman filter algorithms have been applied on the control
system of an Airbus-340 aircraft. The fault detection proposed algorithm allows to
properly detect the faults in both bias and measurement-noise increment fault
scenarios. Regarding the fault isolation proposed algorithm, the main conclusions to
be drawn are that smaller moving window provides faster detections, but with
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Fig. 19.7 Roll angle evolution, error and error variance in reconfigurable Kalman filter (2
parameters faulty)
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highest possibilities of false alarms. The RKF technique simulations show that
SMNSF and MMNSF allow improving the estimation in the case of
measurement-noise increment faults. MMNSF is slightly better, reducing more the
oscillations of the estimation and getting it closer to the real value. Finally, from the
reconfigurable Kalman filter analysis it can be concluded that no significant dif-
ferences in the performance of the pitch rate estimation arise between when it is the
only parameter missing and when also the roll rate must be estimated. The only
difference is that the error variance is larger and converges slower in the case of two
parameters missing.

Globally, the simulation results show that the fault detection, isolation and
accommodation algorithms operate properly and can be used in Airbus A340 flight
control system.
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Chapter 20
Mathematical Modelling of a Tilt-Rotor
by an Integral Method and CFXModelling
by ANSYS Fluent

Ilham Chaybi

Abstract In order to calculate the aerodynamic forces of a tilt-rotor, a calculation
of the velocity induced was important. For this, the integral method is used for
solving the Laplace equation, and discretization is used to find the velocity induced
in all point of the blade surface and wake surface.

Notations

φ Le Potentiel de Vitesse
~Ui La vitesse induite
n Le vecteur normal
# La vitesse de la surface
S1 La surface su sphère
SW Le sillage
SB La surface de la pale

20.1 Introduction

The term “tilt-rotor” indicates an aircraft provided with tip-up rotors, which so
combines the vertical ascent of a helicopter at the speed of cruise and in the payload
of a plane. It is one of types of plane with take-off and vertical landing.

Thus, in the conception of a convertible plane, the rotor is certainly one of the
most essential elements.

That led us to focus on the rotor and make an aerodynamic complete study.

I. Chaybi (&)
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20.2 Theoretical Background

20.2.1 Choice of Coordinates

Primarily, a Cartesian coordinate system will be used

(O0X0Y0Z0) is taken as absolute system
(OXYZ) is the reference linked to the rotor
(O0X0Y0Z0) is the reference linked to the blade.

The fluid around the blade is an incompressible and irrotational fluid, we can
then represent the velocity induced Ui by a scalar function called “potential u

~Ui ¼ gradu ð20:1Þ

The Laplace equation is written as:

Du ¼ 0 ð20:2Þ

20.2.2 Boundary Condition

The first boundary condition is:

ruþ#ð Þ � n ¼ 0 ð20:3Þ

ð�#Þ: The surface velocity
n ¼ nðX0; Y0; Z0; tÞ: The normal vector.

The second boundary condition is

lim
R0�R1j j!1

ru ¼ 0 ð20:4Þ

R0 ¼ ðX0; Y0; Z0Þ when t ¼ 0
R1 ¼ ðX1; Y1; Z1Þ when t[ 0:

20.3 Resolution Method

The solution of Eq. (20.2) is given by Green identity
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uðMÞ ¼ �1
4p

ZZ

s

n:gradu
r

dsþ 1
4p

ZZ

S

un:r
r3

ds ð20:5Þ

For the blade of a Tilt-rotor, the surface S is the sphere surface S1:
The wake is represented by SW :
The blade’s surface is represented by SB (Fig. 20.1).
Equation (20.5) becomes

uðMÞ ¼ 1
4p

ZZ

SB

un:r
r3

dsþ 1
4p

ZZ

SW

u½ �n:r
r3

ds� 1
4p

ZZ

SB

n:Vs

r3
ds ð20:6Þ

Induced velocity given by the source/doublet combination is

ru ¼ 1
4p

Z

Sþw

lr @

@n
1
r

� �� �
ds� 1

4p

Z

S

rr 1
r

� �
ds ð20:7Þ

To establish the shape of the Neumann local velocity of each point must satisfy the
zero-flow condition.

The final form of the integral equation is

1
4p

Z

Sþw

lr @

@n
1
r

� �� �
ds� 1

4p

Z

S

rr 1
r

� �
ds� V0 � Vrel � X^r

8
<

:

9
=

; � n ¼ 0

ð20:8Þ

Fig. 20.1 Sketch of the integration surface
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20.4 Application to the Tilt-Rotor

We consider the rotation of the tilt-rotor’s blade.
We have

V0 ¼ ð0; 0; 0Þ
X^r ¼ � _Wy _Wx� _Øz _Øz

� �

n ¼ ðsin /; 0; cos /Þ

We replace in this equation

ðru� V0 � X^rÞ � n ¼ 0 ð20:9Þ

We have

@u
@z

¼ � @u
@y

þ _Wy

� �
tan / � _;y ð20:10Þ

To solve this equation we will discretize surface SW and surface SB to many
facets.

20.5 Discretization

At the end of the discretization we get (Fig. 20.2).

Fig. 20.2 Sketch of blade’s
discretization
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4pu ¼
XNp1

i¼1

XNp2

j¼1

uði;jÞ :Aði;jÞ

þ
XNw1

i¼1

XNw2

j¼1

uði;jÞ :Bði;jÞ�
XNp1

i¼1

XNp2

j¼1

Cði;jÞ

ð20:11Þ

20.6 Resolution CFX

The mesh of a NACA profile was done by ANSYS (Fig. 20.3).

20.7 Results

See Figs. 20.4, 20.5, 20.6, 20.7, 20.8 and 20.9.

20.8 Discussion

The velocity in the upper surface (extrados) is more than the lower surface
(intrados).

The pressure is maximal at the leading edge.

Fig. 20.3 Mesh of NACA 4412
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Fig. 20.4 Momentum and mass

Fig. 20.5 Turbulence
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The temperature is higher at the leading and trailing edges.
The results obtained in theory are almost the same obtained by the software

ANSYS-Fluent.

Fig. 20.6 Forces applied to boundary

Fig. 20.7 Velocity
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Fig. 20.8 Pressure

Fig. 20.9 Temperature
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20.9 Conclusion

Integral method and the ANSYS CFX gave us a calculation of the velocity induced,
pressure and temperature.

The integral method is used for solving the Laplace equation.
ANSYS CFX is used for discretization to find the velocity induced in all point of

the blade surface and wake surface.
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Chapter 21
Modelling and Evaluation of Persistent
Contrail Formation Regions for Offline
and Online Strategic Flight Trajectory
Planning

Yixiang Lim, Alessandro Gardi, Matthew Marino
and Roberto Sabatini

Abstract This chapter presents a contrail mapping algorithm developed for inte-
gration into a Multi-objective Trajectory Optimisation (MOTO) software frame-
work, targeting the mitigation of environmental impacts associated with
aviation-induced cloudiness. The presented linear contrail mapping algorithm
exploits analytical and empirical models to determine the formation, persistence and
radiative properties of contrails along a defined flight trajectory. In order to
determine the contrail formation and persistence, the algorithm takes into account
aircraft characteristics as well as relative humidity, temperature, pressure as well as
the speed and shear of winds aloft, derived from suitable weather forecast data
inputs. The linear contrail mapping algorithm generates an accurate mapping of the
contrail persistence and associated Radiative Forcing (RF) along a flight trajectory
based on inputs of weather data and aircraft state. A 3D contrail mapping algorithm
is developed by executing the linear contrail mapping algorithm along an arbitrary
number of virtual sounding trajectories. These virtual trajectories are constructed
radially around a centre position, at individual flight levels. Multiple 3D mappings
are exploited to characterise time variations, ultimately leading to a 4-dimensional
(4D) mapping in space and time of contrail formation, persistence and RF prop-
erties. These 4D contrail mappings can be exploited in a MOTO software frame-
work to assess and minimise the environmental impacts associated with contrails.

21.1 Introduction

Increasing safety, capacity, cost-effectiveness, efficiency and environmental sus-
tainability of air transportation worldwide are prime objectives of the aviation
governance at present. Novel Communication, Navigation and Surveillance/Air

Y. Lim � A. Gardi � M. Marino � R. Sabatini (&)
RMIT University, Melbourne, VIC 3001, Australia
e-mail: roberto.sabatini@rmit.edu.au

© Springer International Publishing Switzerland 2016
T.H. Karakoc et al. (eds.), Sustainable Aviation,
DOI 10.1007/978-3-319-34181-1_21

243



Traffic Management (CNS/ATM) and Avionics (CNS+A) operational concepts and
systems are being developed as part of the Single European Sky ATM Research
(SESAR) and Clean Sky programmes in Europe, specifically tackling the ambitious
objective sets by the Advisory Council for Aeronautics Research in Europe
(ACARE) in the Flightplan 2050 agenda, and in parallel in the US by NextGen and
Environmentally Responsible Aviation (ERA) programmes as well as under various
other R&D initiatives undertaken by governments and industrial organisations in
the Asia Pacific and Latin America/Caribbean Regions (European ATM Master
Plan 2012; Flightpath 2050; SESAR and the Environment 2010; Galindo and
Candelario 2011; Oberthür 2003). The main objective with respect to the envi-
ronmental sustainability of aviation is to reduce the amount of greenhouse emis-
sions compared to the current levels. Other important areas of improvements are
targeting pollutant emissions such as nitrogen oxides (NOX) and Unburned Hydro
Carbons (UHC), as well as aircraft noise. Aircraft emissions contribute to the global
warming, either directly, such as in the case of carbon dioxide (CO2), or by trig-
gering chemical processes that alter the atmospheric composition and ultimately
induce warming effects, such as in the case of stratospheric NOX (Lee et al. 2009).
Condensation trails (contrails) produced by aircraft at high altitude are considered
to be a very significant contribution to global warming, as their Radiative Forcing
(RF) is positive in various instances (Burkhardt and Kärcher 2011). In particular,
contrails contribute positively to RF by the trapping of longwave thermal radiation
emitted by the Earth’s surface, while at the same time a negative contribution to RF
is due to reflecting the shortwave radiation from the Sun (Minnis 2003). The exact
balance between these opposite contributions is subject to a number of aspects and
must be carefully assessed (Lim et al. 2015). Notwithstanding, irrespective of the
exact balance between positive and negative RF contributions, it is alleged that an
overall reduction in the amount of persistent contrails formed by aircraft daily will
enhance the environmental sustainability of aviation.

This chapter reviews the current theoretical understanding of the contrail life-
cycle and the associated radiative properties, upon which a linear and a
4-dimensional (4D) contrail mapping algorithms are developed for integration in
Multi-objective Trajectory Optimization (MOTO) software frameworks. The con-
trail mapping algorithms evaluate the formation, persistence and radiative forcing
properties across defined geographic extents and time periods, generating 4D fields
that can be exploited by real-time MOTO implementations in CNS+A systems to
promote the mitigation of environmental impacts associated with aircraft contrails.

21.2 Contrail Lifecycle

Contrails are thermodynamically formed as the water vapour in the plume of a jet
engine cools to ambient conditions. In the case of persistent contrails, they have
been observed to be a precursor to ice clouds such as cirrus, found at higher
altitudes where ice super-saturation occurs.
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Wingtip contrails, which are usually short-lived and are not the focus of this
chapter, are triggered aerodynamically in the wake vortexes released from the
wingtips, when the local drop in pressure and temperature on the upper surface of
the wing causes condensation of ambient air. In contrast to short-lived wingtip
contrails, exhaust-triggered contrails may persist for considerably longer periods of
time and affect the radiative forcing balance of the Earth. Research done on the
evolution of this type of contrails has discerned three distinct phases in their life-
cycle: jet, vortex and dispersion phase. These phases occur at different timescales
and are each governed by specific physical processes.

The jet phase occurs approximately in the first 20 s of the contrail lifecycle and
involves the initial formation of the contrail from the jet exhaust. The cooling of the
hot and humid exhaust plume triggers the condensation of a trail of water vapour,
hence the term ‘contrail’. The state of the exhaust plume can be characterised by the
mixing diagram, as seen in Fig. 21.1. The y-axis denotes the vapour partial pressure
as a function of ambient temperature, with the solid and dashed curves representing
the saturation limits of water and ice, respectively. The region above these curves
represents super-saturated states while the region below the curves represents
sub-saturated states.

The dot-dashed mixing line describes the dynamics of the exhaust plume.
Initially starting from a state of high temperature and moisture, the plume mixes in
ambient conditions and moves right-to-left along the mixing line, to a state of lower
temperature and partial pressure. The exhaust plume eventually reaches ambient
conditions, denoted by Point C in Fig. 21.1, which at typical cruise altitudes of
33,000 ft are characterised by ambient temperatures of approximately −50 °C and
water sub-saturation. The mixing line is characterised by its slope, which depends
on aircraft properties, and also by its initial and terminal points, which, respectively,
depend on the engine exhaust thermodynamic state at the nozzle and on ambient
temperature and humidity.

M

C

mixing line

Fig. 21.1 Mixing diagram
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It can be seen from Fig. 21.1 that at a fixed temperature, there is a lower
saturation limit for ice than for water. However, sublimation does not occur readily
in the absence of nuclei. Nuclei forms when the water vapour in the exhaust first
condenses at a higher saturation limit, and then undergoes freezing. Alternatively,
frozen sulphur droplets or soot particles can also act as sublimation nuclei.
Therefore, the formation of contrails usually requires the exhaust plume to undergo
water saturation. This means that the mixing line has to cross the water saturation
curve. The point where this occurs is given as Point M in Fig. 21.1. If the terminal
state, represented by Point C, lies below the ice saturation curve, the contrails
formed will quickly dissipate once the plume reaches ice sub-saturated conditions.
However, if point C lies above the ice saturation curve, contrails will persist
because additional water vapour will continue to sublimate around the ice crystals
within these contrails. Given a large enough region of ice super-saturation, ambient
water vapour can sublimate on the ice nucleation sites produced by the contrails in
the initial plume, allowing the contrail to grow in time.

Following the jet phase, the contrail undergoes the vortex phase. This phase is
characterised the exhaust plume being caught in the downwash vortex generated by
the aircraft and is depicted in Fig. 21.2. Large Eddy Simulations (LES) by Lewellen
and Lewellen (2001) suggest that the vortex phase occurs in the first 3 min of
existence, and consists in a sinking of the plume (about 250 m for a Boeing 747
aircraft). As the plume sinks to a lower altitude, ambient pressure increases. The
plume undergoes compression, which leads to adiabatic warming. Sublimation
might occur, and the ice number (number of ice particles) of the plume will
decrease.

The fraction of ice particles remaining after the vortex phase is defined survival
factor 0 < f < 1, and is dependent on the wake size, temperature and relative
humidity. Schumann (2012) reports values of f that lie between 0.7 and 1.
Notwithstanding, lower values corresponding to around 0.25, were found to be
more common for most flight conditions of large aircraft. These are in good
agreement with results by Unterstrasser et al. (2008). As the strength of the vortex
(and subsequently the extent of adiabatic heating) is related to the aircraft mass,
larger aircraft will have lower survival factors for similar ambient conditions.
Lewellen and Lewellen (2001) concluded that the higher fuel flow of large aircraft
(hence larger soot emissions and higher number of ice particles in the jet phase)
could be offset by the smaller survival factor, and that a Boeing 737 aircraft could
give rise to contrails with similar persistence as a Boeing 747 aircraft.

Contrails that survive the vortex phase consequently undergo a dispersion phase,
in which they are advected and spread by wind. In particular, advection is asso-
ciated with the average wind stream direction and magnitude, while spread is
promoted by wind shear, which is the vertical derivative of the wind field. If
contrails form in ice super-saturated regions, they will continue to grow as ambient
water vapour is entrained within the contrail as it spreads. As the contrail evolves,
its particle concentration decreases while its particle size increases, so that the ice
crystals get larger and more spread out in the contrail, eventually approaching the
properties of cirrus clouds, with typical concentrations of around 101 cm−3 and
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effective radii of around 101 lm. This is clearly described in Fig. 21.3, which shows
the typical particle sizes and concentrations of a contrail at different stages in its
growth.

Contrails disperse via sublimation of their ice particles, which can occur when
the contrail drifts into an ice sub-saturated region. This can be caused either by
wind advection (laterally), by sedimentation (vertically). The latter occurs when
larger and heavier particles sink to the bottom of the contrail-cirrus. Over sufficient
time, the entire contrail will sink, but sufficiently large ice particles will form
fallstreaks; these have been observed and recorded via lidar by Atlas et al. (2006).
The fallstreak/contrail then dissipates in the warm temperatures found at lower
altitudes.

21.2.1 Radiative Properties

A key factor in determining the radiative properties of clouds is the optical depth,
which is a measure of optical absorptivity. The optical depth of contrail-cirrus, an
ice cloud, is much lower than the one characterising water (stratus) clouds found at

Fig. 21.2 LES results performed by Sussmann and Gierens (2001), represented by a time series of
the contrail cross section in the first 20 s. Contours of ice mass concentrations are plotted at 1, 3, 5,
10 and 20 mg/m3. Reproduced with permission.
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lower altitudes because of the differences in particle type and cloud thicknesses.
Contrail-cirrus contains ice particles that are less tightly packed than water mole-
cules found in stratus, and are also much thinner in depth than water clouds.
Contrail optical depth typically ranges from 10�3\s\1 (Kärcher et al. 2009),
whereas those of water clouds can reach up to s[ 102.

The net cloud radiative forcing depends on a combination of cooling and
warming contributions. Cooling is caused by the reflection of incoming shortwave
radiation from the sun and therefore is largely determined by the cloud albedo,
which is a measure of its reflectivity. Warming is caused by the trapping of out-
going longwave radiation from the earth and is largely determined by the difference
between the cloud temperature and the temperature of the surface of the earth. The
cooling effect only occurs during daylight hours and therefore varies considerably
with the time-of-day. On the other hand, the warming effect can be assumed to
occur constantly and independent of time.

Lower clouds are characterised by a higher albedo and a temperature more
similar to the surface of the Earth. As a result, they reflect shortwave radiation and
emit longwave radiation at a higher intensity than upper clouds. Hence, while low

Fig. 21.3 Evolution of
contrails into cirrus clouds
(Gierens and Jensen 1998),
reproduced with permission.
The top and bottom panels
show the particle distribution
spectra during the contrail's
vortex and dispersion phase,
respectively. As the contrail
ages, the crystal size
increases, while the ice
number decreases.
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clouds generally induce a net cooling effect, higher clouds comprehensively induce
a net warming effect.

The RF due to contrails is also correlated to air traffic density and has been
shown to be larger over the northern hemisphere, where air routes are more con-
gested, The higher occurrence localised in such areas causes an uneven warming
effect by contrail-cirrus on the global scale. This is depicted in Fig. 21.4, where the
majority of contrail-induced RF is shown to occur over the east coast of North
America and over Western Europe.

21.3 Contrail Mapping Algorithm

A considerable emphasis was given to numerical implementations of contrail models
in recent research. As an example, the Contrail-Cirrus Prediction (CoiCiP) tool by
Schumann (2012) simulates contrails along the flight paths of a fleet of aircraft using
weather and aircraft inputs. Capitalising on these models, we propose a contrail
mappingContrail mapping algorithm specifically conceived for integration in a
MOTO framework. The contrail mapping algorithm generates 4-dimensional (4D)
fields (maps) of contrail iso-persistence and iso-RF over a region surrounding the
reference aircraft trajectory. These iso-persistence and iso-RF maps can be graphi-
cally represented by contour maps similarly to isobaric or isothermal fields in
weather studies. A novel method based on virtual sounding trajectories is employed
to generate the 4D iso-contrail fields. Similar in principle to the technique of depth
sounding, which makes use of sonar pulses to map the depth of the ocean floor,
trajectory pulses are used to map the contrail formation, persistence and radiative
properties over a defined region and time period. Within the contrail mapping
algorithm, an arbitrary number of virtual sounding trajectories are generated at a
specific time interval to span the defined region with adequate spatial resolution,
allowing the retrieval of instantaneous contrail formation, persistence and radiative
data at various spatial locations. A seamless 3-dimensional (3D) map of the region is

Fig. 21.4 Estimated
contrail-cirrus induced
radiative forcing (Burkhardt
and Kärcher 2011).
Reproduced with permission.
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obtained by performing a numerical extrapolation of the contrail data across all the
virtual sounding trajectories simulated at each sounding pulse. 4D fields are finally
obtained by performing a series of 3D sounding pulses at different time instants and
again numerically extrapolating the contrail persistence and RF values across the
discrete pulses.

In our implementation of the contrail mapping algorithm, each sounding pulse
comprises an arbitrary number of virtual sounding trajectories that are generated in
a radial manner around an arbitrary centre position. For flight planning and
rerouting purposes, such centre position can either consist of the intermediate point
along the entire reference flight trajectory, or can consist of the centroid of a region
of potential contrail formation, identified by comparing the local temperature and
relative humidity conditions against accurately selected thresholds. In the first case,
the radius of the mapping region will always consist of slightly more than half the
total length of the reference trajectory. The second case may sometimes enable the
adoption of smaller radii, enhancing the computational performances of the contrail
mapping algorithm. An instantaneous flight is simulated along each sounding tra-
jectory, permitting the retrieval of contrail formation, persistence and radiative
properties along it. The contrail lifecycle is simulated along each sounding trajec-
tory until dissipation conditions are detected or until a maximum time limit is
reached, and the contrail formation, persistence and radiative values are stored.
Upon interpolation in space, each pulse provides an instantaneous snapshot of the
iso-contrail fields. By performing multiple pulses at different times, the snapshots
can be combined to produce 4D fields, also considering dynamically varying
weather conditions.

21.3.1 Contrail Model

The contrail model adopted in the mapping algorithm is based on CoCiP
(Schumann 2012), and therefore consists of a parametric model that determines the
contrail lifetime and associated RF along a single flight trajectory. The parametric
model checks for contrail formation along trajectory segments with the
Schmidt-Appleman criterion. It then computes the initial plume properties based on
the downwash vortex and models the advection, spread, ice and radiative properties
over time with a linear integration scheme. A radiation model based on Schumann
(2012) then estimates the contrail-related RF based on the solar zenith angle and on
the spread and lifetime of the contrail. The lifetime of a contrail segment is defined
as the time elapsed since the sounding pulse up to the instant when ice concen-
tration along the contrail segment falls below a set threshold.

Additional weather and solar models are also used in the contrail model. The
weather model supplies the ambient input required for modelling the contrail
lifecycle, whereas the solar model supplies the solar zenith angle required for
computing the contrail radiative forcing balance.
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21.3.1.1 Jet Phase

In the jet phase, the Schmidt-Appleman Criterion is used to determine the onset of
contrail formation. This computes the slope of the mixing line according to
Eq. (21.1):

G ¼ EIH2O � cp � p
e � Q � 1� gð Þ ð21:1Þ

where G is the slope of the mixing line, in Pa K−1, and describes the mixing of the
exhaust plume with ambient air. EIH2O, Q and η are the emission index of water
vapour, heat per mass of fuel and propulsive efficiency, respectively, and are engine
characteristics, p is the ambient pressure, and cp and ε are the specific heat capacity
of air and the ratio of the molecular masses of water and air, respectively. The
following approximation for the temperature in degrees Celsius at the threshold
point is used (Schumann 2012):

TLM ¼ �46:46þ 9:43 ln G� 0:053ð Þþ 0:72 ln G� 0:053ð Þ½ �2 ð21:2Þ

where the subscript ‘L’ denotes the threshold temperature for liquid saturation.
The critical temperature at ambient conditions (Point C) can then be found using

the criterion given by Schumann (2012) based on curve fitting where T and TLM are
given in degrees Celsius:

TLC ¼ TLM � 1� RHwð Þ pliq TLMð Þ
G

� DTC ð21:3Þ

DTC ¼ F1RHw W � F2 1�Wð Þ½ � ð21:4Þ

W ¼ 1� RH2
w

� �x2 ð21:5Þ

F1 ¼ x1 þ x3 ln Gð Þ; F2 ¼ 1
4
� RHw � 1

2

� �2
" #4

ð21:6Þ

where x1 = 5.686, x2 = 0.3840, x3 = 0.6594. The criterion for contrail formation is
thus:

dT ¼ T � TLC\0 ð21:7Þ

21.3.1.2 Vortex Phase

In the vortex phase, the initial geometric properties of the contrail plume are
determined beforehand. This is done by first computing the maximum downward
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displacement Δzw and then scaling it to obtain the initial depth. The initial width is
then parameterized from the depth, dilution and fuel flow. The parameters that
determine the initial size of the contrail are

Wake vortex separation b0 ¼ pSa=4;
Initial circulation C0 ¼ 4Mag= pSaqairVað Þ;
Effective time scale t0 ¼ 2pb20=C0;
Initial velocity scale w0 ¼ C0= 2pb0ð Þ;
Normalised dissipation rate �� ¼ �b0ð Þ1=3=w0:
These are dependent on the inputs
Wing span Sa;
Aircraft mass Va;
True air speed Ma;
Air density qair;
Brunt-Vaisaila frequency NBV;
Turbulent kinetic energy dissipation rate �.

Schumann’s parameterization distinguishes between strongly and weakly stably
stratified conditions. If NBVt0 � 0:8 :

Dzw ¼ 1:49
w0

NBV
ð21:8Þ

else, with � � � 0:36:

Dzw
b0

¼ 7:68 1� 4:07� � þ 5:67� �2� �
0:79� NBVt0ð Þþ 1:88 ð21:9Þ

with Dzw as the maximum sinking.
The initial downward displacement is set to

Dz1 ¼ Cz1Dzw; Cz1 ¼ 0:25 ð21:10Þ

where the subscript ‘1’ denotes the end of the vortex phase. The initial depth is set
to

D1 ¼ CD0Dzw; CD0 ¼ 0:5 ð21:11Þ

and the initial width is:

B1 ¼ Ndil t0ð ÞmF= p=4ð ÞqD1½ � ð21:12Þ

with the mF being the fuel flow in kg m−1 and the dilution Ndil of the wake vortex
formation being
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Ndil tð Þ � 7000 t=tsð Þ0:8 ð21:13Þ

with ts = 1 s. The initial mass mixing ratio of ice I and the ice particle number N are
also prescribed for the vortex phase:

I1 ¼ I0 � DIad ð21:14Þ

I0 ¼ EIH2OmF

p=4ð ÞqD1B1
þ q0 � qs p0; T0ð Þ ð21:15Þ

DIad ¼ R0

R1

pice T0 þDTadð Þ
p1

� pice T0ð Þ
p0

� �
ð21:16Þ

Here, q0 is the specific humidity of ambient conditions at stage “0” (the start of
the vortex phase) and qs is the specific humidity at saturation point. p1 is the
ambient pressure at stage “1”, R0 and R1 are the specific heat capacities of air and
water, respectively, and:

DTad ¼ T0 R0=cp
� �

p1 � p0ð Þ=p0 ð21:17Þ

The ice number N1 at the end of the vortex phase is determined by the soot index
and a survival factor based on the ice mass ratio

N0 ¼ EISootmF ð21:18Þ

N1 ¼ fsurvN0; fsurv ¼ I1
I0

ð21:19Þ

21.3.1.3 Dispersion Phase

The state of each contrail segment along the flight path evolves with time and is
described by the state vector X, denoted as X Position;Ambient; Plume; Particleð Þ,
including its position in space and time, the relevant ambient conditions, and its
plume and ice particle properties. The position at time t is given as

X:Position ¼ x tð Þ; y tð Þ; z tð Þ; tð Þ ð21:20Þ

where x, y and z gives the longitude, latitude and altitude of the contrail. The
advection of the contrail with time is described by

x tþDtð Þ ¼ x tð ÞþU tð ÞDt ð21:21Þ

y tþDtð Þ ¼ y tð ÞþV tð ÞDt ð21:22Þ
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z tþDtð Þ ¼ z tð ÞþW tð ÞDt ð21:23Þ

with the absolute distances converted to geodetic coordinates based on approxi-
mations provided by Veness (2015). The ambient conditions include the
parameters:

X:Ambient ¼ p; T; qair; qa; qsð Þ ð21:24Þ

which are pressure, temperature, density, and ambient and saturation specific
humidity, respectively, obtained from the GFS, and are functions of X:Position: The
plume parameters consist of:

X:Plume ¼ r;B;D;Deff ;A; L;M; I;N; n;MH2O;DH;DVð Þ ð21:25Þ

Respectively, these are the:

Covariance matrix σ,
Contrail width B;
Contrail depth D;
Effective depth Deff ;
Contrail area A;
Contrail length L;
Air mass M;
Ice mass mixing ratio I;
Ice particle number N;
Ice concentration n;
Water mass MH2O;
Horizontal diffusivity DH;
Vertical diffusivity DV:

The terms of the covariance matrix r ¼ ryy ryz
ryz rzz

� �
are initially given as:

ryy t ¼ t0ð Þ ¼ B2
1=8 ð21:26Þ

rzz t ¼ t0ð Þ ¼ D2
1=8 ð21:27Þ

ryz t ¼ t0ð Þ ¼ 0 ð21:28Þ

and evolve with time as
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ryy tþDtð Þ ¼ 2
3
S2DVDt

3 þ S2rzz tð Þþ 2DSS
� �

Dt2 þ 2 DH þ Sryz tð Þ
� �

Dtþ ryy tð Þ
� �

� L tð Þ
L tþDtð Þ
� �2

ð21:29Þ

rzz tþDtð Þ ¼ 2DVDtþ rzz tð Þ ð21:30Þ

ryz tþDtð Þ ¼ SDVDt2 þ 2DS þ Srzz tð Þð ÞDtþ ryz tð Þ
� 	 � L tð Þ

L tþDtð Þ
� �

ð21:31Þ

with the shear diffusivity DS set to 0 and the vertical shear of the plume normal

velocity S is taken to be the total shear ST ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@U
@z

� �2
þ @V

@z

� �2r
: The shape and size

of the contrail are based on the covariance matrix

B tþDtð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8ryy tþDtð Þ

q
ð21:32Þ

D tþDtð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8rzz tþDtð Þ

p
ð21:33Þ

A tþDtð Þ ¼ 2p
1
3
S2D2

V Dtð Þ4 þ 2
3
S2DVrzz tð Þ Dtð Þ3


þ 2Srzz tð Þ DV � DSð Þ � 4 DHDV � D2

S

� �� 	
Dtð Þ2

þ 2rzz tð Þ DV þDHð Þ � 4DSryz tð Þ
� 	

Dtþ ryy tð Þrzz tð Þ � r2yz tð Þ1=2
o

ð21:34Þ

Deff tþDtð Þ ¼ A tþDtð Þ
B tþDtð Þ ð21:35Þ

and the length L tþDtð Þ is computed from the positions of the end-points of the
contrail x tþDtð Þ and y tþDtð Þ in its position vector. The mass properties of the
plume can then be calculated

M tþDtð Þ ¼ qALjtþDt ð21:36Þ

I tþDtð Þ ¼ M tð Þ � I tð Þþ qs tð ÞþDM � qa½ �
M tþDtð Þ � qsðtþDtÞ ð21:37Þ

MH2O tþDtð Þ ¼ M tþDtð Þ � Iþ qð ÞjtþDt ð21:38Þ

where DM ¼ M tþDtð Þ �M tð Þ and qa ¼ qa tþDtð Þþ qa tð Þ
2 .
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Particle loss due to turbulence and aggregation are modelled to determine the
evolution of the ice number and concentration, with the adjustable parameters EA

and ET set to 2:

dN=dtð Þagg¼ �EA8pr2effVTN
2=A ð21:39Þ

dN=dtð Þturb¼ �ET
DH

max B;Dð Þ2 þ DV

D2
eff

 !
N ð21:40Þ

a ¼ � 1
N2 @N=@tð Þagg; b ¼ � 1

N
@N=@tð Þturb ð21:41Þ

N tþDtð Þ ¼ N tð Þb exp �bDtð Þ
bþN tð Þa 1� exp �bDtð Þ½ �

L tð Þ
L tþDtð Þ ð21:42Þ

n ¼ N=A ð21:43Þ

where VT, following (Rogers 1976), is stored in the particle properties:

X:Particle ¼ VT; reffð Þ ð21:44Þ

VT ¼
k1r2eff ; r\40 lm
k2reff ; 40 lm\r\600 lm
k3

ffiffiffiffiffiffi
reff

p
; r[ 600 lm

8<
: ð21:45Þ

k1 ¼ 1:9e8; k2 ¼ 8e3; k3 ¼ 2:2e2
ffiffiffiffiffi
q0
q

r
ð21:46Þ

and reff is taken to be the effective particle radius

reff ¼ qairI
nqice4p=3

� �1=3

ð21:47Þ

Finally, the diffusivities are given in (Schumann 2012):

DH ¼ CH D2ST
� �

; CH ¼ 0:1 ð21:48Þ

DV ¼ CV

NBV
w0
n þ ft VTDeffð Þ; CV ¼ 0:2; w0

n ¼ 0:1; ft ¼ 0:1 ð21:49Þ

The time integration ends when the ice concentration n falls below 103 m−3 (or
1 l−1), the ice mass ratio I falls below 10−8 (or 10−2 mg/kg), or when the time
exceeds a given threshold, set to 5 h in this case.
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21.3.1.4 Radiative Forcing

The RF model is based upon (Schumann et al. 2012). The parameterization scheme
is based on a number of parameters that model the particle type (i.e. spherical,
hollow, rosette, and plate) as well as a number of independent properties. The
model parameters can be found in Schumann et al. (2012) and a fully droxtal habit
is assumed for our verification case studies. The longwave radiation is positive and
dependent on the following independent variables: the outgoing longwave radiation
(OLR, W m−2), the atmospheric temperature (T, K), the optical depths of the
contrail and its overhead cirrus at 550 nm (τ and τc) and the effective particle radius
(reff, μm). The contrail optical depth is computed from Schumann (2012) as
follows:

s ¼ bDeff ð21:50Þ

b ¼ 3QextqI= 4qicereffð Þ ð21:51Þ

Deff ¼ A=B ð21:52Þ

Qext ¼ 2� 4=qkð Þ sin qkð Þ � 1� cos qkð Þ½ �
qk

ð21:53Þ

qk ¼ 4preff j� 1ð Þ=k; j ¼ 1:31; k ¼ 550 nm ð21:54Þ

The optical depth of overhead cirrus is assumed to be sc ¼ 0—the assumption of
zero cloud cover. The long and shortwave RF can then be computed as

RFLW ¼ OLR � kT T � T0ð Þ½ � � 1� exp �dsFLW reffð Þs½ �f gELW scð Þ ð21:55Þ

FLW reffð Þ ¼ 1� exp �dlrreffð Þ ð21:56Þ

ELW scð Þ ¼ exp �dlcscð Þ ð21:57Þ

The shortwave radiation is negative and depends on the following independent
properties: τ, τc, reff, the cosine of the solar zenith angle l ¼ cos hð Þ, and the
effective albedo (Aeff), leading to:

RFSW ¼ �SDR tA � Aeffð Þ2ac l; s; reffð ÞESW l; scð Þ ð21:58Þ

ac l; s; reffð Þ ¼ RC seffð Þ Cl þAlR
0
c s0ð ÞFl lð Þ� 	 ð21:59Þ

s0 ¼ sFSW reffð Þ; seff ¼ s0=l ð21:60Þ

FSW reffð Þ ¼ 1� Fr 1� exp �dsrreffð Þ½ � ð21:61Þ
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RC seffð Þ ¼ 1� exp �Cseffð Þ; RC seffð Þ ¼ 1� exp �cseffð Þ ð21:62Þ

Fl lð Þ ¼ 1� lð ÞBl

1=2ð ÞBl
� 1 ð21:63Þ

ESW l; scð Þ ¼ exp �dscsc � d0scsc;eff
� � ð21:64Þ

sc;eff ¼ sc=l ð21:65Þ

The net instantaneous RF is simply the sum of the long and shortwave
components:

RFnet tð Þ ¼ RFLW tð ÞþRFSW tð Þ ð21:66Þ

The RF for the contrail segment is computed as the time-weighted average of the
instantaneous RF

RFseg ¼
Pt¼tseg

t¼0 RFnet tð Þ � Dt
tseg

ð21:67Þ

21.3.2 Weather

Weather data can be obtained from a variety of sources in the public domain and
from commercial weather service providers. For the verification case studies con-
ducted in this research, data is obtained from the Global Forecasting System (GFS),
made freely available by the National Oceanic and Atmospheric Administration
(NOAA) (2015). Forecast data is given in a 0.25° resolution, updated 4 times daily
(every 6 h), and provides a projection of up to 180 h in 3 h intervals. In our
algorithms, data is further interpolated to attain the desired resolution in space and
time.

The data is accessed via nctoolbox (2015), a Matlab toolbox for processing
geographic datasets. The toolbox allows atmospheric variables such as pressure,
temperature, and wind to be extracted as 4-dimensional (3-dimensional space plus
time) matrices for further analysis.

The relative humidity with respect to ice (RHi) is not provided in the weather
data. Instead, it is obtained in Eq. (21.68) as a function of the relative humidity with
respect to water RHw, and temperature T, both obtained from GFS data. The sat-
uration pressures for water and ice, pliq and pice, are based on empirical relations by
Sonntag (1994) given in Eqs. (21.69) and (21.70):
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RHi ¼ RHw
pliq Tð Þ
pice Tð Þ ð21:68Þ

pliq Tð Þ ¼ 100 exp
�6096:9385

T
þ 16:635794� 0:02711193T þ 1:673952e�5T2

�
þ 2:433502 ln Tð Þ�

ð21:69Þ

pice Tð Þ ¼ 100 exp
�6024:5282

T
þ 24:7219þ 0:10613868T � 1:3198825e�5T2

�
�0:49382577 ln Tð Þ�

ð21:70Þ

with T in Kelvin.

21.3.3 Solar Properties

The shortwave radiation is affected by the effective albedo, with changes with the
solar zenith angle. There are varying degrees of complexity in estimating the solar
zenith angle, taking into account the latitude and longitude, time of day and day of
the year. A simple solar model is employed in our case and is based on NOAA’s
Earth System Research Laboratory (ESRL) equations (E Team 2015). More com-
plex models can factor in other variables such as the position of the sun in the
celestial coordinate system, or the effects of atmospheric refraction. One such
model can be found in Reda and Andreas (2008), along with the associated links for
the source code. ESRL’s model first computes the fractional year in radians, as
given in Eq. (21.71):

c ¼ 2p
365

� day of year � 1þ hour � 12
24

� �
ð21:71Þ

Empirical equations are used to estimate the equation of time in minutes and the
solar declination angle in radians in Eqs. (21.72) and (21.73):

eqtime ¼ 299:18 7:5e�5 þ 1:868e�3 cos cð Þ � 3:2077e�2 sin cð Þ�
�1:4615e�2 cos 2cð Þ � 0:40849e�2 sin 2cð Þ	 ð21:72Þ

decl ¼ 6:918e�3 � 3:99912e�1 cos cð Þþ 7:026e�2 sin cð Þ � 6:758e�3 cos 2cð Þ�
þ 9:07e�4 sin 2cð Þ � 2:70e�3 cos 3cð Þþ 1:48e�3 sin 3cð Þ	

ð21:73Þ
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The timezone is computed based on the given longitude, with hourly increments
every 15°. In Eq. (21.74), it is rounded down to the nearest whole number:

timezone ¼ longþ 7:5
15

; �180	\long\180	 ð21:74Þ

Next, the time offset is found in minutes in Eq. (21.75). Longitude is given in
degrees and the timezone is given in hours from UTC. The time offset is added onto
the current time to get the true solar time, in minutes, in Eq. (21.76). Here, hour,
minute and sec represent the current time in hours (0–23), minutes (0–60) and
seconds (0–60):

time offset ¼ eqtime� 4 � longþ 60 � timezone ð21:75Þ

tst ¼ hour � 60þminþ sec
60

þ time offset ð21:76Þ

Finally, the solar hour angle is found, in degrees, in Eq. (21.77) and the solar
zenith angle can be found from Eq. (21.78):

ha ¼ tst
4

� �
� 180 ð21:77Þ

l ¼ cos hð Þ ¼ sin latð Þ sin declð Þþ cos latð Þ cos declð Þ cos hað Þ ð21:78Þ

21.3.4 Contrail Mapping Algorithm Architecture

The contrail model presented in Sect. 21.3.1 is implemented as part of an algorithm,
currently developed in MATLAB. In the algorithm, the weather, aircraft type and
trajectory are supplied as inputs. The weather input is a structure which contains the
4-dimensional matrices of ambient temperatures, relative humidities with respect to
water and ice saturations, longitudinal, lateral and vertical winds, and pressures,
along with the grid space-time coordinates. The aircraft input parameters consist of
a structure containing aircraft-specific parameters required for simulating the vortex
phase as discussed in Sect. 21.3.1.1. The basic verification case study assumes
these aircraft parameters to be constant but they can also be made variable along the
trajectory depending on the phase of flight, or in an optimal control implementation
such as within the MOTO framework (Gardi et al. 2014, 2015; Sabatini et al. 2015).
For instance, the airspeed and the fuel flow depend upon the throttle command, and
the aircraft mass decreases in time. The trajectory is also a structure consisting of a
series of 4D points in latitude, longitude, altitude, and time.
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21.3.4.1 Linear Contrail Mapping Algorithm

In the linear model, a 4D trajectory based on the aircraft’s flight dynamics is
adopted as reference. For such trajectory, the algorithm first interpolates the 4D
weather field to obtain the local ambient conditions at each point along the tra-
jectory. The jet phase is modelled based on the Schmidt-Appleman criterion and
serves as a quick check for contrail formation. For all the trajectory points satisfying
the Schmidt-Appleman contrail formation criterion, the initial plume properties of
the vortex phase are also computed.

Contrail segments are discretized using a backward rule; they are represented by
a straight line joining the current point and the point preceding it. The dispersion of
each segment is then modelled, with plume properties evolving according to
Sect. 21.3.1.3. A forward Euler scheme is used to simulate the advection of each
segment due to wind, and new ambient conditions are interpolated from the weather
field. At the end of each time step, the plume state is updated in a structure and a
check is conducted to determine if the contrail has dissipated. The iterative scheme
ends if the ice concentration falls below a specified limit or if a time limit has been
reached. Finally, the relevant properties, such as the contrail-induced radiative
forcing and persistence, are stored for each segment.

The pseudocode of the linear contrail mapping algorithm is presented below.

1 function ContrailProperties

2 for all waypoints, 

3 interpolate to obtain ambient conditions

4 if Schmidt-Appleman Criterion satisfied, then

5 initialize starting plume properties

6 while contrail segment not dissipated,

7 determine intermediate plume properties

8 advect contrail

9 find ambient conditions at advected location

10 store intermediate state

11 advance timestep

12 end

13 store final contrail properties

14 end

15 end

16 end
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The pseudocode can also be represented as a block diagram, depicted in
Fig. 21.5.

21.3.4.2 4D Contrail Mapping Algorithm

The linear contrail mapping algorithm presented in Sect. 21.3.4.1 determines the
contrail properties along an individual 4D trajectory flown in finite time. The 4D
contrail mapping algorithm builds upon the linear contrail mapping algorithm,
using it as a core function to perform virtual soundings to generate the 4D map-
pings. Contrail sounding essentially interpolates between multiple virtual trajecto-
ries to extrapolate the contrail properties over a defined region at specific time
intervals.

In the 4D version of the contrail mapping algorithm, the weather input is
unchanged with respect to the linear mapping algorithm, whereas aircraft and tra-
jectory inputs are modified slightly. The aircraft inputs, like throttle, aircraft mass,
and true airspeed, are assumed to be constant and should not be allowed to vary
along a virtual sounding trajectory. The trajectory input is replaced with a region
input, so instead of describing a line in space, this input now describes a 4D volume
in space and time.

Fig. 21.5 Block diagram of the linear contrail mapping algorithm
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The algorithm first sets up sounding trajectories based on the region. In the case
study, the sounding trajectories extend in a radial manner from the centroid of the
region to map a 2-dimensional circular area. The linear contrail algorithm is applied
to each trajectory to evaluate the contrail properties at constant time and altitude.
An interpolation between the trajectories then produces a 2-dimensional “pulse”.
A similar sounding is conducted at different altitudes to obtain a 3-dimensional
pulse. The pulses are then evaluated at different time steps to map out a
4-dimensional field. The pseudocode for the algorithm is presented below.

1 function ContrailSounding

2 set up sounding trajectories

3 for given time

4 for given altitude

5 for each sounding trajectory

6 do ContrailProperties

7 end

8 store contrail properties along trajectory

9 end

10 interpolate between trajectories to obtain 2D field

11 end

12 interpolate between pulses to obtain 3D field

13 store 3D field

14 end

15 store 4D field

15 end

The pseudocode can also be represented as a block diagram, depicted in
Fig. 21.6.

21.3.4.3 Algorithm Verification

Refinement tests were conducted on the linear algorithm to investigate the impact of
varying time steps and grid resolutions. The differences in contrail lifetime for a
given flight are presented in Fig. 21.7 and the algorithm run times are listed in
Table 21.1.
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In addition, results from the contrail model were validated against Schumann
(2012), which modelled an artificial, long lived contrail (up to 10 h age) in uniform
atmospheric conditions. For the purposes of comparison, a uniform RHi and tem-
perature field of 120 % and 217 K was artificially created. The properties of a few
contrail segments are displayed in Fig. 21.8 and show good agreement with the data
presented in Schumann (2012).

Numerical validation of the 4-dimensional contrail mapping algorithm was
performed using weather data from the Europe case study, for the region over
Central Europe on 11 Apr 2015. The linear contrail mapping identifies persistent
contrail formation regions along a large portion of the flight path from Stockholm to
Venice. This persistent contrail formation region is closely correlated to ambient
temperature and RHi variations, and therefore roughly follows the ice
super-saturation contour in Fig. 21.9.

To check the robustness of the interpolation method, contour maps interpolated
with only the ‘odd’ and ‘even’ trajectories were compared with the contour map
generated by interpolating all trajectories. The comparison showed good agreement.
As the input weather data was limited to 45	N\lat\60	N, �10	E\lon\25	E
due to bandwidth and storage limitations, the contour plots in Figs. 21.10 and 21.11

Fig. 21.6 Block diagram of the contrail model used for generating the 4-dimensional iso-contrail
field
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show contrail lifetimes of 0 min outside the aforementioned geographical range.
A drawback of the radial sounding is the varying spatial resolution at increasing
ranges from the centre of the mapping. In particular, a high spatial resolution is
attained in proximity of the centre, whereas at greater ranges the trajectories are
spaced further apart so the spatial resolution is degraded. Issues such as spurious
peaks and oscillations could arise when performing numerical extrapolation upon
input data available at coarse resolutions, as noticed in Fig. 21.11. Further testing
and validation could be conducted using different 2D/3D/4D contrail mapping
patterns, like parallel horizontally or vertically spaced virtual sounding trajectories.
It is important to verify whether different patterns produce a consistent mapping of
the iso-contrail 2D/3D/4D region, as the orientation of the virtual sounding

Fig. 21.7 Refinement tests, based on the contrail lifetime for the same trajectory and ambient
conditions, at different time steps of 1 min (blue ×’s), 2 min (red ×’s), 5 min (orange +’s), 10 min
(purple ×’s) and 30 min (green ×’s), and different grid resolutions of 5.8 km (blue triangles) and
14.6 km (purple circles) at a time-step of 5 min

Table 21.1 Timed results of refinement test

Time-step (min) Mean resolution (km) Algorithm run-time (s)

1 2.9 1142.9

2 2.9 525.7

5 2.9 194.3

10 2.9 89.1

30 2.9 21.7

5 5.8 100.6

5 14.6 41.8
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Fig. 21.8 Contrail properties versus age. a results from our validation activity. b results from
Schumann (2012), licensed under CC-BY 3.0. Top-left panel Width B and depth D. Top-right
Horizontal and vertical diffusivities. Bottom-left Total number of ice particles per nanometre flight
distance N, ice particle volume mean radius r. Bottom-right Ice particle number concentration per
volume n, ice water content per volume ρI
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trajectories could affect the time-advection of the contrail segments. However, more
refined mapping patterns might prove too computationally expensive due to the
increased number of trajectories to evaluate, compromising the intended algorithm
exploitation in a MOTO framework. Furthermore, it can be noted that a higher
resolution at the centre of the radial mapping pattern is desirable for online flight

Fig. 21.9 Flight from Stockholm to Venice (top left); iso-persistence regions (top right) are
mapped along the main flight path (black line) using virtual sounding trajectories (blue lines) at the
initial time, t = 0, with the contrail lifetime integrated at a time-step of dt = 2 min. Iso-persistence
is closely correlated to ambient temperature (bottom left) and RHi (bottom right)

Fig. 21.10 2D contour maps extrapolated from ‘odd’ trajectories only (left plot) and ‘even’
trajectories only (right plot)

21 Modelling and Evaluation of Persistent Contrail Formation … 267



trajectory optimisation applications, as fuel/time optimal deviations from the
nominal reference trajectory are mainly concerning the central portion, since origin
and destination are constrained. In particular, considering constrained initial and
final positions, the search domain for more optimal routings takes the form of a
rhomboidal region, which is optimally mapped by a radial pattern.

21.4 Simulation Case Studies

21.4.1 Vortex Phase: Survival Factors for Different Size
Aircraft

An investigation was conducted for the vortex phase using the linear contrail
mapping algorithm. Findings indicate that larger aircraft tend to produce smaller
contrail survival factors. This is in essence the fraction of ice particles surviving the
vortex phase, given by 0 < fsurv < 1. A higher fsurv indicates that a contrail is more
likely to survive and persist past the vortex stage. Larger aircraft tend to produce
stronger downwash vortices, which will in turn induce greater adiabatic warming,
leading to greater sublimation in the plume. The properties of the five different
aircraft used in the comparison are presented in Table 21.2.

Fig. 21.11 Zoomed-in plot of the iso-persistence region, obtained by contrail sounding, with
lifetimes of (0, 1, 5, 30, 60, 120 and 250) minutes. At increasing distances from the centroid,
oscillations or uneven patches arise due to the lower spatial resolutions
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The results shown in Fig. 21.12 are based on weather and trajectory data from
the Europe case study (Lim et al. 2015). The ice mass ratio at the start of the vortex

phase, I0, measures the water content
MH2O

Mair
in the plume, which differs between

aircraft according to the amount of water emitted and the plume size. The ice mass
ratio at the end of the vortex phase, I1, measures the water content after sublimation
due to adiabatic warming. The ratio between the two is the survival factor fsurv,
given in Eq. (21.19). I1 and I0 are not constant along the flight path and depend on
ambient temperature and RHi. For small aircraft like the Learjet 45, it can be

Table 21.2 Table of aircraft parameters

Aircraft parameters

Aircraft model L45 B737 A320 B747 A380

Wingspan Sa (m) 14.6 34.4 34.1 64.4 79.75

Mass Ma (Mg) 8.5 65 64 310 450

TAS in cruise Va (m s−1) 238.9 230 236.8 250 250

Fuel flow mF (kg s−1) 0.17 0.69 0.73 3 3

Soot per fuel mass EIsoot (kg
−1) 2.8e14

Emission Index for water, EIH2O 1.23

Fuel combustion heat Qfuel, MJ kg−1 43.2

Propulsion efficiency η 0.3

Fig. 21.12 Comparison of initial (top left), final (top right) ice ratios and survival factors along
the vortex phase for different aircraft
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observed that fsurv is close to 1 and remains relatively constant throughout the flight
path, regardless of ambient conditions. This is an indication that vortex effects are
small. For larger aircraft, fsurv fluctuates according to ambient conditions and the
extent of fluctuation depends on the size of the aircraft/wake. Mid-sized aircraft like
the Airbus A320 and Boeing 737 show less fluctuation in fsurv than the larger
Boeing 747 and Airbus A380 aircraft. If wake vortexes are large enough, it is
observed that all of the ice particles can sublimate at the end of the vortex phase and
fsurv goes to zero. In Fig. 21.12, this occurs for the Boeing 747 and the Airbus A380
aircraft at 1100 and 1000 km from the origin, respectively.

21.4.2 Case Study—North America

The 4D contrail mapping algorithm was employed in a case study over North
America. The sounding method involved a pulse comprising 12 trajectories radially
spaced 30° apart. A fortnight’s worth of weather data collected from the GFS
showed that a direct flight from Chicago to Quebec City on 1 May, 2015 contained
the most favourable conditions for contrail analysis. The full flight details are
presented in Table 21.3 and the weather data in Fig. 21.13. In the figure, the
temperature decreases with increasing latitude. Additionally, a significantly large
region of ice super-saturation can be observed in the north-eastern corner.

21.4.2.1 Contrail Sounding

The temporal evolution of the contrail region is depicted in Fig. 21.14 and is again
closely correlated to the ambient RHi and temperature fields. As these conditions
remain fairly constant from 0600 to 0900 h, the contrail region does not show major
changes, except for a growth of its core size, as can be seen from the spread of the
160 min isobar. However, all the contrails do not persist beyond the 180 min mark.
From 0900 to 1200 h, it is observed that the contrail region shrinks considerably, in
line with the receding ice super-saturated region and the progressively warming
temperatures. By 1500 h, the contrail region is completely disappeared.

Table 21.3 Details of the flight from Chicago to Quebec

Flight details

Origin Chicago O’Hare (42.0°N, 87.9°W)

Destination Quebec Jean Lesage (46.8°N, 71.4°W)

Aircraft model Airbus A320

Cruise flight path KORD—CYQB

Flight time 2 h 25 min

Altitude FL 340 /FL 300

Date 1 May 2015

Forecast timeframe 0600–1500 h/1800–0300 h (CST)
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Fig. 21.13 Reference flight trajectory (top), RHi (bottom left) and temperature (bottom right)
plots related to the North America case study

Fig. 21.14 Temporal evolution of contrail regions at 3 hourly intervals (a 0600 h; b 0900 h;
c 1200 h; d 1500 h), with RHi (top left), temperature (top right), lifetime (bottom left) and RF
(bottom right) regions for each timeframe
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Notwithstanding the significant contrail persistence regions of up to 2 h, the net
contrail-induced RF results negative from 0600 to 1200 h before the contrail region
dissipates at 1500 h. Therefore, very different flight paths and schedules could be
designated based on the optimisation objective. A minimization of the
contrail-induced positive RF could permit paths through the contrail region at
certain times of the day (Schumann et al. 2011) while a minimisation of the contrail
persistence might produce significant rerouting (Zou et al. 2013; Soler et al. 2014;
Sridhar et al. 2011).

21.4.2.2 Altitude Variations

Variations of the original case study were run to investigate, separately: the effects
of a decrease in altitude, and the effects of changing the time of day. For the first
study, a decrease in cruise altitude, from 34,000 to 30,000 ft, was evaluated. The
resulting iso-contrail mappings are shown in Fig. 21.15. Despite the larger regions
of ice super-saturation at the lower cruise altitude, the significantly higher tem-
peratures suppress the formation of contrails as per the Schmidt-Appleman crite-
rion, given in Eq. (21.7). This can be seen by comparing Fig. 21.15, which used the
Schmidt-Appleman criterion as a restricting factor, with Fig. 21.16, which did not
impose the Schmidt-Appleman criterion.

Fig. 21.15 Contrail regions at 30,000 ft, from 0600 to 1500 h. Panels show 3 hourly intervals of
the contrail region (a 0600 h; b 0900 h; c 1200 h; d 1500 h)
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The Schmidt-Appleman criterion determines the formation of contrails from the
intersection between the plume mixing line and the water saturation curve.
Contrails are catalysed by the moisture in the exhaust plume of the engine, which
injects considerable quantities of additional water vapour into an already humid
ambient air. In air that is close to water saturation, this causes the condensation of
water droplets which quickly freeze and trigger the nucleation of ice in an ice
super-saturated region.

The liquid saturation pressure of water vapour in the air increases with tem-
perature and can become considerable at warmer conditions. This implies that at
constant RH, increasingly higher water vapour concentrations in the exhaust are
required to reach saturation at increasing temperatures. The addition of moisture
from the exhaust, while significant enough at low temperatures to trigger the
condensation of water droplets, might not be sufficient at higher temperatures
(usually above −45 °C), despite ice super-saturated conditions. As it is difficult for
water vapour to undergo deposition and transit directly into ice without a
phase-change into water, the formation of contrails can be prevented by counter-
acting the initial condensation and freezing of the water droplets. Nonetheless, other
particulate emissions typically present in aircraft exhausts—such as nitrogen and
sulphur oxides (NOX and SOX) and soot—act as ice nucleation sites, triggering the

Fig. 21.16 Contrail regions as per Fig. 21.15 but without imposing the Schmidt-Appleman
criterion. This assumes direct deposition of water vapour into ice particles without first undergoing
a phase-change into water. The contrail regions are significantly larger than those presented in
Fig. 21.15
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formation of contrails under threshold conditions (Kärcher et al. 1996). The
dependence on the emitted NOX, SOX and soot concentrations is, however, not
modelled in the current contrail mapping algorithms.

21.4.2.3 Time-of-Day Variations

To investigate the time-of-day effect, an additional simulation case study was run
for the same weather data, flight trajectory and geographic region as the original
case study, but the time of day was offset by +12 h. This was done by artificially
modifying the local time in the algorithm while keeping all other parameters
unchanged. A different RF field was obtained for the same iso-persistence region
due to the difference in solar zenith angles at different times of the day. The results
are presented in Fig. 21.17. While the original scenario led to a RF of
�8W m�2\RF\2W m�2, the offset case has a RF of 0W m�2\RF\8W m�2.

Fig. 21.17 Comparison of the time-of-day effect on contrail-induced RF. The original data is
presented on the left and the results with a time offset of 12 h are presented on the right for three
timeframes (a–c)
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This is likely because most of the contrails in the case with a time offset were
formed close to—and will most likely persist past—sunset, causing the greenhouse
effect to dominate over the albedo effect and thus resulting in the positive net RF.

The diurnal variation of contrail RF can be exploited to negate the impact that
aviation has on global warming. By shifting the air traffic density in persistent
contrail formation regions to specific times of the day, determined with predictive
methods using contrail models, the formation of contrails can be triggered such that
they have a negligible or even advantageous environmental impact, with negative
RF being the main criterion for determining the shift in traffic density (Myhre and
Stordal 2001).

21.5 Conclusions

This chapter described in detail the development and preliminary numerical vali-
dation of contrail mapping algorithms conceived for integration in a MOTO
framework. The theoretical background is reviewed, along with the assumptions
and limitations introduced within the model development. Suitable analytical
models are identified and implemented, in particular, to determine the formation,
persistence and radiative properties of condensation trails (contrails) generated by
aircraft. A linear contrail mapping algorithm is developed integrating the contrail
formation, persistence and radiative evaluation models, allowing the evaluation of
contrail occurrence and properties along an arbitrary aircraft flight trajectory.
A 3-dimensional (3D) mapping of the contrail formation, persistence and radiative
properties at a specific time instant is also developed, involving the execution of the
linear contrail mapping algorithm along an arbitrary number of virtual sounding
trajectories within instantaneous pulses. The sounding trajectories are constructed
radially around a centre position, at individual flight levels. Multiple 3D pulses are
combined to determine time variations, ultimately enabling a fully 4-Dimensional
(4D) mapping in space and time of contrail formation, persistence and radiative
forcing properties. These 4D contrail mappings can be exploited in a MOTO
framework to assess and minimise the environmental impacts associated with
contrails. The MOTO is the core element of the 4D trajectory planning function-
alities in novel avionics and Air Traffic Management (ATM) systems currently
being developed (Gardi et al. 2014, 2015; Ramasamy et al. 2014). The optimal
flight routing can be updated in real-time during the online stage of the flight by
suitable Avionics and ATM Decision Support Systems (DSS) integrating the
contrail mapping algorithm. A preliminary numerical validation was performed,
evaluating various 2-Dimensional plus Time (2D+T) mappings of the contrail
formation regions generated by the 4D contrail mapping algorithm in different
geographic locations and times of day. It is shown that while the extent of persistent
contrail formation regions largely reflects the conditions of super-saturation
responsible for the contrail formation, the net Radiative Forcing (RF) contribution
of contrail has a considerable dependency on the time and date. This dependency
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promotes the investigation of new air traffic optimisation techniques addressing the
temporal distribution of traffic in contrail formation areas, which may prove more
environmentally viable than the currently investigated decreases in cruise altitudes
or lateral re-routings.
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Chapter 22
In-Flight Icing Simulations on Airfoils

Nermin Uğur, Serkan Özgen, İlhan Görgülü and Volkan Tatar

Abstract It is crucial to predict the ice mass, shape and regions of the airframe
which are prone to icing in order to design and develop de/anti-icing systems for
aircraft and airworthiness certification. In the current study, droplet collection
efficiency and ice shape predictions are performed using an originally developed
computational tool for a wing tip for which experimental and numerical data are
available. Ice accretion modeling consists of four steps in the developed compu-
tational tool: flow field solution, droplet trajectory and collection efficiency calcu-
lations, thermodynamic analyses and ice growth calculations using the Extended
Messinger Model. The models used for these steps are implemented in a
FORTRAN code, which is used to analyze ice accretion on 2D geometries
including airfoils and axisymmetric inlets. The results are compared with numerical
and experimental data available in the literature.

Nomenclature

Alphanumerical Symbols
Ap Droplet cross-sectional area, m2

b Span of wing, m
B Ice thickness, m
CD Droplet drag coefficient
Cp Pressure coefficient
D Drag force, N
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g Gravitational acceleration, ms−2

h Water layer thickness, m
HTC Convective heat transfer coefficient, W/m2.K
k Thermal conductivity, W/m.K
LWC Liquid Water Content, g/m3

LF Latent heat of solidification, J/kg
m Droplet mass, kg
_min Mass flow rate of runback water, kg/m2s
_me;s Mass flow rate of evaporating (or sublimating) runback water, kg/m2s
M Mach number
MVD Median Volume Diameter, μm
P Pressure (N/m2)
r Recovery factor
R Gas constant, J/kg.K
t Time, s
T Temperature, K
Ue Boundary layer edge velocity, m/s
Vx, Vy Flow velocity components at the droplet location, m/s
Vrel Relative velocity, m/s
V∞ Freestream velocity, m/s
_x; _y Droplet velocity components, m/s
€x;€y Droplet acceleration components, m/s2

y Spanwise distance from root, m

Greek Letters
α Angle of attack
β Collection efficiency
γ Angle between droplet and flow velocity, Ratio of specific heats
ρ Ambient density (kg/m3)
θ Temperature in water layer, K

Subscripts
a Ambient
f Freezing
i Ice
s Substrate
static Static freestream conditions
w Water
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22.1 Introduction

In-flight icing on airframes and engines may cause great risk to flight safety due to
aerodynamic performance degradation (Mason et al. 2006). Therefore, it is very
important to simulate ice accretion to develop anti-icing systems and airworthiness
certification purposes (EASA 2015). In this study, icing simulations on a NACA
64A008 wing tip geometry are performed.

In the current approach, the study of Myers (2001) is used as a base for the ice
accretion model. Droplet trajectories, collection efficiency calculations and con-
vective heat transfer coefficient calculations are performed with the same approach
as in Özgen and Canıbek (2009). NASA Report of Bidwell and Papadakis (2005) is
an important reference with numerical and experimental icing analyses data for tail
sections, which are used as the reference to compare the results obtained in the
current study.

22.2 Methodology

In this section, four modules used in the current approach are briefly explained.

22.2.1 Flow Field Solution

In order to determine the flow velocities required for droplet trajectory calculations,
2D Hess-Smith panel method is used. The external velocity distribution is also
provided through this solution, which is used in boundary layer calculations to
obtain the convective heat transfer coefficients. In this model, the airfoil is divided
into quadrilateral panels, each of which has a constant strength source singularity
element plus a vortex singularity that is constant for all panels. Using the flow
tangency boundary condition at the collocation points of the surface panels and the
Kutta condition at the trailing edge, the singularity strengths are obtained. This
provides the velocity potential, in other words, the flow velocity components at any
point in the flow field.

22.2.2 Droplet Trajectories and Collection Efficiency
Calculations

For droplet trajectories, the following assumptions are employed:
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• Droplets are assumed to be spherical.
• The flow field is not affected by the presence of the droplets.
• Gravity and aerodynamic drag are the only forces acting on the droplets.

The governing equations for droplet trajectories are

m€xp ¼ �D cos c; ð22:1Þ

m€yp ¼ �D sin cþmg; ð22:2Þ

c ¼ tan�1 _yp � Vy

_xp � Vx
; ð22:3Þ

D ¼ 1
2
qV2

relCDAp; ð22:4Þ

Vrel ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð _xp � VxÞ2 þð _yp � VyÞ2

q
ð22:5Þ

Droplet drag coefficients are calculated using an empirical drag law based on the
droplet Reynolds number (Özgen and Canıbek 2009). The droplet trajectories are
obtained with the integration of Eqs. 22.1–22.2 over time until the impact of the
droplets to the geometry occurs. The particle impact pattern on the section deter-
mines the amount of water that impinges on the surface and the region subject to
icing. The local collection efficiency (β) is defined as the ratio of the area of
impingement to the area through which water passes at some distance upstream of
the section.

22.2.3 Thermodynamic Analyses

In order to calculate the convective heat transfer coefficients, a 2D Integral
Boundary Layer Method is employed for both laminar and turbulent flows (Özgen
and Canıbek 2009).

22.2.4 Extended Messinger Method

Ice accretion analyses are performed with the Extended Messinger Method. The ice
shape prediction is based on the standard method of phase change or the Stefan
problem. The governing equations for the phase change problem are mainly: energy
equations in the ice and water layers, mass conservation equation and a phase
change condition at the ice/water interface (Myers 2001).
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� kw
@h
@y

ð22:9Þ

In Eq. (22.8), qabV1, _min and _me;s are impinging, runback and evaporating (or
sublimating) water mass flow rates for a control volume, respectively. The coor-
dinate y is normal to the surface. The boundary and initial conditions applicable to
Eqs. 22.6–22.9 are as follows (Myers 2001):

• Ice is in perfect contact with the wing surface:

T 0; tð Þ ¼ Ts ð22:11Þ

The surface temperature is taken to be the recovery temperature (Gent et al.
2000):

Ts ¼ Ta þ V2
1 � U2

e

2Cp

1þ 0:2rM2

1þ 0:2M2 ð22:12Þ

In the above expression, M ¼ V1=a1, while the speed of sound is given by
a1 ¼ ffiffiffiffiffiffiffiffiffiffi

cRTa
p

. Additionally, r is the adiabatic recovery factor.
• The temperature is continuous at the ice/water boundary and is equal to the

freezing temperature:

T B; tð Þ ¼ h B; tð Þ ¼ Tf : ð22:13Þ

• At the air/water (glaze ice) or air/ice (rime ice) interface, heat flux is determined
by convection, radiation, latent heat release, cooling by incoming droplets, heat
brought in by runback water, evaporation or sublimation, aerodynamic heating
and kinetic energy of incoming droplets.

• Wing surface is initially clean:

B ¼ h ¼ 0; t ¼ 0: ð22:14Þ
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In the current approach, each panel constituting the geometry is also a control
volume. The above equations are written for each panel and ice is assumed to grow
perpendicularly to a panel.

22.3 Results and Discussion

A swept, tapered NACA 64A008 wing tip geometry (leading edge sweep angle of
29.1°, a root chord of 116.21 cm, a taper ratio of 0.62 and a cylindrical tip) is
studied. The results are compared with numerical (PMARC, a first-order 3D
potential flow panel code) and experimental and numerical data presented by
Bidwell and Papadakis (2005). It should be noted that 2D results of the current
study are compared with 3D experimental and numerical results. Upon investiga-
tion of the results given in (Bidwell and Papadakis 2005), the ice shapes at different
spanwise locations are similar therefore, three-dimensional effects are not promi-
nent which justifies the 2D analysis of the current study.

Figures 22.1, 22.2, 22.3, 22.4, 22.5, 22.6, 22.7 and 22.8 show Cp distributions
and collection efficiencies for V = 75 m/s, Tstatic = 7 °C and Pstatic = 95,840 Pa. In
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Figs. 22.1 and 22.2, Cp distributions are shown at α = 0° and α = 6°, respectively
at the y/b = 0.5 spanwise location of the wing. In both cases, current study results
are in good agreement with numerical and experimental data.

Figures 22.3, 22.4, 22.5, 22.6, 22.7 and 22.8 show the collection efficiency
results of the current study and their comparison with numerical results obtained
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from LEWICE3D. Negative values of the streamwise distance (s) show the upper
surface, while positive values depict the lower surface. In Figs. 22.3, 22.4, 22.5,
22.6, 22.7 and 22.8, collection efficiencies for MVD = 11, 21 and 92 µm and
α = 0° and 6° at y/b = 0.75 spanwise location are shown. It is clearly seen that
current study results match well with LEWICE 3D results. As MVD increases,
maximum β and the impingement zone (region where β > 0) increases as well and
ice is expected to accrete more on the lower surface for α = 6° cases as expected.
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In this part of the study, HTC (Heat Transfer Coefficient) and ice shape results
are presented for V = 75 m/s, Pstatic = 95,840 Pa, MVD = 21 µm, exposure time of
30 min and varying α, Tstatic and LWC (Liquid Water Content). Such a long
exposure is a challenge for the developed tool and requires a multi-layer approach,
especially for glaze ice conditions (ambient temperature close to freezing and high
LWC). Thus, exposure time is divided into segments, where the flow field solution,
droplet trajectories, collection efficiencies and finally ice accretion calculations are
repeated for each time interval.

Figures 22.9 and 22.10 show HTC distribution and ice shape predictions for the
mentioned conditions. HTC results match well with the numerical data. Ice mass
accumulated on the airfoil agrees well with the literature data. The iced region is
also well predicted, but the maximum ice thickness is overestimated. The exposure
time is divided into 20 sub-intervals, because of glaze ice conditions.

For Tstatic = −29.9 °C, LWC = 0.2 g/m3 and keeping all other parameters fixed,
the ice shape seen in Fig. 22.11 is obtained. The obtained results are in good
agreement with numerical data although the maximum ice thickness is slightly
overestimated. For this calculation, exposure time is broken down into 10
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sub-intervals, because the conditions correspond to rime ice conditions and a large
number of computational steps are not necessary.

Then, the angle of attack is increased to 6° and the calculations are repeated.
HTC and ice shape results are obtained as in Figs. 22.12, 22.13 and 22.14. Smaller
values of HTC are calculated on the lower surface when compared with α = 0°
case. Ice accumulates more on the lower surface due to positive angle of attack.
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Iced region and ice mass are predicted to be similar to numerical data although the
ice thicknesses are overpredicted as in the previous cases.

22.4 Conclusions

HTC, collection efficiency and ice shape predictions are done for NACA 64A008
wing tip. The calculations are performed for different MVD, temperature, α and
LWC values. The results are compared with numerical and experimental data. It can
be deduced that the current study results are in good agreement with the reference
data and the current tool can be used for certification purposes as well as academic
purposes.
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Chapter 23
Arrival Traffic Sequence for Converging
Runways

Özlem Şahin and Öznur Usanmaz

Abstract Vectoring, automated methods and speed control are available
sequencing methods defined by International Civil Aviation Organization (ICAO).
Point Merge System (PMS) is an innovative method for merging and sequencing
arrival traffic flows. In this study, proposed PMS model for converging runways
will be applied to International Istanbul Ataturk Airport. PMS and vectoring will be
compared in real-time simulation and the results are assessed in terms of traffic
sequence.

23.1 Introduction

The optimum planning and sequencing of arrival traffic flows is a primary task at
arrival operations (ICAO-9854 2005). Three different sequencing methods called
automated sequencing, speed and vectoring are defined by International Civil
Aviation Organization (ICAO). Using traffic management advisory displays, rela-
tive position indicators and required time of arrival which are considered as auto-
mated sequencing systems explain the first method. Speed control is another
method which is applied before executing the procedure. Speed control provides the
separation between aircraft and also increases the predictability of performance
between different aircraft. The last method is vectoring which is the most flexible
way for sequencing arrival flows and the most frequently used; but, in busy
conditions controllers should give rapid decision and aircrews should apply these
instructions in a critical period (ICAO-9931 2010). In vectoring, traffic flows need
to implement numbers of instructions. In this period it is difficult to predict the
actual position and sequence of traffic in density terminal areas. Thus,
high-frequency occupancy time, the lack of situation awareness and complex dis-
persion of traffic could be appeared (Favennec et al. 2009). It could be noted that
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vectoring provides the least predictability and keeps pilots in uncertainty situation
(ICAO-9931 2010).

Point Merge System (PMS) is a new method for merging and sequencing
arrival traffic flows (Eurocontrol 2010) added to ICAO sequencing classification
and PMS creates the major part of this study. PMS is based on area navigation
(RNAV) route structure. Sequencing legs, merge point, and range rings are the
elements of PMS. Sequencing legs are defined as an arc of circle and they have
equal distance from merge point. These predefined routes are vertically separated
and provide spacing between succeeding and preceding traffic. Thus, controllers
could easily decide spacing and sequencing between aircraft on the legs. Also,
range rings helps controllers calculating distances between aircraft left the legs.
After given “direct to” instruction, traffic proceeds to merge point and starts
descending (Ivanescu et al. 2009).

Boursier et al. (2007) define a method for merging aircraft flows without heading
instructions for landing on a single runway. Boursier et al., from controller and pilot
perspectives, investigated benefits of a new method based on the RNAV route
structure and called it the PMS compared with vectoring. It was observed that the
new method was comfortable, safe, and accurate. Moreover, the results show a
decrease in the number of heading and level instructions. Thus, a reduction in
frequency occupancy was also obtained.

Another paper published by Ivanescu et al. (2009) modeled a PMS aimed at
handling traffic without using radar vectors and merging four arrival traffic flows for
landing on a single runway. Vectoring and PMS were compared in fast-time and
real-time simulations. Significant reductions were found in term of mean controller
task load (20 ± 1 %), the number of instructions to pilot (*30 %) and fuel con-
sumptions (170 ± 14 kg).

In this study, prepared PMS model proposal for converging runways will be
applied to International Istanbul Ataturk Airport. In real-time simulation, vectoring
are compared with PMS method according to sequence of arrival traffic to con-
verging runways and the results are assessed in terms of traffic sequence.
Introduction and literature array.

23.2 Methodology

Today, instead of conventional procedures, area navigation terminal procedures,
which provide effective and efficient use of terminal maneuvering area (TMA), are
beginning to be used for handling and sequencing arrival traffic operations.
Although RNAV terminal procedures are effective in busy and congested TMAs,
there is a need for vectoring, especially in open standard instrument arrival (STAR)
RNAV applications. Therefore, additional caution could help in dealing with
increased traffic demand. An innovative method for merging arrival flows from
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different directions without using open loop radar vectors is called the PMS. This
method is based on the RNAV route structure (Boursier et al. 2007) and could be
defined as an RNAV STAR. It is a transitional or initial approach procedure, or a
portion thereof, and is defined by a single point called the merge point and pre-
defined sequencing legs, iso-distant from the merge point, for path stretching and
shortening (Favennec et al. 2010).

PMS is added to ICAO sequencing classification as a new sequencing method.
Implementing PMS, traffic maintain the sequencing legs, defined as a circle of arc
and limited by flight level, until given to direct to instruction (ICAO 9931 2010).
By using predefined sequencing routes, delay is provided without holding and
traffic is ordered easily and is allowed flying to merge point.

Traffic could get different sequencing priority for landing. One of them is First
Come First Served (FCFS) which is the common and simple way for the assign-
ment of aircraft landing sequencing. Aircraft lands according to Estimated Time
Arrival (ETA) to runway. The controller is needed only for maintaining wake
turbulence separation between aircraft. FCFS is preferred because it is simple and
easy method. So as to limited flexibility or limiting the re-sequencing of traffic,
FCFS prevents to increase the workload of controllers. And also aircraft lands in
FCFS order according to ETA so FCFS is fair scheduling (Lee 2008). PMS method
is similar to FCFS. PMS allows traffic to land according to ETA of merge point
besides FCFS let traffic to land according to ETA of runway.

In this study, PMS model is designed for merging and sequencing arrival traffic
to converging runways and the design parameters of merge point and sequencing
legs are defined. Proposal PMS model is offered as a common method and aims to

Fig. 23.1 A PMS model
proposal for converging
runways
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sequence arrival traffic for converging runways and this general PMS model
proposal in simulation environment is given Fig. 23.1.

23.2.1 Sequencing in PMS

Lateral separation minima is a significant factor for airspace design model. In this
study, horizontal and longitudinal separation minima are considered as 3 nautical
miles (nms) between aircraft. Moreover, while designing procedure, sequencing
legs are separated vertically (1000 ft). Traffic could be completed descending and
be maintained the defined levels before at least 20 nms to initial fix of PMS pro-
cedure. Without holding, traffic could fly on sequencing legs until given direct to
instruction to merge point, called MERGE, and after reached MERGE, it could be
kept 6000 ft. After leaving merge point, aircraft proceed to runway in use and starts
descending according to minimum radar vectoring altitude (MRVA). After reaching
final approach point (FAP), traffic intercepts ILS course and lands.

In this study, for comparing PMS and vectoring methods, Istanbul TMA
belonged to Istanbul Ataturk International Airport are used in simulation.

In PMS method, arrival traffic to Istanbul TMA could follow the standard arrival
routes which connecting with the route structure of PMS procedure. The controller
decides the sequence of traffic and gives to instruction to proceed merge point
which is located 15 nms from FAP. After passing merge point, traffic proceeds to a
defined point on runway course 5 nms to FAP and are prepared to land. Converging
runways in use are 17L and 23. The controller decides to runway in use in terms of
sequencing. For runway 17L and runway 23, FATIH and BKZ points are used,
respectively.

In vectoring method, arrival traffic to Istanbul TMA could maintain FL 170. The
controller prepares the approach sequence by giving instructions such as heading,
flight level and speed. In case of no intervention of controller, traffic could
implement the published conventional standard arrival routes. Traffic could join the
holding pattern if needed. The controller is responsible for providing optimum
approach and landing sequence. Also, the controller gives a decision about the
choice of runway in use.

23.3 Results and Discussion

In simulation, two different controllers (CA, CB) are worked for same traffic sce-
nario, 31 arrival traffic, by using different methods, PMS and Vector.

In PMS method, the sum of the difference of traffic sequence value is 14. In
vector, it is found 58 (Table 23.1).
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23.4 Conclusions

In this study, PMS model proposal for converging runways is presented. In
real-time simulation, vectoring is compared with PMS method according to
sequence of arrival traffic to converging runways.

Table 23.1 Traffic sequence by using PMS and vectoring

Aircraft ID PMS Vector Difference

CA CB CA CB PMS difference Vector difference

ID 24 1 1 1 1 0 0

ID 2 2 2 2 2 0 0

ID 32 3 3 3 5 0 2

ID 5 4 4 4 4 0 0

ID 1 5 5 5 7 0 2

ID 10 6 7 6 6 1 0

ID 23 7 6 7 3 1 4

ID 22 8 8 8 9 0 1

ID 42 9 9 11 10 0 1

ID 37 10 11 10 12 1 2

ID 35 11 10 14 14 1 0

ID 13 12 12 13 13 0 0

ID 39 14 14 12 11 0 1

ID 15 13 13 15 15 0 0

ID 25 15 15 16 16 0 0

ID 48 16 16 17 22 0 5

ID 47 17 19 18 24 2 6

ID 7 19 18 19 18 1 1

ID 20 18 17 21 20 1 1

ID 29 20 21 24 27 1 3

ID 19 21 22 26 32 1 6

ID 38 22 20 23 21 2 2

ID 14 23 24 20 17 1 3

ID 12 25 25 25 23 0 2

ID 45 24 23 22 19 1 3

ID 44 26 26 27 26 0 1

ID 16 27 27 28 28 0 0

ID 33 28 28 31 29 0 2

ID 49 29 29 29 30 0 1

ID 28 30 30 33 25 0 8

ID 41 31 31 32 31 0 1

Total 14 58
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Vectoring is flexible and subjective method and also the controller is respon-
sible for traffic sequence. Therefore, it could be possible to see significant difference
about traffic sequence between different controllers.

In PMS method, the controller decides traffic sequence according to entry time
of sequencing legs. Sequencing legs are increased the situation awareness and the
foresight of controllers.

The sum of the difference of traffic sequence value is 14 in PMS method;
however, it is found 58 in vectoring. It could be resulted that PMS method allows
providing a standard traffic sequence for controllers.
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Chapter 24
Energy Saving via Integrated Passive
and Active Morphing During Maneuvers

Tugrul Oktay and Firat Sal

Abstract This paper presents some novel results found using integrated passive
and active morphing during different helicopter maneuvers. A nonlinear, rigid blade
helicopter model is linearized around three different maneuvering flight conditions.
A specific variance constrained controller namely OVC is applied for flight control
system. Parameters of autopilot and morphing parameters are simultaneously
determined in order to minimize control energy while there are constraints on
helicopter and control design parameters. A stochastic optimization method is used
for this purpose. Closed loop system response analyses are done in order to see
superiority of integrated passive and active morphing with respect to nominal
helicopter and existing two morphing approaches.

24.1 Introduction

Control design is significant for safe and performant helicopter operation during
maneuvering flights. In particular banked and helical turns are scope of this article.
For instance, they allow transitioning between two straight level flight conditions
and monitoring an area of interest. Moreover, these maneuvers allow armed heli-
copters to avoid ground attack and possibly engage in air to air combat, etc. In this
paper, design of modern controllers is examined for such maneuvers. Because these
maneuvers are highly constrained, any control design should consider constraints
on outputs and inputs. Therefore, output variance constrained controllers (i.e.,
OVCs) are applied for flight control system design.

Throughout the years, several control methods for helicopter flight control
system design have been widely examined. In historical order some of these
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methods are classical pole placement method and simple feedback method (see
Fusato et al. 2001; Fusato and Celi 2006; Gong et al. 2013), improved Linear
Quadratic Regulator (LQR) controller and Linear Quadratic Gaussian
(LQG) controllers (Zarei et al. 2007; Bo et al. 2011; Park et al. 2013), improved H1
control synthesis (Luo et al. 2003; Kureemun et al. 2005; Kung 2008), constrained
Model Predictive Control (MPC) (Bogdanov and Wan 2001; Dalamagkidis et al.
2010; Gibbens and Megagoda 2011), and variance constrained controllers (Oktay
2012, 2015; Oktay and Sultan 2012a, b, 2013a, b, c, d, 2014).

Variance constrained controllers are one of these control techniques. These
controllers have many advantages with respect to the other surviving control
methods in the literature. First, variance constrained controllers are improved LQG
controllers and they apply Kalman filters as state estimators. Second, they benefit
second-order information (i.e., state covariance matrix, see (Skelton 1987; Skelton
et al. 1998) for more information) and this type of information is very advantageous
during multivariable control system design since all stabilizing controllers are
parameterized in relation to the physically meaningful state covariance matrix.
Finally, for large and strongly coupled multi-input, multi-output systems like the
ones encountered helicopter flight control, these controllers give guarantees on the
transient behavior of independent variables via enforcing upper limits on the
variance of these variables.

Variance constrained controllers have been benefited for several aerospace
vehicles (e.g., helicopters: Oktay 2012, 2015; Oktay and Sultan 2012a, b, 2013a, b,
c, d, 2014; tiltrotor aircraft: Oktay 2014; Hubble space telescope: Skelton and
Lorenzo 1985; and tensegrity structures: Skelton and Sultan 1997; Sultan and
Skelton 1997) recently. For example, in Oktay and Sultan (2013a) variance-
constrained controllers were used for helicopter flight control system design during
maneuvers (i.e., level banked and helical turns). In this article, their performance
was also examined when some of the helicopter sensors failed. Satisfactory results
(meaning that variance constraints on outputs/inputs were accomplished and also
closed loop systems were exponentially stabilized) were obtained for helicopter
flight control system. Furthermore, in Oktay and Sultan (2013b) output variance
constrained controllers were used for passively morphing helicopters. In this article,
the passively morphing parameters were blade chord length, blade flapping spring
stiffness, blade linear mass density, blade length, blade twist, and main rotor
angular speed. A stochastic optimization method was used to simultaneously design
helicopter and flight control system. For the 40 kt straight level flight condition,
around 30 % of the control system energy save was accomplished with only 5 %
changes on passive design parameters. It is vital to note that for that article the new
values of parameters of redesigned helicopter found simultaneous design idea
method do not change during flight. In another article of Oktay and Sultan (2014)
OVCs were used on control system of actively morphing helicopters. In this article
the actively morphing parameters were blade chord length, blade length, blade
twist, and main rotor angular speed. For the 40 kt straight level flight, around 85 %
of the flight control system energy save was obtained with only 5 % changes on
active design parameters. The principal difference between passive and active
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morphing approaches is that in the active case the helicopter design parameters
except helicopter control system parameters change during flight, but in prescribed
interval (±5 %). However, in the passive situation the helicopter design parameters
and helicopter flight control system parameters do not change during flight.

Passive morphing and active morphing require variations in some of helicopter
parameters (e.g., blade length, blade rotation speed, etc.). The main alteration is that
active morphing requires continuous measurements and actuation as well as a
feedback control mechanism; however, passive morphing does not. Passive mor-
phing deviations can be applied by engineers and technicians, for example as a
one-time change before helicopter initiates the flight mission or even at some point
during flight. Once used, these deviations remains fixed for a prolonged period of
time during flight. Hence, passive morphing does not necessitate additional actively
controlled elements further than the four classical helicopter controls (i.e., blade
pitch collective, two cyclics and tail rotor collective). On the contrary, active
morphing requires special mechanisms that permit continuous, in flight adjustment
of some of the helicopter parameters. These adjustments are computed in response
to sensor measurements and applied by feedback control. Hence, active morphing
requires extra feedback controlled parameters in addition to the four classical
helicopter controls. Clearly passive morphing is simpler to benefit because it does
not contain extra feedback driven actuation mechanisms, whereas active morphing
requires complex onboard signal processing, multivariable, large dimensional
controllers, fast continuous actuation mechanisms, and also computational power.
Nonetheless, active morphing is widely expected to produce significant improve-
ment in all features of helicopter flight performance.

In this article, passive morphing and active morphing methods is first time
integrated for maneuvering helicopters and integrated morphing maneuvering
helicopter is first time simultaneously designed with helicopter flight control sys-
tem. For this purpose output variance constrained controller is also first time
benefited for helicopter flight control system. It is very important to mention that
when passive and active morphings are integrated with four classical helicopter
controls, the number of controls increases. This causes an important disadvantage.
The number of trim unknowns increases with integrated morphing design param-
eters. Nonetheless, there are no supplemental trim equations. For this reason, in
order to solve the resulting nonlinear trim equations, a helpful optimization algo-
rithm is required. For its solution SPSA: simultaneous perturbation stochastic
approximation (see Spall 1992; Sultan 2010) for brief description of SPSA) is first
time benefited for the simultaneous helicopter and flight control system design
problem since it is computationally cheap and effective during solving constrained
optimization problems when it is impossible to compute derivatives such as gra-
dients and Hessians, analytically as in the condition herein. It is also important to
note that this article is strongly modified and extended version of the conference
article presented in 1st International Conference in Sustainable Aviation.
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24.2 Helicopter Model, Maneuvers, and Control System

In this article the helicopter models which are derived and mentioned in (Oktay
2012; Oktay and Sultan 2013e) in detail and shortly summarized here are applied.
In short, physics principles are applied and this leads to dynamic models consisted
of finite set of ordinary differential equations (i.e., ODEs). These models are very
beneficial for flight control system design since they simplify the direct use of
modern control theory (MCT). MCT depends on state space presentation of any
system’s dynamics and it is simply derived from ODEs. The main helicopter
modeling assumptions are: Firstly, multibody system approach is benefited to get
helicopter models and all characteristic helicopter subsystems (e.g., fuselage,
empennage: tail rotor hub and shaft, and horizontal tailplane). Secondly, Pitt-Peter’s
static inflow model is benefited for modeling of the main rotor downwash.
Nevertheless, for the modeling of fuselage a formulation using analytical aerody-
namics is applied. The modeling methodology summarized above was implemented
using MAPLE 16 software and objectively complex nonlinear helicopter models
with 29 equations (i.e., nine fuselage equations, 16 blade flapping and lead-lagging
equations, three static main rotor downwash equations, one flight path angle
equation) are found. After simplifying (it is important to note that a systematic
model simplification approach is benefited to truncate these nonlinear equations, see
(Oktay 2012; Oktay and Sultan 2013e) for more details) and trimming the nonlinear
model using MATLAB 2008 fsolve command, continuous linear time-invariant
(LTI) systems are found.

_xp ¼ Apxp þBpup ð24:1Þ

Above xp and up are perturbed state and control vectors, respectively, and
matrices of Ap and Bp are of size 25 × 25 and 25 × 4. There are 25 perturbed
states. These are nine fuselage states (i.e., three linear velocity, three angular
velocity states, and three Euler angle states), eight blade flapping states and eight
blade lead-lagging states, and four controls (i.e., three main rotor controls: col-
lective, h0, lateral cyclic, hc, and longitudinal cyclic hs, and one tail rotor control:
collective, hT ). It is also important to note that Puma SA 330 helicopter was
benefited to validate helicopter models used in this article (see Oktay 2012; Oktay
and Sultan 2013e; Padfield 2007 for technical details of this helicopter).

In this article level banked turn without sideslip and helical turn without sideslip
are considered (see Chen and Jeske 1981; Celi 1991; Guglieri and Celi 1998;
Prouty 2005; Leishman 2006 for more details). For maneuvering flight the heli-
copter linear velocities are (see Fig. 24.1)

u v w½ �T¼
VA cosðaFÞ cosðbFÞ
VA sinðbFÞ
VA sinðaFÞ cosðbFÞ

2
4

3
5 ð24:2Þ
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where fuselage angle of attack, aF , and sideslip, bF , are given by

aF ¼ tan�1 w=uð Þ; bF ¼ sin�1 v=VAð Þ ð24:3Þ

Level banked turn is a maneuver where the helicopter banks towards the center
of the turning circle. For helicopters the fuselage roll angle, /A, is in general
slightly different than the bank angle, /B. For coordinated banked turn /A ¼ /B,
but this is not the focus of this work. A picture describing these angles for a
particular case (hA ¼ 0) is given in Fig. 24.2, where Fresultant is the sum of the
gravitational force (W) and the centrifugal force (Fcf ).

Helical turn is a maneuver where the helicopter moves along a helix with
constant speed (see Fig. 24.3). In a helical turn, the flight path angle is different than
zero and it is

Fig. 24.1 Fuselage angle of
attack and sideslip

Fig. 24.2 Level banked turn
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sinðcFPÞ ¼ sinðhAÞ cosðaFÞ cosðbFÞ � sinð/AÞ cosðhAÞ sinðbFÞ
� cosð/AÞ cosðhAÞ sinðaFÞ cosðbFÞ

ð24:4Þ

A picture describing the flight path angle for a particular case (/A ¼ 0, bF ¼ 0)
is given in Fig. 24.4.

It is important to note that _wA [ 0 is a clockwise turn and _wA\0 is a coun-
terclockwise turn (viewed from the top) while cFP [ 0 is referring to the ascending
(climbing) flight and cFP\0 is referring to the descending flight.

For helicopter flight control system a specific variance constrained controller
namely output variance constrained controller (OVC) is chosen. Its brief description
is given next: For a given continuous linear time-invariant (LTI), stabilizable and
detectable system

_xp ¼ Apxp þBpup þwp; y ¼ Cpxp; z ¼ Mpxp þ v ð24:5Þ

and a positive definite input penalty matrix, R[ 0, find a full order dynamic
controller

Fig. 24.3 Helical turn

Fig. 24.4 Flight path angle
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_xc ¼ Acxc þFz, up ¼ Gxc ð24:6Þ

to solve the problem

min
Ac;F;G

J ¼ E1 uTpRup = tr(RGXcjG
TÞ ð24:7Þ

subject to variance constraints on the output or outputs

E1 y2i � r2i ; i ¼ 1; . . .; ny ð24:8Þ

Here y and z represent outputs of interest and sensor measurements, respectively,
wp and v are zero-mean uncorrelated Gaussian white noises with intensities of
W and V, respectively, F and G are state estimator and controller gain matrices,
respectively, xc is the controller state vector, r2i is the upper limit imposed on the ith
output variance, ny is the number of outputs, E1 , limt!1E, and E is the expec-
tation operator. Furthermore, tr and T denote matrix trace and matrix transpose
operators, respectively. The quantity of J generally called as flight control system
energy or flight control system cost and it is computed using also the state
covariance matrix, Xcj .

In reality, OVCs are modified LQGs since they guarantee satisfaction of vari-
ance constraints on output/outputs of interest. OVC solution reduces to a LQG
problem solution via output penalty matrix Q > 0 depending on the inequality
constraints. An algorithm for the selection of Q is given in Hsieh et al. (1989) and
Zhu and Skelton (1991). After the algorithm converges and the output penalty
matrix Q is found, OVC parameters are

Ac ¼ Ap þBpG� FMp; F ¼ XMT
p V

�1; G ¼ �R�1BT
pK ð24:9Þ

Here, X and K are solutions of two algebraic Riccati equations:

0 ¼ XAT
p þApX � XMT

p V
�1MpX þW ð24:10aÞ

0 ¼ KAp þAT
pK � KBpR

�1BT
pKþCT

p QCp ð24:10bÞ

24.3 Integrated Passive and Active Morphing Problem

The integrated passive and active morphing design is explained next.

min
Ac;F;G;Wp;Wa

J ¼ E1 uTpRup ð24:11Þ
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subject to Eqs. (24.5), (24.6) and (24.8) where Wp = X,R,cb,htw;Kb,m
� �

and
Wa = X,R,cb,htwf g. The elements of Wp and Wa are constrained, i.e.,
Wpimin

�Wpi �Wpimax
and Waimin �Wai �Waimax . It should be clarified that here Wa

represents the vector of active morphing controls’ trim values. Here matrices Ap and
Bp are functions of Wp and Wa, and this dependency propagates through control
energy computation (Eq. (24.7)) to J and to output variance values (Eq. (24.8)).
These dependencies lead to a difficult optimization problem where both the
objective, J, and the variance constraints depend on the optimization variables in a
sophisticated manner: the expectation operator has to be applied to time varying
responses that depend on Wp and Wa as well as on controller parameters (i.e.,
Ac;F;G), leading to a very complicated optimization problem.

24.4 SPSA

The problem of finding the optimum values of the passive and active morphings is
much more complicated than the traditional OVC design due to the introduction of
the additional passive and active morphing optimization variables and the related
constraints on them. Because there is complex dependency between J and expected
values of outputs of interest, computation of their derivatives with respect to these
variables is analytically impossible. This advices the use of certain stochastic
optimization methods. In order to solve it, a stochastic optimization method namely
SPSA is chosen in this article. This method was successfully used in similar
complex constrained optimization problems (see Oktay 2012; Oktay and Sultan
2013b, 2014) before. SPSA has many advantages. First, SPSA is inexpensive
because it uses only two evaluations of the objective to estimate the gradient (see
Spall 1992). It is also successful in solving constrained optimization problems (see
Oktay 2012; Oktay and Sultan 2013b, 2014; Sultan 2013). Moreover, under certain
conditions (see Sultan 2013) strong convergence of SPSA was theoretically proved.
Its short summary is given next.

Let x denote the vector of optimization variables. For the classical SPSA, if x½k� is
the estimate of x at kth iteration, then

x½kþ 1� ¼ x½k� � akg½k� ð24:12aÞ

where

g½k� ¼ Cþ � C�
2dkD½k�1

. . .. . .
Cþ � C�
2dkD½k�p

� �T
ð24:12bÞ

ak and dk are gain sequences, g½k� is the estimate of the objective’s gradient at x½k�,
D½k� 2 Rp is a vector of p mutually independent mean-zero random variables
D½k�1 . . .. . . D½k�p

� �
satisfying certain conditions (see He et al. 2003; Sadegh
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and Spall 1998), Cþ and C� are estimates of the objective evaluated at x½k� þ dkD½k�
and x½k� � dkD½k�, respectively. The adaptation is via the gain sequences, ak and dk,
and they are

ak ¼ min a=ðSþ kÞk; 0:95min
i

minðuliÞ;minðuuiÞ
� �� �

; ð24:13aÞ

dk ¼ min d=kH; 0:95min
i

min #lif g;min #uif gf g
� �

; ð24:13bÞ

where #l and #u are vectors whose components are ðx½k�i � xminiÞ=D½k�i for each
positive D½k�i and ðxmaxi � x½k�iÞ=D½k�i for each negative D½k�i, respectively. In similar,
ul and uu are vectors whose components are ðx½k�i � xminiÞ=g½k�i for each positive
g½k�i and ðx½k�i � xmaxiÞ=g½k�i for each negative g½k�i, respectively, and d, a, k, H, S are
additional SPSA parameters.

In order to solve the integrated passive and active morphing and control design
problem for optimal values, the following algorithm is applied in this article.

Step 1: Set k = 1 and choose initial values for the optimization parameters,
x ¼ x½k�, and a specific flight condition (e.g. VA ¼ 40 kts, _wA ¼ 0:05 rad/s,
cFP ¼ �0:05 rad helical turn maneuver).

Step 2: Compute Ap and Bp, design the corresponding OVC using Eqs. (24.9) and
(24.10a, b), and find the present value of the objective, Ck applying
Eq. (24.11); note that Ck ¼ Jk for OVC.

Step 3: Perturb x½k� to x½k� þ dkD½k� and x½k� � dkD½k� and solve the corresponding
OVC problems to find Cþ and C�, respectively. Then compute the
approximate gradient, g½k�, applying Eq. (24.12b) with dk given by
Eq. (24.13b).

Step 4: If akg½k�
�� ��\dx, where ak is given by Eq. (24.13a) and dx is the minimum

allowed variation of x, or k + 1 is greater than the maximum number of
iterations allowed, exit, else calculate the next estimate of x, x½kþ 1�, using
x½kþ 1� ¼ x½k� � akg½k�, set k = k + 1 and return to Step 2.

24.5 Closed Loop System Responses

In order to evaluate performance of developed SPSA algorithm, three different
maneuvering flight conditions are examined. These are VA ¼ 40 kt, _wA ¼ 0:05
rad/s, cFP ¼ �0:05 rad (helical descent turn); VA ¼ 40 kt, _wA ¼ 0:05 rad/s, cFP ¼
�0:00 rad (level banked turn) and VA ¼ 40 kt, _wA ¼ 0:05 rad/s, cFP ¼ �0:05 rad
(descent flight). In Table 24.1 using these three maneuvering flight condition
resulting values of active and passive optimization variables using SPSA are given
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for integrated morphing helicopter. Similar results are found for all 3 maneuvering
flight conditions. Therefore, it can be safely said that regardless of maneuver type
integrated morphing is very effective for energy save (also fuel save).

The adaptive SPSA algorithm summarized in previous section was used for
solving the integrated passive and active morphing helicopter and helicopter flight
control system design problem using the SPSA parameters of S ¼ 5, k ¼ 0:602,
a ¼ 500, d ¼ 20, H = 0.101 via MATLAB software. For this design problem the
algorithm was very effective in fast decreasing the helicopter flight control system
energy.

The relative energy saving is defined as follows: %J ¼ 100ðJn � JmÞ=Jn where
Jn and Jm are costs of OVCs for non-morphing and morphing helicopters,
respectively, and Jm is equal to Jp, Ja and JI for passively morphing, actively
morphing and integrated morphing helicopters, respectively. For VA ¼ 40 kt,
_wA ¼ 0:05 rad/s, cFP ¼ �0:05 rad helical descent turn maneuvering flight condition
the relative energy savings for passively morphing, actively morphing and inte-
grated morphing helicopters are 34.4, 94.1, and 94.7 %, respectively. From these
results it can be ascertained that integrated morphing approach is the most
advantageous and economical one over all morphing approaches for maneuvering
helicopter, since it saves more energy (also more fuel) than other two approaches.

In order to better evaluate benefits of integrated passive and active morphing
method with respect to the existing two other morphing methods (i.e., passive and
active) and also non-morphing (i.e., nominal) situation, closed loop performance of
helicopter is examined thoroughly.

In Fig. 24.5, closed loop response of collective main rotor control input is given
for all situations. From this figure it can be safely said that since peak values of
integrated and active morphing situations are less than passive and nominal situ-
ations, these morphing fashions are cheaper than passive and nominal fashions.
There exists a strange result here that peak values of integrated morphing are larger
than the ones of active morphing. However, in Fig. 24.6, expected result occurs.

Table 24.1 Optimization
results for different
maneuvering flight condition

Parameter Flight_1
(%)

Flight_2
(%)

Flight_3
(%)

DX=Xð Þa −4.9000 −4.9000 −4.9000

DR=Rð Þa −4.9000 −4.9000 −4.9000

Dc=cð Þa +4.8999 +4.8999 +4.8999

Dhtw=htwð Þa −2.5000 −2.5000 −2.5000

DX=Xð Þp −4.9000 −4.9000 −4.9000

DR=Rð Þp −4.9000 −4.9000 −4.9000

Dc=cð Þp +4.8999 +4.8999 +4.8999

Dhtw=htwð Þp +4.8999 +4.8999 +4.8999

DKb=Kb
	 


p
+4.8999 +4.8999 +4.8999

Dm=mð Þp +4.8999 +4.8999 +4.8999
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In Fig. 24.6 closed loop response of longitudinal cyclic main rotor control input
is given for all situations. From this figure it can be safely said that since peak
values of integrated and active morphing situations are less than passive and
nominal situations, these morphing fashions are cheaper than passive and nominal
fashions. Moreover, peak values of integrated morphing are smaller than the ones of
active morphing. Our extensive analyses show that for also other two traditional
control inputs (i.e., main rotor lateral cyclic pitch and tail rotor collective angle)
integrated morphing is cheaper than active, passive morphings and also nominal
situation.

In Figs. 24.7 and 24.8, closed loop responses of additional control inputs (i.e.,
blade radius active morphing control and blade chord active morphing control) are
given, respectively. From these figures it can be safely said that for also active

Fig. 24.5 Closed loop response of main rotor collective control for all four cases (zoomed)
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controls integrated morphing is cheaper than active morphing. Our extensive
analyses show that for also other two additional control inputs (i.e., main rotor
angular velocity active morphing control and blade twist active morphing control)
integrated morphing is cheaper than active morphing.

In Fig. 24.9, the closed loop responses of some other outputs (collective blade
flapping and lagging angles, in deg.s) are given for integrated morphing case. From
this figure it can be easily seen that the other output which are not considered for
flight control system design do not experience fast and large behaviors. Our
extensive analyses show also other outputs out of collective blade flapping and
lagging angles such as fuselage states, longitudinal, lateral and differential blade
flapping and lagging angles and velocities do not experience fast and large
behaviors during maneuvers for integrated morphing.

Fig. 24.6 Closed loop response of main rotor longitudinal cyclic control for all four cases
(zoomed)
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24.6 Conclusions

Integrated passive and active morphing idea is investigated in order to save more
helicopter flight control system energy during maneuvering flight conditions.
Complex, control-oriented, physics-based nonlinear helicopter models are benefited
for this intention. Output Variance Constrained (OVC) controller is applied for

Fig. 24.7 Closed loop response of main rotor blade radius active control for all two cases

Fig. 24.8 Closed loop response of main rotor blade chord active control for all two cases

Fig. 24.9 Closed loop response of blade angles for integrated case
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helicopter flight control system design. Parameters of helicopter flight control
system and integrated morphing helicopter design parameters are simultaneously
obtained using a stochastic optimization method named as simultaneous perturba-
tion stochastic approximation (i.e., SPSA).

Closed loop responses analyses show that for classical controls integrated
morphing approach is the cheapest method overall during maneuvers. For also
additional controls (i.e., active morphing controls) integrated method is the cheapest
overall two methods. Other outputs which are not considered for flight control
system design do not experience fast and large behaviors during maneuvers.

From optimization results it can be ascertained that integrated morphing
approach is the most advantageous and economical one over all morphing
approaches for maneuvering helicopter, since it saves more energy (also more fuel)
than other two approaches. It can be safely said that regardless of maneuver type
integrated passive and active morphing is very effective for energy save (also fuel
save).
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Chapter 25
PMU Deployment in Power System
Oscillation Monitoring

Abdelmadjid Recioui, Hamid Bentarzi and Mohamed Tsebia

Abstract Oscillatory events at low frequencies are commonly witnessed in inter-
connected power systems. Phasor Measurement Units (PMU) can provide
time-synchronized measurements; it can communicate the synchronized local and
inter-area information to remote station. In this paper, we have modeled a PMU,
and we have tested it in the 14-bus power system. It proposes a real-time moni-
toring tool that exploits synchronized phasor measurements from PMUs, which
allow real-time analysis of higher-frequency events, filling the lack of such mon-
itoring application in the power systems area.

25.1 Introduction

Power system operation and control have for decades been performed with systems
built in a centralized architecture, with a SCADA and Energy Management System
(EMS) located in a control center. In the control center, operators have been pro-
vided with analog measurements and digital indications from the power system via
the SCADA system. This has allowed them to monitor and control the power
system on a near real-time basis (Phadke 2008; Bentarzi 2010).
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With the advent of new communication and computing technologies, numerous
visions for future power system operation and control have been created (Karlsson
et al. 2004; Phadke and Thorp 2008; Bakken et al. 2007).1 Synchronized phasor
measurements have started to become available at selected substations in the sys-
tem. Phasor measurement units (PMU) are devices, which use synchronization
signals from the global positioning system (GPS) satellites and provide the positive
sequence phasor voltages and currents measured at a given substation (Ouadi et al.
2009). These types of measurements will in turn improve the performance of the
state estimators. In these future architectures, the functionality needed for control
and protection of the power system can be located at any computing platform within
a distributed control system.

There is global interest in the prospects of PMU-based monitoring and control
technology (Marinez et al. 2005; Chenine et al. 2009; Zima et al. 2005). These
systems promise to offer more accurate and timely data on the state of the power
system increasing the possibilities to manage the system at a more efficient and
responsive level and apply wide area control and protection schemes. Of the
pioneering works in PMU development and utilization, one would state the works
done by Phadke et al. (1986), Phadke (1993). Most of the efforts worldwide; e.g.,
(Chenine et al. 2009; Zima et al. 2005; Phasor Application Classification 2007;
Chenine and Zhu 2008),2 has been on developing monitoring and assessment
applications based on PMU measurements in addition to platforms that would
support these applications. Monitoring and assessment applications are known as
Wide Area Monitoring Systems (WAMS); these new applications were previously
impossible with SCADA measurements due to its generally low data sampling rate
quality, and lack of exact time synchronization. There has been generally less work
on developing protection systems for PMU-based monitoring and assessment
application, and even less so for wide area control applications. The latter group of
systems which not only monitors the power system states is referred to as Wide
Area Monitoring and Control Systems (WAMC).

With the increase of the interconnected power network scale and complexity, the
problem of various potential power oscillations has caused a lot of damage to the
system stability operation security. The increasing amount of renewable power,
which constitutes one kind among different intermittent generation sources,
involves numerous new challenges for its integration into existing power systems.
Transient, stability issues have already been studied (Wiik et al. 2000). However, it
has been only recently that some Transmission System Operators (TSOs) have
measured, with PMUs (White and Chisholm 2011), sub-synchronous oscillatory
events resulting from interactions between wind farms at frequencies around
13–15 Hz. The oscillations were observed at the consumer level in the form of
flickering (White et al. 2012).

1North American Synchrophasor Initiative, www.naspi.org.
2OPNET Modeler, OPNET Inc., www.opnet.com.
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This paper is concerned with any oscillatory behaviors occurring at a frequency
of the frequency of the power system different from inter-area, or local oscillations
will be referred to as sub-synchronous oscillations.

25.2 PMU Modeling

PMU technology provides phasor information (both magnitude and phase angle) in
real time. Phasor measurement units (PMUs) are the most accurate and advanced
synchronized phasor measurement equipment. Figure 25.1 gives a functional block
diagram of a typical PMU. The GPS receiver provides the one pulse-per-second
(pps) signal, and a time tag consisting of the year, day, hour, minute, and second.

Effective utilization of this technology is very useful in mitigating blackouts and
learning the real-time behavior of the power system. With the advancement in
technology, the microprocessor-based instrumentation such as protection Relays
and Disturbance Fault Recorders (DFRs) incorporate the PMU module along with
other existing functionalities as an extended feature.

Fig. 25.1 Functional block diagram of a typical PMU
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The synchronized phasor measurement technology is relatively new, and con-
sequently, several research groups around the world are actively developing
applications of this technology. It seems clear that many of these applications can
be conveniently grouped as follows:

• Power System Real-Time Monitoring
• Advanced network protection
• Advanced control schemes

25.2.1 PMU Principle

A pure sinusoidal waveform can be represented by a unique complex number
known as a phasor.

Consider a sinusoidal signal

XðtÞ ¼ Xm cosðxtþUÞ ð25:1Þ

Xm the peak value of the sinusoidal voltage,
ω = 2πf the frequency of the voltage in radians per second,
f the frequency in Hz,
Φ the phase angle in radians with respect to the reference value.

The phasor representation of this sinusoidal is given by

XðtÞ ¼ Xmffiffiffi
2

p ejU ¼ Xmffiffiffi
2

p ðcos Uþ j sin UÞ ð25:2Þ

Note that the signal frequency ‘ω’ is not explicitly stated in the phasor repre-
sentation. The magnitude of the phasor is the rms value of the sinusoid, and its
phase angle is Φ, the phase angle of the signal in Eq. (25.1). The sinusoidal signal
and its phasor representation are given by Eqs. (25.1) and (25.2).

25.2.2 Phasor-Data Applications

Although PMU data collected at a few points on the grid can reveal conditions
across a wide area and inform a variety of grid applications, PMU placement should
support the needs and functionalities of the intended applications and system
characteristics. As a result, the discussion on PMU siting is organized according to
real-time and off-line applications with sub-categories as shown in Table 25.1.
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25.3 PMU and Power Systems

Inter-area oscillations result from system events coupled with a poorly damped
electric power system. The oscillations are observed in the large system with groups
of generators, or generating plants connected by relatively weak tie lines. The low
frequency modes (0.1–0.8 Hz) are found to involve groups of generators, or gen-
erating plants, on one side of the tie oscillating against groups of generators on the
other side of the tie. These oscillations are undesirable as they result in sub-optimal
power flows and inefficient operation of the grid. The stability of these oscillations
is of vital concern.

To overcome the inter-area oscillation, equipment such as Static Var
Compensator (SVC) and various Flexible AC Transmission System (FACTS)
devices are being increasingly used. These techniques have become possible due to
the recent advancement in power electronic technology. The involvement of SVC
and FACTS in a transmission network is through the so-called Variable Series
Compensation (VSC). Besides the FACTS devices, the application of
Super-Conducting Magnetic Storage (SMES) to enhance the inter-area oscillation
damping is also reported.

Although Power System Stabilizers exist on many generators, their effect is only
on the local area and does not effectively damp out inter-area oscillations. It can be
shown that the inter-area oscillations can be detected through the analysis of PMU
located within the system. Oscillations in power systems are classified by the
system components that they effect

Table 25.1 PMU real-time and off-line applications

Real-time applications Off-line applications

Visualization and situational awareness
• Situational awareness
• Generating stations
• Flow gates and regional transmission interfaces
• Separation islands

Analysis and assessment
• Base lining and correlation analysis
• Disturbance analysis
• Model validation
• Frequency response analysis
• Renewable generation

Monitoring and alarming
• Phasor-data augmented state estimation
• Phasor-data only state estimation
• Small-signal stability monitoring
• Voltage stability
• Thermal monitoring and congestion monitoring

System planning
• Load characteristics
• Primary frequency response

Protection and control
• Out-of-step protection
• Small-signal stability protection
• Long-term stability control
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• Intra plant mode oscillations: Machines on the same power generation site
oscillate against each other at 2.0–3.0 Hz.

• Local plant mode oscillations: In local mode, one generator swings against the
rest of the system at 1.0–2.0 Hz.

• Inter-area mode oscillations: This phenomenon is observed over a large part of
the network. It involves two coherent group groups of generators swinging
against each other at 1 Hz or less.

Instability in a power system may be manifested in many different ways.
Generally, the stability problem has been one of the maintaining synchronous
operations. Instability may also be encountered without loss of synchronism. Since
power systems rely on synchronous machines for generation of electrical power, a
necessary condition for satisfactory system operation is that all synchronous
machines remain in synchronism.

In this paper, we discuss this advanced technology (PMUs) with the help of
MATLAB simulation. We design this PMU model in MATLAB SIMULINK, and
then we installed this model in the 14-bus power system. Such application is made
for the protection, monitoring, and control of a wide power system.

25.4 Simulation of the 14-Bus Power System

We simulated the 14-bus power system associated with the PMUs, and provoked a
fault in the line 4 between the time 4 and 5 s as shown in Fig. 25.2. Figures 25.2,
25.3, 25.4, 25.5, 25.6 and 25.7 show the simulation results. Where Fig. 25.4 shows

Fig. 25.2 Active power (pink) and reactive power (yellow) noted by two PMU (G1 and G2)
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the active and reactive power at different generators such as G1 and G2 measured
by PMUs. However other curves show frequencies and voltages that can be used for
monitoring oscillations in the whole power system and mitigating them by proper
switching actions of FACTS. The fault effects may appear at the bus which is near
to it. Frequency can significantly be varied at G2 rather than G1 as illustrated in
Fig. 25.3.

Fig. 25.3 Frequency variations (G1 and G2)

Fig. 25.4 The voltage at the bus 01
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The voltages at the bus 4 totally collapse because this bus is too close to the fault
(see Fig. 25.7), however, the voltages at the other buses are partially affected or not
affected as shown in Figs. 25.4, 25.5, 25.6 and 25.7.

Fig. 25.5 The voltage at the bus 02

Fig. 25.6 The voltage at the bus 03
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25.5 Conclusion

The use of PMU in the electrical network provides good results for monitoring all
power system parameters. With the use of GPS for data synchronization, the power
system states like voltage magnitude, voltage phase angle, current magnitude,
current phase angle, frequency and rate of change of frequency are provided by
PMU. All given states are real times. The information supplied by PMU can be
used to protect the electric grid. Simulation results show the operation of the PMU
for monitoring the power grid.
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Chapter 26
Historical Development of UAV
Technologies in the World:
The Case of Turkey

Sinem Kahvecioglu and Hakan Oktal

Abstract The new technologies and designs on Unmanned Aerial Vehicles
(UAVs) have created a new market which made it possible for many countries to
compete by penetrating and dominating the market. The new advances in computer
and material science enhanced data link capabilities; developments in sensor
technologies and the component miniaturization are the main factors which
strengthen the UAV capabilities and accelerate their usage. The UAV applications
which become diversified each passing day, have also been leading up to new
projects on commercial air transportation in terms of design and areas of usage. In
this framework, UAVs become a valuable instrument for development and testing
of new fuel and propulsion systems which are one of the concerns of sustainable
aviation. The aim of this study is first to explore the historical development of
UAVs in the world, second to investigate the main UAV projects proceeded by
Turkey and finally to reveal the future targets and the status of Turkey among the
countries securing enhanced UAV experience.

26.1 Introduction

Both the technological developments and the usage in military and civilian appli-
cations of Unmanned Aerial Vehicles (UAVs) have recently reached unprecedented
levels of growth (DeGarmo 2004a). UAVs can be defined as “a powered aerial
vehicle that does not carry a human operator, uses aerodynamic forces to provide
vehicle lift and can be controlled remotely, autonomously, semi-autonomously or by
a combination of these” (Department of Defense 2001).
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The early UAVs used in the First World War were very unreliable and inac-
curate, and their overall impact on military applications were not recognized by
most military and politicians. None the less, by the beginning of 2000s, the total
market for UAVs had reached more than $16 billion. Especially, US Department of
Defense (DoD) became a main actor in funding activities, research and develop-
ment, as well as procurement (Valavanis 2002). The US manufacturers had a
market share of over 60 % in 2006. Total UAV market spending across the globe is
expected to increase from $5 billion in 2010 to $5.9 billion in 2016 according to the
market brief (Lucintel 2011), while the spending increase from 2005 to 2010 was
nearly twice ($2.9 billion in 2005 and $5 billion in 2010). This increased attention
was arisen from the terrorist attack on World Trade Center in 2001. On the other
hand, Northrop Grumman and General Atomics are the dominant manufacturers in
this industry, when it comes to the strength of the Global Hawk and
Predator/Mariner systems (Unmanned Aerial Vehicles 2015). Israel is one of the
most important competitors especially in military UAV market. The Heron which
was developed by Israel Aerospace Industries is capable of Medium Altitude Long
Endurance (MALE) operations of up to 52 h. It is expected from European
countries to spend about €2 billion in research and development and procurement
(Valavanis 2002). The other countries undergoing significant UAV development
programs are Japan, Australia, South Korea, and China. Incidentally, in terms of
numbers of operational UAVs, Japan leads the world with nearly 2000 UAVs being
used today for agricultural spraying and planting operations (DeGarmo 2004a).
There were more than a hundred UAV developers/manufacturers in China in 2010;
that number was increased to over 230, of which over two third of them are private
enterprises and the remaining were government owned in 2014. The Chinese UAV
market is projected to be $1.6 billion in 2015, and within next two decades, it is
expected to increase to $7.5 billion. As the end of 2013, there are over 15,000
UAVs operating in China in the civilian sector alone (Chinese UAV Programs
2015). According to the market brief (Lucintel 2011), the Asia-Pacific region shows
the highest growth in UAVs.

It is inevitable to use UAVs in the military and civilian fields because of the
missions

• containing the risk of loss of life
• requiring the instantaneous maneuvering
• performed in atmospheric conditions that the humans cannot resist
• requiring the independence from the human physical and mental fatigue.

Furthermore, the other reason to elect UAVs instead of manned aircraft in
various missions is the lower costs of production, operation, and maintenance.

In the following sections, primarily historical development of UAV technolo-
gies in the world and their usage in both military and civil fields, second major
Turkish UAV projects, the future targets and the status of Turkey in the competitive
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UAV market are examined. Finally, concerns about the UAV systems purchased
from foreign sources in the usage of Turkish border security and the necessity of
national UAV projects are emphasized.

26.2 UAV History

When the numerous studies in the literature related to UAVs are examined, it can be
seen that the historical development of UAVs may be divided into four phases as
mentioned below

Phase I: The early efforts on the mechanism of “flying machine without a
human” occurred in Phase I. According to some documents, the idea of UAV
initially emerged and was put into practice in the form of mechanical birds in
ancient times, and then unmanned balloons were used as unmanned aerial bombers
and kites were used for aerial reconnaissance in the second half of 1800s (Valavanis
2002; Barnes 2009; Perley 1863).

Phase II: The presence of today’s UAV technology depends on the developments
materialized in Phase II. The UAVs in today’s context began to develop primarily in
the field of military applications during the years of the First World War. Even
though ballistic or semi-ballistic vehicles, cruise missiles, and artillery projectiles are
not accepted as unmanned aerial vehicles according to the UAV definition, the
presence of modern UAV technology is linked to early developmental work on
guided bombs and missiles (Department of Defense 2001; Bento 2008). Over the
course of the First World War, very similar “guided bombs” research and devel-
opment programs were administrated by the UK, Germany, and the USA. However,
by the end of the First World War, the interest in the research and development of
guided bombs decreased and was not resuscitated until the radio-controlled target
drones developed during 1930s (Barnes 2009). Though the US and the UK were
producing small unmanned systems in volumes, it was the Germans who, during
Second World War, made the greatest advances to unmanned aviation technology
by means of the vengeance weapons program (DeGarmo 2004a).

Phase III: The requirements of modern UAV concept matured during Phase III.
In the early 1950s, the US unmanned researches were solicitous about target drones
for air-to-air and surface-to-air gunnery and missile training. In this direction,
Teledyne Ryan Q-2 Firebee was developed. Firebee featured adaptability to dif-
ferent missions and being recoverable like the latest modern UAV platforms, hence
it can be said that at this point the onset of modern unmanned concept transpired.
As the Cold War deepened, the US and NATO became interested in UAVs pri-
marily for reconnaissance, especially after the loss of the U2 spy-plane over the
USSR in 1960. During the Vietnam War in 1964, UAVs, so-called Lightning Bug,
were used for photo-reconnaissance, electronic intelligence (ELINT), and real-time
communications intelligence (COMINT). However, UAV researches cut in the US
by the end of the Vietnam War because of financial problems. During the 1970s,
Israel secretly purchased twelve Firebees from the USA, and modified these UAVs
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to act as surveillance platforms, decoy drones, and also Unmanned Combat Aerial
Vehicles (UCAVs). They used these UAVs in the 1973 Yom Kippur War between
Israel, Egypt, and Syria. Within a decade after the Vietnam and Yom Kippur Wars,
Israel became a world leader especially in small UAV technology for surveillance
of the battlespace and urban environment thanks to Scout and Pioneer UAVs
(Barnes 2009). After the Operation Desert Storm in 1991 and the conflict in the
Balkan Peninsula in the early 1990s, the interest in UAVs gained momentum again
(Valavanis 2002). It was also in the 1990s that a more peaceful role for UAV
systems was finally conceived. Scientific endeavors, such as persistent environ-
mental monitoring, were seen as an ideal function for UAVs. The solar-powered
Pathfinder and Helios, both developed by NASA and the Aerovironment
Corporation in the late 1990s, exemplified the development of innovative research
UAVs. Other countries also began to develop UAVs for nonmilitary applications.
For example, an Australian firm produced a 30 pound UAV, called the Aerosonde
Laima, which crossed the Atlantic Ocean for the first time autonomously in 1998
with only 1.5 gallons of automotive gasoline (DeGarmo 2004a). Also, the South
American countries such as Argentina and Brazil got in the UAV running at the last
half of the 90s. The Lipan M3 was the first surveillance, reconnaissance, and
intelligence UAV developed by the Argentine Army in Latin America (Lipan
2015).

Phase IV: Not only the US which is still the dominant in UAV market but also
new countries took part in competition in 2000s. The European UAV projects have
been performed with the participation of Turkey, France, Germany, Spain, Italy,
Greece, Sweden, and Switzerland. At the same time, Asia-Pacific countries such as
South Korea, Japan and especially China have great potential for both civilian and
military UAV market. Besides, the development of UAV technology was still
proceeding especially in the field of the mini/micro UAV category in this final
phase. As a consequence of the terrorist attacks on 9/11 and the Afghanistan War
and Operation Iraqi Freedom, the conception of UAVs completely changed and
these vehicles became a debatable topic not only in the military but also in everyday
life thanks to their prominence in the media coverage (Valavanis 2002). Nowadays,
the main tasks performed by UAVs in military fields can be mainly listed as
Intelligence, Surveillance, Target Acquisition and Reconnaissance (ISTAR), com-
bat and air defense, radar and communication relay, target drone, electronic war-
fare, antisubmarine warfare and air delivery/resupply (Arjomandi 2006; Haser
2010; Van Blyenburgh 2004). Although UAVs emerged from the military needs,
nowadays, civilian intended usage has been increasing day by day. Some of the
existing and potential tasks performed by UAVs in civil fields are aerial photog-
raphy, land survey, weather forecasting, environmental monitoring, emergency
operations, mapping, etc. In addition, civil law enforcements in some countries like
the US have been using especially rotary wing UAVs in missing person cases and
hostage situations. At the beginning of 2000s, as a result of the wide range of UAV
usage, the development of air traffic control regulations become a must to enable
their safe operation in unsegregated airspace (JPDO 2012; DeGarmo 2004b). The
operations of the mini rotary wing UAVs such as mini helicopters and quadrotors
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by the civilians for hobby/recreational flying activities without taking any per-
mission from the aviation authorities can cause an important safety risk for both
commercial and military flights.

The summary of these phases are given in Fig. 26.1.

26.3 UAV Studies in Turkey

The UAV needs of Turkish Armed Forces (TAF) were supplied by means of direct
procurement from foreign countries until early 2000s. In this period, Banshee target
drones, GNAT, and I-GNAT UAVs were purchased from the UK and the USA,
respectively.

The UAVs and their related systems provided from abroad caused dependency
on foreign sources in the matter of maintenance, procurement of spare parts, system
and software updating/upgrading. While the direct procurements of TAF continue,
the TAF started the firing and the target drones projects with the cooperation of
TAI. In this framework, at the beginning of 2000s, the firing target drone Turna, the
tracking target drones Keklik, Baykuş, Pelikan, Martı, and the tactical UAV Gözcü
were developed as the Turkish indigenous UAVs.

The year 2004 is the milestone for Turkish UAV industry after the
Undersecretariat for Defence Industries (UDI) was designated as the authority for

Fig. 26.1 History timeline of UAV development
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Fig. 26.2 The historical development of Turkish UAV industry (Undersecretariat for Defence
Industries 2011)
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all research, development, and procurement activities. Mini, Tactical and Medium
Altitude Long Endurance (MALE) class UAVs were determined as the primary
needs. The MALE class UAV “ANKA” developed by TAI, was the most prominent
project among all others conducted by private companies and universities.
Additionally, R-300 as a VTOL Intelligence Surveillance Reconnaissance
(ISR) UAV by TAI, Çaldıran by Kalekalıp/Bayraktar Partnership, Bayraktar as a
fixed-wing Mini UAV and Malazgirt as a rotary wing Mini UAV by Baykar
Technologies, Karayel as a Tactical UAV and Efe as a mini UAV by Vestel
Defence are the other indigenous Turkish UAV projects.

The historical development of Turkish UAV industry and the technical speci-
fications of UAVs developed by Turkish companies are given in Fig. 26.2 and
Table 26.1, respectively.

26.4 Conclusion

The UAVs are accepted as the revolutionary vehicles in the history of aviation.
Although UAVs were designed only for military purposes at the beginning,
nowadays, they are also used for civil purposes such as scientific research, emer-
gency operations, cinema, photography, road traffic monitoring, cargo shipping, etc.

Table 26.1 Technical specifications (UAV Projects—TAI 2015; Efe and Karayel UAV 2015;
Baykar UAV Systems 2015)
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It is estimated that the civilian use of UAVs will continue progressively in the
future.

As well as the US and Israel are the dominant countries throughout history in
UAV market Turkey, France, Germany, China, and Japan are the main countries
penetrating the market as the new competitors. Hereafter, the countries are planning
to concentrate on the indigenous UAV design and production projects especially for
military missions in order to decrease the foreign dependency.

The UAVs have been used as a testing platform in today’s commercial air
transportation researches, especially in the development of morphing aircraft and
new generation propulsion and fuel systems. The use of morphing wings tech-
nology in UAVs, the solar or electrically powered UAV systems, the use of biofuel
and hydrogen fuel cells in UAVs are the prominent studies which contribute to
sustainable aviation.

Today, the UAV studies focus on not only the development of new technologies
but also the integration of civil airspace and the reconstruction of air traffic
regulations.
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Chapter 27
Additive Manufacturing for Lightweight
Aviation Parts

Çağrı Gürbüz

Abstract Environmental performance commitments, complex government
requirements and market conditions force aviation industry lead aircraft manufac-
turers to produce lighter and more efficient products. New concepts and designs are
not possible to manufacture with traditional manufacturing methods. Additive
manufacturing (AM) methods may answer to the needs of industry.

Environmental performance commitments, complex government requirements and
market conditions force aviation industry lead aircraft manufacturers to produce
lighter and more efficient products. New concepts and designs are not possible to
manufacture with traditional manufacturing methods.

In additive manufacturing (AM) process parts are built up layer-by-layer. 3D
CAD model data is sliced into many very thin cross section profiles. These cross
section perimeters are traced either by a laser, electron beam, extrusion nozzle or
jetting nozzle and the area contained by the perimeters are filled with a hatching
pattern. Once a layer has been deposited, the next layer is added. This is repeated
until the whole part has been generated. AM is defined by ASTM as “Process of
joining materials to make objects from 3D model data, usually layer upon layer, as
opposed to subtractive manufacturing methodologies”.

Due to this layer manufacturing approach, compared with traditional processes,
parts of significantly greater complexity can be produced and it enables the pro-
duction of parts up to half of its original weight.

This increased complexity generally does not have a significant effect on the cost
of the process. This provides the designer with significantly greater design freedom
and enables the built part to be closer to the optimum design than is possible with
traditional processes.
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Todd Rockstroh of GE Aviation claims that AM could save up to 450 kg on a
2700 kg engine. GE is already planned to manufacture 85,000 fuel nozzles for
LEAP engines using AM method.1

The Airbus Group Innovations conducted a study about an environmental life-
cycle comparison of two key production technologies. A generic bracket part is
choosen for benchmarking AM process with a conventional casting process as
the baseline.

Using AM technologies, the hinge may reduce the weight per plane by 10 kg, a
noteworthy saving when overviewed at industry “buy-to-fly” ratios. CO2 emissions
over the whole lifecycle of the nacelle hinges were reduced by nearly 40 % via
weight saving that resulted from an optimized geometry, which is enabled by the
design freedom offered by the AM process and the use of titanium.

Further analysis focused on the benchmarking of manufacturing process itself.
The total energy consumption for creating the initial raw powder metal, then pro-
ducing the bracket in AM, was slightly smaller than the equivalent cast process
steps. The AM process itself used only the material actually needed to make the
part—thereby eliminating waste from secondary machining and reducing con-
sumption of titanium by 25 % over the cast application.

Jon Meyer, Additive Layer Manufacturing Research Team Leader stated in his
final report “in general, the study revealed that AM has the potential to build light,
sustainable parts in regard with the company’s CO2 footprint.”

A new research project, entitled Horizon, has begun with the funding of UK
Government to boost the aerospace industry. The project will utilise 3D printing to
develop the next generation of lighter, greener planes. The UK’s Aerospace
Technology Institute is backing the project, which hopes to improve processes by
taking AM techniques from research and development, through to viable produc-
tion processes. It is believed the created components could be as much as 50 %
lighter than their conventional counterparts with complex geometries that cannot be
cost effectively manufactured today.

These new processes will unlock innovations in low drag, high-performance
wing designs and lighter, more efficient engine systems, with the potential to
dramatically reduce aircraft fuel consumption and emissions.

The following examples show the approach of designers to AM—additional data
enhances the structural benefits and savings achieved with the new manufacturing
process.

1Additive Manufacturing, 7/3/2012, Peter Zelinski.
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27.1 Engine Bracket

GE challenged the public, with a prize of $7000, to redesign a metal jet engine
bracket, making it 30 % lighter while preserving its integrity and mechanical
properties like stiffness. Participants from 56 countries submitted 640 designs
(Fig. 27.1).

The winning design passed the 30 % weight reduction goal and able to slash its
weight by nearly 84 % to just 327 g. The original part weights 2.033 g (Fig. 27.2).2

Fig. 27.1 GE engine
bracket—original design

Fig. 27.2 GE engine
bracket—optimized design

2http://sffsymposium.engr.utexas.edu/sites/default/files/2014-110-Carter.pdf.

27 Additive Manufacturing for Lightweight Aviation Parts 335

http://sffsymposium.engr.utexas.edu/sites/default/files/2014-110-Carter.pdf


27.2 Nacelle Hinge Bracket

In the benchmarking study of The Airbus Group Innovations a standard bracket is
choosen as baseline part. The optimized geometry of the hinge may reduce the
weight per plane by 10 kg (Fig. 27.3).3

27.3 Fuel Nozzles

Fuel nozzles have complex geometries and 18 different parts are assembled during
manufacturing process. With the use of AM, GE managed to produce all as one
single part. This new design is also almost 25 % lighter compared to old design.

This manufacturing process also offer the chance to include internal cooling
channels which reduces degradation of the nozzle due to the exposure of fuel to the
high temperatures and increase fuel efficiency in time (Fig. 27.4).

Another similar attempt is from a helicopter engine manufacturer. Turbomeca is
adapting AM technology to manufacturing fuel-injector nozzles and combustion
swirlers. With AM these complex parts are manufactured as a single piece and also
it is possible to add advanced injection and cooling functions with new design
(Fig. 27.5).

Fig. 27.3 Airbus nacelle
hinge bracket

3http://www.eos.info/press/customer_case_studies/eads.
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27.4 SAVING Project

The SAVING project (Sustainable product development via design optimization
and AdditiVe manufacturING). The project focused on design and process opti-
misation, applied to AM, with the objective of creating innovative designs that
could be manufactured or utilised more efficiently than current practice.

Design optimisation and analysis of hollow and cellular structures would create
minimalist geometries.

As an example of these studies, traditionally constructed, airline seat belt buckles
weigh between 155 g (Steel) and 120 g (Aluminium) reduced to a Titanium part
with 68 g weight made with AM, without compromising strength. An Airbus A380
when configured for economy passengers has 853 seats. Exchanging the traditional
steel buckle for an additive manufactured titanium buckle would lead to a total

Fig. 27.4 LEAP engine fuel nozzle

Fig. 27.5 Turbomeca’s nozzle and combustion swirler
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weight saving of 74 kg. This could lead to a 3,300,000 l fuel saving over the life of
the plane and 0.74 Mt less CO2 emissions (Fig. 27.6).4

AM lends itself to complex internal architectures that could not previously be
manufactured using traditional methods, with one such approach being internal
lattice structures.

Fig. 27.6 Lighter seat belt buckle design

Fig. 27.7 Internal lattices of redesigned monitor arm

4http://www.3trpd.co.uk/portfolio/saving-project-saving-litres-of-aviation-fuel/.
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27.5 Latticed Structures

Re-design of the arm holding the TV monitors in Virgin Atlantic flights’ upper class
seats. Latticing reduced the arm’s weight by 50 %, saving about 500 g per unit,
through lifecycle saving of 54.3 t CO2 emission equivalent to 20,000 l of Jet A1
over lifetime of the aircraft (Fig. 27.7).5

27.6 Discussion

These sample components will give us proper feedback about the reliability of this
production technology. In near future more parts produced with AM will be seen on
airplanes.

AM will be an important tool to keep up with sustainability in aviation.

5Additive manufacturing: opportunities and constraints, Royal Academy of Engineering
November 2013 ISBN: 978-1-909327-05-4.
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Chapter 28
Investigation of Airframe in Terms
of Aerodynamics

Anil Can Turkmen, Ferit Yildiz, Cenk Celik and Halil Ibrahim Sarac

Abstract In this study, four different types of aircraft body were analyzed
according to the aerodynamic flight conditions in the form of cruise. A319, A320,
A330, and A340 model aircrafts of the Airbus firm were used. Only the body parts
of the plane were drawn and the analysis process has been studied in a scale of
1/1000 for convenience.

28.1 Introduction

In this study, responses across airflow during the cruise of four different models of
aircraft offered for commercial use, which are produced by Airbus, were examined.
In general, the studies related to the aircraft are on the wing. However, factors such
as the stability, fuel consumption, and flight comfort during flight depends on the
aerodynamic structure of the airframe. Therefore, only the body of the aircraft was
considered.

In 1903, the Wright brothers invented and flew the first airplane (FAI News
2003). After that, airplanes were developed more and they became an important
role in all the major battles of World War II. The first jet airliner, the de Havilland
Comet, was introduced in 1952 and the Boeing 707 was the first widely successful
commercial jet. Now, air transport has become one of today’s most widely used
transport type. The number of aircrafts in the fleet of airlines around the world has
reached to 27047 in 2010. Between the years 2008 and 2009, some airlines returned
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their leased aircraft in the fleet and some aircraft were retired because of the effects
of the economic crisis and high fuel prices (Simsek 2010).

The design of the fuselage is bounded by a wide range of requirements coming
from the manufacturer, from the operator, from the airport, or from the regulator
(EASA for Europe or FAA for USA). An airline is interested to carry as much
payload as possible, while ensuring enough passenger comfort. In this context, the
manufacturer aims to build a flexible, cost efficient, performance-based design.

Today, the aircraft design depends on cabin design. Modern aircraft designs
apply a design approach called “from inside out”. If in the past, the cabin width was
kept constant for all the aircraft family variations, today other factors made the
aircraft manufacturers change their approach and allow more design flexibility with
this respect. Both views are important at the same time: Passenger comfort chal-
lenges environmental requirements for CO2 reduction and energy savings (Nila
et al. 2010).

Developments of aircraft designs still continue and NASA’s goals for a 2030-era
aircraft are (Sforza 2014)

• Reduction of noise by 71 db below current FAA noise standards to contain
objectionable noise within airport boundaries.

• More than a 75 % reduction on the International Civil Aviation Organization’s
(ICAO) standard for nitrogen oxide emissions for improving air quality around
airports.

• More than a 70 % reduction in fuel burn to reduce greenhouse gas emissions
and the cost of air travel.

As the analysis results were interpreted, the air flow in the ambiance, the
pressure generated around the aircraft, air speed, and turbulence kinetic energy in
the ambient are taken into consideration.

28.2 Initial Conditions of the Analysis

For this study, four different aircraft models of Airbus were selected. These are
A319, A320, A321, A330. These aircrafts’ technical data were shown in Fig. 28.1.

Analysis airframes were drawn in SolidWorks and CFD analyzes were per-
formed with Ansys software. For rapid analysis, drawings were carried out in
1/1000 scale.

Analysis in this study was performed with the given initial conditions and they
are the same for all analysis. Analysis was conducted in leading international flight
altitude and speed. To simulate this movement, the fuselage was kept constant and
the air in the environment was moved. The reduction in the temperature during
rising from the ground was taken into account when analysis was performed.

However, another point is being considered in the analysis: the feature of the air
in the environment. As known from the other materials, characteristics of the air are
depending on various circumstances such as the temperature, movement, and
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pressure of the ambient. The initial conditions of the analysis are determined
considering these variations. The initial conditions of the motion of the aircraft are
given in Table 28.1, the air characteristics in the environment are given in
Table 28.2. Analysis environment has got a 5 % turbulent and the most suitable
environment model for this type of turbulence was Shear Stress Transport
(SST) (Ansys 2015).

28.3 Results and Discussion

Looking at the results of the analysis, the longer the body of the A320 series aircraft
(A319, A320, A321), the lower is the pressure exerted by the air in the nose.
However, the vacuum effect which is created behind the tail increased by the area

A319 A320 A330 A321

Overall length 33.84 m 37.57 m 58.82 m 44.51 m

Cabin length 23.78 m 27.51 m 45.00 m 34.44 m

Fuselage width 3.95 m 3.95 m 5.64 m 3.95 m

Max cabin width 3.70 m 3.70 m 5.28 m 3.70 m

Wing span (geometric) 35.80m 35.80m 60.30m 35.80 m

Height 11.76m 11.76m 17.39m 11.76 m

Track 7.59 m 7.59 m 10.69 m 7.59 m

Wheelbase 11.04 m 12.64 m 22.20 m 16.91 m

Typical seating/Max 124/156 150/180 246/380 185/236

Bulk hold volume 7.20 m³ 5.90 m³ 19.70 m³ 5.90 m³

Total volume (Bulk loading) 27.70 m³ 37.40 m³ 136.0 m³ 51.70 m³

Range 6 850 km 6 100 km 13 400 km 5 950 km 

Max ramp weight 64.4 (75.9) tonnes 73.9 (78.4) tonnes 230.9 (242.9) tonnes 89.4 (93.9) tonnes

89.0 (93.5) tonnes

75.5 (77.8) tonnes
71.5 (73.8) tonnes

230.0 (242.0) tonnes
180 (182) tonnes

168.0 (170) tonnes

73.5 (78.0) tonnes

64.5 (66.0) tonnes

61.0 (62.5) tonnes

64.0 (75.5) tonnes
61 (62.5) tonnes

57.0 (58.5) tonnes

Max take-off weight

Max landing weight 

Max zero fuel weight 

Max fuel capacity 30 190 litres 27 200 litres 139 090 litres 24 050 litres 

Fig. 28.1 The aircrafts’ technical data (Airbus 2015)

Table 28.1 The initial
conditions of the motion of
the aircraft (Instrument Flying
Handbook 2010)

Altitude 9144 m

Speed 194.44 m/s

Temperature −34.864 °C

Pressure 30.149 kPa

Table 28.2 The
characteristics of the ambient
air (U.S. Standard
Atmosphere 1976)

Mean molecular weight 28.9644 kg/kmol

Density 0.45904 kg/m3

Dynamic viscosity 0.000014876 Pa s

Kinematic viscosity 0.000032407 m2/s

Coefficient of thermal conductivity 0.020522 W/m K
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Airbus A319 

Airbus A320

Airbus A321

Airbus A330

Fig. 28.2 Pressure around fuselage
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Airbus A319

Airbus A320

Airbus A321

Airbus A330

Fig. 28.3 Streamline around fuselage

28 Investigation of Airframe in Terms of Aerodynamics 347



Airbus A319 

Airbus A320 

Airbus A321

Airbus A330

Fig. 28.4 Turbulence kinetic energy around fuselage
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but decreased by the value. The A330 has about two times the pressure of the other
aircraft at the nose area. This is because the end portion is quite sharp compared to
other aircraft. Besides this disadvantage, negative pressure formed in the A330s tail
is reduced according to the other aircraft (Fig. 28.2).

Looking at the flow lines around the aircraft, analysis which was made of the
aircraft model is very close to the surrounding air flow rate, all except the nose and
tail sections. But the flow in the tail of the A330 is quite smooth. Because of the
larger plane body compared to the others, the speed of the wind at the nose section
is very low. Flow lines, which are passing over and under the A320 series aircraft
with the same body height as A330 are joined further away (Fig. 28.3).

Turbulent flow is one of the most researched topics of fluid mechanics. The
received high-speed path of a fluid in an aircraft must be minimum of turbulence in
the ambient. The higher the turbulent kinetic energy is, the higher will be turbulent
of the system and of the environment. Analysis results showed that A321 has the
lowest turbulence values. If we evaluate the A320 aircraft on its own, then the A321
aircraft has the longest body. In addition, turbulence in the upper part and the lower
part of the A330 housing is formed asymmetrically (Fig. 28.4).

Analysis results are shown in the Table 28.3.

28.4 Conclusions

In this study, 194.44 m/s speed in 9144 m altitude for four different fuselage, which
was in cruise, CFD analysis was conducted in accordance with the ambient con-
ditions. This analysis shows that the aircraft with the same body height with dif-
ferent length was observed as a result of exposure to less pressure. However, a large
amount of body height increases the cross-sectional area of the wind receiving
aircraft. The increasing of the cross-sectional area leads to a significant reduction of
the wind velocity from the nose of the aircraft. This reduction creates a pressure
buildup at the nose of the aircraft.

Analysis carried out under the conditions specified in the model A321 aircraft is
forming at least turbulence. Turbulence field created by this model with
length/height ratio of approximately 10:30 has a highly symmetrical structure. This
is very important for stability during flight status.

Table 28.3 Analysis results

Pressure (kPa) Streamline—velocity
(m/s)

Turbulence kinetic
energy (m2/s2)

Max Min Max Min Max Min

A319 7.181 −2.911 233.233 102.020 48.884 0.886

A320 6.743 −3.631 234.592 119.923 57.967 0.904

A321 6.183 −3.439 200.365 132.467 30.410 0.865

A330 13.161 −3.303 221.530 57.163 83.882 0.876
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If all these conditions are due to the body structure of the 2D analysis only
considered, the most suitable aircraft that can be used depending on the initial
conditions is A321.
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Chapter 29
Flow Field Investigation of Rib-Roughened
Serpentine Channel

Tolga Yasa, Isa Kavas, Sefa Yilmazturk and D. Funda Kurtulus

Abstract This paper presents numerical flow field and heat transfer analysis of a
channel consisting of upstream and downstream channels and a 180° bend.
Turbulators (rib) with a square cross-section are placed in the straight part of the
channels in order to enhance the heat transfer while flow enters to the model at fully
developed conditions at Reynolds numbers of 20000. A constant heat flux boundary
condition is provided from the bottom wall of the model. Numerical simulations are
performed by a commercial solver using realizable k-ε turbulence model with
enhanced wall treatment. The flow field development and evaluation of pressure
drop accounted by each rib are analyzed along the channel. The effects of ribs to the
flow field are characterized by wall shear distribution. The effect of u-bend on the
downstream flow field is investigated.

Nomenclature
Dh Hydraulic diameter [mm]
De Dean number
De De ¼ Re � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rout � Rinnerð Þ=Rcenter
p

H Channel height [mm]
P Pressure [bar]
R Radius of the curvature [mm]
Re Reynolds number Re ¼ U � q � Dhð Þ=l
S Curvilinear length [mm]
U Flow velocity [m/s]

Greek
ζ Kinetic loss coefficient
γ Heat capacity ratio
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ρ Density [kg/m3]
μ Dynamic viscosity [kg/(m s)]
τ Wall shear stress [Pa]

Subscripts
0 Total quantity
In Inlet plane
st Straight
w Wall
x Spanwise coordinate
y Transverse coordinate
z Streamwise coordinate (at straight channels)

29.1 Introduction

Serpentine channels with 180° turn are used widely in gas turbine blades, electrical
cooling equipment, and high speed rotating systems. Such channels are usually
equipped with turbulence promoter rib structures on the walls in order to increase
the heat transfer effectiveness. The effect of rib configuration on heat transfer is well
characterized for straight channels in the last decades (Han et al. 1978, 1985, 1989,
1991; Han 1984, 1988; Han and Park 1988; Park et al. 1992; Han and Zhang 1992;
Kukreja et al. 1993; Taslim et al. 1996). Once a compact heat exchanger design is
required, serpentine channels in which such straight pipes are connected to each
other through bends are preferred. In such channels, flow generates a Dean vortex
pair through the u-bend. Dean vortices strongly influence the flow field and heat
transfer characteristics of downstream channel. The characterization of the flow
through a sharp turn is studied by a number of researchers in smooth channels
(Azzola et al. 1986; Schabacker et al. 1998; Liou and Chen 1999; Syuhada et al.
2001). The interaction of the u-bend section and rib-roughened channel is still
under investigation to better understanding of flow physics and their effect on heat
transfer.

The flow field of serpentine rib-roughened channel is numerically analyzed
using Reynolds-averaged Navier–Stokes (RANS), Unsteady Reynolds-averaged
Navier–Stokes (URANS), Large eddy simulation (LES), and Detached eddy sim-
ulation (DES) (Viswanathan and Tafti 2006; Sewall and Tafti 2006; Luo and
Razinsky 2009; Murata and Mochizuki 2004; Egger et al. 2014; Zhao and Tao
1997; Yanase et al. 2005). The modeling of turbulence is one of the key points in
simulations. It is reported by various researchers that SST and realizable k-ε tur-
bulence models give satisfactory results (Luo and Razinsky 2009; Egger et al. 2014;
Zhao and Tao 1997) when such channel flow is simulated.
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The relation of geometrical parameters to the aero-thermal performance has also
been investigated in the literature. The effect of inner wall on heat transfer char-
acteristics is studied using three different shapes; i.e., straight turn, rounded turn,
and circle turn (Wang and Chyu 1994). The maximum heat transfer is observed
when the inner wall has a straight turn. Moreover, the influence of inner wall
thickness is tested at a Re = 12000 and the highest thermal performance is obtained
at minimum wall thickness (Liou et al. 2000).

The thermal behavior of serpentine channels is experimentally analyzed by
various research groups (Syuhada et al. 2001; Zhao and Tao 1997; Yanase et al.
2005; Wang and Chyu 1994; Liou et al. 2000, 2003, 2007; Ligrani and Hedlund
1998; Mochizuki et al. 1999; Pu et al. 2013; Chanteloup et al. 2002; Egger et al.
2013; Wagner et al. 1992; Mochizuki et al. 1994). Syuhada et al. (2001) perform
heat transfer measurements at Re = 35000 on a smooth channel. They obtain the
maximum heat transfer rate at the outer wall region in the u-bend. A real low
pressure blade cooling model, i.e., smooth channel, is investigated using Particle
image velocimetry (PIV) technique (Pu et al. 2013). The secondary flows at u-bend
outlet and the downstream of the u-bend is characterized at Re = 44000. The effect
of ribs with 90° and 60° orientation on heat transfer is tested and it is concluded that
results with 60° leads to the highest thermal performance (Mochizuki et al. 1999).
There are other studies for ribs with 45° orientation where the vortex structures and
heat transfer characteristics are correlated (Chanteloup et al. 2002; Egger et al.
2013). In addition to the static experiments, two pass square ducts are tested in a
rotation to simulate Coriolis force of turbine blades (Wagner et al. 1992; Mochizuki
et al. 1994; Liou et al. 2003, 2007).

In this paper, a rib-roughened channel with a 180° turn is studied numerically to
understand the flow field especially downstream of u-turn. The model is equipped
with square cross-sectional ribs in upstream and downstream of the channel. The
blockage ratio defined as a ratio of rib height to channel height and it is chosen as
0.1. The flow Reynolds number is set to 20000 to simulate real working conditions.
The numerical model is validated by a smooth channel case before investigating the
flow. The pressure drop of each rib section and u-bend are analyzed.

29.2 Numerical Setup

29.2.1 The Channel Model

The channel model consists of two straight (upstream and downstream) channels
which are connected by a 180° bend channel. The tunnel has a square cross-section
with a hydraulic diameter of 80 mm which represents a scale up experimental
model. Figure 29.1a shows overall dimensions of the model. The straight parts of
the model are equipped with six and five ribs, respectively. The ribs have a square
cross section and the height is equal to 10 % of the channel height (H) as depicted
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Fig. 29.1 Channel model a top view b rib-roughened wall

in Fig. 29.1b. Only bottom wall of the model is equipped with the ribs which are
perpendicular to the main flow direction. The distance between two consecutive ribs
is set to one hydraulic diameter. The first rib in downstream channel is located
0.7 Dh further from the geometrical center of the u-bend.

29.2.2 Numerical Simulations

The flow field of the channel is analyzed based on three-dimensional computations.
A commercial finite volume code which solves RANS equations is used with
second-order upwind scheme (Barth and Jespersen 1989) for space discretization.
Pressure and velocity are solved iteratively. Then, Semi-Implicit Method for
Pressure-Linked Equations (SIMPLE) algorithm is selected for pressure and
velocity correction scheme instead of simultaneously solving the momentum and
continuity equations. Flow assumed fully turbulent and realizable k-ε turbulence
model (Shih et al. 1995) is used with enhanced wall function.

The computational domain is generated using structured grid based on
multi-domain approach. In order to capture flow structures correctly, high mesh
density is used at inter-rib space and u-bend sections as depicted in Fig. 29.2. The
final mesh contains about three million elements in whole domain. Y+ value is kept
around 5 at near wall region (Lin et al. 2001).

Mass flow is provided as inlet boundary condition. A fully developed velocity
profile is provided together with the turbulence intensity value of 5 % at the inlet.
The flow Reynolds number is adjusted to 20000 by varying the inlet mass flow rate.
The outlet static pressure is fixed at sea level static pressure. In such configuration,
Dean Number (De) of the u-bend is equal to 24,121. A constant heat flux of
400 W/m2 is applied to the inter-rib and u-bend surfaces of the bottom wall in order
to study cooling effectiveness. Other walls are treated as adiabatic.

All numerical simulations are performed at a workstation computer with 16 Intel
Xeon core. The velocity values are monitored at three control points located at
u-bend, Z6 and Z7 in order to decide the convergence of the solution. A typical run
takes about five CPU hours.
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29.2.3 Model Validation

In order to verify the numerical setup, a straight channel with a u-bend presented by
Cheah et al. (1996) and other studies (Djebedjian et al. 2008; Guden and Yavuz
2014) is used as a validation case. The validation model, operated at Re 100000,
does not contain any rib. Three turbulence models are tested, namely realizable k-ε,
RNG and Shear Stress Transport (SST). The spanwise velocity variations at two
heights (y/H = 0.125 and 0.5) are plotted in Fig. 29.3 at two different locations of
the u-bend. The results of RNG and realizable k-ε turbulence model compare fairly
well with the experiments in the first section (90°). However, the numerical results
over predicts the velocities close to the inner wall region at the outlet (180°) of the
u-bend.

Fig. 29.2 Grid structure at different locations of the domain

Fig. 29.3 Results of three turbulence models at 90° and 180° sections of u-bend
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29.3 Flow Field Investigation

The wall shear stress distribution over the wall is a good indication for the flow field
behavior. Therefore it is computed for both straight and u-bend sections (Eq. 29.1).
Except Z1 and Z6, all inter-rib regions show similar shear stress distributions. The
different results in Z1 and Z6 are addressed to the flow development. Z1 is the first
rib space where the flow chances characteristics due to the geometrical modifica-
tions. Similar to that, the flow characteristic is affected when it enters the u-bend
section and it redevelops in Z6. Once it fully develops, two zero wall shear regions
appears in the wall shear stress distributions located just before and after the rib.
The flow passes over the rib and forms a large recirculation region just downstream
of the rib. This region is usually followed by a re-attachment region (i.e. S/Smax of
about 0.3 at Z4) which appears with a zero wall shear value. After that, the flow
forms a new boundary layer up to the next rib. The potential field of the next rib
affects the incoming flow so streamlines rises up to move over the obstacle ahead as
shown in Fig. 29.4b

sst ¼ l
@Uz

@y
sbend ¼ l

@Uz

@y
cos h� @Ux

@y
sin h

� �
ð29:1Þ

Figure 29.5 shows the variation of impingement point along the channel. The
impingement point is defined as the location where zero wall shear value is
achieved. No value is presented for Z1 and Z6 since the wall shear value never goes
to zero. The flow develops while passing the first three rib zones (Z1, Z2, Z3).
A similar trend is observed also in the downstream channel for Z8, and Z9. The
impingement location remains almost unaltered for Z4, and Z5 which is an evi-
dence of the developed flow at upstream channel. U-bend results in an early
impingement downstream of the final rib at upstream channel.

Figure 29.6 shows the vortices generated downstream of the rib at different
locations namely, Z1: upstream channel developing flow, Z5: upstream channel

Fig. 29.4 Spanwise averaged wall shear stress distribution a along the channel b inter-rib space
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fully developed flow, Z6, Z7, Z8: downstream channel flow. Z6 is characterized
mainly by the vortex which is totally different than the upstream channel vortices.
However, starting from Z7 the rib downstream vortices become similar to the
structures observed at the upstream channel (Z1, Z5).

Z-vorticity distribution is plotted in Fig. 29.7 in order to understand the flow
field after u-bend. Two Dean vortices (D1, D2) are captured close to the outer wall
region. Additionally, secondary vortices (V1, V2, V3) are generated by the u-bend
close to inner wall region. D2, V1 and V2 lift off when it gets close to the rib due to
its blockage in Fig. 29.7b. The vortices (V1, V2, V3) diminish right after the rib
(plane 3, 10 and 50 % of span in Fig. 29.7). In Z6 new vortex (V4) appears and
dominates the inter-rib space. Its effect is extended also to the inner wall region of
Z7. Therefore, the unusual shear stress distribution in Z6 shown in Fig. 29.4a, is
attributed to the V4.

The pressure drop characteristic is also a critical design consideration when
selecting the turbulator configuration. Figure 29.8 demonstrates the kinematic loss
distribution along the channel length. The pressure drop is calculated as kinematic
loss for each rib zone relative to the inlet (Eq. 29.2). The relevant pressure value is
obtained by mass-weighted averaging of the local distribution. In the upstream and
downstream channel, except the Z6 and Z7, the kinematic loss increases mono-
tonically. However the loss generated in the upstream channel is almost doubled
compared to the one of downstream. The second half of the U-bend generates the
maximum pressure drop. Some part of the pressure is recovered in the first half of
the u-bend due to flow impingement on lateral and bottom walls (Syuhada et al.
2001).

Fig. 29.5 Variation of impingement location along the channel

Fig. 29.6 Vortex structures before and after the u-bend
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Fig. 29.7 Z-vorticity distribution after u-bend

Fig. 29.8 Kinematic loss distribution along the channel
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29.4 Conclusions

A scale up model of a serpentine rib-roughened channel analyzed numerically at
Re = 20000 (De = 24121). Upstream channel (from inlet to the bend) has a clear
flow stream. Flow develops during the first two rib regions then stays periodic up to
the u-bend. Hence, the kinematic loss remains unaltered starting from Z3 whereas
the Z1 and Z2 provide higher kinematic loss. The secondary vortices are generated
close to inner wall region which dominates the first rib section downstream of the
u-bend. Therefore, the aerodynamic performance of Z6 becomes completely dif-
ferent from other zones. Finally, the flow redevelops starting from Z7. Downstream
channel performs better compared to the upstream.
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Chapter 30
Numerical Analysis of Active Control
of Flow on a DBD Plasma Actuator
Integrated Airfoil

Beycan Ibrahimoglu, M. Zeki Yilmazoglu and Ahmet Cücen

Abstract In recent years, flow control methods on an airfoil have gained interest.
Flow control methods can be classified as passive and active control systems.
Dielectric barrier discharge (DBD) plasma actuator is an active control method.
A DBD plasma actuator can be defined as; a flow control device, without moving
parts and same airfoil shape after installation. In this study, numerical analysis of
DBD plasma actuator integrated airfoil was performed. Instead of modeling plasma
generation, thermal effects, ionization, and momentum forces, a momentum source
term was applied to the airfoil in order to observe the effects of plasma actuator
integration on airfoil such as drag, lift, etc. ANSYS Fluent was used in the simu-
lations. The cord length was assumed to be 150 mm. The effects of the attack
angles were also investigated with 0°, 5°, 10°, and 15° attack angles. Hexahedral
mesh structure was selected in order to model boundary layer with lower y+ values
and k-ω SST turbulence model was used. The air velocity was assumed to be
1.9 m/s at the inlet and 200 N/m3 body force was applied to 10 mm after the
leading edge for plasma effect analogy.

30.1 Introduction

In recent years, flow control methods on an airfoil have gained interest (Suzen et al.
2005; Sosa et al. 2012; Giorgi et al. 2014; Akansu et al. 2013). Flow control methods
can be classified as passive and active control systems. In passive methods, various
devices are added to the system and during the operation these devices do not
consume any additional auxiliary power. In active methods, an external energy input
is required such as blowing and suction from a surface, acoustic excitation, periodic
rotation or oscillation, wall motion, and electromagnetic forces. In electrical control
of the flow, local ionized air, produced as a result of electrical discharge, drives the
bulk motion of neutral molecules which is called Electrohydrodynamic (EHD). EHD
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is useful as a flow control mechanism, because electrical energy is converted to
momentum without any need for moving mechanical parts. It is a promising method
for aero-industrial applications because of adequate response time, simple structure,
and many features such as controlling the separation, increasing the lift forces,
decreasing the drag forces, delaying the stall angle (Klein 2006).

A DBD consists of two electrodes and a dielectric material. In aerodynamic
applications, one of the electrodes is embedded into the dielectric material which is
located inside the wing, while the other is exposed to the air. Applying AC voltage
across the electrodes with enough frequency, the air ionizes in that region and
produces a body force. In order to ionize the air, 10–20 kV voltage with a fre-
quency of 1–10 kHz is applied in DBD applications. Large amplifier requirement,
costs, and early flow separation due to the larger profile of the electrode on the wing
are the main disadvantages of plasma actuators (Stack 2014).

In this study, numerical analysis of DBD plasma actuator integrated airfoil was
performed. Instead of modeling plasma generation, thermal effects, ionization, and
momentum forces, a momentum source term was applied to the airfoil in numerical
analyses. ANSYS Fluent was used in the simulations. The cord length was assumed
to be 150 mm. The effects of the angle of attack values were also investigated for
0°, 5°, 10°, and 15°. Hexahedral mesh structure was selected in order to model
boundary layer with lower y+ values and k-ω SST turbulence model was used. The
air velocity was assumed to be 1.9 m/s at the inlet and 200 N/m3 body force was
applied in order to model the plasma actuator.

30.2 Method

NACA0015 airfoil (airfoiltools.com 2015) was modeled in ANSYS Design mod-
eler tool. In order to perform a CFD analyses, a 2D computational domain was
constituted as shown in Fig. 30.1. The air velocity was set to 1.9 m/s and pressure

Fig. 30.1 2D model of the
computational domain
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outlet boundary condition was given at the outlet section. Pressure-based solver was
chosen for steady state solutions. Air was accepted as incompressible fluid and ideal
gas. Viscosity value was calculated by Sutherland model. SIMPLE algorithm was
used for pressure-velocity coupling.

In the analyses, initially the airfoil was modeled without a plasma actuator for
different attack angles. In the second case, a UDF was coupled to the solution in
order to simulate the effect of the plasma actuator as a body force (Font et al. 2009;
Mertz and Corke 2008). In the first case, a mesh study was performed to eliminate
the effects of the mesh quality. In Table 30.1, Cl, Cd, and y+ values are given for
different mesh types. Fine mesh structure was selected as base case for further
calculations. In order to model the boundary layer on the surface of the airfoil, an
inflation rate was given. The details of the inflated mesh structure are given in
Fig. 30.2. In this area, the value of the y+ has to be lower than 1.

In the analyses, three different turbulence models were compared: k-ω SST (2
Equations), Spalart Allmaras (1 Equation), and Reynolds stress model (5 Equation).
According to the results of the different turbulence models, k-ω SST was selected as
base case for turbulence model. The results of different turbulence models on Cl, Cd
and y+ are given in Table 30.2.

Table 30.1 Mesh
independency results

Number of cell Cl Cd y+

Normal mesh 131,000 0.396 0.1 0.17

Fine mesh 226,000 0.472 0.1 0.116

Very fine mesh 565,000 0.453 0.1 0.059

Fig. 30.2 Inflation layers for
boundary layer

Table 30.2 Comparison of
the turbulence models

Cl Cd y+

k-w SST 0.472 0.1 0.116

Spalart Allmaras 0.708 0.0686 0.11

Reynolds stress model 0.465 0.083 0.114
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30.3 Results

30.3.1 Airfoil Without Plasma Actuator

The airfoil was modeled according to the boundary conditions given above.
ANSYS Fluent was used in the simulations. In order to show the effects of the
plasma actuator on the flow characteristics, the airfoil was modeled for different
attack angles. Figure 30.3 shows the results of the simulations performed in 0°, 5°,
10°, and 15° attack angles. As it can be seen from the Fig. 30.3, as the angle of
attack increases that the flow was being separated and stall starts. For 15° angle of
attack, results show that eddies and wakes were observed according to the
Fig. 30.3d. Streamlines and wake profiles are given in Fig. 30.4. For 0° and 5°
attack angles streamlines flow over the airfoil. However, for the attack angles
greater than 10°, flow separation and wake generation can be easily observed.

30.3.2 Airfoil with Plasma Actuator

Plasma actuator was modeled as a body force on the same direction with flow
(Palmerio 2011). According to the literature review given above, the magnitude of
the body force was selected as 200 N/m3. Different approaches can be found on the
literature to define the magnitude of the body force (West 2012). Modeling the
plasma and ionization can be performed using different commercial codes.
However, it should be noted that the body force approach can be an alternative
method with rapid solution.

Three different attack angles were selected for the control of flow separation: 5°,
10°, and 15°. Plasma was modeled on the airfoil and located as a source term at x/C
dimensionless distances. C stands for the chord length and 0.1, 0.3, 0.5, and 0.9
distances were selected to activate the body force.

In Fig. 30.5, the effects of the plasma actuator for different application distances
on the lift coefficient are given. The results show that plasma actuators increase the
lift coefficient substantially. Without plasma actuator, the lift coefficient was
measured to be around 1.32 for 15° attack angle. However, when plasma actuator
was activated the lift coefficient increased as shown in Fig. 30.5, when it is applied
to 0.1 dimensionless distance.

Figure 30.6 shows the velocity vectors on the airfoil for different plasma
application zones. According to the Fig. 30.6, the flow on the airfoil was slightly
attached to the surface again when compared to Fig. 30.3c. It should be noted that
plasma actuator was positioned at x/C = 0.9 in this case. Because of positioning the
plasma actuator at the end of the airfoil, the detached streamlines tends to flow over
the airfoil after this location. However, eddies occurred at the end of the airfoil
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Fig. 30.3 Velocity vectors for different attack angles; a 0°, b 5°, c 10°, and d 15°
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Fig. 30.4 Streamlines for different attack angles; a 0°, b 5°, c 10°, and d 15°
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again. Figure 30.8a shows the results for this case on Cl. In Fig. 30.7, plasma
actuator is placed to x/C = 0.9 for 15° angle of attack. When Figs. 30.3d and 30.7
were compared the effect of plasma, actuator can be observed. The effects of angle
of attack and plasma application zone were investigated. Figure 30.8 shows the
variation of Cl and Cd values for different angle of attack values with respect to
dimensionless plasma application zone.

According to the Fig. 30.8a, the highest Cl value was found when plasma
actuator was installed in x/C = 0.1 position for 15° angle of attack. For 10° angle
of attack, the lift coefficient values slightly increase after the x/C = 0.3 position.
Similar increment can be found for 5° angle of attack for x/C = 0.5 position.
However, for 15° angle of attack, Cl decreases rapidly. It should be noted that the
position of the plasma actuator has a great importance on Cl. Drag coefficient was
also investigated for different angle of attacks. The minimum Cd value is observed
when actuator was positioned in x/C = 0.1 for 5° and 10° angle of attack. Drag
coefficient increases rapidly when the actuator was positioned in x/C = 0.3 for 15°
angle of attack.

Figure 30.9 shows the comparison of the flow characteristics on the airfoil with
and without plasma actuator. In Fig. 30.9a, c, e the plasma actuator was positioned
at x/C = 0.1. Fig. 30.9b, d, f are 5°, 10°, and 15° angle of attack values, respec-
tively. The results show that the velocity on the airfoil increased with plasma
actuator. Flow separation was not observed when compared to Figs. 30.9a, c, e.
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Fig. 30.5 Attack angle lift coefficient relationship
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Fig. 30.6 Velocity vectors and contours for different plasma positions on the airfoil

Fig. 30.7 Velocity vectors for 15° angle of attack and x/C = 0.9 plasma application zone
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According to the results, velocity on the airfoil surface increased considerably.
Consequently, lift force and lift coefficient increased. It can be concluded that
plasma actuators has a positive effect on the control of the flow on an airfoil. The
positions of the plasma actuator on the airfoil and energy consumption of these
devices have to be investigated. In addition, the effects of the plasma actuator on Cl
and Cd values for higher Ma numbers have to be modeled.
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Fig. 30.8 The variation of the Cl and Cd for different plasma application zones for different angle
of attack

30 Numerical Analysis of Active Control of Flow … 371



Fig. 30.9 Flow characteristics: without plasma actuator; a 5°, c 10°, and e 15° angle of attack and
with plasma actuator; b 5°, d 10°, and f 15° angle of attack
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Fig. 30.9 (continued)
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30.4 Conclusions

In this study, the effects of the plasma actuator, positioned an airfoil, on flow
characteristics were numerically investigated. Velocity profiles and streamlines
were compared in order to show the effects of the plasma actuators for different
positions. In the numerical study, the effect of the plasma was modeled as a body
force. Lift and drag coefficients were calculated for different angle of attack values
and dimensionless plasma actuator positions. According to the results, plasma
actuator application increases the lift coefficient and decreases the drag coefficient.
The position of the plasma actuator has great importance on the performance of
these devices. The effects of the plasma actuator on the flow for higher Ma numbers
will be carried out in the next step of the study.
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Chapter 31
Acoustic Control of Flow Over NACA
2415 Aerofoil at Low Reynolds Numbers

M. Serdar Genç, İlyas Karasu, H. Hakan Açıkel, M. Tuğrul Akpolat
and Gökhan Özkan

Abstract Within the concept of this study, first low Reynolds number flow phe-
nomena, including laminar separation bubble (LSB) and stall were explained. Then a
literature review on the acoustic flow control was presented in three categories: flow
control with constant frequency, flow control with constant amplitude, and flow
control with variable frequency and amplitude. Aside from the review part, results of
a comprehensive experimental study on the effects of acoustic flow control at low
Reynolds numbers were presented. Within the scope of this experimental study, the
effects of both parallel and perpendicular acoustic flow control were examined by
means of pressure measurements, force measurements, hot-wire anemometry, flow
visualization, and particle image velocimetry (PIV). In order to establish a baseline
data, all of the measurements were first applied for the no control case. The effects of
acoustic control were examined especially on the characteristics of LSB and stall. It
was found that the acoustic excitation can be employed to decrease the height and
length of LSB leading to increased lift coefficient and decreased drag coefficient.
Also, acoustic flow control increased the angle of stall. It was also seen that the
effective excitation frequency increases also, but the range of Zaman number (St/
Re0.5) based on effective frequency still is approximately same with increasing
Reynolds numbers. Finally, it was shown that the general aerodynamics perfor-
mance of an aerofoil at low Reynolds numbers can easily be enhanced by employing
acoustic flow control, and the parameters of the acoustic flow control can easily be
adjusted in order to keep up with the changing conditions of flow.
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31.1 Introduction

The formation and control of the Laminar Separation Bubble (LSB) over the
aerofoils have been studied by various researchers and the interest still stands. The
control methods employed are classified as active and passive. Some examples are,
suction-blowing, vortex generators, gurney flaps, etc. However, the researchers
continued to the pursuit of a new means of controlling the flow. It was found out
that flow control employing sound waves were easy to adapt to the conditions of the
flow, it was effective, and was easy to employ. Various studies were done in 1980s
on acoustic control of the flow over flat plates, and in the 1990s the focus was
shifted to the acoustic control of the flow over aerofoils.

Acoustic flow control is made by adding pressure energy to the flow region.
Most of the civil and military Unmanned Air Vehicles (UAVs) and Micro Air
Vehicles (MAVs), wind turbines and gas turbine blades operate at low Reynolds
number flow regimes. At the low Reynolds number flow regimes, laminar sepa-
ration bubble, flow separation, and stall phenomena are commonly encountered. In
order to prevent these and their disadvantages, such as low lift and high drag
coefficients, various control methods can be employed. An example is vortex
generators. By placing vortex generators along a line with constant x/c, vortices can
be formed to add energy to the flow, retarding separation. However, this will be
convenient to use at few cases, for example when the angle of attack and/or the
Reynolds number varied, the position of the vortex generators may not be appro-
priate. On the other hand, parameters of acoustic flow control methods can easily be
adapted to the changing conditions of the flow. This can be done by altering the
acoustic excitation frequency and/or amplitude.

The relatively higher energy of high Reynolds number flows leads to a quicker
and easier transition because they can vitiate adverse pressure gradients with
minimal unsteadiness (Tan and Auld 1992; Burgman et al. 2006). But when it
comes to low Reynolds number flows, many experimental studies show separation
and reattachment (Tan and Auld 1992; Burgman et al. 2006; Gaster 1967; Hain
et al. 2009; Lang et al. 2004; Mayle 1991; Swift 2009; Tani 1964; Ol et al. 2005;
Yang et al. 2007; Yarusevych et al. 2007; Ricci and Montelpare 2005; Mohsen
2011).

Transition to turbulence is a phenomenon that occurs through different mecha-
nisms in different applications (Langtry and Menter 2006), and it can be categorized
as natural transition, bypass transition, separated flow transition, wake-induced
transition, and reverse transition. In order to anticipate the type of transition
acceleration parameter (K) may be used. Acceleration parameter represents the
effect of free-stream acceleration on the boundary layer, and it is defined as K = (v/
U2)(dU/dx) at the beginning of the transition (Fig. 31.1).

As mentioned before at high Reynolds numbers, the boundary layer on a body
may transit to turbulent rapidly due to having the ability to overcome the effects of
the adverse pressure gradients (Genç et al. 2012a). Nevertheless, for the low
Reynolds number flow regimes, the experimental data indicates the occurrence of
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flow separation and reattachment in the transitional region. This occurs because the
low Reynolds flows cannot overcome the adverse pressure gradient. Between the
separation and the reattachment there is a region of slowly circulating air which is
called the LSB (Genç et al. 2012a).

Genç et al. (2012b, c, 2015a, b), Karasu (2011), Karasu et al. (2012, 2013),
Açıkel et al. (2012), Açıkel (2013), Açıkel and Genç (2015), carried out experi-
mental investigation of flow and its control over a NACA2415 aerofoil by means of
oil flow visualization, hot-wire anemometry, and pressure measurements. In order
to gain insight of the concept of separation and reattachment and the phenomena
occurs in the boundary layer, these experiments were done in the no control cases.
The experiments were conducted at low Reynolds numbers and at various angles of
attack. They compared the results of the oil flow visualization experiments with the
schematic (Fig. 31.2) of natural transition (Karasu et al. 2013), and modified it to
show the separated flow transition phenomena. In Fig. 31.2, the dense area of the
colored oil indicates that the flow is decelerated. This deceleration corresponds to
the point at which the pressure gradient overcomes the inertial forces of the flow,
causing separation. It was resulted that as the angle of attack increased the sepa-
ration point moved toward the leading edge for all of the Reynolds number cases
investigated. At Reynolds number of 100,000, separation occurred at 30 % chord
length at α = 4°, 20 % chord length at α = 8°, 12 % chord length at α = 12°, and
5 % chord length at α = 15°. The detailed locations of separation, transition, and
reattachment points were given in Table 31.1 (Açıkel 2013) along with the laminar
separation bubble lengths.

LSB (Fig. 31.3) may cause some adverse effects such as decreased lift, increased
drag, vibration, noise, etc. (Ricci and Montelpare 2005; Nakano et al. 2007; Ricci
et al. 2007; Zhang et al. 2008). In order to avoid these effects, flow control methods
can be employed. But first, the nature of the LSB should be understood. If the
pressure plot of an aerofoil with the presence of a LSB is examined, a hump can
easily be noticed. This hump indicates the LSB; the region just after the maximum
point of the hump indicates the transition (Katz and Plotkin 1991).

Fig. 31.1 Topology of the
different modes of transition
in a number-acceleration
parameter plane (Mayle 1991)
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Classification of LSBs can be made as short and long. The size and location of a
LSB are functions of aerofoil shape, angle of attack, free-stream disturbances, and
Reynolds number (Swift 2009; Tani 1964). An increase of the angle of attack
causes the LSB to move towards the leading edge, forming a short bubble. With
further increasing angle of attack the separation point continues to move toward the
leading edge, and at a certain angle of attack the flow can no longer reattach to the
surface within a short distance, leading to a phenomenon called the breakdown or
the burst of bubble. The burst of a short bubble does not lead to a complete
separation, it leads to the formation of a long bubble since the flow reattaches to the
surface further downstream. A long bubble has a length of several percent of the
chord at lower angles of attack, and it grows rapidly with the increasing angle of

Fig. 31.2 Comparison of schematic of separation-induced transition process with the experi-
mental photograph obtained oil-flow visualization over the NACA2415 aerofoil (Genç et al.
2012b).
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Table 31.1 The locations of separation (Xs), transition (Xt) and reattachment (Xr) points, and
bubble length (Lb) (Açıkel 2013)

Re number α (°) Xs Xt Xr Lb

50,000 4 0.35 0.62 0.80 0.45

8 0.22 0.50 0.72 0.50

12 0.10 0.40 0.90 0.80 (Long bubble)

15 0.08 – – –

75,000 4 0.33 0.62 0.76 0.43

8 0.20 0.40 0.60 0.40

12 0.10 0.40 0.70 0.60 (Long bubble)

15 0.08 – – –

100,000 4 0.30 0.62 0.72 0.42

8 0.20 0.35 0.55 0.35

12 0.12 0.30 0.42 0.30

15 0.05 0.15 0.20 0.15

200,000 4 0.35 0.62 0.66 0.31

8 0.18 0.38 0.48 0.30

12 0.15 0.25 0.30 0.15

15 0.04 0.10 0.15 0.11

300,000 4 0.35 0.53 0.60 0.25

8 0.30 0.35 0.45 0.15

12 0.15 0.20 0.28 0.13

15 0.05 0.08 0.15 0.10

Fig. 31.3 Laminar separation bubble (Lock 2007)
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attack until it covers the entire chord with a maximum thickness about 3 % of the
chord (Tani 1964). A short bubble causes a small region of constant pressure in the
pressure curve, which causes a plateau in the curve of pressure distribution. In
consequence of reattachment the curve of the pressure distribution recovers. But
short bubbles do not significantly alter the peak suction. However, long bubbles
cause a suction plateau of reduced levels of pressure (Fig. 31.4).

As the angle of attack increases further, the separation point moves toward the
leading edge. At a certain angle of attack, lift rapidly falls and drags rapidly
increases, indicating trailing edge stall which is encountered on thick aerofoils
(McCullough and Gault 1951). Trailing edge stall, which is also named mild stall,
begins just after the angle of attack at which the highest lift coefficient is obtained.
On the other hand, another type of stall, named leading edge stall, is abrupt. It is
caused by the laminar flow separation near the leading edge, mostly without sub-
sequent reattachment, and can be encountered on aerofoils with moderate thickness
(McCullough and Gault 1951). Lastly, thin-airfoil stall results from leading edge
separation with progressive rearward movement of the point of reattachment. This
type of stall occurs on all sharp-edged aerofoils and on some thin rounded leading
edged aerofoils (McCullough and Gault 1951).

The effects of different types of stall are shown on the Fig. 31.5 (Bak et al.
1998).

Fig. 31.4 Separation bubble effects on suction side velocity distribution (Mayle 1991)
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31.2 Acoustic Flow Control

Acoustic excitation of the shear layer one of the active flow control methods. In
order to prevent the formation of LSB, and prevent/retard the stall phenomena; flow
control methods can be employed. Flow control methods can be categorized as
passive and active. Passive flow control methods are, as the name itself implies,
passive; their elements cannot be moved. For example, in order to ‘trip’ the flow
and retard stall vortex generators may be employed. But, the vortex generators are
useful for a limited range of Reynolds numbers and/or angles of attack. So, beyond
their effective ranges they are nothing but a source of additional drag. On the other
hand, flow control is also doable by employing an active flow control method. One
of the many types of active flow control is flow control using suction and blowing.
It is simply made by adding energy to the boundary layer by sucking or blowing it.
The rate of suction or blowing can be adjusted with the changing conditions of the
flow. But still, the holes for suction or blowing are stationary and regardless of
being used or not the holes create additional drag.

In order to prevent the additional drag created, acoustic flow control method may
be employed. It is simply made by supplying the sound wave with the desired
amplitude and frequency to the flow. In a similar manner with active flow control
methods, parameters of acoustic flow control method can easily be adjusted with the
changing conditions of the flow (Reynolds number and angle of attack) by simply
adjusting the amplitude and/or the frequency, and unlike the other active and passive
flow control methods there is no need to add any geometries to the surface of the
aerofoil, avoiding the unnecessary drag. Even when the acoustic flow control method
is not useable, for example at higher Reynolds numbers, it can simply be shut down,
and this way the aerofoil can be used as is without any additional components.

An acoustic flow control system simply consists of an amplifier to control the
amplitude, a signal generator to generate the sound signal, to control the type of the
signal, and to adjust the frequency of the signal, an oscilloscope to monitor the sound
signal, and a sound source to supply the signal to the flow in the deserved direction.

Fig. 31.5 Sketch of the three different stall types (Bak et al. 1998)
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The sound waves can be introduced to flow both externally and internally. For
the external acoustic excitation, the sound source should be at a distance from the
aerofoil. On the other hand, internal acoustic excitation is made by placing the
sound source inside the aerofoil, for example the sound waves can be introduced to
the boundary layer from a slot on the surface of the aerofoil.

Theoretically, the acoustic excitation energizes the boundary layer by inducing
Tollmien–Schlichting waves forcing the transition to begin. There is a useful
dimensionless parameter to determine the effective acoustic excitation frequency
which was used by Zaman and McKinzie (1991), Zaman (1992) and Yarusevych
et al. (2003, 2007). The parameter is St/Re1/2, so the effectiveness of the acoustic
excitation is a function of frequency, free-stream velocity, characteristic length, and
viscosity. This parameter was named Zaman number (Za) for the first time, by the
authors Açıkel and Genç (2015), Genç et al. (2015b). In order to adjust the acoustic
excitation with the changing conditions of the flow both the frequency and the
amplitude of the sound wave can be varied. Various studies investigate the effect of
the varying frequency and amplitude.

31.2.1 Flow Control with Constant Frequency

Yarusevych et al. (2007) presented an experimental study on a NACA 0025 aerofoil
at low Reynolds numbers. They employed hot-wire anemometry and pressure
measurements techniques, and also conducted flow visualization experiments. The
results showed that the acoustic excitation with a certain frequency and with suf-
ficient level of amplitude, boundary layer separation delayed. Moreover, the wake
of the aerofoil was narrowed owing to the acoustic forcing, so the lift coefficient
increased while the drag coefficient decreased. They stated that there were two
thresholds for the acoustic excitation amplitude, minimum, and maximum. At the
minimum threshold, the effects of the acoustic excitation started to be realized in
terms of aerodynamic performance, and at the maximum threshold the effects of the
acoustic excitation were started wear off. Collins and Zelenevitz (1975) conducted
experiments both with and without acoustic excitation on an aerofoil employing
pressure measurements. They integrated the pressure measurement results to obtain
the coefficients of lift, drag, and moment. They placed the loudspeaker above the
aerofoil introducing the sound wave with constant frequency vertically. They
altered the amplitude and stated that when the amplitude value of the acoustic
excitation increased, the effects of the acoustic excitation increased as well.

31.2.2 Flow Control with Constant Amplitude

Ricci and Montelpare (2005), Ricci et al. (2007) carried out a study of the effects of
acoustic excitation on LSB over an RR3823HL aerofoil by means of IR
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thermography. They introduced a sinusoidal sound wave with a frequency range of
200–800 Hz with a step of 100 Hz to the aerofoil at the angles of attack of 2° to 8°.
As a result, the acoustic forcing successfully reduced the length of the LSB by
retarding the separation. Zaman and McKinzie (1991) investigated the effects of
acoustic excitation over two dimensional aerofoils at low angles of attack by means
of hot-wire anemometry and smoke-wire flow visualization. They kept the ampli-
tude constant but varied the frequency. The results showed that the adverse effects
are reduced due to the acoustic excitation of the flow; the lift coefficient increased
significantly. Yarusevych et al. (2003) investigated the effects of acoustic excitation
on a NACA 0025 aerofoil at Reynolds numbers of 57,000, 100,000, and 150,000,
and at the angles of attack of 0°, 5°, and 10°. The experiments were conducted
employing hot-wire anemometry, and they attached nylon tufts to the surface in
order to have an insight on the behavior of the boundary layer. They concluded that
external acoustic excitation having appropriate amplitude could reduce or suppress
the separated region of the flow. They stated that the effectiveness of the acoustic
control also depended on the Reynolds number and angle of attack.

31.2.3 Flow Control with Variable Frequency
and Amplitude

Ahuja et al. (1983) investigated the effects of acoustic excitation on the turbulent
boundary layers. They carried out experiments in order to obtain lift coefficients,
mean velocities and turbulence intensities, and they also carried out flow visual-
ization experiments over a GA (W)-1 aerofoil. The effects of acoustic excitation
were examined as a function of the excitation frequency and amplitude. The results
showed that the separation of turbulent boundary layer can be controlled at both
pre-stall and post-stall conditions. In addition, they stated that acoustic excitation
was more effective with a higher amplitude. Ahuja and Burrin (1984) conducted
experiments over the NACA 65(1)-213 aerofoil having various chord lengths. They
used both internal and external acoustic excitation. They proved that with a longer
chord a higher excitation frequency is needed. In addition, they found out that the
frequencies that increased the lift coefficient had an effect on the fluctuating pres-
sures on the surface of the aerofoil. As another result, they stated that the acoustic
excitation was found to be more effective just before and just after the stall.
Nishioka et al. (1990) studied on the control of leading edge separation employing
acoustic forcing over a flat plate at a chord Reynolds number of 40,000, and they
presented that the separated shear layer flow was extremely unstable to small
amplitude disturbances and rolled up to form discrete vortices. Also it was shown
that these growing discrete vortices with certain scales and frequencies are efficient
in reattaching the flow as long as their scale was matched to that of the bubble. But
after a certain angle of attack they became inefficient.
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This chapter explains the effects of parallel and perpendicular acoustic excitation
on the flow over a NACA 2415 aerofoil at low Reynolds numbers, and is a pre-
sentation of the results of a project (Genç et al. 2012a, b, 2015a, b; Karasu 2011;
Karasu et al. 2012, 2013; Açıkel et al. 2012; Açıkel 2013; Açıkel and Genç 2015).
In the authors’ previous study, first the flow characteristics of the NACA2415
aerofoil without acoustic forcing were examined in different angles of attack, at
various Reynolds employing force measurements, pressure measurements; hot-wire
anemometry, and smoke-wire flow visualization technique (Genç et al. 2012b;
Karasu 2011; Karasu et al. 2012, 2013). Then, the acoustic excitation was applied
for the same cases of Reynolds numbers and angles of attack (Açıkel et al. 2012;
Genç et al. 2012c, 2015a, b; Açıkel 2013; Açıkel and Genç 2015). Moreover, the
optimum range of the Za number for the flow control was found to be 0.02–0.03 by
Zaman and McKinzie (1991), Zaman (1992) and Yarusevych et al. (2003, 2007), in
this study a different range of optimum Za number was determined, distinguishing
from the other studies’ results.

31.3 Experimental Methods

The experiments were carried out in Wind Engineering and Aerodynamic Research
(WEAR) Laboratory at the Department of Energy Systems Engineering, Erciyes
University. The laboratory consists of a low-speed suction type wind tunnel with a
square test section of 500 mm × 500 mm (Fig. 31.6). The free-stream turbulence
intensity of the wind tunnel at the maximum speed (40 m/s) is about 0.3 %, and at
the lowest speed (5 m/s) the turbulence intensity is about (0.7 %) (Genç et al.
2012b; Karasu 2011). The aerofoil used was a NACA 2415 having a chord of
180 mm. The experiments were done at chord Reynolds numbers of 50,000,
75,000, 100,000, and 150,000, and at a range of angle of attack of 0° to 25°.
Pressure measurements via pressure transducers, velocity measurements via

Parallel Perpendicular 

Fig. 31.6 Photographs of the experimental setup including the acoustic apparatus
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hot-wire anemometry, smoke-wire flow visualization, and PIV experiments were
used for the experimental study.

Pressure measurements were conducted by using a NACA 2415 aerofoil with 24
pressure tappings of 0.8 mm diameter distributed on both suction and pressure sides
of the aerofoil. A pressure transducer was connected to each pressure tapping to
acquire data. The pressure transducers were calibrated by using a pressure chamber
with known pressure values. The pressure data were collected at a sampling fre-
quency of 1000 Hz over 60 s. Pressure coefficients were calculated using a
MATLAB code for each case, and the pressure distributions were plotted based on
the data collected.

Force measurements were done by employing an external three-component
load-cell system, and lift force and drag force were measured to calculate the force
coefficients, CL and CD. Known weights were used to calibrate the system, and the
force data were collected at a sampling frequency of 1000 Hz over 120 s. Mean
forces and force coefficients were calculated using a MATLAB code.

The smoke-wire flow visualization experiments were carried out by using a wire
of high resistance. The wire, or for some cases a coil of wires, was stretched
between the upper and lower walls of the wind tunnel test section, and then coated
with oil. When the voltage is applied to the wire, the wire gets hot and the oil starts
evaporate to create short bursts of smoke filaments, marking the streak lines. The
filaments can show the behavior of the flow, separation and reattachment points,
laminar separation bubble, and fully separated flow. As the Reynolds number gets
higher, it gets challenging to get a proper image of the streak lines since the smoke
filaments are easily dispersed through the flow. Therefore, in this study the
smoke-wire flow visualization experiments were only done for Reynolds number of
50,000. The photographs were taken by using a CANON EOS 1100D camera.

Particle image velocimetry was employed in order to examine the flow over the
aerofoil and the laminar separation bubble. Instantaneous data measurements were
done for the streamlines, vorticity, and turbulence intensity. In order to enlighten
the plane, a pair of pulsed mini Nd: YAG Laser with a maximum energy output of
120 mJ per pulse was used. The lens of the laser shutter was placed below the wind
tunnel, and the aerofoil was placed upside-down, since the laminar separation
bubble occurs on the suction side of the aerofoil. 60 mm lens was employed for the
camera. The camera of the PIV system is a 1.3 Megapixel Hi-Sense Mk-II model
which has a quantum efficiency of 70 %. The images taken by the system was
processed using Dynamic Studio. The lenses used for the laser are modified for
wind tunnels. Then the images were processed employing Dynamic Studio with
various correlations and the scaler and vectorial maps of the flow field were
obtained. In order to generate the fog particles, 10T20 Blitz fog fluid was used in
Safex fog generator. Double frame images were acquired 8 images per second.
Sequences of 240 velocity fields (total time was 30 s) were produced for each
measurement. Post-process was performed by means of Dantec Dynamic Studio
software, average filter and Gaussian smoothing were applied. A x B pixel images
were acquired which corresponding 83 × 56 = 4248 vectors per image. The
uncertainty of the velocity measurements is estimated to be 3 % of the free-stream
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velocity. In the PIV experiments, PIV equipment and their placement in the test
section of the wind tunnel do not allow the experiments of perpendicular acoustic
control to be conducted, thus in this chapter only the results of parallel acoustic
control experiments are presented. In addition, the camera was defected because of
the reflection of the laser to the camera and some pixels of the camera were broken
during the PIV experiments, therefore the velocity values are incorrect in the
free-stream in some points.

The velocity measurements were done by employing Dantec Dynamics
Multichannel Constant Temperature Anemometer by using single and boundary
layer hot-wire probes. The single wire probe was used for the velocity measure-
ments at the wake of the aerofoil. The probe was located at two chord lengths from
the trailing edge, and traversed across the wake vertically per 0.05 mm using
Dantec Dynamics 2D Traverse System, and the mean velocity and velocity spec-
trum were calculated at each measurement location. The probes were calibrated by
using a Dantec reference velocity probe with fourth order polynomial curve fitting
having linearization errors between −1.0 and 0.9 % from the calibration data. At
each velocity measurement point, 4096 velocity values were acquired at a sampling
rate of 1 kHz with a low-pass filter setting of 1 kHz.

The acoustic system (Açıkel 2013) consists of a loudspeaker, an amplifier, a
signal generator, and an oscilloscope. The loudspeaker was placed in front of the
wind tunnel with a distance of 1.5 meters for the parallel acoustic excitation
experiments as shown in left photograph in Fig. 31.6, and it was placed above the
aerofoil to the top of the wind tunnel test section for perpendicular acoustic exci-
tation experiments as seen in right photograph in Fig. 31.6. The distances for both
types of acoustic excitation were selected in order not to make the excitation system
interfere with the flow.

The effect of wind tunnel resonance characteristics is an important issue in the
experimental studies on the acoustic excitation of the flow in order not to conflict
with the wind tunnel resonance frequencies. Wind tunnel resonance characteristics
were examined by employing a ½ inch Brüel and Kjær microphone with 2671
preamplifier. The microphone was placed at x/c = 0.5 and y/c = 0.15 (Yarusevych
et al. 2007), above the upper surface and sound pressure levels (SPL) for 0 to
3000 Hz were measured. The SPL measurements were done with no free-stream
velocity. Figure 31.7 shows the SPL values of each frequency for parallel acoustic
excitation. The first peak, which is believed to be associated with the resonance
frequency of the wind tunnel’s test section, was seen at the frequency of 430 Hz,
and the peaks at the frequencies of 860, 1300 and 1750 Hz are believed to be the
first, second, and third harmonics of 430 Hz, respectively. The peak frequencies
indicate the resonance frequencies (360, 611 and 870 Hz) of the wind tunnel’s test
section in Fig. 31.8 for perpendicular acoustic control. These figures suggest that
the frequencies used for acoustic control are not equal to the peak frequencies of the
wind tunnel test section.
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31.4 Experimental Results

31.4.1 Pressure Distribution Results

Pressure measurements were carried out to obtain the pressure distributions of both
pressure and suction sides of the aerofoil to determine the locations to determine the
locations of separation, transition and reattachment points and consequently the
length of the LSB for no control and controlled cases, and the acoustic control was
made both parallel to the flow and perpendicular to the flow. Initially experiments

Fig. 31.7 Resonance
characteristics of the wind
tunnel test section for parallel
acoustic excitation

Fig. 31.8 Resonance
characteristics of the wind
tunnel test section for
perpendicular acoustic
excitation
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were done at Re = 50,000 and α = 15° in order to determine the optimum range of
acoustic excitation frequencies (Fig. 31.9). In no control case, the aerofoil was
stalled. With parallel acoustic excitations of 70 and 140 Hz, the flow could not be
forced to reattach to the surface of the aerofoil. The stall was retarded using the
frequency range of 200–850 Hz. Frequencies higher than 850 Hz did not affect the
flow. Figure 31.9 shows instantaneous effects of different excitation frequencies,
the effect can be seen for one frequency and then the effect vanishes for the other.
This is because the stall is associated with stream-wise fluctuation frequencies and
the frequencies that suppress these stream-wise fluctuation frequencies are effective.
In order to gain insight of the effect of acoustic excitation, the time-dependent
pressure for various points of measurements was plotted in Fig. 31.10. These plots
indicate an increased pressure difference with acoustic excitation.

The curves of the pressure coefficient distribution show the development of the
boundary layer from the leading edge to the trailing edge, and the pressure dif-
ference slowly decreases after peak suction. In the curve of the pressure coefficients,
a slight increase or constant pressure and then decrease over suction surface point
out the separation of flow due to the adverse pressure gradient and reattachment,
respectively. For the perpendicular acoustic control case, the acoustic frequency of
50 Hz did not affect the flow in Fig. 31.11. With the frequency of 100 Hz, the flow
separated from the point of x/c = 0.08 and reattached at x/c = 0.25, which points
out LSB formation. With acoustic forcing of 300 and 500 Hz, the flow attached and
small laminar separation bubble occurred. With the acoustic excitation of 700 Hz,
the separated flow could not be controlled completely. The frequency range of 100–
500 Hz was found to be effective for forcing the flow reattach to the surface of the
aerofoil.

Fig. 31.9 Pressure
distribution over the
NACA2415 aerofoil
without/with parallel acoustic
forcing at Re = 50,000 and
α = 15°
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The pressure measurements at Re = 50,000 and α = 8° for no control case were
resulted in a LSB having a length of 0.5 c, with a separation point at x/c = 0.22, and
a reattachment point at x/c = 0.72 as shown in Fig. 31.12. With a parallel acoustic
excitation of 70 Hz, the separation point was at the same location but the reat-
tachment point moved to x/c = 0.65, shortening the LSB. In the parallel acoustic
excitation having a frequency of 140 Hz, the separation point was also at the same
location but the reattachment point was at x/c = 0.61. At the parallel acoustic
control frequency of 200 Hz, the separation point was at x/c = 0.33, and the reat-
tachment point was at x/c = 0.5. With parallel acoustic excitation having a fre-
quency of 350 Hz, the separation point was at x/c = 0.33, and the reattachment
point was at x/c = 0.5.

As seen from Fig. 31.13, the pressure measurements at Re = 50,000 and α = 8°
with perpendicular acoustic excitation having a frequency of 50 Hz did not affect

Fig. 31.10 Time histories of Cp measured at different points over the NACA2415 aerofoil
without/with parallel acoustic forcing with 350 Hz at Re = 50,000 and α = 15°
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the flow; separation and reattachment points were at the same locations. In per-
pendicular acoustic excitation of 100 Hz, the separation point was again at the same
x/c, but the reattachment point moved to x/c = 0.55, shortening the length of the
LSB 33 % compared to the no control case. For perpendicular acoustic excitation
with a frequency of 300 Hz, the reattachment point moved further toward the
leading edge to x/c = 0.45, shortening the LSB 54 %. The location of the separation

Fig. 31.11 Pressure
distribution over NACA2415
without/with perpendicular
acoustic forcing at
Re = 50,000 and α = 15°

Fig. 31.12 Pressure
distribution over NACA2415
without/with parallel acoustic
forcing at Re = 50,000 and
α = 8°
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point also stayed the same. Perpendicular acoustic excitation frequencies of 500 and
700 Hz did not affect the flow.

At Re = 75,000 and α = 8°, the pressure measurements results showed the
separation point was at x/c = 0.20, and the reattachment point was at x/c = 0.60
with no acoustic control (Fig. 31.14). The parallel acoustic excitation did not affect
the flow up to 500 Hz (Fig. 31.14). The parallel acoustic excitations of 600 Hz and

Fig. 31.13 Pressure
distribution over NACA2415
without/with perpendicular
acoustic forcing at
Re = 50,000 and α = 8°

Fig. 31.14 Pressure
distribution over NACA2415
without/with parallel acoustic
forcing at Re = 75,000 and
α = 8°
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higher affected the flow. Comparing with the Re = 50,000 case, the lower threshold
of effective frequency range was increased.

With perpendicular acoustic excitation of 300 Hz, the location of the separation
point was the same but the reattachment point moved toward the leading edge,
shortening the LSB as shown in Fig. 31.15. The vertical acoustic excitation with a
frequency of 500 Hz shortened the LSB further, with a reattachment point at
x/c = 0.32. The separation point location was the same but still the LSB was
shortened 70 %.

At Re = 75,000 and α = 15°, the flow was fully separated with no control in
Fig. 31.16. Parallel acoustic excitation range of 100 Hz to 400 Hz could not sup-
press the flow to reattach. But with the parallel acoustic excitation frequency of
700 Hz, the flow was successfully suppressed to reattach to the surface of the
aerofoil. All of the perpendicular acoustic excitation frequencies (50–700 Hz)
forced the flow to reattach with small laminar separation bubbles for some cases
(Fig. 31.17).

At Re = 100,000 and α = 18°, the pressure distributions indicated stalled flow at
no acoustic control case (Fig. 31.18). For the parallel acoustic excitation, the range
of excitation frequency was selected as 600–1500 Hz. While in the parallel case
acoustic flow control cannot reattach the flow, the separated flow was forced to
reattach with acoustic forcing in the perpendicular case. As given in Fig. 31.19, the
excitation frequency was applied from 600 to 2100 Hz. The acoustic excitation
having the frequencies of 600, 700, 800, 900, 1000, 1100, 1200, 1350, and
1550 Hz forced the flow to reattach, but a laminar separation bubble having the
length of 0.1 x/c formed. However, the cases of 1750 and 2100 Hz were not

Fig. 31.15 Pressure
distribution over NACA2415
without/with perpendicular
acoustic forcing at
Re = 75,000 and α = 8°
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Fig. 31.16 Pressure
distribution over NACA2415
without/with parallel acoustic
forcing at Re = 75,000 and
α = 15°

Fig. 31.17 Pressure
distribution over NACA2415
without/with perpendicular
acoustic forcing at
Re = 75,000 and α = 15°
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successful to force the flow to reattach, and the stall observed for these cases. It was
obtained that as Reynolds number increased, the applied frequency and effective
frequency range of the acoustic excitation increased in both acoustic control cases.
Moreover, it was shown that the effective frequency range of the acoustic forcing
was large in perpendicular acoustic forcing.

Fig. 31.18 Pressure
distribution over NACA2415
without/with parallel acoustic
forcing at Re = 100,000 and
α = 18°

Fig. 31.19 Pressure
distribution over NACA2415
without/with perpendicular
acoustic forcing at
Re = 100,000 and α = 18°

394 M.S. Genç et al.



Consequently, as the Reynolds number increases, the effective excitation fre-
quency increases, but the range of Za number based on effective frequency still is
approximately same, for all Re number the effective range of Za number was
obtained approximately between 0.03 and 0.07 (Genç et al. 2015b).

31.4.2 Force Measurement Results

The effective frequency ranges of different Reynolds numbers for both parallel and
perpendicular acoustic excitations were determined from the results of pressure
measurement experiments. These effective frequency ranges were used in the force
measurement experiments. The experiments were conducted at a range of angles of
attack of 0°–25°, and at Reynolds numbers of 50,000, 75,000, 100,000 and
150,000. The experiments consisted of lift and drag force measurements, and CL

and CD coefficients were calculated to be a comparison for different cases of
acoustic flow control.

As can be seen from Fig. 31.20a, b, at Re = 50,000 the angle of stall was 12°
with a maximum CL of 1.20 for no acoustic control case. Parallel acoustic excitation
was applied in the range of 200–400 Hz. With 200 Hz acoustic excitation, the angle
of stall was increased to 13° and CLmax was increased to 1.44. For the 250 Hz case,
the stall angle was not affected, but CLmax was increased to 1.34. The angles of stall
with acoustic excitation frequencies of 280, 350, and 400 Hz was 15°, 16°, and 13°,
respectively. With 350 Hz of acoustic excitation, CLmax was increased by 30 % up
to 1.56. Cd was not affected for non-stall angles of attack. But because of the
increased angle of stall, CD was decreased by the parallel acoustic excitation by
40 % at post-stall angles of the normal case.

Fig. 31.20 Aerodynamic force coefficients versus the angle of attack over NACA2415
without/with parallel acoustic forcing at Re = 50,000
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The perpendicular acoustic excitation frequencies of 50, 100, 300, 500, and
700 Hz increased the angle of stall to 14°, 15°, 18°, 17°, and 17°, respectively
(Fig. 31.21a, b). The maximum CL values were also increased slightly with the
perpendicular acoustic control. Also, the flow was stalled abruptly in the no control
case, but the acoustic excitation transformed the abrupt stall to mild stall by sup-
pressing the flow. The values of CD were decreased by the acoustic excitation.

At Re = 75,000, the stall angle was 13° with a CLmax of about 1.2. Parallel
acoustic excitation range of 300 Hz to 900 Hz with a step of 100 Hz was applied in
order to control the flow (Fig. 31.22a, b). Parallel acoustic excitation with a fre-
quency of 700 Hz was found to be the most effective frequency, since it increased
the angle of stall to 17° with a CLmax of 1.39, and at this angle of attack CDmax

decreased from about 0.4 to 0.2 by 50 %.

Fig. 31.21 Aerodynamic force coefficients versus the angle of attack over NACA2415
without/with perpendicular acoustic forcing at Re = 50,000

Fig. 31.22 Aerodynamic force coefficients versus the angle of attack over NACA2415
without/with parallel acoustic forcing at Re = 75,000
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For Re = 75,000, the perpendicular acoustic excitation of 50 and 100 Hz
increased the angle of stall to 14° and 15°, respectively (Fig. 31.23a, b). The
acoustic excitations with the frequency of 300, 500, and 700 Hz forced the flow to
reattach and increased the stall angle to 17°, with a maximum lift coefficient of
1.28, 1.30, and 1.32, respectively. The most effective frequency was found to be
700 Hz with a CLmax of 1.32. As can be seen from the figure, CD values of pre-stall
and post-stall angles of attack are decreased by the perpendicular acoustic
excitation.

At Re = 100,000 the angle of stall was 14° with a CLmax of 1.30, with no
acoustic control (Fig. 31.24a, b). A parallel acoustic excitation frequency range of

Fig. 31.23 Aerodynamic force coefficients versus the angle of attack over NACA2415
without/with perpendicular acoustic forcing at Re = 75,000

Fig. 31.24 Aerodynamic force coefficients versus the angle of attack over NACA2415
without/with parallel acoustic forcing at Re = 100,000

31 Acoustic Control of Flow Over NACA 2415 Aerofoil … 397



700–1500 Hz was applied. The frequencies of 700–1000 Hz did not affect the flow.
With 1100 Hz, the angle of stall was increased to 17°, but there was no significant
change in CLmax. The most effective frequency was determined as 1200 Hz with an
angle of stall of 17° and a CLmax of 1.55.

The effect of perpendicular acoustic excitation on aerodynamic coefficients is
shown in Fig. 31.25a, b. For this case, various frequencies of the perpendicular
acoustic excitations did not affect the flow significantly. However, the stall was
retarded and the abrupt stall was converted to mild stall. In addition, the plots of
drag coefficients show a decrease in the values of CD at limited pre-stall and
post-stall angles of attack.

At Re = 150,000, the angle of stall was 15° with a CLmax of 1.32 in no control
case. A parallel excitation frequency range of 900–2400 Hz with a step of 300 Hz
was applied (Fig. 31.26a, b). Frequency range of 900–2100 Hz had a slight effect
on the aerodynamic force coefficients. There was no significant enhancement in the
CD values. The perpendicular acoustic excitation for this case did not have a sig-
nificant effect on CL (Fig. 31.27a, b). On the other hand, CD was slightly decreased.
For parallel and perpendicular acoustic flow control, acoustic disturbance forced the
flow to reattach but the flow could not reattach fully at Re = 100,000 and
Re = 150,000.

31.4.3 Velocity Measurement Results

31.4.3.1 Velocity Measurement Results in Wake Region

In order to understand the effect of acoustic excitation on the velocity fluctuations
and vortex shedding phenomenon, the measurements via hot-wire anemometry
were conducted. Experiments were done at Reynolds numbers of 50,000, 75,000,

Fig. 31.25 Aerodynamic force coefficients versus the angle of attack over NACA2415
without/with perpendicular acoustic forcing at Re = 100,000
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100,000, and 150,000, and at angles of attack between 0° and 20° for parallel
acoustic control cases. The probe was located at two chords distance from the
trailing edge and traversed vertically.

Figure 31.28 shows the plots of dimensionless velocity (u/U∞) in the wake of
the aerofoil at Reynolds number of 50,000, and at the angles of attack of 0°, 6°, 10°,
13°, 16°, and 20°. The plots indicate that with parallel acoustic excitation, the
boundary layer was narrowed. As can be seen from the aerodynamic force coeffi-
cients plots, and pressure distributions with an acoustic excitation with a frequency
of 350 Hz successfully controlled the flow at a range of angles of attack from 10° to
16°. Figure 31.29 illustrates the spectral analysis results of both no control case and
flow control with acoustic excitation of 350 Hz case. In the no control case, there is

Fig. 31.26 Aerodynamic force coefficients versus the angle of attack over NACA2415
without/with parallel acoustic forcing at Re = 150,000

Fig. 31.27 Aerodynamic force coefficients versus the angle of attack over NACA2415
without/with perpendicular acoustic forcing at Re = 150,000
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Fig. 31.28 Velocity distribution in the wake of the NACA2415 aerofoil without/with parallel
acoustic forcing with the frequency of 350 Hz at Re = 50,000 at various angles of attack (square
No control, filled square 350 Hz)
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a peak frequency at St = 0.7, this peak is vortex shedding frequency, and with
acoustic forcing large vortex shed from the surface of the aerofoil was given placed
to eddies. It can easily be seen that the acoustic excitation forced to flow to reattach
to the surface of the aerofoil, and it also narrowed the boundary layer which lead to
decreased vortex formation and lowered power spectrum densities of vortex.

Figures 31.30, 31.32, and 31.34 indicate the plots of dimensionless velocity (u/
U∞) in the wake of the aerofoil at Reynolds number of 75,000, 100,000, and
150,000, respectively. The certain frequencies of parallel acoustic excitation con-
trolled the flow and forced to flow to reattach. In addition, it was concluded that
there was a peak point of St number values in all of the cases this points out that
larger vortices formed from the spectral analysis graphics in Figs. 31.31, 31.33 and
31.35. When the acoustic excitation was applied, no peak was observed and there
was no any further formation of large vortices. With the acoustic excitation of
certain frequency, there were only little eddies having much more less power
spectrum density values formed. At pre-stall angles and post-stall angles, the
acoustic excitation suppressed the stream-wise fluctuations, which led to the
reduction of the forming of vortices and consequently forcing the flow to reattach.

31.4.3.2 Velocity Measurement Results Over the Aerofoil

Velocity measurements via hot-wire anemometry over the surface of the aerofoil
were conducted at Reynolds number of 50,000 at α = 15°. At the angle of attack of
15° and the Reynolds number of 50,000, the flow was separated from near the

Fig. 31.29 Spectra of
velocity fluctuations in the
wake of the NACA2415
aerofoil without/with parallel
acoustic forcing with certain
frequencies at Re = 50,000
and α = 16°
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Fig. 31.30 Velocity distribution in the wake of the NACA2415 aerofoil without/with parallel
acoustic forcing with the frequency of 700 Hz at Re = 75,000 at various angles of attack (square
No control, filled square 700 Hz)
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leading edge in the no control case (Fig. 31.36). With a parallel acoustic excitation
of 350 Hz, the reattachment of the separated flow is seen in Fig. 31.36.

The velocity measurements over the aerofoil via hot-wire anemometry experi-
ments were conducted at Reynolds number of 50,000, and at the angles of attack of
15° with perpendicular acoustic excitation too. Figure 31.37 shows the effect of
perpendicular acoustic excitation with 500 Hz of frequency at Re = 50,000 and
α = 15°. The flow was fully separated for the no control condition, but with per-
pendicular acoustic excitation of 500 Hz, the flow was reattached to the surface of
the aerofoil.

31.4.4 Smoke-Wire Flow Visualization Experiment Results

The flow was visualized employing the smoke-wire flow visualization technique in
order to see the effect of the acoustic excitation via the streak lines. The effect of
parallel acoustic excitation was examined with the frequencies of 350 Hz at
Re = 50,000 for the angles of attack of 8°, 15°, and 18° (Fig. 31.38). At α = 8°, it
can be seen that the flow separated nearby x/c = 0.2 and reattached nearby x/c = 0.7
(not seen clearly) with no acoustic control. The effect of parallel acoustic excitation
with 350 Hz shrunk the LSB, and moved the separation point to x/c = 0.3, and the
reattachment point to nearby x/c = 0.6. Besides, the results clearly indicate that the
parallel acoustic excitation caused the flow to reattach (α = 15°) and thus increased
the stall angle. This effect wears off at relatively higher angles of attack (α = 18°).

Fig. 31.31 Spectra of velocity fluctuations in the wake of the NACA2415 aerofoil without/with
parallel acoustic forcing with certain frequencies at Re = 75,000 and α = 16°
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Fig. 31.32 Velocity distribution in the wake of the NACA2415 aerofoil without/with parallel
acoustic forcing with the frequency of 900 Hz at Re = 100,000 at various angles of attack (square
No control, filled square 900 Hz)
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Figure 31.39 shows results of flow visualization experiments at Reynolds
number of 50,000 at different angles of attack (8°, 15° and 20°) with perpendicular
acoustic excitation with the frequencies of 300 Hz. At the angle of attack of 8°, the
perpendicular acoustic excitation decreased the length and the height of the LSB. At
angles of attack of 15°, the visualization photographs showed that acoustic dis-
turbance is effective at controlling the flow. In addition, acoustic flow control effect
reduces at the angle of attack of 20°.

At Re = 75,000 and α = 8° (Fig. 31.40), the effect of the parallel acoustic
excitation having frequency of 700 Hz can be seen from the results of flow visu-
alization experiments, as a decreasing in the length and the height of the LSB. At
α = 15°, it can be clearly seen from the results that parallel acoustic excitation
forced the separated flow to reattach. This effect wears off at relatively higher angles
of attack (α = 18°).

Figure 31.41 shows smoke-wire visualization results without/with perpendicular
acoustic forcing with 700 Hz at Re = 75,000 and various angle of attack. At α = 8°,
the effect of the perpendicular acoustic excitation having frequency of 700 Hz was
decreased the length and the height of the LSB. Moreover, the same effect for the
case of 12° angle of attack can be seen in Fig. 31.41. With perpendicular acoustic
excitation, the long LSBs are successfully transformed to short LSB. At α = 15°,
the perpendicular acoustic forcing forced the separated flow to reattach to the
aerofoil surface.

Fig. 31.33 Spectra of velocity fluctuations in the wake of the NACA2415 aerofoil without/with
parallel acoustic forcing with certain frequencies at Re = 100,000 and α = 17°
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Fig. 31.34 Velocity distribution in the wake of the NACA2415 aerofoil without/with parallel
acoustic forcing with the frequency of 1800 Hz at Re = 150,000 at various angles of attack
(square No control, filled square 1800 Hz
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31.4.5 Particle Image Velocimetry Results

The results of PIV validated the results of other experiments conducted. However,
for example, the results of PIV experiment at Reynolds number of 50,000 and the
angles of attack of 8°, 15°, and 17° for the no control and parallel acoustic control
cases can be seen in Fig. 31.42, and it is exactly the same with the pressure
measurements and smoke-wire flow visualization results. At α = 8°, because the
result of PIV experiment does not demonstrate clearly the separation bubble in the
case of fully flow over the NACA 2415 aerofoil, it was focused on specified region
of x/c = 0.25 and x/c = 0.80 of the aerofoil from leading edge to trailing edge in
Fig. 31.42 a and b. As can be seen from Fig. 31.42a, the separation point occurred
at x/c = 0.22 and the reattachment point occurred at x/c = 0.72. With a 350 Hz of
parallel acoustic excitation, the separation and reattachment point shifted to
x/c = 0.28 and x/c = 0.56, respectively. This was also seen from the results of
pressure measurements and flow visualizations. Figure 31.42 also shows the results
of PIV experiments with a parallel acoustic excitation with a frequency of 350 Hz
at the angles of attack of 15° and 17° at Re = 50,000. As can be seen from the
results of force measurements the stall angle was increased from 12° to 16°, and this
situation is seen from PIV experiments and the parallel acoustic control prevented
the leading edge separation, but the flow was separated from the trailing edge at
α = 17°.

Fig. 31.35 Spectra of
velocity fluctuations in the
wake of the NACA2415
aerofoil without/with parallel
acoustic forcing with certain
frequencies at Re = 150,000
and α = 18°
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Fig. 31.36 Velocity profile over the NACA2415 aerofoil without/with parallel acoustic forcing
with certain frequencies at Re = 50,000 and α = 15°
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Fig. 31.37 Velocity profile over the NACA2415 aerofoil without/with perpendicular acoustic
forcing with certain frequencies at Re = 50,000 and α = 15°
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The effect of perpendicular acoustic excitation on the flow over the aerofoil for
Re = 75,000 at the angles of attack of 8°, 15°, and 17° by using PIV experiments is
indicated in Fig. 31.43. For the angle of attack of 8°, the LSB is seen and shortened
with a 700 Hz of parallel acoustic excitation. As seen from Fig. 31.43c and
Fig. 31.43d, at α = 15° the flow separates from the leading edge, which is char-
acterized as trailing edge separation, while the separated region is reattached with
parallel acoustic excitation of 700 Hz. The acoustic control provides that the flow
reattaches, and the LSB occurs between x/c = 0.3 and x/c = 0.8 as seen in pressure
distribution graphs. Also, the results show that the stall was retarded at the angles of
attack from 15° to 17°, and trailing edge stall was present instead of leading edge
stall.

No Control Control (f=350 Hz)
(a)

(b)

(c)

Fig. 31.38 Smoke-wire visualization results without/with parallel acoustic forcing with 350 Hz at
Re = 50,000 and various angles of attack
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In the results of pressure coefficient distributions, the reattachment is not
obtained clearly because the pressure taps were inadequate near the trailing edge.
The separated flow at low Reynolds numbers reattaches over the aerofoil after the
transition; which can be seen from the turbulence kinetic energy results in
Fig. 31.44. The turbulence kinetic energy increased since transition from laminar to
turbulence occurs at approximately x/c = 0.65 over the aerofoil, and the flow
reattached over the surface of aerofoil with increasing its energy. The vorticity
contours (Fig. 31.44) illustrate that vortices at the beginning of LSB are strong
while that near the surface of the aerofoil are weaker. High levels of vorticity
indicate the shear layer, which point out that the shear layers shed from the upper
surface.

No Control Control (f=300 Hz)
(a)

(b)

(c)

Fig. 31.39 Smoke-wire visualization results without/with perpendicular acoustic forcing with
300 Hz at Re = 50,000 and various angles of attack
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31.4.6 Flow Physics and the Effect of Acoustic Excitation
on the Flow

This study showed that the flow was controlled with the acoustic disturbance. In
order to understand the effect of the acoustic forcing, more experimental work had
been done, especially on the stream-wise fluctuations. By using the hot-wire
measurements over the aerofoil at a range of Reynolds numbers of 50,000–150,000,
spectral analysis of the data at every measurement point were investigated. For
example, the results of the spectral analysis at x/c = 0.25 and α = 12° at every
Reynolds number are given in Fig. 31.45. It can be seen that the frequency values
of 427, 455, 735, and 1500 Hz are repetitive for every Re number. If these values

No Control Control (f=700 Hz)

18°

(a)

(b)

(c)

Fig. 31.40 Smoke-wire visualization results without/with parallel acoustic forcing with 700 Hz at
Re = 75,000 and various angles of attack
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are not taken into account, for Re numbers of 50,000, 75,000, 100,000 and 150,000
the frequencies of 340, 744, 1145, and 1816 Hz are the nearly coinciding values
with respect to the effective acoustic excitation frequencies, respectively. As a
result, the effective frequencies were found to be effective because they resonate
with the stream-wise fluctuations, thus giving energy to the flow. In addition, it was
concluded that when Re number increased, the power spectrum density and fre-
quency of velocity fluctuation increased, and a higher acoustic excitation was
needed. This condition was also seen in the hot-wire experiments done in the wake
of the flow. When the acoustic excitation was off, the vortices formed over the
aerofoil showed an increase with the increasing Reynolds number.

No Control Control (f=700 Hz)
(a)

(b)

(c)

Fig. 31.41 Smoke-wire visualization results without/with perpendicular acoustic forcing with
700 Hz at Re = 75,000 and various angles of attack
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31.5 Conclusion

LSB degrades the aerodynamic performance of an aerofoil by decreasing lift
coefficient and increasing drag coefficient. Also, LSB causes vibration, noise, and
stability problems. By forcing the flow to transition from laminar regime to tur-
bulent regime with no LSB present, these adverse effects of the LSB may be
avoided. Besides, with a relatively smaller LSB these adverse effects may be
enhanced. Terminating or shrinking LSB, and increasing the stall angle are possible

No Control Control (f=350 Hz)

(b)

(d)(c)

(e) (f)

(a)

Fig. 31.42 PIV results at Re = 50,000 and various angles of attack without/with parallel acoustic
control
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by employing flow control methods. One of these methods is acoustic flow control.
Its advantages are explained in the introduction section of this paper. By employing
acoustic flow control, more energy efficient utilization of an aerofoil at low
Reynolds numbers is possible. Consequently, this study shows that;

• For the condition with no acoustic control at Reynolds numbers of 50,000 and
75,000, the separated flow at high pre-stall angles of attack could not reattached
at a short distance. This caused burst of bubble and long LSB was formed with a
reattachment in the vicinity of the trailing edge.

No Control Control (f=700 Hz)

(a) (b)

(d)(c)

(e) (f)

Fig. 31.43 PIV results at Re = 75,000 and various angles of attack without/with parallel acoustic
control
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• It was seen that short LSB did not affect the pressure distribution that much.
However, the formation of the long LSB caused unfavorable pressure distri-
butions and abrupt stall with increasing angle of attack. With increasing
Reynolds number shorter LSBs started to form and the stall was transformed to
be mild.

• The results indicate that with acoustic flow control, the height and length of LSB
are decreased at relatively small angles of attack such as 8°. Control of the LSB
leaded to increased CL and decreased CD. Besides, the acoustic control of certain
frequencies increased the stall angle, resulting with an increased CLmax. With
parallel acoustic control the angles of stall for Reynolds numbers of 50,000 and
75,000 are increased from 12° and 13° to 16° and 17°, respectively. At
Re = 100,000, the parallel acoustic control increased the angle of stall from 14°
to 17°. With a perpendicular acoustic excitation at Reynolds numbers of 50,000
an 75,000 the angle of stall was increased from 12° and 13° to 18° and 18°,
respectively.

• The results indicate that the effective acoustic excitation frequency is increased
with an increasing Reynolds number. It was also seen that, with an increasing
Reynolds number the effect of acoustic excitation started to wear off.

No Control Control (f=350 Hz)

Fig. 31.44 PIV results at Re = 50,000 and α = 8° without/with parallel acoustic control
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• Moreover, it was easily seen from the pressure and velocity histories that the
fluctuations on the suction side of the aerofoil were reduced and as a result of the
reduction of the fluctuations on the suction side of the aerofoil resulted in a
narrowed wake, increased lift, and decreased drag.

• It was clearly seen from the results of the experiments that there were a mini-
mum and a maximum threshold for the effective acoustic excitation frequencies.

• As the Reynolds number increases, the effective excitation frequency increases
also, but the range of Za number based on effective frequency still is approxi-
mately same.

• It was seen that as Re number increased, a higher acoustic excitation frequency
was needed since the power spectrum density and frequency of velocity fluc-
tuation increased. Acoustic excitation suppressed the stream-wise fluctuations,
which reduced the forming of vortices, and forced the flow to reattach.

Fig. 31.45 Spectral results of velocity fluctuations over the aerofoil without acoustic forcing for
different Reynolds numbers
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• Finally, it was seen that the aerodynamic performance of an aerofoil at low
Reynolds numbers can be enhanced via acoustic flow control, and the param-
eters of acoustic flow control can easily be changed with varying conditions of
the flow.
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