Chapter 23

On Reservoir Computing:

From Mathematical Foundations
to Unconventional Applications

Zoran Konkoli

Abstract In atypical unconventional computation setup the goal is to exploit a given
dynamical system, which cannot be easily adjusted or programmed, for information
processing applications. While one has some intuition of how to use the system, it
is often the case that it is not entirely clear how to achieve this in practice. Reservoir
computing represents a set of approaches that could be useful in such situations. As a
paradigm, reservoir computing harbours enormous technological potential which can
be naturally released in the context of unconventional computation. In this chapter
several key concepts of reservoir computing are reviewed, re-interpreted, and synthe-
sized to aid in realizing the unconventional computation agenda, and to illustrate what
unconventional computation might be. Some philosophical approaches are discussed
too, e.g. the strongly related implementation problem. The focus is on understanding
reservoir computing in the classical setup, where a single fixed dynamical system is
used: To this end, mathematical foundations of reservoir computing are presented, in
particular the Stone-Weierstrass approximation theorem, with a mixture of rigor, and
intuitive explanations. To make the synthesis it was crucial to thoroughly analyze
both the differences and similarities between Liquid State Machines and Echo State
Networks, and find a common context insensitive base. The result of the synthesis
is the suggested Reservoir Machine model. The model could be used to analyze
how to build unconventional information processing devices and to understand their
computing capacity.

23.1 Introduction

In a typical information processing setup a reservoir computing device implements
a mapping F from the space of time series input data €2 to the space of time series
output data €/,
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F:Q— Q (23.1)

The computation is performed in the on-line mode: At each time instance the pre-
viously “seen” time series is “inspected” by the device and an output is assigned.
In signal engineering such an object is referred to as a filter. As the time instance
moves, an input data series is converted into the output data series.

The term “reservoir computing” describes a related set of ideas for performing
computation with non-linear dynamical systems as filters. Surprisingly, despite the
fact that the idea originates from a solid mathematical background, the theory of
reservoir computing is still phenomenological in many ways. There are essentially
two perspectives that emphasize the use of either a class of systems or a single system.
These perspectives are strongly related, and in the literature are often treated as one
concept. This can cause a great deal of confusion since implicit context dependent
assumptions are frequently made. For example, when envisioning applications, one
often assumes the one-system perspective and, yet, when discussing the expressive
power of the same system the other perspective is assumed (without rigorous jus-
tification). This is one of the reasons why the theory of reservoir computing is still
phenomenological.

In the following, the distinction between the two perspectives will be kept explicit.
The one-system setup will be referred as the classical setup of reservoir computing,
since this perspective is often (implicitly) assumed in the literature when applications
are discussed:

A reservoir computer consists of a dynamical system, a reservoir, and an
interface that extracts the information stored in the internal states of the system,
a readout layer. If the configuration space of the system is complex enough,
various inputs to the system can drive the system to different regions of the con-
figuration space, which represents computation. The result of the computation
is extracted by the readout layer.

As a paradigm, reservoir computing addresses the natural question whether and
under which conditions an arbitrary system can be used for advanced information
processing applications. The outcome depends on which choices are available, e.g.
whether it is possible to choose among many systems or, if only one system is avail-
able and how adjustable it actually is. The key foundation of the reservoir computing
field is an insight that this indeed can be done, regardless of the perspective assumed.
If the following conditions are met the reservoir computer could be used to compute
in principle anything!:

"'While such machines are expected to be able to implement a broad class of information processing
tasks, they are not Turing universal. There is no obvious way of establishing that such machines
have infinite expressive power, at least not in the strict sense of the word. For example, one would
have to provide a construct to realize a universal Turing machine using reservoir computing. The
abstract concepts such as “the tape” or “the reading head” are not easily realized in this context.
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The properties that guarantee that the system can be used for reservoir
computing are usually referred to as (i) the separability, (ii) the echo state, and
(iii) the fading memory property. Such system are referred to as good reservoirs.
Further, the readout layer should possess the (iv) the approximation property.

The goal will be to re-interpret the above requirements by adopting a practical
point of view assuming that the aim is to actually construct a reservoir device from
a given dynamical system. This classical scenario is ubiquitous in unconventional
computation.

The Promise of Reservoir Computing

As a paradigm, reservoir computing might have an enormous technological poten-
tial. Property (iv), the approximation property, might be hard to realize for readout
layer implementations that are not done in-silico. However, properties (i-iii) appear
generic. Many systems might exhibit such behaviors.? Should this be really true, the
idea of reservoir computing could have enormous practical implications for a range
of information processing technologies.

It is possible that there are many systems that can be used for advanced
information processing in the reservoir computing context, but are simply over-
looked since they have never been studied that way.

However, it is not yet clear whether the field of reservoir computing can live up to
its technological promise. There are two pertaining issues. First, to verify rigorously
whether the system of interest (a reservoir) has properties (i—iii) is a highly non-
trivial task. This is a serious obstacle towards understanding which systems might
be used for reservoir computing. Second, the theory of reservoir computing has not
been developed enough.

The requirements (i—iii) cannot be expressed in clear engineering terms
since they are a direct translation of the related mathematical formulations
which are simply impractical for engineering applications. This is another
reason why the theory of reservoir computing appears phenomenological. It
is necessary to understand and re-interpret the existing reservoir computing
mathematical background to bridge towards the engineering side.

A brute-force strategy for finding suitable reservoir systems is to simply start
checking for every conceivable system whether the properties exist. Eventually, by

2For example, systems with the dynamics that is (a) chaotic-like or input sensitive (to ensure the
separation property), or (b) with some sort of friction or energy dissipation (to ensure the echo state
or equivalently the fading memory property).
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studying many such systems one should be able to generalize and gain an under-
standing of which systems might have such properties. The main problem with the
strategy is that it is in general very hard to judge whether an arbitrary system has
indeed the required properties. There are several reasons for that. From the strict
mathematical point it is possible to rigorously define when the system possess the
separation property. However, despite the presence of the mathematical rigor, the
validity check is not straight forward since there is simply no universal procedure
for performing the check in practice. Further, when engineering reservoir comput-
ing systems, one can ask: how much should the system separate inputs? Is there a
tolerance range (a resolution) which is acceptable? In general, the issues related to
accuracy, tolerance to damage or noise, have not been extensively addressed in the
reservoir computing literature.

The goal of this chapter is to provide the necessary overview of key mathematical
concepts, and take them as a starting point to develop a suitable theory and the
related strategies for building reservoir computing systems, which could provide
some generic guidance for the related engineering efforts. Several practical principles
will be discussed throughout the text. The text is organized as follows.

e A brief history of reservoir computing is presented in Sect.23.2, together with
some key mathematical concepts. The section contains a discussion about the two
most common up to date implementations of the idea: Liquid State Machines and
Echo State Networks.

e Section23.3 contains the definition of the Reservoir Machine concept. The defin-
ition is a mathematical formalisation of what reservoir computing in the classical
setup is. The related mathematical concepts serve as the foundation for the analysis
in the sections that follow.

e The technological promise of reservoir computing is discussed in two subsequent
Sects.23.4 and 23.5, each inspired by two different perspectives:

— Section23.4 contains a discussion on the relationship between reservoir com-
puting and philosophy of computation, and in particular the implementation
problem.

— Section23.5 analyzes the mathematical foundation of reservoir computing, the
Stone-Weierstrass approximation theorem. This section contains a formal math-
ematical background that is necessary for understanding reservoir computing
on one hand, and understanding how to build reservoir computers on the other.
The section also contains some examples of how the theorem can be used.

e Section23.6 contains a discussion of how the technological potential of reservoir
computing could be realized in practice. It contains a set of practical guidelines
that, if adhered to, could enable us to build powerful reservoir computers.

e The concluding Sect.23.7 contains a brief discussion of several key theoretical
concepts that one should learn to command (understanding, implementation, and
exploitation). If we are able to do that, the “prophecy” of reservoir computing
might be fulfilled.
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23.2 A Brief History of Reservoir Computing

Reservoir computing was independently suggested in [1, 2] and [3-5]: These studies
introduced the concepts of Liquid State Machines (LSMs) and Echo State Networks
(ESNG5) respectively. Both focused on explaining some specific features of neural
network dynamics. The LSM and ESN concepts were further developed and exploited
thereafter, e.g. as discussed in the reviews [6, 7].

After being initially suggested, the concept has been exploited in a range of appli-
cations. The web-site [8] dedicated to reservoir computing contains an excessive list
of references. Since this book chapter is not a review paper the reader is directed
to these sources for additional information. To illustrate the flexibility of the con-
cept, a few more recent examples that exploit different reservoirs can be mentioned:
reservoirs made of memristor networks have been considered in for pattern recogni-
tion [9, 10] or harmonics generation [11], photonic systems as reservoirs have been
discussed in [12-14], etc. For a more detailed discussion on various reservoirs that
have been considered please see [15] and references therein. The field seems to be
exploding and reviewing all possibilities that have been investigated in the literature
is out of the scope of this book chapter.

Surprisingly, since the original publications, three are very few studies that address
the fundamental (conceptual) side of the problem. For example, one might wonder,
what are the limits of reservoir computing? or what is the computing capacity of such
devices? and ultimately, how to increase it? A few examples of such studies can be
found in [12, 16-20] but there seems to be a gap in the literature, as this fundamental
side of the problem is not attracting extensive attention. In particular, there seem to
be a lack of interest in the mathematical foundations of reservoir computing, which is
strange given that these play a prominent role in formulating the concept. One of the
goals of this book chapter is to remedy this situation by re-visiting the mathematical
foundations of reservoir computing.

For historical reasons, in the literature, the reservoir computing concept is assumed
to be synonymous with Liquid State Machines and Echo State Networks. Despite
being related, these two models emphasize slightly different perspectives. The LSM
model is formulated for a class of systems, while the ESN model emphasizes the clas-
sical (one system) perspective. Both approaches assume a strict separation between
the dynamical system (the reservoir) and the readout layer (the interface), where the
reservoir carries the full burden of computation.

Liquid State Machine(s)

Liquid State Machine is a model of computation with, in principle, the expressive
power of the Turing machine. The expressive power follows directly from the use
of the Stone-Weierstrass approximation theorem and the assumption that there is
whole class of devices (machines) to choose from that implement the assumptions of
the theorem. The Stone-Weierstrass approximation theorem strongly emphasizes the
concept of the algebra of functions. In some sense, the LSM model is the most direct
implementation of the Stone-Weierstrass approximation theorem in the context of
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time series information processing. This is exactly the reason why one assumes the
existence of a class of machines (the base filters) that realize an algebra of continuous
filters.

Echo State Network(s)

The echo state network approach strongly adopts the classical perspective of reservoir
computing with a focus on a chosen dynamical system. The concept was suggested
to be able to explain the observation that random networks can be made to perform
computation by using a somewhat “lighter” training procedure. This insight is a result
of numerous numerical investigations of recurrent neural networks. The background
to the echo state network idea is the realization that it is not necessary to train the full
network, but only a smaller part consisting of the outer (interface) layer of neurons.
To train the interface part it is sufficient to use very simple methods, e.g. the linear
regression or similar.

Are These Two Approaches Similar?

In the literature no formal distinction is made between the two approaches, which
might seem rather confusing: Strictly speaking the two perspectives are not identical.
However, there is a deep connection between the two perspectives due to the fact that
a single complex dynamical system can harbor many smaller subsystems. If these
small subsystems are coupled, their dynamics will be also complex. In this way
a single complex system can implicitly represent a class of smaller “mini/micro-
reservoirs”. A typical example is an artificial neural network with many neurons or
groups of neurons.

23.3 One-System Reservoir Computing: Reservoir
Machine

The classical reservoir computing setup, where the goal is exploit a single dynamical
system for computation, can be mathematically formalized as follows. The dynamical
system is normally referred to as a reservoir R. The reservoir needs to be equipped
with areadout layer {, which is used to probe the states of the reservoir. The reservoir
and the readout layer define a reservoir device.

To be able to describe information processing features in exact mathematical terms
the phrase reservoir (computing) machine will be used to indicate that a reservoir
has been assigned a readout layer (possibly optimized for a specific information
processing task). Mathematically, a reservoir machine M is an ordered pair that
consists of the reservoir and a readout layer

M= R, ) (23.2)
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In this construction the only variable (adjustable) part of the machine is the readout
layer . From the engineering perspective a key challenge is to actually construct a
suitable readout layer \r and train (adjust) it. If the readout layer is simple in some
sense, it should be easily trainable.’

23.3.1 Reservoir R

A reservoir R is a dynamical system that evolves in time and can respond to external
inputs. The input is assumed to exert a direct influence on the internal (microscopic,
mesoscopic, or macroscopic) degrees of freedom of the reservoir. For theoretical
modeling, the time variable ¢ can be both discrete, ¢ € Z, or continuous, ¢ € R,
depending on which type of dynamics seems more appropriate.

The input consists of time data series. Formally, a data series u is a mapping

u:R—->Uoru:Z—0U

that assigns to each time instance ¢ a value taken from a set U. Typically, the set
U is taken to be a bounded subset of R", e.g. a point in the set is given by u =
(uy, ua, ..., u,) where each u; € [Umin, Umax] 1S taken from an interval on the real
line; umin, Umax € R. The time variable can be used to “index” all values in the series
by evaluating u(¢). Further, let

x €S

denote an internal degree of freedom (a state) of the reservoir, where S denotes
the space of all possible states of the system. The variable x could be treated as an
observable: It does not necessarily have to represent a microscopic degree of freedom,
like a position of a molecule. It could be also a variable like the temperature, or the
concentration profile.

The dynamics of the system is governed by an evolution operator that describes
how the internal state of the system x(¢) changes in time under the influence of the
external input u(¢). A typical continuous model is stated as

dx(t)
dt

=Hx@®),u@); teR (23.3)
and a typical discrete model is given by

x;=H(x,_1,u;); teZ (23.4)

3Naturally, this cannot be taken for granted as the computational simplicity does not necessarily
imply that the system is easily adjusted in engineering terms.
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where H (x, u) denotes a multi-variable function that governs the dynamics of the
system. To make the notation simpler the same symbol H has been used in both
equations.

Note the difference in notation for the continuous and the discrete time dynam-
ics, e.g. u(t) versus u,, and x(¢) versus x,;. In the following the symbols ¢ (¢) with
q € {x, u} will be used when discussing both continuous and discrete systems. The
symbols g, with ¢ € {x, u} will be used exclusively for discrete systems.

The machine performs computation by changing its internal state under the influ-
ence of the input. The internal state of the system at each time instance depends on
the whole history of previous inputs. In signal engineering, such a system is referred
to as a filter. It maps input time series u(¢) into another times series x(¢). Thus the
reservoir can be seen as an implementation of the filter

U — x = R(u) (23.5)

where the individual sequence values can be inspected as x (1) = R(u)(¢).* The same
symbol is used to denote the physical reservoir and the mapping (the filter) it realizes.

23.3.2 Readout-Layer

Every reservoir is expected to be equipped with a readout layer . The readout layer
should not process information in any substantial way. It should be only used to
assess the information stored in the dynamical system.

Whatis the complexity of \ that we can allow and still be able to claim that 1 is not
doing any substantial computation? This is of course a complicated mathematical and
philosophical problem. Please see [21] for a possible answer to this question. In the
reservoir computing context it is naturally resolved by claiming that the computation
should be done instantaneously. The readout function should not be a filter in the
strict engineering sense. The function per se should not accumulate any memory. It
should only “see” history through x.> Mathematically, these principles are expressed
as follows. The readout layer is used to extract the output of computation o(¢), i.e.
by “inspecting” the value of x(¢) at each time instance ¢:

o(t) = Y(x(1)) (23.6)

The symbol ¥(x) denotes a multi-variable function that provides a mathematical
description of the readout layer.

4Note that it would be wrong to use R(u(t)).

SFor complex systems, x(¢) is expected to contain a very long list of values and, in principle, a lot
of history could be stored in x.
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23.3.3 Reservoir Machine as a Model of Computation

The Filter Implemented by the Machine M

Taken together, each machine M realizes the related function (filter) F that maps an
input sequence u into the output sequence o:

u— o=53u) (23.7)

The values of these sequences can be inspected at each time instance ¢ as o(t) =
Fu)(t) = ¥(Ru)(1)).° In what follows no formal distinction will be made between
the machine and the filter it implements, and M will be used in place of F except in
situations when a confusion might arise.

Configurability of the Readout Layer Generates a Class of Machines

It will be useful to considers a collection of all machines that are obtained from a
fixed but otherwise arbitrary reservoir R and all possible readout layers:

M=M= (R, ¢): ¢ e W} (23.8)

The collection of machines 91 is generated by the reservoir and will be referred
to as a programmable reservoir machine. Once a particular readout layer has been
chosen (engineered) it will be referred to as a programmed reservoir machine, or
just a reservoir machine. Thus Reservoir Machine can be viewed as a model of
computation. It is clearly not a universal model of computation. Its computing power
comes mostly from the reservoir, which is “frozen”: In the LSM construct it is always
allowed to choose among different reservoirs. In the ESN model, this is sometimes
allowed, and sometimes forbidden. In the Reservoir Machine model it is always
forbidden.

23.4 The Technological Potential of Reservoir Computing:
Lessons from Philosophy of Computation

Hilary Putnam suggested a construction of how to use any object to implement
any finite state automaton [22]. The statement is a paradox: even a rock should
be able to compute anything. The recent advances in understanding the relatively
novel approach to information processing, the reservoir computing paradigm, seem
to indicate that this seemingly absurd idea is not without merits.

5Note that here we do not use {(R(x))(z). That would be incorrect, given the assumption that the
readout layer \ should not accumulate any information from the past. The notation W (x) implies
that W acts as a filter, which is clearly not the case according to the definition.
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23.4.1 Putnam’s Construction

Understanding which dynamic properties guarantee information processing ability is
ahighly complex problem. As an example, to appreciate the difficulties associate with
the problem, consider the following example. Can a rock compute? An engineer’s
answer would very likely be “no”, which is also the common intuitive expectation.
Interestingly, a philosopher’s answer is “yes”. This begs a question: Which one is
correct? Probably both.

One of the key issues that the philosophy of mind tries to address is whether
the human brain implements an automaton. If yes, then different states of mind are
just different states of the automaton, e.g. as summarized in [23]. As a response
to this thesis Hilary Putnam [22] provided a construction through which it can be
shown that even a simple object as a rock can be made to implement any finite
state automaton. This rather absurd conclusion was the very reason why Putnam
considered the construction. He used it to show that the notion of computation needs
to be restrained when discussing philosophy of mind. Clearly, just the ability to
compute cannot be used to define what a mind is. In this context, the notion of
computation is simply too broad, as any object seems to be able of performing it.
Nevertheless, the statement is a paradox that illustrates an important principle, and
a way of thinking about computation, and especially unconventional computation.

23.4.2 A Thought Experiment

Putnam’s construction and the reservoir computing idea are strongly related. What
would happen if Putnam’s idea were taken out of context and applied in the context
of reservoir computing? Assume that the goal is to use the rock as a reservoir. Note
that Putnam’s rock is taken grossly out of context, but such a possibility can be
envisioned, and servers the purpose of illustrating an important point.

The Rock can Compute but an Auxiliary Interface must be Used

Putnam’s construction has been criticized from many angles (cf. [24-26] and ref-
erences therein). The most common argument against the construction states that
to implement a complex automaton on a rock, large auxiliary equipment would be
needed. At the end, the actual computing would be done by the auxiliary equipment
and not by the rock. This is certainly a valid argument and extremely useful for
understanding the reservoir computing idea.

Rock can be used for computation in principle, but this is hard to achieve in
practice. This particular line of criticism against Putnam’s construction indicates
that when discussing computing ability of a dynamical system, it is very important
to distinguish between the system per se and the interface that the system might be
equipped with to achieve information processing.
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The Interface is Equally Important as the Reservoir

This further implies that it is very important to understand how to interface the system
properly, and how to mathematically describe the interface and gauge its computing
power versus the computing power of the system. This line of reasoning has been
explored in [21] which contains an example of how these ideas can be formalized.
Interpreted in this vein, the thesis of reservoir computing states implicitly that the
interface cannot be too complex. This is exactly the reason why either a simpler linear
readout algorithm or an easily trained perceptron networks is used as the interface in
the context of reservoir computing. Clearly, by using an auxiliary equipment the rock
could be turned into the system that has the desired properties, but this equipment,
very likely, will never be classified as a “simple readout layer”.

How to Judge Whether a Given System has the Key Properties?

The properties seem so generic that it seems reasonable to assume that many physical
systems can perform computation, even the systems which were not specifically
designed by humans for that purpose. In that sense the original construction by
Putnam has some practical relevance. This connection between Putnam’s paradox
and the idea of reservoir computing has been already pointed out in [27]. The rock
is certainly not one of these systems. From the reservoir computing perspective, a
rock cannot compute, as it lacks these key properties.’

23.5 The Technological Potential of Reservoir Computing:
Lessons from Mathematics

The problem of a suitable approximation is probably as old as mathematics itself. In
the particular case that deals with the problem of approximating an arbitrary function
with a fixed class of functions, the approximation problem has a solution with a
surprisingly elegant formulation. The theorem is one of the foundations of reservoir
computing, and the structure of the theorem will be discussed in the following.
An attempt will be made to present a deeply mathematical subject by emphasizing
intuitive reasoning.

The theorem is normally referred to as the Stone-Weierstrass approximation
(SWA) theorem (SWAT). Behind the simple formulation of the theorem hides an
enormous application potential. The theorem has been used frequently in both math-
ematics and engineering to analyse approximation properties (the computing capac-
ity) for plethora of systems. It is somewhat surprising that is has not been used
excessively in unconventional computation too.

7Note that this statement might be an oversimplification. For example, imagine that there is simple
readout layer that can access the internal states of the rock. Then the rock might still have the desired
properties.
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First, the theorem will be stated in its most general abstract form. The initial
abstract formulation is useful when proving the theorem and, most importantly, it is
useful for analysing unconventional computation applications, as will be illustrated
in the following sections. Perhaps one of the reasons why the theorem has not found
its way into unconventional computation is that it is very likely incomprehensible
to somebody not versed in advanced analysis. Accordingly, the abstract formulation
will be augmented by discussing the key components of the theorem to provide
more intuitive formulations and facilitate its use in the unconventional computation
context. Second, a version of the theorem will be provided as used by engineers.
Third, while being an extremely useful tool, the theorem has its limitations, which
will be discussed too.

A note on notation: In this section various metric spaces are discussed. Naturally,
the most important “metric” space of interest is the space of input sequences .8 The
elements of this space should be labeled by the symbol u. However, in this section
a temporary change of notation is made, to make the connection with the existing
mathematical literature more explicit: It is a custom to label elements of a metric
space by using the symbol x.’

23.5.1 A Rigorous Mathematical Formulation
of the Theorem

Theorem 1 (Stone-Weierstrass—the first version) Let A be an algebra of continu-
ous functions that map from a compact metric space <2 to the set of real numbers R.
Let elements of A separate points, and let there be a constant function in the algebra.
Let C (2, R) denote the set of all continuous functions that map from Q2 to R. Then,
A is dense in C (2, R).

Some of the concepts used in the above formulation of the theorem are explained
below. The explanations that follow are not provided solely to educate the reader
regarding the theorem per se, but they are essential for understanding the reservoir
computing idea, and for practical applications of the theorem. In particular, from the
discussions that follow it should be clear which mathematical properties a physical
system must possess that would render it useful for computation. Later on, these
abstract mathematical properties will be discussed from a practical point of view
(e.g. when building such devices). Several examples will be provided that illustrate
how these mathematical concepts might manifest themselves in applications.

Definition 1 When does the set of functions form an algebra? Formally, this is
stated as follows. Let A and €2 be as in the theorem above. The set of functions

8Here the quotation marks are used since 2 is not a metric space for any norm. To turn it into a
metric space a special norm has to be used, as discussed later.

9The reader can substitute « in place of x whenever in doubt regarding how mathematical statements
discussed in this section relate to the discussion on reservoir computing contained in other sections.
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A ={ala : Q@ — R} forms an algebra when for any pair of elements a, b € A, the
combinations a + b, ab, and wa with w € R are also in A, where (a + b)(x) =
a(x) + b(x), (wa)(x) = wa(x), and (ab)(x) = a(x)b(x) for every x € Q.

An algebra of functions is a slight extension of the concept of the vector space of
functions. In addition to the usual vector operations (the addition and multiplication
by a constant), to form an algebra, the set of functions needs to be closed with regard
to the pairwise multiplication operation as well.'? Further, it is somewhat surprising
that the presence of a constant function is explicitly required. An example will be
provided later on to illustrate why this property is important.

This closure property is an important property of an algebra that makes
it useful for analysing expressive power of the algebra (e.g. it approximation
power, in the mathematical sense of the word), and for analysing unconven-
tional computing devices (e.g. their computing capacity).

Definition 2 What does it mean for an algebra to separate points? Let A and €2 be
as in the theorem above. Algebra of functions A separates points if for every two
elements x|, x, € Q that are different, x; # x,, an element in the algebra g can be
found such that g(x1) # g(x2).

This is another important property of the algebra that is necessary for approximation
purposes. Note the particular form of the requirement. For example, it is not required
that two distinct elements from the algebra are found such that g;(x;) # g»(x2), or
such that g;(x;) # g>(x1) and g;(x2) # g2(x2). The condition used in the definition
is a rather mild in the sense that it is not too restrictive on the algebra.

The separation property should be checked for a given pair of points, one
at a time. Once the pair has been fixed, the user of the theorem needs only to
find an element in the algebra that will satisfy the condition. In principle, if
different pairs of points require different elements is of no concern. However,
there must be enough elements in the algebra: The real difficulty is in checking
that this can be done for every pair of points. Later on, it will be shown that
this transforms into an important engineering requirement.

Definition 3 What does it mean that A is dense in C(£2, R)? By definition, it means
that A = C(L2, R), where the symbol A denotes the closure of the algebra A. The
closure of A is defined as the smallest closed set that contains A.

For someone without a background in point-set topology this statement might not
make much sense. Thus alternative more intuitive definition will be provided.

19Note that we do not require that the set is closed with respect to the composition operation a o b
with (a o b)(x) = a(b(x)). In here, ab does not refer to a o b.
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Definition 4 Intuitively, one should think of A as the set of all functions that can
be approximated by elements in A. Now it becomes clear that the statement A=
C(2, R) implies that under the assumed conditions the algebra can approximate any
function.

Thus there are two definitions of the closure, as the smallest closed set containing
A and as a set of functions that can be approximated by elements in A. To see that
they are equivalent requires a bit of work.

First, it is necessary to assume that A forms a metric space. For any two elements
a and b in A one must be able to compute the distance between these two elements
p(a, b). Any algebra of continuous functions supports the natural sup norm metric,

p(a,b) = supla(x) — b(x)| (23.9)

xeQ

This is a very sensitive measure of similarity, as the difference is checked at every
point. With the ability to measure the distance between any two elements one
can define what a convergence is by using the standard arguments: A sequence
ai, az,as, ..., a,, - of elements in A converges to a, if for every ¢ > 0, an index
n(e) exists such that n > n(e) guarantees that p(a,, a,) < €.

Second, if A is a metric space, its closure A can be defined as the set of all possible
limits that can be obtained by considering all converging sequences made by using
elements from A,

A = {a,| lim a, = a., a, € A} (23.10)
n—oo

This is a rigorous theorem in mathematics. It is not obvious, and it requires some
thinking to show that this is true (regardless of the fact that the proof consists of few
lines [28]). The statement above implies that if a function f is in A, then for every
¢ > 0 there is an element @ in A such that

la(x) — f(0)] <€ (23.11)

The approximation is uniform, it holds for every x € 2. Equation (23.11) follows
from the definition of convergence and (23.10). Forany f € A a convergent sequence
{a,}n=0.00 can be constructed. Take the first element in the sequence for which
p(a,, f) < e. This element defines the a in the equation above.

The above formulation of the SWA theorem does not feature the interface (the
readout layer). However, the interface that is used to read internal states is an impor-
tant part of the device. Alternatively, to emphasize the presence of the interface the
following formulation of the theorem might be more useful.

Theorem 2 (Stone-Weierstrass—the second version) Let B be an algebra of con-
tinuous functions that map from a compact metric space 2 to the set of real numbers
R. Let elements of B separate points. Let P denote the algebra of multivariate poly-
nomials with d variables. Let C (2, R) denote the set of all continuous functions that
map from Q to R. Then, for every accuracy requirement ¢ > 0, and every continuous
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function f € C(2, R) elements by, by, ...,bs € B and the polynomial p € P can
be found such that | f (x) — p(by, ba, ..., bg)(x)| < € for every x € Q.U

This formulation is the one that is often used in the context of reservoir computing,
since in some situations this formulation is more practical. Note that in the above
statement of the theorem there are less restrictions on the algebra since only separation
property is required, no constants are needed. The constants are, of course, included
in the algebra of polynomial functions.

Further, the two versions of the theorem point to the issue that was discussed pre-
viously. How to balance the computing power of the reservoir, versus the computing
power of the interface? For example, one might focus on linear interfaces instead,
then the question is whether a linear combination of d elements in A can be found
in place of a in Eq. (23.11), e.g. a(x) = Zfl:, w;a; (x). As e is made smaller the
number of elements d that have to be taken in the weighted sum are expected to
increase.

In brief, the Stone-Weierstrass approximation theorem states that if an alge-
bra of continuous functions that maps from a compact metric space 2 to real
numbers separates points and contains constant element 1, then it can approx-
imate any continuous function on €2 uniformly.

Proof The proof of the SWA theorem is a constructive proof, and can be found
in many textbooks, e.g. cf. [29]. It usually extends over several pages of text (if all
concepts are defined from scratch). The proof will not be presented in here. However,
a few interesting steps, from the reservoir computing perspective, will be commented
upon. These will be returned to later in the text, but from a more engineering-like
perspective.

The proof of the theorem outlines a procedure (an algorithm essentially) of how
to approximate an arbitrary continuous function using the elements in the algebra.
As one goes through the procedure it is important to check that every step in the
algorithm is valid, which is ensured by the assumed conditions in the theorem. More
specifically, the recipe works by showing thatany f € C(£2, R) can be approximated
at two arbitrary points, and exploiting this fact to show than a uniform approximation
can be found everywhere. For this procedure to work, the following requirements
must be met:

e The two point approximation procedure discussed above: This is the reason why
the presence of the constant function in the algebra is important. It is needed to
show that any continuous function can be approximated at any two points by the
elements from the algebra by exploiting a linear-like interpolation and requiring
that wi1(x) +wyg(x) = f(x)atx = x1, x, where 1 denotes the constant function.

e All functions of the algebra must map from a compact domain. This is used to
claim that various parts of the domain can be covered by a finite number of open

Here naturally, the expression p(by, by, ..., bg)(x) is interpreted as p(by(x), ba(x), ..., bg(x)).
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sets. This step is necessary to be able to cover all 2 space by patches where the
pairwise approximations work well.

e The algebra property, in particular the closure with regard to multiplications, is
used to show that A forms a lattice (in the mathematical sense of the word), i.e.
that min and max operations are possible on functions. These are used to switch
to different functions when the patches are changed to stay e-close to the target
function. O

23.5.2 A Few Application Examples of the Theorem

To illustrate the power of the theorem several applications of the first version of the
theorem will be illustrated. Each example was chosen to illustrate a particular aspect
of the theorem.

The use of the theorem can appear at odds with its formulation, in the
sense that it is hard to build an intuition of what is going on behind the scenes
when the conditions of the theorem are being checked. The examples below
illustrate the fact that the procedure of checking for the separation property lies
completely outside of the theorem, and is a challenging problem on its own.

Example: All Polynomials on a Finite Interval 2 = [0, 1]

Consider all continuous functions on a finite interval & = [0, 1], and an algebra of
polynomials on that interval. The goal is to see whether it is possible to approximate
any continuous function on the interval by using polynomials. It is a well-known
result that this is possible (the Weierstrass approximation theorem). It is straight
forward to show this using the SWA theorem. The set of all polynomials clearly
forms an algebra. The algebra contains a constant element (in fact infinitely many
such elements). The algebra also separates points, since any linear polynomial, e.g.
p(x) = x, works for every pair of points.

Example: The First Ten Legendre Polynomials (Defined on 2 = [—1, 1]

This set does not form an algebra. For example, the product of the tenth polynomial
with itself is not in the algebra. This algebra cannot approximate all functions since
it is not closed with respect to the multiplication operation.

Example: Polynomials without Constant Term on a Finite Interval 2 = [0, 1]

Note that every such polynomial vanishes at x = 0. It can be shown that such poly-
nomials can approximate all continuous functions on €2 that vanish at the origin.
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However, such polynomials cannot approximate all continuous functions on 2. This
example illustrates why the presence of the constant function 1 in the algebra is
important.

Example: An Algebra of Predicate Based Functions on the Interval 2 = [0, 1]

Assume that all functions in the algebra are defined by using logical predicates.
Every predicate is a Boolean formula that features x and some constants. For
example, a predicate function could be the Boolean expressions mj(x) =x > 1,
75 (x) = sin’(x) 4 cos(x) == 0, or 73 = 71 (x) A m2(x). Let the elements in the
algebra a be defined by considering all possible predicate functions. Each predicate
function defines the algebra element as a(x) = 0 (1) when 7 (x) = F (T) where F
and T stand for false and true logical values. Can this algebra be used to approximate
all continuous functions on the interval? Unfortunately, the theorem cannot be used
since this algebra of functions is not continuous. Clearly, in the present form, the
theorem has its limitations.

Example: Polynomials on 2 = (—oo, ] with r € R

In this case the domain is not compact. The theorem cannot be used. It does not matter
which algebra of functions is considered. We shall return later on to this example
when the fading memory property will be discussed.

23.6 Realizing the Technological Potential:
From Mathematical Concepts to Practical
(Engineering) Guidelines

How to build reservoir computers with powerful information processing abilities?
The elegance of the LSM formalism is an illustration of how the SWA theorem can
be used to understand the expressive power of a class of machines. How can one do
the same in the classical reservoir computing setup? when only one system can be
used to build a reservoir computer.

Motivated by the LSM and ESN setups it is tempting to consider two options: (i)
build a class of dynamical systems that can be combined, or (ii) use a sufficiently
complex single dynamical system.'? Both approaches have its merits. The success
of the CMOS technology is strong evidence in favor of the first approach. The key
technological feature of the CMOS paradigm is that one can exercise full control
of the construction process, down to the tiniest component that contributes to the
overall information processing ability of the system. However, this control cannot
be often exercised in the context of unconventional (natural) computation, where
one can only control some selected parts of the system but not all its components.

12Used in this way, the LSM and ESN concepts are taken slightly out of context. They were
introduced as models of computation, a tools to study specific features of neural network dynamics.
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For example, in molecular computing it is very challenging to control individual
molecules. For unconventional computing applications the second option seems more
relevant. Accordingly, the following text emphasizes the classical (one-) reservoir
computing paradigm.

This section discusses how to bridge from the abstract mathematical context of
the SWA theorem towards a more engineering like setup when the goal is to build
an actual device, a reservoir machine. This is done by carefully analyzing how the
conditions of the SWA theorem can be met for an arbitrary reservoir machine, and
how these conditions can be engineered in practice. This section is not meant to be
a historical overview of the reservoir computing method (though a part of the text
follows the historical development of the field), but rather aims to provide a synthesis
of it from a practical point of view.

If one were to interpret the Stone-Weierstrass theorem in a broader, more
engineering like context, it would appear that the following reasoning and the
resulting hypothesis seem feasible: If a physical system can realize an algebra
of functions that separate points, then it should be possible to use the system
to compute in principle anything. It is possible that both requirements are
naturally realized by physical systems at microscopic level, and for complex
systems at even higher levels (meso-, macro-scales). The hypothesis is that
the technological potential of reservoir computing can be indeed “released’:
Provided there are readout layers that can resolve such microstates, there are
no a priori reasons why powerful reservoir computing devices could not be
realized.

The possibility that the hypothesis is actually true is too important to be ignored.
It might change the way we think about information processing and have profound
impact on information processing engineering. It is important to understand whether
this agenda can be realized in practice, and if not, where the limitations are. This
section is an interpretation of the SWA theorem in the technological context of
reservoir computing in the classical setup. The goal is to provide a set of broad
guidelines of how reservoir computers could be engineered and which requirements
should be met in order to turn them into powerful information processing devices.
Some open problems are pointed out too.

23.6.1 Existence of the Filter

The first and the most important question is whether any dynamical system realizes
a filter. This cannot be taken for granted since the system has to be started from an
initial state, and deciding whether the initial state matters or not is a highly non-trivial
issue. The echo state property and the fading memory property have been suggested
specifically to address this issue.
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23.6.1.1 The Fading Memory Requirement

To be able to use a system as a filter, in the on-line computation context, the present
state of the system should be weakly dependent on distant inputs. Many dynamical
systems found in nature often equilibrate, and have the potential to act as filters.
But there are also systems that do not equilibrate easily, e.g. chaotic systems. It is
important to be able to distinguish these two classes of systems. There are several
ways of formalizing mathematically the condition that the dynamics is insensitive to
the initial condition. The most common definition is as follows.

Definition 5 (Fading memory) For reservoirs with the fading memory property, the
dynamics of the reservoir should not be influenced by a too distant past. Two input
time series that differ in the distant past should lead to roughly the same output:
For every u and ¢ > 0, there exist a 6(u, &) > 0 and an interval [ty — T, tp] such
that |(Fu)(ty) — (Fv)(ty)| < e for every input v that is §-close to u on that interval,
lu(t) —v()| <dfort €[ty —T, ty].

Note that this resembles the definition of continuity at a point (not uniform continu-
ity). It was shown that the systems with fading memory have unique steady states
(that lock-onto the input, for a proof see section X111, Theorem 6, in [30]).

Fading Memory Leads to a Special form of Continuity

Interestingly, the fading memory property ensures some useful mathematical proper-
ties of the filter realized by the system. Since €2 is the space of infinite time series it is
not automatically compact. The Arzela-Ascoli theorem states that to make the space
of functions compact, one would have to, at least, limit the time frame by considering
only a finite time window ¢ € [fy — T, tp]. However, there are two immediate prob-
lems, what should one choose for the reference (computation) time #, (the reference
issue) and the interval length 7 (the length issue)?

The compactness problem can be solved as follows. If the distance between two
time series is defined by using the weighting functions construct, which tend to favor
more recent values in time,

P (u, v) = supw(t — k)|uk) — v(k)| (23.12)
k

<t

where w(k) — 0 with k — oo, then the space €2 with this metric is compact.

Interestingly, once the compactness is in place, the fading memory ensures that
the mapping realized by the filter is continuous. Any filter with fading memory is
continuous in the metric p®:

p D, v) <8 = |(Fu)t) — (Fv)@)| < e (23.13)
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This result was stated as a theorem in [31].!3 This has been also used as an alternative
definition of fading memory (e.g., see section /71, the definition 3.1 in [30]).

23.6.1.2 The Echo State Property

The echo state property is a result of a direct attempt to deal with the filter existence
issue. In echo state networks the present state of the network is an “echo’ of the input
history. The initial state of the system can be forgotten if the system has been exposed
to the input for a sufficiently long time. The rest is a mathematical formulation of
the idea.

Historically, it has been realized that the echo state property is crucial if the
network can be trained by adjusting its output weights only. Quoting from [32]:

For the supervised learning algorithms which are used with Echo State Networks (Edit: citing
the original technical report [4], and a later review [7]) it is crucial that the current network
state xj is uniquely determined by any left-infinite input sequence u_oo, . .., Ux—1, Ug.

Such behavior guarantees that the on-line computation is possible, i.e. that the dynam-
ics of the system does not depend on the initial state of the device. The original
definition of the echo state property is as follows [5].

Definition 6 (Echo state, discrete dynamics) Assume a fixed time instance z. Let
ql—oo:t]=(...,q:—2,9:-1,q:) denote a left infinite sequence obtained by trun-
cating (..., qi—1, qs, Gr+1, - - - ) at ¢t. For any input u[—oo : t] that has been used to
drive the system (for an infinitely distant past until the time ¢), and for any two tra-
jectories x[—oo0 : t] and x'[—oo : f] that are consistent with the dynamic mapping
(23.4),'* it must be that x, = x/.

Figure23.1 is a graphical illustration of this property. The echo state property is
equivalent to stating that there exists an input echo function € such that if the system
has been exposed to the infinite input sequence, its current state is given by

Xy = 8(...,”[72,1/![71,”[) (23.14)

This notation is somewhat uncomfortable since it involves a function with an infinite
list of arguments. However, the statement implied by Eq. (23.14) is useful from
an engineering perspective, this particular definition emphasizes the existence of a
filter. The original Definition 6 is more suitable for mathematical analysis, e.g. for

3Note that the key property is the fading memory. The particular definition of the metric is “for
free” (it can be always made). There is a nice alignment with the assumptions of the SWA theorem:
the domain of the mapping implemented by the filter €2 should be compact, and the mapping should
be continuous. Then the filter realized by the reservoir maps from a compact metric space and is
continuous. These properties are useful for establishing the expressive power of the filter.

4The consistency is expressed as requiring that for a given sequence x it is true that x; =
H (x—1, uy) for every k. The same must hold for the other sequence, i.e. )c,’c = H(x,’cfl, uy) for
every k.
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This situation must hold if the system has the echo state property.
The depicted situation is the one stated (required) by the definition.
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An example of the situation not required by the definition, though this can happen
accidentally. It is not required that the two trajectories that are compatible with the
input are identical. This can happen, but this is not required by the definition.

Fig. 23.1 An illustration of the echo state property (backward-oriented perspective). Panel a
Depicts a fixed but otherwise arbitrary input. For a given input, panels b-d depict various situ-
ations. The definition of the echo state specifies exactly which situation is allowed or forbidden. A
much more intuitive, the forward-oriented definition, is illustrated in Fig.23.2

identifying whether the system has such a property. An alternative (and equivalent)
definition is listed in the appendix that might be even better suited to that end.
There are systems for which the echo state function € does not exist, and a few
examples will be provided (assuming the discrete dynamics). The examples are
chosen to illustrate that instead of (23.14) the following expression should be used
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X, =8E( .., u—p, i1, ulx) (23.15)

where ¢ denotes the initial state of the system in the infinite past. The initial state can
exert an influence on the dynamics for an infinitely long time. Several systems that
behave like that are listed below:

Example 1

As the first negative example, consider the system with the discrete dynamics that
strongly depends on the initial condition:

Hi(x,u) =x (23.16)

The system “remembers” the initial condition forever. In fact it is insensitive to the
input which is a rather special case. This system does not exhibit the echo state
property since it is possible that two separate trajectories exist for a given input u.'3

Example 2

The following example exhibits a less trivial dynamics, where the system can be
influenced by the input:
H)(x,u) = x + Atanhu (23.17)

This mapping resembles a discrete version of the random walk where the spatial
increment at each time step depends on the input received by the walker. The input
is wrapped by the tanh function just to limit the size of individual steps, which is
controlled by . Note that for any choice of A the initial state in the infinite past
influences the dynamics.

Example 3

As the last example, consider any system that has at least two quasi'® stable states
with two (or more) basins of attraction. The key feature of the dynamics is that for
“weak” inputs the system never crosses the basins of attraction. Transitions from
one basin of attraction to the other can only happen under the influence of “strong”
inputs. For strong inputs it is not true that (A) for two sequences of states x and x’
that are consistent with the dynamics it follows that (B) x, = x;. Note that the echo
state Definition 6 requires A = B. It is possible to find trajectories where A is true
but B is false leading to A # B.!” Thus the system under consideration does not
exhibit the echo state property.

I5Note that such a pair of trajectories can be found for any input. For example, consider two
trajectories that started from xo and x;, with xo # x; in the infinite past.

16Here the term “quasi” indicates that the states are easily “disturbed” by the external input.
171t is sufficient to consider two initial conditions that start from different basins of attraction.
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23.6.1.3 Summary of the Existence Issue

It is clear that the fading memory and echo state properties are strongly related.
It has been proved that if a system has the echo state property then it also has the
fading memory property [5]. A version of the (likely'®) proof that the fading memory
implies echo state can be found in [30] (Sect.8.2, Theorem 6). However, despite
being strongly related, both concepts do emphasize slightly different aspects of the
problem. For example, the fading memory definition emphasizes the possibility to
perform on-line computation, while the echo state property emphasizes the existence
of the time invariant filter.

The main problem with both definitions is that it is hard to check whether a given
system has either of these. There are some results regarding the existence of the echo
state property for a particular class of dynamic functions H (x, u) [3-5]. Clearly,
from the above discussion one can see that it is very hard to make generic statements
regarding the systems which exhibit these properties. Such analysis has to be done
for every system of interest.

23.6.2 The Expressive Power of Reservoir Machine

The notion of the expressive power of the reservoir is important for realizing the
advocated technological goals. While it is clear that the echo state mapping exists,
provided the specific requirements are met, it is less clear what one can actually do
with such devices. If we knew which features of the device influence it expressive
power, we would have a theory for building powerful reservoir computers, and we
would also understand the limits of the approach.

For discrete reservoirs with the echo state property the input echo function involves
an infinite list of arguments. If the system has natural relaxation time (or past for-
getting time) t, then this limits the number of arguments: Instead of (23.14) the
following description of the filter might be closer to the truth,

X() A Eu(Uymryy ooy s, Up—1, Uy) (23.18)

For such systems, how do we realize filters with very short or very long list of
arguments? Both situations are problematic. For example, assume that the goal is
to realize a filter that takes only the two immediate inputs, o(t) = (Fu)(t), that
should be trained to return the sum (Fu)(¢) = u(t — 1) + u(z). It is not at all clear
how to get rid of the dependence on the remaining inputs further away in the past.
Filtering longer signals is equally problematic since it is not clear where the distant

18 <1 jkely” is emphasized due to the following. First, the proof assumes continuous dynamics. Can
it be generalized to discrete dynamics? Second, the proof does not lead straightly to Definition 5,
but to a continuous formulation of the echo state that is possibly equivalent to the original echo
state definition.
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information should be stored. To realize both scenarios would likely require more
powerful reservoirs, but there is only one reservoir to choose from.

In the following a brief summary of what is known about the expressive power of
liquid state machines and echo state networks is discussed. The expressive power of
Reservoir Machine is discussed after that.

23.6.2.1 Lessons from the Past: The Expressive Power of LSM and ESN

A lot of research effort has been spent to understand which dynamic properties of
the system can guarantee the echo state property. Much less effort has been spend
on understanding how to exploit such a property if it exists. This is still an open
problem.

LSM is indeed Turing universal (in the fading memory sense), but only provided
that a whole class of machines is considered (the base filters). Not surprisingly, this
class should have exactly the same properties as the ones stated in the second version
of the SWA theorem. In fact, the LSM model originated from a direct application of
the second version of the SWA theorem on filters.

In contrast to LSM, in the literature there seems to be a lack of precision in
stating the expressive power of ESN, and possibly some misconceptions. This very
likely results from using the work by Maass et al. on LSM in imprecise way without
specifying the context properly (e.g. one system, or a class of systems). For example,
consider the following quote from [33]:

Universal computation and approximation properties. ESNs can realize every nonlinear filter
with bounded memory arbitrary well. This line of theoretical research has been started and
advanced in the file of LSM (Edit: quoting the LSM work by Maass et al. [1] and [34])

In the quote, there are several important assumptions that are implicit. Consider a
few examples of what might go wrong if such a claim were made without specifying
a proper context.

For example, the first implicit assumption is that one should consider a class of
networks, and not a single system (network). The second implicit assumption is that
this class should have the properties required by the SWA theorem, be an algebra
and separate points (which sould be proven, however). These implicit assumptions
are very fragile since their validity is context sensitive. Let us discuss each in turn.

The ESN idea, by construction, emphasizes the use of a fixed network, and in
this classical setup the quote is most certainly incorrect (as will be explained later
on). But, if the network is complex, then it might implicitly harbor a class of smaller
subsystems (see Sect.3.1 in [5] for an illustrative neural network example). In that
sense, the assumption that possibly a large class of echo state mappings is available
for a single system is justified. However, while these subsystems might exhibit the
echo state property (i.e. realize a set of filters), do these subsystems form an algebra?
In fact, they very likely do not form an algebra since the number of elements is finite.
But should one worry about it, i.e. is it necessary to require that they do? e.g. as in the
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LSM model. Subsystems might exhibit some separation features, but most certainly
not the exact separation property.

Another strongly related misconception regards the issue of the expressive power
of the classical reservoir computer (since it is often associated with the ESN concept).
It is implicitly assumed that RC has an infinite computing power, e.g. as in the
following quote from [7]:

Modeling capacity. RC is computationally universal for continuous-time, continuous-value
real-time systems modeled with bounded resources (including time and value resolution
(Edit: quoting the work by Maass et al. [35] and [36])

This is simply not true a priori for the same reasons as discussed above. If one-system
is used as a reservoir, a great caution should be exercised in making such a claim.
The main motivation behind suggesting the Reservoir Machine model was to make
these issues explicit so that they can be rigorously addressed. Understanding the
expressive power of the model is a highly non-trivial and still an open problem, as
discussed below.

The SWA theorem states clearly which properties a collection of filters must
possess if used in the information processing context: realize an algebra with constant
element that separate points, the algebra must realize mappings from a compact space.
In the following, each of the requirements of this generic theorem will be revisited
an interpreted in practical (engineering) terms.

23.6.2.2 The Burden of Realizing an Algebra Can Be Taken
by the Readout Layer

The key lesson from the SWAT is that machines M should form an algebra in some
sense. Do they, and can we engineer them in such a way in the context of unconven-
tional computation?

At this stage the mathematical concept of an algebra needs to be converted into
an engineering one. The requirement that the collection of machines described by
Reservoir Machine forms an algebra implies that they can be combined in some way,
or adjusted, to obtain new, hopefully more powerful, machines. Any two machines M
and M’ might be combined into a larger machine MOM' to compute another function
(filter). Here the symbol © denotes an engineering operation on the machines. The
filter being realized this way should be exactly the one that is obtained by applying
the algebraic operations on the respective output values o(¢) and 0'(t), as o(¢)o’(¢).

The above considerations put some constraints on how the engineering operation
should be implemented

u(t) - MOM) @) (@) = Y (R@)(O) Y (Ru) (1)) (23.19)
Note that the reservoir is not changing. Only the readout function is allowed to

change. Conceptually, the only freedom we have when designing new machines is
to combine their readout layers. Mathematically, the engineering challenge can be
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represented as
MOM' = (R, Y)OR, ¥') = (R, ¢ O) (23.20)

A direct comparison between (23.19) and (23.20) shows that if we can design
a new readout layer ¥ such that ¥"(x) = ¥ (x)y/(x) for every x € S then it is
possible to engineer an algebra of machines. In the similar way it can be shown that
engineering the vector space operations, multiplication by scalar w©M or addition
M 4+ M, can be transferred to the readout layer.

23.6.2.3 Engineering the Readout Layer ¥

The preceding discussion shows that the first technological requirement towards
building a reservoir machine is to ensure that the set of readout layers W forms an
algebra that can be realized. Of course, for in-silico implementations that is not an
issue, but in any other setup it has to be addressed explicitly.

The readout layer, or the interface, is one of the key concepts of the reservoir com-
puting. Intuitively, since the goal is to use the system as is, any auxiliary equipment
that has to be added onto the system to turn it into an information processing unit
should be as simple as possible. Typically, when performing mathematical analysis
the readout function \ is assumed to be a multivariate polynomial or even a simple
linear polynomial. How complex the readout layer should be?

Again, this is an instance where the SWA theorem needs to be reinterpreted
in an engineering context. The second version of the SWA theorem indicates that
any class of functions which have the universal approximation property will do.'
However, this might be an unnecessarily strong requirement. In the literature, several
implementations of the readout layer have been suggested ranging from a simple
linear readout towards a more complicated simple perceptron network. An extensive
list of various readout layers can be found in [7] (in Sect. 8).

The question is why should one engineer more complex readout layers if
simpler ones will do? and what is the simplest readout layer that can be used?
To answer these questions is an extremely challenging problem that has been
grossly overlooked in the literature.

Since the reservoir is frozen, and all the burden of the algebraic properties rests
on the readout layer, it is clear that the required complexity of the readout layer is
conditioned on the complexity of the dynamics of the reservoir. It is hard to make
generic statements without knowing what the reservoir looks like in a bit more detail.
Understanding this interplay is still an open problem. There is simply no available
theory that could be used to address the issue.

19Multivariate polynomials have this universal approximation property. Any function that behaves
in the same way can be used instead.
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From the practical point of view, it is implicit in the construction that such readout
needs to be constructed, and it should be kept be kept as simple as possible. The
computing that can be done by the reservoir should not be done by the readout layer.
To understand how much of the burden needs to be put on the readout layer one
should really start from basics, i.e. the first (abstract) version of the SWA theorem,
as discussed below.

23.6.2.4 Separating Points with One Reservoir Is Problematic
but Still Possible

The algebra of machines does not automatically satisfy the requirements of SWAT
for one obvious reason. There is only one reservoir to choose from. However, it is
possible that complex reservoirs can be used to implement such an algebra.

A Problem

Let us see whether the algebra of reservoir machines separates points. For every pair
of time series # and v we must find a reservoir machine M such that M(u)(t) #
M(v)(t) where ¢ stands for the observation (reference) time. This is the place where
the construct with a single reservoir breaks: in contrast to the LSM model, there are
simply no reservoirs to choose from, only one is available. What choices can one
actually make? In principle, there are two. First, while a single system cannot exhibit
infinite “separation” power, it might exhibit some if it is complex enough, i.e. if it
contains many components that are “addressable”. Second, by assumption, there is
a class of readout layers to choose from. However, by construction, these cannot
contribute to realizing the separation property. Thus, strictly speaking, there is only
one choice to be made, one has to “dig” into the system.

A Possibility
If complex enough, the reservoir could be divided into smaller parts: A truly complex
reservoir with many components realizes many filters, where the number of filters is
equal to the number of microscopic components N:

X=(X1,X2, .00 Xiy.ony XN) (23.21)
where each component realizes one filter

u — x;(u) (23.22)

This possibility has been already pointed out in [5] (Sect.3.1). For example, for a
discrete system it implies that input echo functions (filters) exist, such that
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xt(l) = 8(1)( ey s Ur2, U1, Ml)
_xt(z) = 8(2)( e U2, U1, ut)
_xr(l) = 8(1)( e U2, Ui, ut) (23.23)
_xt(N) = S(N)( e U2, U, ul)

Thus, possibly, there is a very large class of mappings to choose from.

The filters realized by such sub-systems might or might not form an algebra.
However, this feature is not an engineering requirement: The readout layer
carries the burden of realizing an algebra! What is important is that all these
filters separate points: In some sense all these filters should be “different”.

The output of the computation is given by

o(t) = V(x ) (@), x2(u)(0), ..., x;i W) (1), ..., xn W) (1)) (23.24)

At this stage it is important to formalize what a sub-system might be, i.e. what the
variables x; actually represent. In this context, the concept of observable in statistical
physics is extremely useful, and in particular the observables that are relevant for
information processing as discussed in [21]. Such observables could be referred
to as “information processing observables”. While formalizing (23.24) in terms of
information processing observables would make the discussion more complete it
would also make it a bit more technical. We just leave it at claiming, as in the
reservoir dynamics Sect.23.3.1, that x; does not necessarily describe microscopic
degrees of freedom but can also refer to features on larger scales.

In practice, it might be hard to access all subsystems (even if they are not micro-
scopic). From the engineering point of view, a more reasonable assumption is that
the readout layer will have only access to a limited number of components. Thus the
equation for the output should read instead

o(t) = W(xi, (u) (@), xi, (u)(1), . ..., xi, (U)(1)) (23.25)

where it has been assumed that the readout layer can only access d components.
The multiple (iy, i, ..., iz) denotes a particular choice of component filters being
indexed. In practice the number of accessible filters will be such thatd < N.
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One Should Resist the Temptation to Divide into too Many Parts

It is tempting to increase N by considering smaller and smaller systems. This would
make the collection of the filters generated by the subsystems very large and increase
the resolution of the algebra. Note that this is somewhat equivalent to the assumption
that x describes microscopic states. It also strongly parallels Putnam’s construction
(the assumption that every micro-state is accessible). However, there is a fundamental
problem with realizing such an agenda. The dynamics becomes noisy.

For observables that refer to very small sub-systems the dynamic laws expressed in
(23.3) and (23.4) do not longer apply. For such systems a noise term should be added
in the equations of motion. For example, it is a well-known fact that the dynamics
of a single molecule in the sea of solvent molecules kept at a finite temperature
should be modelled by using a stochastic differential equation. For observables that
are microscopic in nature one would have to assume the following dynamical law

dx (1)

o= H(x (1), u(t)) + n) (23.26)

where 7 is a stochastic variable with a given mean and a finite variance and H
indicates that H needs to be modified for the effects of friction. For example, the
form of the noise that describes experiments that involve diffusion is (n(¢)) =0
and (n(t)n(t")) = y8(t — t’) where §(¢) denotes the Dirac delta function and y is a
temperature dependent parameter.

The Expressive Power of a Reservoir Machine is Limited

Without knowing more details about the component filters x; (¢);i = 1,2, ..., N, it
is impossible to make further progress. This is exactly the reason why one-reservoir
construct is hard to analyze. However, it is clear that if the component filters separate
inputs, and if the readout functions can approximate sufficiently well, then it should
be possible to tune the reservoir machine towards arbitrary information processing
task, but there are clearly limits to what can be computed. The expressive power of
a programmable reservoir machine is not infinite.

23.7 Conclusions

Perhaps it is fair to say that reservoir computing is more an insight about computing
than an approach to computing. The insight is about the possibility to use an arbi-
trary dynamical system for computation without elaborate re-configuring (training)
procedures. In this chapter the existing problems with realizing this classical setup
were discussed, together with what could be done to address these problems, and
what could be gained by doing so. The three big questions that were addressed were:
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Which features of the construct are hard to engineer? How to engineer such features
in principle? What is the expected technological impact of such devices?

In this classical setup, reservoir computing is also a “call” to study dynamical
systems, and in particular unconventional computation, in a new way. The
Reservoir Machine concept was suggested to make this point of view explicit.

In the literature Echo State Networks and Liquid State Machines are often treated
as one concept. Admittedly, they are strongly related but they are not identical.
Any interpretation of these concepts is strongly context dependent, as illustrated in
the text. This lack of clarity might obscure further progress, and the goal was to,
first, point out the key differences between the concepts and then, second, provide
a synthesis of the ideas they represent. This was done in the context of the classical
setup of reservoir computing. The Reservoir Machine concept is the result of the
attempted synthesis.

Reservoir Machine has been introduced to emphasize the fact that, ulti-
mately, in the worst case scenario, one is facing the problem of using a fixed
dynamical system for computation with a very little freedom of tuning the
system. This worst case scenario is ubiquitous in situations when in-silico
solutions are not possible, and in particular in the context of unconventional
computation.

The explicit formulation of Reservoir Machine established a clear starting point
for the analysis of several aspects of the problem: The mathematical foundation of
reservoir computing, the SWA theorem, has been re-interpreted to provide strate-
gic guidelines for building powerful unconventional reservoir machines and to aid
in understanding their computing power. The most important observations are as
follows.

1. There is a strong connection between Putnam’s construction and the reservoir
computing idea in the classical setup. Putnam’s construction addresses nearly the
same problem.?” The notion of the microscopic degree of freedom and the ability
to access such states is crucial to establish the connection. This line of thinking
puts a clear emphasis on the need to understand how to build good readout layers.
This aspect of the problem should be given a serious consideration. While being
extremely “passive” in mathematical terms, in the engineering sense the readout
layer is as important as the reservoir.

2. Ithas been shown that, in the Reservoir Machine setup, the readout layer takes the
burden of realizing the algebra, while the reservoir takes the burden of separating

201t is tempting to argue that the separation property being emphasized in reservoir computing is, in
some sense, related to Putnam’s requirement of non-periodic behavior and the idea of the internal
dial [24].
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points. This is in contrast with Liquid State Machines where base filters realize
an algebra and the readout layer plays a somewhat passive role. The interplay
between the formal requirement to realize an algebra and the requirement that the
algebra separates points should be understood better.?!

3. Given that one can build powerful readout layers, it is important to be aware of the
fact that making the sub-systems too small results in noisy dynamics. It is possible
that for some applications the presence of noise is not an issue, and might even
be desirable, but in majority of cases noise is probably a nuisance. In general, the
effects of noise in the reservoir computing setup still need to be understood.

4. There seems to be no theory of reservoir computing that might be directly rele-
vant for engineering applications. The Reservoir Machine construct provides an
illustration of how to approach the problem of constructing such a theory.??

Perhaps the suggested reservoir machine model could be taken as a starting point
for constructing a theory that is relevant from a practical point of view, as it clearly
points out the relevant set of issues. There are several options for constructing a better
theory of reservoir computing.

1. The SWA theorem might not be particularly useful in the engineering context,
after all. The theorem is simply an existence statement. It states that an approxi-
mation can be found under given conditions. It does not address the accuracy or
tolerance issues, or gives any bounds. One might try to constructs and prove a
completely different version of the SWA theorem, in a form that is more useful
for engineers.

2. The second option is to re-work some ingredients of the existing theorem towards
a more engineering like setup. For example, the separation property seems to be
crucial. The separation property is a mathematical formulation of an intuitive
understanding that the system must have some “resolution power” (of inputs).
It could be useful to re-phrase the separation criterion in less absolute terms
by, e.g., requiring not strict separation of inputs, but separation up to a certain
accuracy (resolution).?

2Hntuitively, one expects that the expressive power of the algebra is strongly related to the “richness”
of the algebra, provided such a concept can be defined, e.g. by using the number of sub-filters as a
measure. The readout layer is not the source of that richness and, yet, takes the burden of realizing
the algebra. This is a result of the systematic analysis that has been undertaken, and should be taken
as such.

22A lot has been achieved since the reservoir computing concept has been originally suggested.
However, there are many issues that are still open, as pointed out throughout the text. For example,
in the classical setup, reservoir computing does not have the universal computing power, not even
in the fading memory (on-line computation) sense. There is still no sufficient understanding of the
expressive power of reservoir computing in the classical (reservoir machine) setup. The understand-
ing provided by the use of SWA theorem is an important first step (e.g. LSM and ESN studies) but
to understand the computing capacity of a reservoir machine we clearly need a much better theory
of reservoir computing.

23To a mathematician, an interesting question, perhaps, might be: given that a class of functions
forms an algebra and separates inputs up to a certain accuracy, is there any way to characterize a
class of functions that can be represented that way? Which types of theorems could be proven?
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3. The third option is to further explore and refine the fading memory and the echo
state concepts, despite the fact that, perhaps, they are the part of the reservoir
computing theory that has been mostly developed and investigated. For one
thing, the equivalence between the two concepts has been proven, but under very
specific conditions. It should be clear from the presented discussion that these
concepts are strongly related. Accordingly, it is surprising that the equivalence
has not been proven under more generic conditions.

To conclude, as a technological platform, the single reservoir perspective featured
in Reservoir Machine should be less restrictive when it comes to practical implemen-
tations. Admittedly, it is also less expressive, but might have a larger technological
impact. It seems that the envisioned reservoir machine technology might solve com-
plicated unconventional information processing problems. As an illustration of how
the Reservoir Machine concept can be applied in the context of material compu-
tation (e.g. for building material machines) see [15]. Reservoir Machine might be
suitable as a platform for improving the existing, and realizing new unconventional
computing scenarios. It is perfectly possible that important information processing
applications can be realized by using relatively simple reservoirs, since not all rele-
vant information processing tasks are complicated.?* For example, one can envision
plethora of applications of reservoir computing in situations where in-silico realiza-
tion is not feasible, e.g. in medical sensing applications when bio-compatibility is
an issue rather than the computing capacity. This suggests that while reservoir com-
puting machines might be used for high-performance computing, their natural zone
of application is very likely elsewhere. Such machines could be used for the infor-
mation processing tasks that require deep integration of the information processing
equipment and biological systems.

Acknowledgments This work was supported by Chalmers University of Technology and by the
European Commission under the contracts FP7-FET-318597 SYMONE and HORIZON-2020-FET-
664786 RECORD-IT.

Appendix
An Alternative Echo State Property Definition

Intuitively, the following definition of the echo state property might be easier to
understand. [5] The following notation is useful to rephrase the original definition
in the ambience of this chapter. Let x, = R(u|x,)(t) denote the configuration of

24For example, consider the problem of on-line time series data analysis and pattern recognition.
This is typical example where the separation property is not a strong requirement. What is needed is
that only particular input patterns drive the system to a different regions of the configuration space
when compared to the background input. It is possible that relatively simple reservoir machines
could handle such tasks.
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Fig. 23.2 An illustration of the state contracting property. Any pair of trajectories start aligning if
one waits long enough. For example, for a fixed pair of initial conditions the trajectories after time
h can be both “covered” with the black box by moving it vertically. Note that the height of the box
3y, is fixed beforehand and depends only on &. Likewise, if one waits a bit longer, until r = n + 1’
with &’ > h then the size of the box becomes smaller. Note that the gray box is smaller than the
black box. There is always a tendency for each pair of curves to start aligning. The more one waits
the more aligned they become. a The desired behaviour for any pair of trajectories. b The behavior
must hold for any input

the system that was at time » in state x,, and that has been exposed to the input
u after that, during the time interval [n : t] = (n,n+ 1,n+2,...,t —2,t — 1,1).
To emphasize that the system has been exposed to the input during 4 time steps we
write R(u|x,)(n + h). Further, let ||x; — x;||s denote the distance between any two
elements x; and x/ in § for arbitrary 7.

Definition 7 (state contracting) The network is uniformly state contracting iff there
exists a null sequence26 of bounds 6, with h =0, 1,2, ..., oo such that for every
input sequence u and every pair of initial conditions x,,, x/, € & the chosen pair of
trajectories approach each other, i.e. ||R(u|x,)(n + h) — R(u|x,)(n + h)||s < 8.

25The notation is implicitly suggesting that § is a vector space but this need not be the case. This
form is used to make such expressions more readable.

26 A null sequence is a sequence of positive numbers that converges to zero.
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Note that, in contrast to Definition 6, this definition does not feature any knowledge
of an infinite past. For example, there is no need to know what the input looked
like in the interval (—oo :n) = (...,n —3,n —2,n — 1). Accordingly, the above
definition is easier to understand since it is “forward oriented” and more aligned
with the human intuition of how dynamic systems behave. Figure 23.2 is a graphical
representation of this property. It describes a system that equilibrates in some sense,
i.e. by “locking” onto the input.

The fact that the definition above is equivalent to Definition 6 was proven rig-
orously in the original publication by Jaeger from 2001 [4]. Note that Figs.23.1
and 23.2 are different. They depict a priori genuinely different behaviors. Thus a
mathematical proof that these two behaviors are equivalent was indeed necessary.
The above definition might be more useful if one wants to check whether a given
physical system has the echo state property.
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