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Abstract The area of risky behavior modelling has unsolved issues in current
practice: there is a need for numerical estimates of risky behavior rate. We propose
the approach for risky behavior modelling in terms of Bayesian Belief Networks
on the base of the data about behavior episodes. The paper includes the description
of the model, results of model testing on automatically generated dataset and dis-
cussion of possible further development.
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1 Introduction

Bayesian Belief Network (BBN) is a type of probabilistic graphical models that
represents a set of random variables and their conditional dependencies [1].
Formally, BBN is a directed acyclic graph that should satisfy several requirements
[1]. In general BBNs represent complex influencing factor relationships, they are
applied in wide range of areas: finance, medicine, information technology [2-6].
BBNSs are known as good representation of knowledge and decision support under
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uncertainty [7] and one of their important advantage is the ability to combine
different source of information [8].

These features of BBN play an important role in research that involves both
empirical data and expert knowledge [9]. One of such research areas is individual’s
risky behavior modelling. On the one hand, researchers collect data about
respondents’ risky behavior in different field studies; on the other hand, there are
associations, causalities and assumptions based on results of previous studies, facts
and theories from other research areas. To construct better models of respondents’
behavior and, furthermore, to compute more accurate characteristics of that
behavior, it is important to combine both data-based and expert-based information.

Knowledge of risky behavior characteristics supports decision making in many
practical issues. Unusual behavior of the user of information system can be a
marker that defines insecure events. Risky sexual behavior (e.g. having multiple
sexual partners, unprotected sex) is widely known to be associated with high risk of
sexually transmitted infections, including HIV-infection [10]. The “gold standard”
for behavior rate measuring is a diary method, in other words, simple recording of
episodes [11]. However this method 1is extremely time-consuming,
resource-consuming and even hardly possible for many kinds of behavior [12], for
example, due to private nature of the behavior [13] or social desirability bias. In
[14] authors provided the method based on data about several behavior episodes.

Risky behavior studies were mostly focused on exploring factors associated with
risky behavior or factors influenced by that behavior [15-17]. The results were
mostly data-based with expert knowledge included in the form of variable selection.
For those studies regression models were primary and dominating method espe-
cially in medicine and public health [16, 17]. Also the results did not provide any
numerical characteristic of behavior, e.g. rate, frequency or risk that can be further
implemented into automated system for decision making.

Human reliability analysis that studies causes, consequences and contributions
of human failures in socio-technical systems [9] is close to risky behavior mod-
elling in many parts: it deals with both expert information and empirical data, it
faces with uncertainty of initial data, and it is related to human behavior. Human
reliability analysis is based on many methods and now BBNs received an
increasing attention [9].

However, this practice can not be applied directly to risky behavior modelling.
The closest outcome in human reliability analysis that can be considered as
behavior characteristic is probability of human error [9] but we need more detailed
outcome for risky behavior rate estimate, not just “it happens with probability p”.
The other issue is an availability of data sources: there is no rather simply collected
data from technical systems, the information about behavior comes from
self-reports about risky behavior episodes.

The purpose of the paper is to describe the approach for risky behavior mod-
elling in terms of Bayesian Belief Networks.
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2 Risky Behavior Modelling

2.1 Initial Data

The model [18] is based on data about the length of intervals between three last
episodes of risky behavior and the length of minimum and maximum intervals
between episodes during period of interest 7. The data about episodes in most
applications is obtained from respondents’ self-reports [14]. We assume that for
each respondent occurrence of episodes follows Poisson random process: the
occurrence of the next episode is independent from the previous ones, length of
interval between concurrent episodes follows exponential distribution. This
assumption corresponds to the features of risky behavior and, at the same time,
allows less complicated calculations.

Adding data about minimum and maximum intervals decreases the influence of
recent behavior represented by the last episodes. However, combining all the data
about episodes leads to very complicated joint distribution [19] even in case of
Poisson random process and requires much more calculation for behavior rate
estimate. Any change or revision of the model, again, will require re-calculation of
joint distribution (if it will be possible in elementary functions).

On the contrary, as it was mentioned earlier, BBN allows determining complex
relationships in terms of simpler dependencies between small parts. Modelling risky
behavior as BBN gives a way to add all available data into the model as well as
include expert assumptions about relationships between them and their distribu-
tions. Revising the assumptions or adding new variables to the model requires
re-arranging small part of the BBN only. Moreover, the existence of software tools
(including freeware) for dealing with BBNs, for example [20] or [21], allows
researchers focus on description of the model while calculations are performed
automatically. Considering these advantages of BBNs we proposed a BBN for risky
behavior modelling.

2.2 Model Description

The structure of BBN model is a graph G(V, L) with vertices V = {t1, t12, t3,
fminy fmaxs A, 1} and edges (or links) L = {(u, v) : u, v € V} (Fig. 1), where X is
random variable for behavior rate; #; is random variable for the length of the
interval between ith and jth episodes from the end (0 corresponds to interview
moment); fn, and fp, are random variables for the length of minimum and
maximum intervals; n is random variable for the number of episodes during period
of interest.

All variables were discretized. Conditional probabilities for variables were as
follows [18] (where Iy = 1, ..., k;, k, was the number of disjunctive intervals for
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Fig. 1 Bayesian Belief network for risky behavior modelling
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For all further examples we used the following discretization: for the rate
variable A AV =10,001), A® =10.01,003), 13 =[0.03,0.05),

AW =10.05,01), A5 =7J0.1,02), 1© =10205), 17 =]05,1),
A® = 1, 00); for the Varlables Lijt1s tmins tmax 2 = [0, 0.1), 1@ = [0.1, 1),
P = 1[1,7), 1% = [7,30), {5) = [30, 180), 1© = [180, o).

The model was represented in GeNle&Smile [20]. The calculations and statis-
tical analysis were performed using Smile library [20] and R [22].

2.3 Testing Results

To test the model we used automatically generated dataset. First, we generate 200
values for behavior rate that followed Gamma distribution with the shape k = 1.1
and the scale O = 0.1. The parameters were chosen to produce more
“real-behavior”-like dataset with behavior rate in most cases less than 1 and con-
centrated around 0.1 episodes per day. Next, for each rate value according to
assumptions of the model we generated 20 “respondents” or 20 sequences of
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behavior episodes each of those for period of 180 days in total. In other words, we
had 4000 sequences of episodes. Than we calculated lengths of minimum, maxi-
mum intervals between episodes and lengths of intervals between the last three
episodes. After deletion of incomplete cases (e.g. cases with only one episode
during 180 days) the final dataset consisted of 3672 cases (or “respondents”).

All variables were discretized as it was described in Sect. 2.2. The prior dis-
tribution of behavior rate for BBN model presented on Fig. 2: the probability of the
last episode was set to 0.125, the remaining part was distributed uniformly
according to the length of the interval.

We considered both individual predictions and prediction for the whole
group. The predicted rate value for each case or “respondent” was the interval with
maximum posterior probability. Table 1 shows the confusion matrix for the indi-
vidual predictions. The average accuracy [23] for this eight-class classification was
87.7 %. Moreover, the false positive predictions in most cases belonged to adjacent
intervals.
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Fig. 2 Prior rate distribution

Table 1 Confusion matrix

for the individual predictions I,I:Itlilzl Predicted value
AL [ a@ 2B | 4@ | A6 [0 [T [ ®
A 6 12 3 1 0 010 0
A2 83 |310 | 85 | 36 1 010 0
2B 11 205 | 145 | 123 6 010 0
A4 0 | 121 [249 |470 | 153 710 0
A5 0 3| 18 |252 |568 | 119 |0 0
26 0 0 285 (369 |0 0
A 0 0 0| 2010 0
A®) 0 0 0 010 0
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Initial Rate Distribution

030
|

0.20

0.10

0.00

[0,001)  [0.01,003) [0.03005) [00501) [0102) [0.2,0.5) [0.5,1) [1.Inf)

Estimated Rate Distribution

020
1

0.10

[=1
=g
o

[0,0.01) [0.01,003) [0.03,005) [00501) [0.1,0.2) [0.2,0.5) [0.5,1) [1,Inf)

Fig. 3 Comparison of the initial and the estimated rate distributions

The initial rate distribution for generated dataset and comparison with the rate
distribution estimated on the base of data about episodes is presented on Fig. 3. The
estimated rate distribution was the result of inference on the BBN combined for the
group of “respondents” according to Dirichlet distribution [24]. The %> test for
comparison the distributions showed that we did not reject the hypothesis about
similarity of distributions (x2 = 48, df = 42, p—value = 0.24). In other words,
the estimated rate distribution looked similar to the initial distribution with major
part of cases concentrated between 0.05 and 0.2 cases per day.

2.4 Real Data Example

To illustrate how the model works for real data we considered data about the last
episodes of alcohol consumption and data about minimum and maximum intervals
between the episodes during the last 6 months. The data about 380 respondents was
collected in 2011 among patient of one of STD clinics in St.Petersburg, Russia. We
used the same prior rate distribution that was described in Sect. 2.3 (Fig. 2). The
estimated distribution presented on Fig. 4.
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Fig. 4 Estimated rate distributions for alcohol consumption

According to the estimates we can conclude that with probability greater than 0.9
respondents in the sample drank alcohol rarely than one tome per 10 days. At the
same time, the probability of really rare consumption was relatively low too that
allowed to conclude that in general there was a need for behavior-changing events.

3 Conclusion

The area of risky behavior modelling has unsolved issues in current practice. To
provide a tool for estimating behavior characteristics we proposed the model in
terms of Bayesian Belief Networks that combined both empirical data and expert
knowledge about behavior. Testing the model on automatically generated dataset
showed good results. The rate estimates for real data illustrated the possible con-
clusions in practical issues. However, for practical usage the model requires more
detailed testing with different initial rate distributions and, on the other hand, testing
on data about real behavior with available data about episodes and real rate.
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