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Preface

This volume of Advances in Intelligent Systems and Computing contains papers
presented in the main track of IITI 2016, the First International Conference on
Intelligent Information Technologies for Industry held in May 16–21 in Sochi,
Russia. Sochi is a beautiful city in the south of Russia, a well-known resort center
on the Black Sea and the capital of XXII Olympic Winter Games—2014. The
conference was jointly co-organized by Rostov State Transport University (Russia)
and VŠB-Technical University of Ostrava (Czech Republic) with the participation
of Russian Association for Artificial Intelligence (RAAI) and Russian Association
for Fuzzy Systems and Soft Computing (RAFSSC). These two Associations rep-
resent important Russian scientific communities incorporated into international
activities: RAAI is a member society of the European Coordinating Committee for
Artificial Intelligence (ECCAI) and RAFSSC is the member of International Fuzzy
Systems Association (IFSA).

The First IITI Conference is not, of course, the first international conference on
intelligent technologies and fuzzy systems in Russia. Among the most important
international events (in English) organized by RAAI and RAFSSC in twenty-first
century we may cite the Joint Conference on Knowledge-Based Software
Engineering (KBSE), International Conference on Fuzzy Sets and Soft Computing
in Economics and Finance (FSSCEF), Rough Sets, Fuzzy Sets, Data Mining and
Granular Computing (RSFDGrC’2011). The XVth Russian National Conference in
Artificial Intelligence with international participation (CAI-2016) will take place at
Smolensk in October 2016.

The conferences above-mentioned were mainly focused on fundamental prob-
lems of artificial intelligence, fuzzy set theory, and soft computing. To differ from
them, IITI’16 is devoted to practical models and industrial applications related to
intelligent information systems. It is considered as a meeting point for researchers
and practitioners to enable the implementation of advanced information technolo-
gies into various industries. Nevertheless, some theoretical talks concerning the
state of the art in intelligent systems and soft computing were also included into
proceedings.
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There were 162 paper submissions from 10 countries. Each submission was
reviewed by at least three Chairs or PC members. We accepted 92 regular papers
(57 %). Unfortunately, due to limitations of conference topics and edited volumes,
the Program Committee was forced to reject some interesting papers which did not
satisfy these topics or publisher requirements. We would like to thank all authors
and reviewers for their work and valuable contributions. The friendly and wel-
coming attitude of conference supporters and contributors made this event a
success!

May 2016 Ajith Abraham
Sergey Kovalev
Valery Tarassov
Václav Snášel
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Part I
Cognitive Technologies on the Basis

of Sensor and Neural Networks



The Data Transfer Development
in MANET Networks on the Base
of Chinese Remainder Theorem

Nikolay Ivanovich Chervyakov, Mikhail Grigorevich Babenko,
Nikolay Nikolaevich Kucherov, Irina Sergeevna Krisina,
Anastasiia Igorevna Garianina and Mariia Nikolaevna Shabalina

Abstract In the paper the data transmission scheme in MANET networks con-
structed on the threshold secret sharing scheme (SSS) possessing the computation
capability similar to Asmuth-Blum SSS, however code with the speed of t times
more is proposed. The proposed SSS constructed on residue number system
(RNS) allows to detect errors in communication channels using the error correction
codes in RNS. From results of simulation it is possible to draw the conclusion that
in case of identical occupied space the time delay of the approximate method when
using modules of size to 64 bits is 20 % less, and when using modules of size more
than 64 bits the time delay is 30 % less in comparison with method of orthogonal
bases. The use of SSS constructed on RNS allows to develop reliable data transfer
protocols in MANET networks. The neural network implementation of the
approximate method is 10 % more effective than classical implementation of the
approximate method.
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1 Introduction

Mobile MANET networks found broad application in information transfer infras-
tructure: during military operations for transmission of cards, satellite pictures and
video instructions [1, 2], in emergency situations in case of video information
transmission on a place of the tragedy and scales of corruptings [1, 3], on the city
broadband wireless networks [4, 5], etc., satisfying to video information trans-
mission quality provided by the DVB (Digital Video Broadcasting) standard [6].
However in MANET networks the probability of failures connected to their mobile
nature is great. Failures appear as at any time any node can become unavailable or
appear in a network [7–10].

An increase of devices computational capability according to Moores law,
increase of the software requirements to computational capability of equipment
according to Virt’s law and increase in signal power for fall forward of the trans-
mitted data on the wireless networks leads to bigger consumption of electrical
energy by mobile devices, that leads to increase in battery capacity and reduction of
time of independent operation. Use of one-time batteries allows to save energy on
the long period, and use of accumulator leads to loss 90 % of the electric power
within 100 days of their non-use [2] therefore it is inexpedient to use accumulator
for production of the specialized rare application equipment.

Owing to everything said above, limited technical characteristics of devices,
such as the accumulator capacity, computational capability, add vulnerability to
devices and a network in general. It is proposed to use the threshold secret sharing
schemes based on Chinese Remainder Theorem for providing the reliable and
secure data transfer. This choice is made due to the fact that modular arithmetics
allow to implement the effective algorithms of data protection, occupying small
space, providing low energy consumption and high fault-tolerance. Also use of
modular arithmetics guarantees transmission of the message in a case when the part
of information is lost or distorted. Thus confidentiality, integrity and authenticity of
the information transferred in mobile MANET networks is provided.

The main aim is the development of information transmission system satisfying
to the following two conditions [7]:

1. Each node may perform necessary operations with the data for its secure
transmission, but access to the information is provided only for those nodes to
which it is intended.

2. In case of failure of one or more nodes, the message must be delivered without
distortion with a probability close to one, in the conditions of the transfer in a
hostile environment.
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2 Mathematical Model of MANET Network

The multistep network is represented with the directed weighed multigraph G V ;Eð Þ
with the painted arches. A set of graph nodes V corresponds to the set of routers and
a set of arcs E� eijk : i; j 2 V ; k ¼ 1; 2; . . .

� �
—to the set of network links, and the

color of an arch designated by an integer k corresponds to the frequency of channel
used in a network. If the distance between nodes vik and vjk; i 6¼ j and i; j 2 ZN is
less than communication range, between them a communication channel exists, and
nodes vik; vjk, are called neighbors. Between two routers there can be some links (in
different frequency channels) therefore the neighbor nodes in the graph can be
connected with more than one arch. Each arc eijk 2 E the numbers is put in com-
pliance: Dij; qijk; dik; Costik; nik; fik

� �
:

1. distance Dij between routers i and j;
2. probability qijk Dij

� �
that attempt of a package transfer between routers i and j in

the frequency channel k will be unsuccessful;
3. average delay dik of the first attempt of a package transfer the router i in the

frequency channel k;
4. the cost Costik of one attempt of a package transfer the router i in the frequency

channel k. We will notice that cost cik linearly depends on length of the message
transferred in a package (that is if the message the length l bit transferred in a
package by router i in frequency channel k costs cik, then the message the length
rl bit transferred by router i in frequency channel k costs rcik);

5. the number nik of repetitions of a package transfer the router i in the frequency
channel k providing an appropriate level of reliability at information transfer;

6. the number of neighbours fik of the node vik in the frequency channel k (as in
works [7, 10–16]).

The way R I;Kð Þ of an information package transferred from node iI ¼ i1 to node
iO ¼ is lies through vertices i2; . . .; is�1, on communication links k1; . . .; ks�1

respectively, and the cost of the package delivery on the way R I;Kð Þ equals

Car il; iO; R I;Kð Þð Þ ¼
Xs�1

j¼1

nij � Costij

The probability of the package delivery from node iI to node iO on the way
R I;Kð Þ is:

P iI ; iO;R I;Kð Þð Þ ¼
Ys�1

j¼1

1� q
njkij
ij ijþ 1kij

� �
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The average time of a time delay in case of information transfer from the node iI
to the node iO along the route R I;Kð Þ is:

D iI ; iO;R I;Kð Þð Þ ¼
Xs�1

j¼1

dij

For delivery of a package from a node iI to a node iO the route with the minimum
cost and the maximum level of reliability is selected.

Let the maximum message, which can be transferred in a package, have length
of L bits. For the tL bit length message S transmission in MANET networks we use
the Secret Sharing Scheme (SSS) t; rð Þ constructed with use of the Residue Number
System (RNS). We choose as the modules of RNS mi pairwise coprimes satisfying
a condition:

2L \m1 \m2 \ � � � \mr \ 2Lþ 1 ð1Þ

then 2tL \
Qt

i¼1 mi, therefore according to the Chinnese Remainder Theorem each
number in the range 0; 2tL½ � can be represented in RNS unambiguously. We will
calculate message S projections, using the following formula:

Si ¼ modmi ð2Þ

Knowing any t message projections, the receiver, using the Chinese Remainder
Theorem, will be able to recover the message. If the receiver knows projections
h[ tð Þ, then using codes of detection and correction of errors in RNS, the receiver
can find h� t errors and correct the h� t � 1 errors. If the eavesdroper received
h h\ tð Þ secret Si1; Si2; . . .; Sih projections, the power of a set of the secret S possible

values is Sj j ¼ 2tLQh

j¼1
mij

& ’
. At worst, when the eavesdroper knows h ¼ t � 1 secret

projections, value of power of this set satisfies to an inequality:

2L�tþ 1 \ Sj j\ 2L

In case of a choice L � t the secret sharing scheme constructed with use of RNS
is threshold, and the set of possible values of a secret is more than 2 equally
probable values of a secret.

Telling each projection Si on the way Ri Ii;Kið Þ so that for any i 6¼ j the condition
Ii \ Ij ¼ iI ; iOf g is satisfied, that is Ri Ii;Kið Þ and Rj Ij;Kj

� �
—not crossed on peaks

two simple ways, we will estimate the cost, probability and average time of a time
delay of the message delivery:
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Car iI ; iIð Þ ¼ min
I2J

X
j2I

Car il; iO;Rj Ij;Kj
� �� � !

p iI ; iIð Þ ¼
X
I2J

Y
j2I

P iI ; iO;Rj Ij;Kj
� �� �

�
Y
j 62I

1� P iI ; iO;Rj Ij;Kj
� �� �� �

D iI ; iIð Þ ¼ min
I2J

max
j2I

D il; iO;Rj Ij;Kj
� �� �� �� 	

where I—a set of the numbers of the allowed set of participants, J—set of all
possible allowed great number of participants for recovery of the message. The
allowed great number of participants is meant as the number of participants suffi-
cient for recovery of the message. In our case this is any set containing t or more
secret projections.

3 The Method of Error Detection

3.1 The Error Detection Method Based on the Chinese
Remainder Theorem

We will consider system with the bases mi1;mi2; . . .;mit and the rangeM ¼ Qt
j¼1 mij .

We will introduce the base mitþ 1 coprime with any base mij (on SSS condition).
Also we will represent numbers from iþ 1 bases. It means that we will transfer
numbers and we will make operations over the numbers lying in the range 0; M½ Þ,
in broader range 0;M0½ Þ where M0 ¼ Qtþ 1

j¼1 mij .

Theorem 1 [11, 16] Let the RNS bases mi1;mi2; . . .;mit;mitþ 1 satisfy a condition
mij\mijþ 1 ; j ¼ 1; 2; . . .; t, and let A ¼ ai1; ai2; . . .; aij; . . .; ait; aitþ 1

� �
be a correct

number.
Then number eA ¼ ai1; ai2; . . .; ~aij 6¼ aij; . . .; ait; aitþ 1

� �
, where j ¼ 1; 2; . . .; t; tþ 1

is incorrect.
Follows from the theorem eA [ M

miiþ 1
takes place, i.e. eA is the wrong number. Its

worth to note that if among the bases of system there are such small bases
mi1;mi2; . . .;miw , that

Yw
j¼1

mij ¼ M00\mij :

The Data Transfer Development in MANET Networks … 7



Then distortions in digits on several or even on all bases turn the correct number
in wrong, and existence of distortions in all cases can be set.

To find existence or absence of an error in number A, it is necessary to compare
it to the range M. Thus if A � M appeared, that means the error at least in one digit
takes place, if A\M either there is no error or it has more difficult nature [16].

3.2 Modification of the Error Detection Method on the Basis
of the Approximate Method

We will consider the method of number errors and number of the faulty residue
number system channels determination which possesses high-speed performance
and low hardware expenses from work [13].

Besides, the solution practically of any control task requires comparing in a
necessary timepoint of a status of managed objects with the given statuses corre-
sponding to algorithm of systems functioning. The purpose of comparing is
detection of the fact of coincidence or mismatch of values, equalities or inequalities
of numbers greater or smaller than some values.

We will apply the approximate method [13] which allows to implement correctly
mentioned above functions to determinate dynamic range overflow and detect an
error.

The essence of the approximate method is based on use of the relative value of
numbers to the full range determined by the Chinese Remainder Theorem, which
connects positional number A to its representation in residuals ai1; ai2; . . .; aitð Þ,
where aij—the smallest non-negative residues of number, concerning residue
number system modules mi1;mi2; . . .;mit the following expression

A ¼
Xt
j¼1

M
mij

M�1
ij




 



mij

aij













M

where M ¼ Qt
j¼1 mij , mij—RNS modules, M�1

ij




 


—multiplicative inversion Mij

relatively to mij , and Mij ¼ M
mij

¼ mi1;mi2; . . .;mij�1;mijþ 1; . . .;mit .

If we divide the left and right part of expression (1) by the constant
P corresponding to the range of numbers, we will receive approximate value

A
M

¼
Xt
j¼1

M�1
ij




 



mij

mij
aij

















1

�
Xt
j¼1

kijaij













1
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where kij ¼
M�1

ij




 



mij

mij
—constants of the chosen system, aij—digits of the number

represented in RNS, thus value of each sum will be in an interval 0; 1½ Þ. The end
result of the sum is being calculated after summing and discarding of an integer part
of number on saving a fractional part of the sum. The fractional part can be written
also as A mod 1, because A ¼ Ab c þ Amod 1. The quantity of the number frac-
tional part discharges is defined by the greatest possible difference between adjacent
numbers. In need of exact comparing it is necessary to calculate value (2) which is
equivalent of RNS to weighted number system conversion. For the solution of an
objective task it is enough to know approximately the value of the used number A in
relation to dynamic range M which is executed rather simply, but thus the ratio is
defined truly A ¼ M, A [ M or A\M [13].

For determination of an error and overflow redundant RNS is used, possess t-
work r � t-control bases, thus the excess range in case of two excess modules will
equal Mover ¼ M � mitþ 1 � mitþ 2 , where M working range. If values A

Mover
\ M

Mover
, then

number if faultless. Similarly also overflow of the range of the represented numbers
is defined.

Finite process of dynamic range overflow detection and detection errors can be
presented in the form of the generalized algorithm [12]:

The relative values A
Mover

\
M�1

ij




 



mij

� aij and M
Mover

\
M�1

ij




 



mij

� mij are calculated, where:

A—fault number; aij—digits of number A; mij—digits of number M. If A
Mover

\ M
Mover

,

then there is no error, if A
Mover

� M
Mover

there is an error and dynamic range overflow.

4 The Effective Neural Network SSS Implementation

4.1 Finite Ring Neural Network

The Neural Network (NN) represents high-parallel dynamic system with topology
of directed graph which can receive output information by means of response of its
status to input influences. In NN processor elements and directed graphs are called
as nodes [15, 17]. The structure of handling algorithm of data provided in residue
number system, also as well as structure of NN possesses natural parallelism that
allows to use NN as the formal device of the algorithm description.

NN architecture. The general interpretation of NN architecture is a mass and
parallel interdependent network of simple elements and its hierarchical arrange-
ment. The structure of NN somewhat models biological nervous system.

Power of NN is its ability to use the initial knowledge base for the solution of the
existing problem. All neurons work is competitive, and direct computation is
influenced by the knowledge ciphered in communications of a network [17–20].

The Data Transfer Development in MANET Networks … 9



Interaction of neurons is considered in three-level hierarchy of the network
consisting of layers [17, 19, 21]:

1. Display of parameter (this layer contains the residual connected to the weighed
value of each computing discharge).

2. Display of bit computation (defines the function of a finite ring applied to each
computing discharge).

3. Display of operation of a finite ring (defines the main operations which are used
for arithmetics of a finite ring implementation).

We will consider architecture of FRNN from work [22]. Based on a computa-
tional model of a finite ring the main operator in which is the operator of extraction
of separate discharges of the transformed number binary representation multi-layer
subnets can be constructed. Structure of the subnet is shown in Fig. 1, where
synoptic weights are wi ¼ 2ij j, i ¼ 0; 1; . . .; n� 1.

1. Assembly (it is used for collection of the inputs belonging to one binary place of
input sources). The result of binary to residual conversions, multiplication,
addition operations calculated by means of FRNN is function of the amount of
the weighed input discharges.

2. The computing. The result of computation is defined by the positive logic. The
end result of FRNN will have the steady form.

4.2 Modeling

Simulation of the one FPGA higher described methods of errors detection, for
which size of modules is carried out: size of 8, 16, 32, 64, 128, 192 and 256 bits. On
an input in all methods the RNS bases mi were moved and number

(a) (b)

Fig. 1 Structure of the subnet (a) and its symbolic representation (b)

10 N.I. Chervyakov et al.



A ¼ a1; a2; . . .; atð Þ which size changed in proportion to modules mi. In a Fig. 2
results of simulation are shown.

From the results of simulation provided in Fig. 2 it is possible to draw the
conclusion that in case of rather identical occupied space the time delay of the
approximate method when using modules of size less or equal to 64 bits is 20 %
less, and when using modules of size more than 64 bits the time delay is 30 % less
in comparison to method of orthogonal bases. The neural network implementation
of the approximate method is 10 % more effective than classical implementation of
the approximate method.

5 Conclusion

In this paper the threshold secret sharing scheme (SSS) possessing the computation
capability similar to SSS of Asmuth-Blum [23] is proposed, however the speed of
proposed code scheme is t times more. The proposed SSS constructed on RNS
allows to detect errors in communication links using RNS error correction codes.
From the results of simulation provided in Fig. 2 it is possible to draw the con-
clusion that in case of rather identical occupied space the temporal time delay of the
approximate method when using modules of size less or equal to 64 bits is 20 %
less, and when using modules of size more than 64 bits the time delay is 30 % less
in comparison to method of orthogonal bases. Use of SSS constructed on RNS
allows to construct reliable transfer protocols of video data in the MANET net-
works. The neural network implementation of the approximate method is 10 %
more effective than classical implementation of the approximate method.

Fig. 2 Diagram of use of slice and temporal time delay units
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Using of a Convolutional Neural Network
with Changing Receptive Fields
in the Tasks of Image Recognition

R.M. Nemkov, O.S. Mezentseva and D. Mezentsev

Abstract In the article synthesis procedure of mathematical model features of
convolution neural network (CNN) is described. In order to improve the general-
ization capability of the network the training set is generated by adding a distorted
image with changing of CNN receptive fields. This fact differs given procedure
from the known procedures. We propose the reduction algorithm of an extended
training set and the synthesis algorithm of features for CNN with non-standard
receptive fields. The experiments results of the developed algorithms were shown in
the article in order to assess of generalization capability changes of the convolution
neural network. The experiments were performed with the hardware platform of the
“Mechatronics” stand (SPA “Android techniques”, Russia).

Keywords Convolutional neural network � Pattern recognition � Training with
noise

1 Introduction

For invariant pattern recognition there are various methods: potential function,
Bayesian networks, Markov networks, artificial neural networks, different types of
associative memory and others. Problem of invariant images recognition is still not
solved in general [3, 4].

Nowadays, the subclass of artificial neural networks (ANN) also known as
convolution neural network (CNN) dominates in image recognition [1]. CNN
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shows results more better than conventional ANN at 10–15 % [2]. However,
training of ANN is an incorrect inverse problem [3]. Incorrect problem means that
even large data set can’t give us full information content about current task.
Therefore in the synthesis of ANN mathematical model parameters key part belongs
to training data. Making representative training data is one of the most difficult
problems in machine learning [3].

The complex results of theoretical and experimental researches of a new type of
CNN with changing receptive fields (RP) were presented in the article. With a help
of such networks we can create distortions in relation to the current pattern (through
the changing of pattern perception) by changing the internal parameters of the
hierarchical model of ANN (receptive fields), thereby we obtain new patterns and
expanding the training set [6, 7, 9].

2 Mathematical Modeling of CNN with Extended
Training Set

Well-known generic synthesis parameters algorithm for CNN includes the
following steps:

1. Forward propagation implementation, i.e. calculating signals propagation from
the input to the output layer. For convolutional layer neurons values were
obtained by the formula (1)

ym;n ¼ Ci
m;n ¼ uðpÞ ¼ uðbþ

X
q2Qi

XKC�1

k¼0

XKC�1

l¼0

Xq
mþ k;nþ l � Zq

k;lÞ; ð1Þ

where Ci
m;n—neuron output located at the ith card of C-layer in m, n,

uð�Þ ¼ A � tanhðB � pÞ—position where A = 1.7159, B = 2/3, p—weighted
sum, b—bias, Qi—set of indices cards of previous layer associated with the card
Ci;KC—size of square RP for the neuron Ci

m;n, Z
q
k;l—qth part of the adjustable

features, which is responsible for interaction with qth map of previous layer.
2. Back propagation implementation, i.e. calculating signals propagation from the

output layer to the input. For convolutional layer (2, 3)

dkm;n ¼
X
i2D

dkþ 1
i � wkþ 1

i ½m; n� � u0ðpkm;nÞ; ð2Þ

where D—is the set of neurons on subsequent map (kþ 1 layer) associated with
neuron n, m, wkþ 1

i ½m; n�—ukþ 1
i index of the S-layer card, which is connected

with the card of C-layer, u
0 ð�Þ is a derivative of uð�Þ, dim;n—a residual was

gathered for a neuron with coordinates m, n within the map of layer k.
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@E

@ðZk
k;lÞq

¼
XSizeC
m¼0

XSizeC
n¼0

dkm;n � yk�1
mþ k;nþ l; ð3Þ

where q—the part of the kernel of configurable features for which we receive the
components of the gradient, SizeC—the size of the C-layer card.

The same pattern can be perceived by the network in different ways if for some
layers of CNN we change set of RP. Due to this, we can extend the training set. The
algorithm, which changes RP of neurons lying on any combination of S-layers
before feeding pattern, was developed.

It is known, that the canonical form of RP in CNN is a square [11]. We offer to
use a template for obtaining a non-standard RP, which elements are indices indi-
cating their neighbors within two discrete steps from them on matrix of pixels. If
you change all RP which lying on a map, a lot of information will impact on the
configurable parameters that will lead to obtaining a better invariant (Fig. 1).

The algorithm which changes RP neurons lying on any combination of C-layers
before feeding pattern is offered.

Each C-layer can have several types of RP: SetRPi 2 fRP1;RP2; . . .;RPng,
where SetRPi—many types of RP for the ith C-layer, RP1—a square RP, ni—the
quantity of RP types for the ith C-layer.

We offer to use two algorithms in order to assign neurons RP for ith C-layer.
With the help of algorithm Alg1ðRPt 2 SetRPi;CiÞ to all neurons of layer we assign
Ci to RP with index RPt, t = 1…T—measure number, T ¼ ni. With the help of
algorithm Alg2ðRP 2 SetRPi;CiÞ to each neuron of layer we assign Ci random field
RP of SetRPi. These algorithms can ensure invariance to affine transformations.

standard RP standard and additional RP

(a) (b)

Fig. 1 a Standard RP, b standard and additional RP
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Invariance to scale, texture background, a position of an object, luminance levels is
provided with the original training sample.

Marking algorithms of a layer can be used by marking algorithms of all C-layers
because of any C-layers may have their RP. Here suggests two algorithms:

Strategy1ðAlg1ð�Þ;QjÞ ¼ Alg1ðRP1;CiÞ; if xi ¼ 0
Alg1ðRPt;CiÞ; if xi ¼ 1

�
; ð4Þ

Strategy2ðAlg1ð�Þ;Alg2ð�Þ;QjÞ ¼ Alg1ðRP1;CiÞ; if xi ¼ 0
Alg2ðRP 2 SetRPi;CiÞ; if xi ¼ 1

�
; ð5Þ

where i = 1 is the number of C-layers, xi 2 Qj; 1� t� T ¼ ni;Qj—specific com-
bination of C-layers, which has or hasn’t non-standard shape RP.

The method of synthesis of CNN mathematical model parameters with extended
training set based on the proposed algorithm changes of a shape of RP for neurons
on an arbitrary combination of C-layers is proposed. This method adapts the back
propagation algorithm to the non-standard form of RP.

It includes the following steps:

1. Change RP of neurons at the required combination of C-layers, using the
algorithm of RP forms changes (Fig. 2), in the process of training before feeding
a next pattern to the input of CNN.

2. Obtain neurons output values of C-layer during forward propagation according
to 6 instead of 1.

ym;n ¼ uðbþ
X
q2Qi

XKC�1

k¼0

XKC�1

l¼0

Zq
k;lX

q
mþ kþFiðRPm;n;k;lÞ;nþ lþFjðRPm;n;k;lÞÞ; ð6Þ

where FiðRPm;n; k; lÞ;FjðRPm;n; k; lÞ—the functions returns a shifts of row and
column of RP template for neuron m, n at position k, l in this template. indexk;l
is an element of a template RPm;n at the position k, l, indexk;l ¼ 0. . .24. These
functions are defined as:

Fið�Þ ¼

0; indexk;l 2 f0; 4; 5; 16; 17g
1; indexk;l 2 f6; 7; 8; 18; 19g
2; indexk;l 2 f20; 21; 22; 23; 24g
�1; indexk;l 2 f1; 2; 3; 14; 15g
�2; indexk;l 2 f9; 10; 11; 12; 13g

8>>>>>><
>>>>>>:

Fjð�Þ ¼

0; indexk;l 2 f0; 2; 7; 11; 22g
1; indexk;l 2 f3; 5; 8; 12; 23g
2; indexk;l 2 f13; 15; 17; 19; 24g
�1; indexk;l 2 f1; 4; 6; 10; 21g
�2; indexk;l 2 f9; 14; 16; 18; 20g

8>>>>>><
>>>>>>:

;

ð7Þ
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Fig. 2 The generalized synthesis features algorithm of CNN mathematical model with extended
training set generated by the change of its RP
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3. Obtain a local gradient for C-layer according to 8 instead of 3 in the process of
back propagation.

@E

@ðZk
k;lÞq

¼
XSizeC
m¼0

XSizeC
n¼0

dkm;n � yk�1
mþ kþFiðRPk

m;n;k;lÞ;nþ lþFjðRPk
m;nk;lÞ; ð8Þ

where Ci
m;n—output of the neuron located on the ith card C-layer in position m,

n, uð�Þ ¼ A � tanhðB � pÞ when A = 1.7159, B = 2/3, p—weighted sum, b—
bias, Qi—set of cards indices of the previous layer associated with the Ci card,
KC—size of square RP for Ci

m;n neuron, Xq
mþ k;nþ l—input to the Ci

m;n neuron,
Zq
k;l—qth part of the adjustable parameters, which is responsible for interaction

with the qth card of the previous layer.

Features synthesis algorithm of CNN mathematical model with extended train-
ing set (Fig. 2).

Numerical method for reduction of the extended training set generated by the
change of CNN receptive fields was developed [9]. With increasing degree of
network training more and more of patterns have weak contagion on the network
weights adjustments. So to speed up the training without loss of quality, statistical
information about the correct recognition of distorted patterns accumulated in the
previous period is used. On the basis of this information, you can skip the part
forward propagations, resulting in a reduction in training time without loss of
quality recognition.

Matrix A reduction is carried at the beginning of the next period basis on
convolution of comparing patterns list to be removed. At the end of period the list is
created. During the period statistical information about patterns recognition is
accumulated. For this purpose two matrices XN0X7 and YN0X7 are used, where
xi;j; yi;j—natural numbers. If the pattern distortions is correctly recognized, then the
value of the matrix X is increased by 1in the row i (which is equal to the index of
the donor-pattern, on which distortions are superimposed) and in column j (which is
equal to the index of a particular combination of C-layers with non-standard RP). If
it is recognized incorrectly, the value increases in the Y matrix at the same
positions.

Realization algorithm of this method is shown in Fig. 3.

3 Experimental Research of CNN Generalization
Capability with Changing Receptive Fields

Experiments for evaluating generalization capability of the proposed CNN math-
ematical model and quality of objects different classes recognition were carried out.
Structure diagram of design techniques objects recognition software from the
mobile robot camera is shown.
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Fig. 3 The generalized extended training set reduction algorithm
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Experiments for evaluating generalization capability of the proposed CNN
mathematical model with extended training set were carried out using three training
sets: MNIST (handwritten digits) [5], Small NORB (five classes of objects) [8], the
training set is created for recognition of 10 classes of objects from the
“Mechatronics” stand (vision system: AXIS M1054 camera, 320 × 240 pixels
(HDTV), horizontal viewing angle 80, the allowable exposure range from 0.9 to
105 lx, frame rate 30 fps (H. 264/M-JPEG)) and providing scale invariance, object
position on the plane, the texture backgrounds and the illumination.

In Table 1 the results of evaluating experiments are presented. Training of CNN
with a help of mathematical model improves average generalizing capability of the
network to 2.5 % compared with the results without it and to 1.25 % in comparison
with the best results achieved analogues as follows from the table [10]. The
numerical algorithm of extended training set reduction allows to reduce training

Table 1 The results of computational experiments to assess the generalization capability of the
learning algorithm of CNN with the help of proposed method and the impact of the reduction in
the learning process

Generalization error
with using of the
proposed method of
synthesis features
mathematical model of
CNN, %

Generalization error
without using of the
proposed method of
synthesis features
mathematical model of
CNN, %

Error
generalizations
of the best
analogue, %

Training
time
without
reduction,
h

Training
time with
reduction,
h

MNIST

0.6 2.8 0.23 46.15 31.2

Small NORB

4.3 8.4 6.6 15.6 9.8

Training set for “Mechatronics” stand

0.3 1.8 – 17.3 10.1

Table 2 Percent of correct recognition for the experiments at “Mechatronics”—stand when using
the proposed method of training of CNN and without it

The object/the distance from camera 50 cm (%) 1 m (%) 1.5 m (%) 2 m (%)

Bike 91 (85) 87 (79) 88 (74) 75 (69)

Car 89 (81) 85 (77) 82 (71) 68 (67)

Flashlight 94 (82) 90 (71) 92 (65) 72 (59)

Frog 95 (79) 91 (78) 89 (60) 69 (59)

Plane 91 (84) 90 (72) 87 (67) 74 (65)

Player 90 (79) 89 (77) 90 (63) 75 (58)

Pumpkin 85 (81) 83 (71) 80 (68) 63 (63)

Soldier 96 (85) 92 (76) 90 (64) 73 (60)

Stapler 92 (78) 89 (64) 88 (62) 71 (59)

Empty class 98 98 98 96
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time by an average of 9 h, which is 37 % of the initial training time without
reduction [9].

There was developed software which allows to recognize objects with the
camera of mobile robot for objects recognition from “Mechatronics” stand.

The experiments for objects recognition on “Mechatronics” stand for different
distances from the camera (AXIS M1054) are shown in Table 2.

According to results we see that the recognition accuracy for objects up to 96 %
when using the method of synthesis of mathematical model features CNN with
extended training set. When distance to the camera is increase the recognition
accuracy is decrease due to inferior quality of input image. In this article presented
the results of applying of convolutional neural network with changed receptive
fields towards image recognition tasks.
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Application CUDA for Optimization ANN
in Forecasting Electricity on Industrial
Enterprise

Roman Taranov

Abstract Technological progress in the manufacturing sector is characterized by
an increase in energy consumption and, consequently, an increase in electricity
consumption. It’s necessary to carry out electricities economical consumption to
meet the growing demand for electricity. The problem of forecasting of energy
consumption is a complex multi-factor problem with nonlinear dependencies. Due
to the complexity of the calculations for the solution of this problem requires large
computational resources. Therefore there is a need of optimization algorithms to
improve the quality of the forecast. This article describes the use of parallel com-
puting on the GPU algorithm neural network training based on CUDA technology,
to optimize the energy consumption prediction process in an industrial plant.
According to the results of the experiments presented in this paper, the parallel
algorithm has reached the required prediction accuracy for a shorter period of time.
Applying the proposed algorithm can enable enterprises to get a more accurate
prognosis and reduce the costs associated with payment of electricity.

Keywords Forecasting � Neural networks � CUDA

1 Introduction

In large industrial enterprises in the current conditions of power consumption there
is a problem, in the preparation of the application to the power company on the
amount of power required at a given time. If the real readings of consumption will
differ from the amounts claimed by more than 5 %, the company will be fined. The
ultimate goal is to reduce the cost of energy saving on your electricity bill (see [1]).
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Today, analysts do forecasting and calculation of the required volume of elec-
tricity on the vast majority of enterprises. The most common method of forecasting
based on specific rates of electricity with expert adjustments (static method of
regression analysis). The error calculation is usually more than 5 %, as a result there
are significant financial losses. Also, as a model to approximate the load curve and
the forecast can be successfully used polynomial expansion (see [2]). If a prediction
is needed for a long period of time, such models are unsuitable due to computational
complexity. In such cases, there may be used autoregressive methods (see [3]).

All these methods have significant drawbacks:

• their application requires direct dialog analysis participation, i.e. human
resources;

• computational complexity;
• insufficient accuracy of the forecast;
• it applies only to a specific type of forecast (for example, only short-term

forecasting);
• sensitivity to input data.

It is therefore necessary to use a more efficient method of forecasting, with a
minimum participation of specialists and higher accuracy of the result. Now new
approaches to forecasting electricity load are available, being developed and
implemented. These new methods include artificial neural networks.

The aim of this work is to optimize the computational part of the learning
algorithm of artificial neural network back propagation by parallelization of com-
puting processes with the direct signal propagation across the network and error
back-propagation.

2 Description of the Neural Network Model

2.1 Artificial Neural Network Model

ANN are forecasting methods that are based on simple mathematical models of the
brain. They allow to complex nonlinear relationships between the response variable
and its predictors (see [4]).

A neural network can be thought of as a network of neurons organized in layers.
The predictors (or inputs) form the bottom layer, and the forecasts (or outputs) form
the top layer. There may be intermediate layers containing hidden neurons (see [4]).

A simple example is show in Fig. 1.
This is known as a multilayer feed-forward network where each layer of nodes

receives inputs from the previous layers. The outputs of nodes in one layer are
inputs to the next layer. The inputs to each node are combined using a weighted
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linear combination. The result is then modified by a nonlinear function (1) before
being output.

OUT ¼ FðnÞ ¼ 1
1þ expð�nÞ ð1Þ

where, n ¼ PL
k�1 xkxk; xk—inputs; xk—weights; L—number of inputs.

The weights take random values to begin with, which are then updated using the
observed data. Consequently, there is an element of randomness in the predictions
produced by a neural network. Therefore, the network is usually trained several
times using different random starting points, and the results are averaged (see [4]).

2.2 CUDA

CUDA is a parallel computing platform and programmingmodel created by NVIDIA
and implemented on graphics processing units (GPUs). CUDA gives developers
access to the virtual instructions sets and memories of the parallel computational
elements in CUDA GPUs. This approach of solving general-purpose problems on
GPUs is known as general purpose graphics processing unit (GP-GPU) (see [5]).

CUDA is ideal for an embarrassingly parallel problem, where little or no
interthread of interblock communication is request. It supports interthread com-
munication with explicit primitives using on-chips resources. Interblock commu-
nication is, however, only supported by invoking multiple kernels in series,
communicating between kernel runs using off-chip global memory. It can also be
performed in a somewhat restricted way through atomic operations to or from
global memory (see [6]).

CUDA splits problems into grids of blocks, each containing multiple threads.
The blocks may run in any order. Only a subset of the blocks will ever execute at

Fig. 1 Structure of neural network
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any one point in time. A block must execute from start to completion and may be
run on one of N SMs (symmetrical multiprocessors). Blocks are allocated the grid
of blocks to any SM that has free slots. Initially this is done on a round-robin basis
so each SM gets an equal distribution of blocks. For most kernels, the number of
blocks needs to be in the order of eight or more times the number of physical SMs
on the GPU (see [6]).

2.3 Learning Algorithm of Neural Network

In this work is used supervised learning of neural network. Supervised learning is
the machine learning task which uses labeled training data as a set of examples.
This labeled training data consist of inputs as vectors X for a trained system and a
desired system output y for each input.

Supervised learning algorithm uses training data to produce an inferred function
y ¼ f ðxÞ which can be a classifier or a regression function. Classifier is produced if
outputs are discrete and regression function is produced if outputs are continuous.
The main idea of the supervised learning algorithm is to generalize similar inputs
for a given output and thus inferred function can be produced. Further reading on
the subject can be found in ‘Intelligent Systems’ (see [7]).

The parameters are estimated such that the cost function of neural network is
minimized. Cost function is an overall accuracy criterion such as the following
mean squared error:

E ¼ 1
N

XN

n¼1

ðeiÞ2 ð2Þ

where, N is the number of error terms.
This minimization is done with some efficient nonlinear optimization algorithms

other than the basic backpropagation training algorithm (see [8]).
Correction of weights output layer:

xp�kðiþ 1Þ ¼ xp�kðiÞþ gdkOUTp ð3Þ

where, i—number of iteration; xðp� kÞ—weight, p—neuron of hidden layer, k—
neuron of output layer; dk ¼ OUTkð1� OUTkÞðTk � OUTkÞ; g—coefficient of
speed training; OUTp—output of hidden layer; Tk—desired system output; OUTk—
output of output layer.

Correction of weights hidden layer:

xp�qðiþ 1Þ ¼ xp�qðiÞþ gdqOUTp ð4Þ
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where, i—number of iteration; xp�q—weights, p—neuron from the previous layers,
q—neuron from hidden layer; dq ¼ OUTqð1� OUTqÞ

PN
k¼1 dkxq�k; g—coefficient

of speed training; OUTp—output of neuron from the previous layer; OUTq—output
of neuron from hidden layer; N—number of neurons in next layer.

2.4 Modification of a Model

Currently, there is no general algorithm for determining the structure of the ANN,
suitable for each of the problem. Often, such a structure is selected by “trial and
error”, which often takes researchers a long time (see [9]). Since each structure is
necessary to select the values of the weighting factors, the acceleration of the
selection should speed up the learning process of ANN.

In this paper we propose a model based on the parallel passage of neurons both
in the direct distribution of signals, and in the opposite direction to adjust the
balance. The fact that the neurons in the same layer are not dependent on each
other, allowing parallelized computational process (Figs. 2 and 3).

3 Implementation of ANN in the Programming
Language Cþþ

A neural network is implemented in the programming language Cþþ . For
computational experiments and compare the results of both algorithms were coded:
for serial and parallel signals passing through the network.

The CUDA libraries were used for the implementation of the parallel signal path
on the network. CUDA platform of parallel computing provides a set of extensions

Fig. 2 Propagation network with parallel training

Application CUDA for Optimization ANN in Forecasting … 29



for C or Cþþ , allowing to express both data parallelism and task parallelism at the
level of small and large structural units.

Function ActiveSign(int iter) implements the activation function by the formula
number 1.

Fig. 3 Algorithm ANN
training with parallel
computing technology CUDA
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this E—is a constant, the base of the natural logarithm of the value of
� 2; 71828182845904; function ProcNeuro (int iter) performs works by sequential
summation of the input parameters to the weights of neurons. The function is called
cyclically for all the neurons of the layer. Parameter function iter—the number of
iteration passage layer; i—number of neuron in the layer; cycle for(){} within the
function implements a consistent flow of all the weighting factors relating to
the current neuron; INCOUT—the number of the input parameters specified by the
user.

Next fragment of code that implements the function of the activation algorithm
for parallel signal flow through the network by means of an expanded library
CUDA:

Function Main Kernel no()—a function of the core is carried out on the
graphic processor (GPU). Variable blockIdx—the index of the current block in the
computation on the GPU. Variable blockDim—the dimension of the current block
in the computation on the GPU. Variable threadIdx—the index of the current thread
in the computation on the GPU. Cycle for () does a sum of products of weight
coefficients on the input parameters. This function is performed simultaneously (in
parallel) for all neurons layer.

4 Experiments and Results

4.1 Formalization of the Problem

Consider the example of monthly forecasting electricity company CISC
“ELECTROTECHNICAL FACTORIES “ENERGOMERA” with the use of neural
networks.
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For high reliability of the data used in the target company should be introduced
high-precision multifunctional automated system of control and metering of elec-
tricity consumption (AMR).

For input parameters accepted—the average monthly temperature, which is
characteristic for a given month, the number of holidays and days of the month, the
average duration of the day, the planned production volume for the month. As well
as the value of electricity consumption in the previous month, the maximum and
minimum monthly consumption values for the previous year. Data on consumption
of electricity imported from the AMR system cEnergo 4.5 (company Energomera).
For the experiment were used real factory data CISC “Electrotechnical Factories
“Energomera” for 2014. All input data is represented in a table format Microsoft
Excel.

For the training of the National Assembly there must be a certain amount of
training pairs, the more there are, the better the result is. As the task is to predict the
monthly value, the minimum number of learning pairs 12—values for each month
of the year. The training data set is a pair of ten inputs and one output value. The
output value—is the electricity consumption for the last month of the period
selected for training, and input parameters—the characteristics of the same month,
which may affect the power consumption: the average air temperature, the number
of working days and holidays, the duration of daylight, the volume of production.
All input parameters must be normalized in the interval from 0 to 1. With the
normalization of negative temperatures taken as zero value of 0,5.

The initial values of the weighting factors ANN are given random values
belonging to a range from 0 to 0,1. The purpose of the learning process is to find the
optimal values of the weights at which the trained neural network produces the
resultant value within a given error for all training pairs.

4.2 Experiments

All calculations were performed on PC with the specifications:

• CPU: Intel(R) Core(TM) i5 760 2.8 GHz;
• RAM: 8,00 Gb;
• Operation system: Windows 7 Professional x64;

A GPU (graphics cards) NVIDIA requires to run the program with the parallel
implementation of the algorithm ANN training. In the experiment, for this work
used unit graphics card (GPU) NVIDIA GeForce GT 240.

In this case, the output layer, representing the value of power consumption per
month plant comprises one neuron hidden layer initially (during calibration network
can change)—128 neurons and the input—10 neurons.

One neuron is characterized by average monthly temperature characteristic of the
projected month. While training in the forecast temperature is taken as a fact known
temperature. Two neuron describe the number of working days and holidays. One
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neuron is responsible for the duration of daylight. Six neurons describe the planned
production volume over the forecast period.

The efficacy of the parallel learning algorithm can be clearly shown in Fig. 4.
The figure shows the result of learning network for 10 s for the parallel and serial
algorithms. In both cases, we used the same data from one network and identical
parameters.

With the implementation of the parallel algorithm a small percentage of the power
is spent on the transfer of data to the GPU and back. This is shown schematically in
Fig. 5. The time required to copy data in the implementation of parallel training will
be significantly greater than for implementation of sequential algorithm, but the final
time of training network for parallel algorithm—many times less than in the case of
sequential algorithm. That is confirmed by the data in Table 1.

Table 1 presents the results of algorithms. These data show a significant
advantage of the parallel algorithm. The program is executed under identical input
values and with the same values of configurable network parameters (learning rate,
number of neurons, the maximum number of iterations, the margin of error). The
computational complexity of algorithms identical since all calculations are built on
a set of formulas.

Fig. 4 Result of training networks for parallel and serial algorithms within the first ten seconds

Fig. 5 The cost of computing power
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5 Conclusion

This paper analyzes the popular methods of forecasting energy consumption.
Presents arguments in favor of the choice of forecasting method using ANN. The
theory of the INS is studied, the algorithm of neural network is trained. The
resulting algorithm has been optimized through parallelization of individual blocks.
In the Cþþ programming language designed programs that implement both
algorithms. Programs have been optimized in terms of performance, functionality
and reliability. The process of parallelization implemented using parallel computing
platform CUDA, which provides a set of extensions for C or Cþþ . Inserted
practical experiment using real indicators of factory CISC “Electrotechnical
Factories “Energomera” and compared the results of the program.

During the study of the model ANN we achieved the mean relative error of the
forecast for the month is less than 3 %. This model can easily be reconfigured for
any company. Embedded in the model of parallelization of computational process
CUDA makes it possible to gain an advantage even when processing small amounts
of data. The desired accuracy is achieved in less time, in consequence of which is
greatly reduced while the process of training the neural network. These results
suggest that, with limited resources, developed a model of parallel learning neural
network will provide a higher prediction accuracy with the same resources.
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Abstract Questions of information security for today’s business, somehow using
information technologies are among the most important. Probabilistic relational
model complex “information system—critical documents—the staff—the attacker”
are being concidered, as well as an algorithm for estimating the probability of users
of information systems security by social engineering attacks. Also a method for
estimating the probability of achieving critical information stored in the information
system by the malefactor was presented.
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1 Introduction

The issues of information protection for the modern business, which are using
information technologies, are still the most important. These facts are confirmed by
the increasing the frequency of the events associated with the information security
incidents [1]. One of the most serious issues for the companies’ private network is
an illegal access that can be obtained through it users. This problem has a close
relation to the recruitment of spies agents in enemy territory, and therefore has a
long history, but in modern times it has close connection with modern technologies
and, for this reasons, links it with the security of the entire network.

There are a number of researches devoted to the problem of manipulative
influence on people [2–7]. In particular, the emphasis in this type of the research is
on the manipulation of facts in the social media. Basically, considered manipulative
effects are used in newspapers, television and radio. These types of impacts unites
into the informational psychological impacts, which, in turn, are a part of male-
factor’s social engineering attacks. But it should be mentioned that social engi-
neering attacks are not only the malefactor’s impacts that leads to the information
security incidents.

Currently, much of the research in the information security are dedicated to the
improvement of technical base of information security [8–13]. These issues of
information security are well understood, developed a large number of methods that
minimize the probability of success of a malefactor’s attacks. At the same time,
there are still a lack of the methods that allows to protect informational systems
users from social engineering attacks.

Main purposes of this article are presenting probabilistic relational models of
“information system—critical documents—personnel—malefactor” complex and
some algorithms of the evaluation of the probability of malefactor’s attack action
success, based on the given user’s vulnerabilities and malefactor’s resources.

2 Models’ Description

Some limitation should be mentioned while informational systems’ models are
being described. The article focuses on the issues of informational systems’ users’
protection analysis, but not on the impacts on hardware and software components of
information system. Relational probabilistic models of the “information system—
critical documents—personnel—malefactor” complex are presented in this article.
These complex is the development of the “informational system—personnel—
critical documents” complex. The basic elements of this complex are:

(1) model of hosts of informational systems and computer network;
(2) model of users of informational systems, including the model of the user’s

vulnerabilities profile;
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(3) model of critical documents, that are being stored on the hosts;
(4) model of malefactor, who implements social engineering attack actions on the

users of informational system, with the limits on resources, time and types of
social engineering attack actions.

Let consider these models. Assume that “information system—critical docu-
ments—personnel—malefactor” complex includes k hosts, l users, v user’s
vulnerabilities.

2.1 Model of the User of Information System and the Model
of User’s Vulnerabilities Profile

One of the possible representation of the model of informational systems’ user may
consist of:

• model of user’s vulnerabilities profile;
• user’s access to the different hosts of informational system;
• relationships between current user and the other users of informational system.

To sum up, the model may be presented as:

Ui ¼ Vj;V
i
j ðDÞ

n ov

j¼1
; Acij
n ok

j¼1
; Lij
n ol

j¼1

� �
;

where Vj;Vi
j ðDÞ

n o
—user’s vulnerabilities profile, where Vj—j user’s vulnerability,

and Vi
j ðDÞ—the degree of j vulnerability i user, fAcijgkj¼1—the access of i user to the

j host, Lij
n ol

j¼1
—type of the relationship between current user and the other users of

informational system.
Conducted research revealed a relationship between level of manifestation of

personality attributes and the user’s vulnerability degree [14].

2.2 Model of Malefactor

It is concerned that the model of malefactor includes some information about
malefactor’s resources, which includes time available for the preparation and the
implementation of social engineering attack actions, types of social engineering
attack actions and basic knowledge of the malefactor about the users of informa-
tional system, which can be obtained by the processing open data in social net-

works. This model can be represented as: Ai ¼ Ri; Atj;AtijðDÞ
n ov

j¼1
; BKj
� �l

j¼1

� �
,
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where Ri—resources of the i malefactor, Atj;AtijðDÞ
n ov

j¼1
—types of social engi-

neering attack actions and the opportunities to use these social engineering attack

actions by the i malefactor, BKj
� �l

j¼1—basic knowledge of the malefactor about the

users of informational system, which can be obtained by the processing open data in
social networks. Malefactor may predict some user’s vulnerabilities based on the
information from user’s personal pages in social networks.

Two types of malefactor’s social engineering attack actions will be considered in
this article.

The first type of these actions is manipulation attacks. In these types of attacks
malefactor uses his knowledges, charisma and some other features. For example, in
2011 in Moscow personable man entered one of the bank. On the lapel of his jacket
were located a sign of the Deputy of the Russian State Duma. He introduced
himself as a famous Russian statesmen. He declared that he is a VIP client of this
bank and has announced his personal bank account. Banks’s cashier examined his
personal bank account and was astonished due to the fact that she is talking with so
rich and respectable man. The man informed that he wants to transfer 50 million
rubles to his other bank account in the other bank. At the same time fraud did not
show any personal documents. Cashier reported to the head of the office, she also
has no doubt and gave the nod for the issue operations [15]. Thus, malefactor by
forming employees reaction was able to successfully impersonate the account
holder and implement some unlawful acts without hindrance from the bank staff, by
manipulating them to act with no job descriptions.

The second type of the considered social engineering attacks is attacks which
looks like services in exchange for private information. As an example of this attack
is bribery of the informational system’s user. It should be mentioned that in the
considered malefactor’s model resources of malefactor are used only for the
implementation the second type of the social engineering attack actions.

2.3 Model of Hosts of Informational Systems and Computer
Network

Model of host includes the set of the applications that are installed on this device
and links between different hosts in the informational network. The model may be

represented as: CMi ¼ Appsij
n om

j¼1
; Lij
n ok

j¼1

� �
, where Appsij

n om

j¼1
—the set of the

applications that are installed on this device, Lij
n ok

j¼1
—The set of the links between

i host and other hosts of the network.

42 A. Azarov et al.



2.4 Model of Critical Documents

Model of critical document can be described with the financial (or other) damage,
that can be caused to the organization in case of unauthorized access to this doc-
ument by the malefactor; and with the hosts, on which this critical document is

being stored. This model can be represented as: CDi ¼ Dmi; Hi
j

n ok

j¼1

� �
, where

Dmi—financial (or other) damage, that can be caused to the organization in case of

unauthorized access to this document by the malefactor, and Hi
j

n ok

j¼1
—hosts, on

which this critical document is being stored.
Representation of the elementary event “the success of the malefactor’s

social engineering attack impact”.
It should be mentioned that the main target of the malefactor, while he is

implementing social engineering attack actions, is the access to the private infor-
mation that is being stored in the information system. Malefactor’s attack actioned
may be represented as the sequence of actions. The basic element of this sequence
is the malefactor’s social engineering attack action. Let consider the elementary
event “the success of the malefactor’s social engineering attack impact” One of the
possible ways to represent the probability of this event for the i users may be as
follows:

p ¼ u R;AtijVi1; . . .;Vikð Þ

That means that the probability of the malefactor’s social engineering attack
action success depends on the variety of the parameters such as malefactor’s
resources, types of social engineering attack actions and the opportunities to use
these social engineering attack actions, and the degrees of user’s vulnerabilities.

The basic idea is that one malefactor’s social engineering attack action effects
only one, particular user’s vulnerability. In this way, the probability of the male-
factor’s social engineering attack action success may be represented as follows

Psuc ¼
AtijðDÞVi

j ðDÞ
AtjmaxðDÞVjmaxðDÞ ð1Þ

At the same time, if one malefactor’s social engineering attack action effects
several user’s vulnerabilities, the probability of social engineering attack action
success may be represented as follows:

Psuc ¼ 1�
Yv
j¼1

1� AtðDÞVi
j ðDÞ

AtjmaxðDÞVjmaxðDÞ

 !
ð2Þ
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The propagation of the malefactor’s social engineering attack actions on the
graph of user’s social connection modeling.

Social connection of the users of informational systems may be represented with
the graph of user’s social connections. The nodes of this graph are the models of
users of informational system and the ages—social connections between these
users. This graph allows to model the distribution of the malefactor’s social engi-
neering attack actions among users of informational system. This type of modeling
enables to determine the protection degree of critical information contained in the
information system.

Let’s consider user’s social connection graph which is represented on the Fig. 1.
This graph represents the model of information system. This system includes

only 5 users. It should be mentioned, that this graph displays only users if infor-
mational system and critical document, that are being stored in this system and the
access of users to these documents.

The probability of the malefactor’s social engineering attack action success was
determined in the previous section. For each users which is presented on the graph
above it can be mapped the probability p1; . . .; p5, which can be figured out by (1) or
(2). Each edge in this graph has it’s own weight, that represents the type of the
relationships between users of informational system. Let denote such weight as rij,
where i and j are the numbers of users from who and where goes the link. One of the
resources of malefactor is a time, that he has for social engineering attack actions
implementation. Let consider each implementation as 1 time unit. The probability of
accessing the private information by the malefactor may be represented as:

PðInf1Þ ¼ 1� ð1� �p1Þð1� �p2Þð1� �p4Þ ð3Þ

Fig. 1 User’s social connection graph
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It should be mentioned, that if time that is available for the malefactor is T ¼ 1,
the probabilities will look like �p1 ¼ p1; �p2 ¼ p2; �p4 ¼ p4. If the malefactor has
more resources, there are more available links for the malefactor to get the access to
the critical documents. Such type of the probabilities will look like:

�p1 ¼ 1� ð1� p1Þð1� p̂2r21Þð1� p̂3r13Þð1� p̂5r15Þ ð4Þ

�p2 ¼ 1� ð1� p2Þð1� p̂1r12Þð1� p̂3r32Þ ð5Þ

�p4 ¼ 1� ð1� p4Þð1� p̂3r34Þð1� p̂5r45Þ ð6Þ

If T ¼ 2, then p̂1 ¼ p1; p̂2 ¼ p2; p̂3 ¼ p3; p̂5 ¼ p5
In case T ¼ 3, which means that the intensity of the malefactor’s social engi-

neering attack action distribution equals 3. Each �p1; �p2; �p3; �p5 will differ from the
previous ones. Each (4), (5), (6), will be represented as follows:

For (4)

p̂2 ¼ 1� 1� p2ð Þ 1� p3r32ð Þ ð7Þ

p̂3 ¼ 1� 1� p3ð Þ 1� p2r23ð Þ 1� p4r43ð Þ ð8Þ

p̂5 ¼ 1� 1� p5ð Þ 1� p4r45ð Þ ð9Þ

For (5)

p̂1 ¼ 1� 1� p1ð Þ 1� p3r13ð Þ 1� p5r15ð Þ ð10Þ

p̂3 ¼ 1� 1� p3ð Þ 1� p1r13ð Þ 1� p4r14ð Þ ð11Þ

For (6)

p̂3 ¼ 1� ð1� p3Þð1� p2r23Þð1� p1r13Þ ð12Þ

p̂5 ¼ 1� ð1� p5Þð1� p1r15Þ ð13Þ

Thus, the estimation of the probability of malefactor’s social engineering attack
actions success were presented.

3 Conclusion

The method of estimation the probability of malefactor’s social engineering attack
actions success was presented in this article. On the basis of these probabilities the
level of critical document protection may be estimated. The further research will be
devoted to the development of the algorithms of malefactor’s social engineering
attack actions imitations.
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An Adaptive Algorithm
for the Steganographic Embedding
Information into the Discrete Fourier
Transform Phase Spectrum

Oleg Evsutin, Anna Kokurina, Roman Mescheryakov
and Olga Shumskaya

Abstract On the example of digital images there are investigated properties of the
discrete Fourier transform (DFT) used to embed information into the phase spec-
trum. The investigation helped to form a new steganografic algorithm that can be
used in case of non- compressed images. Peculiarity of the algorithm is changeable
size of information put into the blocks of stego-image. Characteristics of the sug-
gested algorithm are comparable with the analog ones, they allow to get the correct
information without mistakes.

Keywords Information security � Steganography � Data hiding � Digital images �
Digital watermarking � Discrete Fourier transform

1 Introduction

Methods of digital steganography allows to solve wide circle of security problems
by embedding different hidden information sequences into the digital objects.

According to the problems under consideration the methods could be divided
into two big classes: methods meant to protect the embedding information and
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methods to protect the digital object used to embed the information in. In the first
case, confidentiality of the information embedded is provided be transaction within
digital objects, in the second the goal of embedding is authentication of the digital
objects.

Further we would call any digital object stego-container not depending on the
concrete application.

Digital images usually play the role of stego-containers. Such data are widely
used now in the nets of general access in parallel with video- and audio-data. Still
the digital images are more simple compared to the video- and audio-data [1]. To
make the description shorter we would call methods and algorithms steganographic
if information is embedded into digital images.

Embedding information into a digital object is done by manipulating the data
elements having some redundancy. If stego-containers are used for non-compressed
images it could be the natural space redundancy showing up in the proximity of the
neighboring pixels. If the compressed images are used for embedding, there are
changed the coefficients of frequency transform having redundancy. Important to
note, that the steganographic embedding could be done also without further
compression.

So, steganographic methods, as many others, could be divided into the space and
the frequency ones.

LSB is one of the classic methods used to hide the confidential information in
the space of digital images. Publications [2–4] provide some algorithms worked out
using this method and differ by the methods to make steganographic endurance and
robustness higher.

For digital images authentication there are mainly used watermarks. Examples of
watermarks embedding into the digital images space are given in [5, 6]. The main
goal of the investigation is to make stego-containers more resistant to geometrical
distortions.

Embedding the information into the frequency area is connected with utilization
of the discrete cosine transform (DCT) coefficients. An example is the widely
spread method of digital images with losses compression (JPEG). Investigation
base on this method and became classic is given in [7–9].

Nowadays there are being published new works meant to improve the classic
ways. Among them there are attempts to minimize stego-containers distortions by
optimization [10–14].

In the papers there are described algorithms to embed information into the area
of the discrete wavelet transform (DWT) coefficients. In some cases optimization
methods are used to improve secrecy and robustness. In [15] there was suggested
steganographic algorithm based on the joint utilization of DWT and DCT.

Still there not many publications where embedding utilizes discrete Fourier
transform. It concerns mainly digital images because such methods for audio data
are already rather numerous [16, 17].
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2 The Suggested Algorithm of Data Embedding

2.1 Review of the Methods to Build in the Information
into Digital Images Utilizing Discrete Fourier
Transform

Let’s have a look at the known steganographic algorithms for embedding infor-
mation into the digital images based on the discrete Fourier transform. Many of
them deal with elements of amplitude Fourier spectrum.

In case of the algorithm described in [18] the space of hiding is formed of the
middle frequency elements that are within a ring zone of the given width on the
complex plan. In order to embed one bit of a secret message a pare of symmetric
elements are changed in such a way that their difference depends on the bit.

In [19] there is described an algorithm of digital watermarks embedding.
A digital watermark is formed with the help of pseudo random key sequence and
looks like amplitude Fourier spectrum which elements with values of the set {–1, 1}
makes a ring in the space of middle frequencies. The authors says that the property
of the ring symmetry of the digital watermark provide stability in case of geometry
attack like “turn of image”. Embedding operation is realized by two methods—
additive and multiplicative.

The same algorithm is described in [20]. The difference—the watermark looks
like a circle, not a ring and operation of embedding is additive. All elements of
digital watermarks are from the set {0, 1}.

In [21] a binary digital watermark having circle symmetry is formed using
log-polar mapping. In the process of embedding elements of the digital image
amplitude Fourier spectrum corresponding to the digital watermark 1 are recalcu-
lated by averaging within the area 3 × 3 multiplied by the amplification coefficient.

Differently from the previous publications where embedding is done into a
brightness component of the color space YCbCr, in [22] is used the color space Lab
and the same digital watermark is embedded into Fourier images of both chromatic
components. Embedding consists of summation of amplitude spectrum elements
and elements of the digital watermarks.

In [23, 24] the image is divided into blocks 2 × 2 pixels and each of them is
treated by DFT. The frequency coefficient in the top left corner of the amplitude
spectrum is not changed, all others are embedded in the message bits according to
LSB. In [23] in addition there is used genetic algorithm to improve quality.

It is worth pointing out the paper [25] where generalization of the Fourier
transform is used—fractional Fourier transform. The hidden space is formed of
complex digitals coefficients of this transform. The secret message (digital water-
mark) is also a sequence of complex values which real and imaginary parts are
normally distributed and embedded additively.
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One can see two ways suggested in these papers to come to the frequency field
using DFT:

1. DFT is applied to the whole image;
2. DFT is applied to small 2 × 2 pixel blocks.

Both approaches have drawbacks. In the first case utilization of the small blocks
does not allow to mark out middle frequencies in the Fourier spectrum, while this
part is more suitable to embed the additional information. It makes frequency
domain useless. In the second case variation of every Fourier image change all the
stego-container image pixels. It amplifies the embedding artifacts.

In [26] the image is split into blocks 8 × 8, part of them are used for embedding.
Unfortunately it is not taken into consideration that artifacts of different blocks
could differ even if the volume of information is the same.

It is necessary to point out separately that other authors don’t investigate the
problem of an embedded information distortion which could appear during the back
transfer from the frequency area into the space one. This problem appears because
after application of the back Fourier transfer to a modified Fourier image there
appear real values which are rounded when the pixel matrix is formed. As a result,
the formed Fourier image got after DFT application differ from the one where
information was embedded. So the information could be got incorrect.

In the paper there given are results of Fourier transform steganographic prop-
erties investigation in the context of the mentioned problem. There was formed an
algorithm of embedding information into the phase spectrum. The choice of the
phase image is due to the fact that phases belong to the interval [−π, π] and don’t
depend on the concrete image. So there is no need of normalizing. The paper
develops the previous investigation of the authors presented in [27].

2.2 Investigation of the Discrete Fourier Transform
Steganographic Properties

As an elementary steganographic operation we suggest using in this paper the turn
of the radius-vector at the complex area, where we call the radius-vector the geo-
metric interpretation of a complex spectrum separate element.

In order to solve the problem mentioned in 2.1 and connected with the frequency
spectrum distortion in the process of transfer from real values to digital ones it was
necessary to investigate the properties of the introduced operation.

To do this we made some calculation experiments with standard test images.
These calculations meant to show the interrelation between image characteristics in
space and frequency areas and properties of steganographic operation. In the paper
we don’t give the full description due to the lack of the space.
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The calculation experiments allowed to conclude:

1. The number of bits got correctly from the stego-image before the first mistake
practically does not depend on the image size. Therefore in the process of
building in the image it is reasonable to split the image into the blocks of small
but trivial size: from 8 × 8 to 16 × 16 pixels.

2. Uniform blocks with similar number of pixels are generally less disturbed.
3. When two radius-vectors turn by the same angle, longer vector is more stable.

Therefore when the same information volume is built in into two different pixel
blocks more stable is the block with bigger sum of amplitude spectrum ele-
ments. These elements correspond to elements of the phase spectrum used.

Still up to now we have not managed to find the strong dependence of building
in reliability on the image statistical characteristics. We can speak only about
empiric conclusions true in many cases. In order to get more reliable result one
should have redundancy while building in information into the frequency area of
the digital image.

The corresponding algorithm with redundancy during calculations, which con-
sists of iterative repetition during the process of building in, is shown below.

2.3 The Suggested Algorithm of Embedding Data
into Digital Images

In order to realize the suggested steganographic operation parameters u0, u1, e,
defining the two not crossing intervals: the interval u0 � e;u0þ eð Þ corresponding
zero bit and the interval u1 � e;u1þ eð Þ corresponding unity bit, should be given.
We’ll call these intervals “intervals of building in”.

Input: stego-container—full-color or halftone digital image; secret information
L ¼ l1l2. . .ln, li 2 0; 1f g; parameters of building in u0, u1, e; maximal number of
iterations with one block; threshold value of elements of frequency block spectrum
Acrit average amplitude.

Output: stego-image.
Step 1: Go to the YCbCr color model and split matrix Y into not crossing blocks

8 × 8.
Step 2: Initialize counter of the built in bits k  0:
Step 3: While k\n do the follow:
Step 3.1: Do DFT of the matrix Y next block 8 × 8 getting matrix of complex

numbers F ¼ fij
� �8;8

i¼1;j¼1. Calculate matrix of amplitudes A ¼ aij
� �8;8

i¼1;j¼1 and pha-

ses U ¼ uij

� �8;8
i¼1;j¼1.

Step 3.2: Calculate average Amean of elements aij, i ¼ 2; 7, j ¼ 2; 4, whose
phases uij are in one of building in intervals. If Amean\Acrit go to 3.3, otherwise to
3.1.
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Step 3.3: Emphasize 18 bit long substring L0 in the line L:
Step 3.4: Perform building in of secret bits. If the number of bits built in the

block q ¼ 0 go to 3.5, otherwise to 3.6.
Step 3.5: Treat the empty block.
Step 3.6: Calculate k  kþ q and make L lkþ 1lkþ 2. . .ln.
Step 3.7: Make IDFT of the transformed block and modernize the values of the

corresponding block in matrix Y.
Step 4: Go to the RGB color model and finalize the algorithm.
Algorithms of matrix Y separate blocks processing used at steps 3.4 and 3.5 are

investigated separately.
Algorithm of secret blocks building in.

Input: matrix of DFT complex coefficients is F ¼ fij
� �8;8

i¼1;j¼1; the corresponding

matrix of phases is U ¼ uij

� �8;8
i¼1;j¼1; bit line is L

0 ¼ l1l2. . .l18; maximal number of

iterations is s .

Output: matrix F ¼ fij
� �8;8

i¼1;j¼1 is the matrix with built in bits or the same as the

initial matrix; the number of built in bits is q.

Step 1: Make matrixes G ¼ gij
� �8;8

i¼1;j¼1, P ¼ puvð Þ6;3u¼1;v¼1, puv ¼ �1; u ¼ 1; 6,

v ¼ 1; 3. Write matrix F into matrix G. Initialize counter of built in bits q 0:
Step 2: For all i ¼ 2; 7, j ¼ 2; 4 do as follows:
Step 2.1: If uij 62 u0 � e;u0þ eð Þ and uij 62 u1 � e;u1þ eð Þ; take the next

element of matrix U:
Step 2.2: pi�1;j�1  lqþ 1, q qþ 1:
Step 2.3: If uij is in an interval corresponding the built in bit, go to 2.1.
Step 2.4: If lq ¼ 0; uij  u0, otherwise uij  u1.
Step 2.5: Turn radius-vectors corresponding elements fij and f9�i;9�j of matrix

F taking DFT properties into consideration.
Step 3: Initialize counter of iterations t 0:
Step 4: Make matrix F IDFT getting the changed block of luminosity compo-

nents Y.
Step 5: Go to the RGB color model forming the block of pixels.
Step 6: Go to the YCbCr color model and perform DFT getting matrix

F ¼ fij
� �8;8

i¼1;j¼1. Calculate matrix of phases U ¼ uij

� �8;8
i¼1;j¼1.

Step 7: Initialize the counter of errors s 0:
Step 8: For all i ¼ 2; 7, j ¼ 2; 4 do as follows:
Step 8.1: If pi�1;j�1 ¼ �1 and uij 2 u0 � e;u0þ eð Þ or uij 2 u1 � e;u1þ eð Þ;

fij  gij, f9�i;9�j  g9�i;9�j, s sþ 1 and take the next element of the matrix U:

Step 8.2: If pi�1;j�1 ¼ 0 and uij 62 u0 � e;u0þ eð Þ; uij  u0.
Step 8.3: If pi�1;j�1 ¼ 1 and uij 62 u1 � e;u1þ eð Þ; uij  u1.
Step 8.4: Turn radius-vectors corresponding elements fij and f9�i;9�j of the matrix

F taking DFT properties into consideration and make s sþ 1:
Step 9: If s ¼ 0 go to 13, otherwise t tþ 1:
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Step 10: If t\s go to 4.
Step 11: Write matrix G into matrix F and make q q� 1:
Step 12: If q[ 0;L0  l1l2. . .lq and go to 1.
Step 13: Return matrix F and q back and finish the algorithm.
The case when L or L0; during the operation, are shorter than 18 bits we don’t

consider to make the consideration easier.
Algorithm of an empty block processing

Input: matrix of the DFT complex coefficients F ¼ fij
� �8;8

i¼1;j¼1 .

Output: changed matrix F ¼ fij
� �8;8

i¼1;j¼1.
Step 1: Make matrix F IDFT getting the changed block of luminosity compo-

nents Y.
Step 2: Go to the to the RGB color model forming the block of pixels.
Step 3: Go to the YCbCr color model and perform DFT getting matrix

F ¼ fij
� �8;8

i¼1;j¼1. Calculate matrix of phases U ¼ uij

� �8;8
i¼1;j¼1.

Step 4: Initialize the counter of the “false” bits s 0:
Step 5: For all i ¼ 2; 7, j ¼ 2; 4 do as follows:
Step 5.1: If uij 2 u0 � e;u0þ eð Þ or uij 2 u0 � e;u0þ eð Þ generate a random

value r out of the mentioned interval and make uij  r:
Step 5.2: Turn radius-vectors corresponding elements fij and f9�i;9�j of the matrix

F taking DFT properties into consideration and make s sþ 1:
Step 6: If s ¼ 0 go to 7, otherwise to 1.
Step 7: Return matrix F and finalize the algorithm.
Algorithm of extraction is obvious and is not described here.

2.4 Experiments

In this part there are given results of some calculation using the suggested
steganographic algorithm. All calculations we are done with 10 full-color images
with 256 × 256 pixels (classic test images Airplane, Baboon, Goldhill, Lenna,
Peppers and so on). The main parameters of building in were u0 ¼ � p

2 ; u1 ¼ p
2 ;

e ¼ 1:
Figure 1a show the averaged dependence of the building in quality (PSNR) on

the length of message for s ¼ 20 and Acrit ¼ 0; 8: One can see that even if the
volume of building in is big there are no distortions of stego-container.

Graphics in Fig. 1b show that PSNR decrease only slightly if the number of
iterations grows.

The graphic in Fig. 1c got for s ¼ 20 shows that the threshold of the block
frequency elements average amplitude suitable for building in influence the quality
of stego-image. Therefore Acrit [ 1:5 are not recommended.

So, we can conclude that the suggested algorithm allows not only escape dis-
tortions but also provide high quality of building in.
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3 Conclusion

There were investigated steganographic properties of the discrete Fourier transform
in case of building in information into the phase spectrum. As the basic stegano-
graphic operation there is used the turn of the radius-vector at the complex plane.

The main peculiarity of the investigation is solving the problem of information
distortion while information is built in into the digital area of the digital image.
Distortions appear in the process of the transform from the frequency area into the
space and is due to rounding the real values to digital.

The problem mentioned is typical not only for the introduced steganographic
operation but also for other operations connected with building in information into
the frequency area of digital images. Unfortunately there are no publications on the
subject.

We received algorithm that allows to get information without mistakes using
unequal building in parts of information in image blocks and iterative procedure.
Such characteristic as capacity and quality of building in the algorithm is compa-
rable to the analogs described in 2.1.
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Fig. 1 Influence of the suggested algorithm parameters on the stego-image quality: length of
message (a); number of iterations τ (b); threshold Acrit (c)
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Further investigation can make the process of building in more effective on the
bases of optimization.
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Abstract The paper considers algorithms for global structures generation in
algebraic Bayesian networks. A decremental algorithm for constructing a secondary
structure after deleting vertex from the adjacency graph is proposed supplemented
by a listing of the algorithm code and by the proof of its correctness. The results of
the statistical tests for decremental algorithm are proposed graphically together with
a comparative analysis of the results. Moreover, the description of incremental
algorithm for adding vertex in tertiary structure is provided supplemented by a
listing of the algorithm code and proof of its correctness.

Keywords Joint graph � Probabilistic graphical model � Incremental algorithm �
Performance statistical estimate � Structure learning � Machine learning

D.G. Levenets (&) � M.A. Zotov � A.V. Romanov � A.L. Tulupyev � A.A. Zolotin
St. Petersburg State University, Saint Petersburg, Russia
e-mail: daniellevenets@gmail.com

M.A. Zotov
e-mail: zotov1994@mail.ru

A.V. Romanov
e-mail: exxemka.spb@gmail.com

A.L. Tulupyev
e-mail: alexander.tulupyev@gmail.com

A.A. Zolotin
e-mail: andrey.zolotin@gmail.com

D.G. Levenets � M.A. Zotov � A.V. Romanov � A.L. Tulupyev � A.A. Zolotin
St. Petersburg Institute for Informatics and Automation of the Russian Academy of Sciences,
39, 14-th line Vasilyevsky Ostrov, Saint Petersburg 199178, Russia

A.A. Filchenkov
ITMO University, 49, Kronverksky Pr, Saint Petersburg 197101, Russia

© Springer International Publishing Switzerland 2016
A. Abraham et al. (eds.), Proceedings of the First International Scientific Conference
“Intelligent Information Technologies for Industry” (IITI’16), Advances
in Intelligent Systems and Computing 451, DOI 10.1007/978-3-319-33816-3_6

57



1 Introduction

Probabilistic graphical models (PGM) represent the graph in which nodes corre-
spond to random elements, and edges represent dependencies between them.
Algebraic Bayesian networks (ABN) related to Bayesian belief networks, being one
of the representatives of the PGM class and having a primary, secondary, tertiary
and quaternary structures, inherit the characteristics given above. One of the
advantages of PGM is the possibility to decompose [3, 12] large amounts of data
into smaller ones, that enables to speed up the processing of the information
received. Being a field of artificial intelligence, the theory of PGM undoubtedly
requires machine learning algorithms, one of which (the synthesis of global
structures) is discussed in details in this paper. A global structure may be repre-
sented by a join tree or a join graph [1]. However, the problem of synthesizing such
a structure is complex, which significantly slows down the work with dynamically
changing data. Decremental and using similar techniques incremental algorithms
discussed in this article are used to reconstruct the global structure [2, 4, 11] allow
us to dynamically change the structure of the join graph without rebuilding the
graph completely.

The major goal of the paper is to describe the decremental algorithm.
Furthermore, the algorithm is compared to the greedy algorithm to outline its
advantages. Details related to incremental algorithms are not given as they were
published in [14], but the paper is extended by description of the incremental
algorithm for synthesis of tertiary structure. We demonstrate that incrementation is
not only applicable to the synthesis of a separate minimal joint graph (MJG), but
also to the synthesis of a complete set of MJG, which is also a step forward.

2 Background

2.1 Problem Statement

PGMs are generative models representing domain knowledge. They usually work
with priori and posteriori (given evidence) information. This is a very different
situation to the most of other machine learning models. The typical scenario of
supervised learning model consists of the two steps: learning step and application
step. The learning step requires a set of training samples with known target labels:
Dtrain ¼ fðo1; y1Þ; . . .; ðon; ynÞg; where oi is an object and yi is its label. The model
is learnt on the training set and is used to predict label ynew of new object onew;
which is described with the same feature set.

In contrast, PGMs do not usually focus on a target variable. Despite the fact that
the learning dataset may be the same, namely Dtrain, no particular difference is made
between y and variables which describe o. If o is a vector x1; . . .; xmð Þ; than y may
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be simply incorporated as x0: Moreover, the main distinction is in application step:
as an input the learnt generative model receives an evidence, which contains
information on a subset of variables. Thus, it can be understood as a partial
description of a new object. The problem being usually solved is to predict infor-
mation on other variables of the object. More precisely, we receive information
IðXeÞ of Xe � X and want to estimate IðXjXeÞ, where I is a function that represents
information with uncertainty on a subset of variables. ABNs use a family of
probability distributions on the variable set, while Bayesian belief networks use a
single probability distribution, and fuzzy Bayesian networks can work with fuzzy
distributions.

Usually, BN learning problem is stated as selection of model from model space
M; maximizing training data likelihood penalized for model complexity:

M� ¼ arg max
M2M

PrðDtrainjMÞ � k � ComplexityðMÞð Þ;

which reflects only training data representation quality, not evidence processing. To
avoid this, the problem should be stated in the following way:

M� ¼ arg max
M2M

PrðDtrainjMÞ � k � ComplexityðMÞþ j � EQðe;MÞð Þ;

where Qðe;MÞ is a quality measure for processing evidence e by model M and e is a
random element defined on evidence space.

ABNs, as well as other PGMs, consist of several so-called structures. Global
structures reflect relations on variables and variable sets, while local structure
relates to parametrization of probability distributions family. For this problem
statement an interesting problem arises: if our considerations on probability dis-
tribution for e change, another model will achieve maximum, even when the
training set does not change. In general, this would require to retrain the model,
which is extremely computationally. Fortunately, when only EQðe;MÞ changes, we
do not need to rebuild all the structures: the only structure which is required to be
rebuilt is the secondary structure [10].

Several algorithms for secondary structure synthesis exist, however, most of
them require the secondary structure to be completely rebuilt. To suggest an
algorithm which can rebuild an existing secondary structure, we need to introduce
formal definitions for secondary structure, which is represented by a join graph.

2.2 Definitions and Notations

We will use terms and notations formed in the [6–10].
Loaded graph on alphabet A is a triple hV ;E;Wi; where V is vertex set, E is

edge set and W is load function, which assigns to each vertex a load, a non-empty
subset of A. Let Wu denote load of vertex u The context of the paper allows to
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equate vertices and their loads for ease as the mutually correlated ones, so we will
use the notation u and Wu interchangeably.

Vertices u and v are separable if their separator is not empty. Two separable
vertices are called backbone connected in the graph G if such a path P exists, that
for each vertex s in P condition Wu \Wv�Ws is satisfied.

Undirected loaded graph is a join graph if each its edge connects separable
vertices, and any two separable vertices are backbone connected. Join graph with
the minimum and maximum number of edges are called minimal join graph and
maximal join graph respectively.

Separator su;v is non-empty intersection of loads of two vertices Wu \Wv.
Separator can be understood as a load of possible edge between these vertices. Let
Sep denote set of separators for the graph G.

Tertiary structure is a directed loaded graph hSep;EIII;Wi over the separator
set represented with a Hasse diagram, inverted upside down. Edge between two
vertices a and b in tertiary structure exists, iff Wa \Wb ¼ Wa and jWaj\jWbj,
where 6 9 c 2 SWc \Wa ¼ Wc and jWaj\jWbj\jWcj. Parent of a separator in the
tertiary structure is a separator preceding to it. Son of a separator in the tertiary
structure is a separator next to it.

We also require additional notation for the algorithms. PathExistsðG; e; u; vÞ is
function that determines whether vertices u and v are backbone connected in G after
removal of its edge e [5, 6, 15]. For edge e in G e:First, e:Second denotes two
vertices of the edge and e:RemoveAllowed is a tag that indicates whether removal
of e will persist keep the graph to be a join graph. Its initial value is true.

3 Decremental Algorithm for Removing the Vertex

As the input, the algorithm receives a minimal join graph G ¼ hV ;E;Wi and one of
its vertices v 2 V ; to be removed. G0 ¼ hVnfvg;E0:Wi, where E0 is a set of edges of
the minimal join graph G0. Decremental algorithm takes a set of edges E as a basis
for the minimum join graph G0: We assumed that the decremental algorithm will
work faster than a greedy (direct) one since half or even most of the edges will
remain unchanged.

3.1 Algorithm Description

In the pseudo-code of listing 1 a decremental algorithm for removing vertex from a
minimum join graph is provided. The algorithm consists of two parts. In the first
part (lines 2–19) a join graph is formed together with a set of vertices Vnv and a set
of edges, consisting of a set of edges of the initial graph without edges incident to
the vertex v as well as of all possible edges between the vertices of such edges
(without v). In the second part the edges the lack of which will not lead to
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disruption of the main links are removed from the secondary structure of the
above-described ABN (lines 20–31).

Let us consider the algorithm in more detail. In lines 4–12 set E00 consisting of
the edges incident to the vertex v is formed (lines 9, 12), as well as a set of vertices
V 00, consisting of the vertices of the edges E00, but not including a vertex v (line 8,
11). Then all possible edges between the vertices from the set V 00 (line 16), load
intersections of which are not empty (line 15) are added in the set E0. After this the
graph G0 ¼ hV 0;E0i (line 19) is formed and the edges absence of which will not lead
to disruption of the backbone paths must be removed therefrom (lines 19–30). As a
result of this transformation, graph G0 becomes a minimal join graph. Let us note
that the edges are removed by the greedy algorithm described in papers [5, 6, 13].

3.2 Algorithm Correctness

When adding an allowable edge to a minimum join graph, a new join graph is
obtained, while removal of a vertex and edges incidence to it followed by addition
of a acceptable clique on its place is a transition from one join graph to another with
a smaller number of vertices. Therefore, after the first part of the algorithm, the
graph G0 turns into a join graph, while the admissibility of the edges is confirmed by
the test carried out in line 15.
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Removal of the edges maintaining the graph being backbone is nothing else than
the transition from one join graph to another with a decrease in the number of
edges. In papers [5, 6] it was proved that the set of join graphs forms the matroid.
According to the matroid properties, the sequence of permissible deletions of edges
in the join graph is convergent, thus transforming initial graph into the minimum
join graph. As shown previously, after executing the first part of the algorithm, the
graph G0 turns into a join graph, while a valid removal of the edges takes place in
the second part of the algorithm. Thus, according to the properties of a matroid, the
algorithm shown in listing 1 generates minimal join graph that does not include the
vertex v, Q.E.D.

4 Statistical Experiments

In order to ensure that the incremental algorithm is faster than the greedy one, we
conduct computational experiments, where the runtime of minimal join graph
synthesis by decremental and greedy algorithms respectively is measured. The
detailed methodology of computational experiments was described in [15], there-
fore let us confine ourselves to a brief description of the calculated statistics.

On Fig. 1 one can find the following statistics: R�;Rþ—the lower and upper
limits of the confidence interval, Q3; Q1—the third and the first quartile and finally
Rg—the average. The alphabet with a 64 characters capacity was chosen for load
generation of graph vertices. The horizontal axis displays the number of nodes in a
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graph and a vertical—the statistical value (the ratio of a runtime of greedy algorithm
to decremental).

Analysis of the computational experiments results leads us to the conclusion that
the decremental algorithm is much faster than the greedy algorithm in the subrange
of 22–82 vertices, while in the subrange 10–19 a transitional state takes place (as
evidenced by the lower limit of the confidence interval), when the decremental
algorithm may be slower than the greedy one. However, let us note that the time of
minimal join graph synthesis for 10–19 vertices is negligible.

5 Incremental Tertiary Structure Processing Algorithm

Let us consider the case of the incremental adding of the vertex in the ABN tertiary
structure. Given a set of vertices S and tertiary structure of the ABN constructed on
a set of non-empty separators Sep.

Adding a new vertex u we have three options:

1. 8v 2 SWu \Wv ¼ ;
2. 8v 2 SWu \Wv 2 Sep or Wu \Wv ¼ ;
3. 9v 2 SWu \Wv 62 Sep and Wu \Wv 6¼ ;

Fig. 1 The results statistical experiments. a vertices with 2–4 symbols loads—80 %, 5–7—15 %,
8–10—5 %, 11–13—0 %; b vertices with 2–4 symbols loads—70 %, 5–7—15 %, 8–10—10 %,
11–13—5 %; c vertices with 2–4 symbols loads—50 %, 5–7—25 %, 8–10—15 %, 11–13—
10 %; d vertices with 2–4 symbols loads—30 %, 5–7—55 %, 8–10—15 %, 11–13—10 %
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In the first case, the added vertex does not generate separators, hence tertiary
structure remains unchanged. In the second case, the separators obtained by adding
new vertices are already in the set of separators Sep the tertiary structure is based
on, and thus the tertiary structure contains them as well.

Let us consider the third case where new separators that do not belong to the set
Sep are produced by intersections of loads of newly added vertex with the loads of
vertices of set V.

5.1 Algorithm Description

The pseudo-change for reconstruction of the tertiary structure when adding a new
piece of knowledge in ABS is provided in listing 5.2. The algorithm input is a
constructed tertiary structure, a set of primary structure vertices and a new vertex.
To change the tertiary structure first it is necessary to allocate the new separators,
generated by added vertex (this is carried out in lines 3–5) and then to get a set Sepu
that contains all the new separators.

Next, for each element s of the set Sepu (line 6–31) we are to build a set of
parents (line 7) and a set of sons (line 8), containing elements of set S, which should
be linked by an edge with s in a tertiary structure. A set of parents for the vertex s is
constructed as follows: we consider only vertices c from the set S, loads of which
are contained in the load of s (line 13), then we remove from the set of parents all
the elements, which loads are contained in the Wc (lines 14–16), and if there is no
such element in the set of parents whose load contains Wc (line 17–21) then we add
the element c to the set of parents.

Similarly the set of sons is constructed, the difference is that it will contain
elements loads of which contain Ws (line 23–31). So we obtained the set of parents,
containing tertiary structure vertices of the highest power, loads of which are
contained in the Ws, and the set of sons, containing tertiary structure vertices of the
lowest power, loads of which contain load Ws.

The next step is to remove the edges existing in tertiary structure between
elements of the set parents and sons, since they are connected to each other through
a separator s (line 32–35). Next, we add a new separator (line 36) and the new edges
(lines 37–41) in a set of vertices and edges of the tertiary structure respectively.

5.2 Proof of Algorithm Correctness

A graph H ¼ ðS;EH ;WÞ is a tertiary structure, iff the following conditions are
satisfied: (1) sets Sep and S coincide elementwise; (2) there is an edge between two
vertices a and b iff Wa \Wb ¼ Wa and 6 9c 2 S : fWc \Wa ¼ Wc and jWcj[ jWajg.

As the input, the algorithm receives a graph satisfying the requirements given
above. Let us show that the structure, obtained at the output of the algorithm, will
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be a tertiary structure. The first condition is satisfied, because all separators which
are not contained in the set of S (the set Sepu) are added in line 36. The second
condition is also fulfilled, since the sets of sons and parents are constructed
according to the rule described in it and after that all the edges that are not already
in the set EH are added and those edges which are linked through the added
separators are removed. Thus, the algorithm is valid and enables one to obtain a
tertiary structure when adding a new knowledge pattern in the ABN primary
structure.
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6 Conclusion

Paper demonstrates the application of decrementalisation and incrementalisation of
algorithms necessary for the synthesis of the ABN secondary structure as a stage of
these the network learning. First, the incremental algorithm for removing the vertex
from the minimal join graph is considered as well as its code listing and the result
justification. Moreover, the collected statistics shows that decrementalisation has a
positive effect—time of MJG construction is significantly smaller in the range of
22–82 vertices and that is confirmed by charts. On the other hand, the approach to
the implementation of one step of the reverse operation is also considered –the
incremental algorithm for tertiary structure construction in case of adding a new
knowledge pattern to the primary structure extended with an algorithm code listing
and with a proof. This result is new, it is expected to accelerate the synthesis of the
entire set of MJG. The proposed algorithms provide the basis for development and
improvement of software systems for representation, processing and visualization
of ABN.The paper presents results of the project partially supported with RFBR
grant 15-01-09,001-a “Combined Probabilistic-Logic Graphical Approach to
Representation and Processing of Unsertain Knowledge Systems: Algebraical
Bayesian Networks and Related Models”, and partially supported by the
Government of the Russian Federation, Grant 074-U01.
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Algebraic Bayesian Networks: Local
Probabilistic-Logic Inference Machine
Architecture and Set of Minimal Joint
Graphs

Ekaterina A. Mal’chevskaya, Alexey I. Berezin, Andrey A. Zolotin
and Alexander L. Tulupyev

Abstract The paper considers a C# software package that implements algorithms
of the local probabilistic-logical inference in algebraic Bayesian networks and the
synthesis of their secondary structure. The package supports local network con-
sistency verification and maintenance, priori and posteriori inference operations. In
addition, two assembly algorithms for generating the set of minimal joint graphs
and a usage example for one of them are presented. These algorithms provide
algebraic Bayesian networks visualisation and are intended for structured entry data
representation in GUI as well as for global evidence propagation and other
probabilistic-logic inference operations implementation based on their local
homologues.
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1 Introduction

Increasing amounts of information and its uncertainty spur the development of
mathematical models and methods to process the corresponding data volumes.
Algebraic Bayesian networks (ABN) [9] are a new example of probabilistic
graphical models (PGM). These models are better known with another well-known
and extensively used example that is Bayesian belief networks; they serve as a
representation of knowledge bases with uncertainty [2, 5, 6]. In contrast to other
PGM, ABN are intended for systematic processing of both scalar and interval
estimates of truth value probabilities. A probabilistic-logic inference machine is
proposed over the ABN structure described previously [10], allowing both local
priori and a posteriori inference in a concerned knowledge pattern [7], and similar
types (or homologues) of global inference over the secondary structure [1]. In the
case of global inference, the secondary structure construction time plays an
important role. The purpose of this article is to consider previously obtained the-
oretical results on the local probabilistic-logic inference and to present the archi-
tecture of the new software complex implementing these results as well as
minimum joint graph synthesis algorithms.

2 Probabilistic-Logic Inference

2.1 The Tasks of Probabilistic-Logic Inference in ABN

An ABN can be represented as an undirected graph with ideals of conjuncts
associated with the graph vertices. Conjuncts like other propositional formulae are
defined over a fixed alphabet, at the same time scalar or interval probability estimate
is attributed to every conjunct. Let us call an ideal of conjuncts with probability
estimates a knowledge pattern (KP). Note that a knowledge pattern can be con-
structed not only over the ideal of conjuncts, but also over the ideal of disjuncts or
quanta propositions [8].

There are three tasks of local probabilistic-logic inference (P-LI) in ABN: the
local priori inference, the first and the second tasks of local posteriori inference.
Next, let us consider the tasks in detail, as well as introduce the basic definitions of
KP consistency and reconcilability [7].

The conjunct is the conjunction of some number of atomic variables of the form
xi1 ^ xi2 ^ � � � ^ xik :

Quantum over the alphabet A ¼ fxign�1
i¼0 is a conjunction which contains either

the atoms or its negation for every atom of the alphabet.
Suppose given a KP with scalar probability estimates ðC; pÞ. We say that it is

consistent and denote it by Consistent½ðC; pÞ� iff there is a probability pF , defined
over a set of propositional formulae FðAÞ (where A is the alphabet, which the KP is
built over) such that

70 E.A. Mal’chevskaya et al.



8c 2 C : pF ¼ pðcÞ

Suppose given a KP with interval probability estimates ðC; pÞ. We say that it is
consistent, and denote it as Consistent½ðC; pÞ� iff for every conjunct c 2 C and every
e 2 pðcÞ there is a function pc;e : C ! ½0; 1� such that pc;e ¼ e and ðC; pc;eÞ is
consistent in terms of previous definition.

Suppose given a KP with interval probability estimates ðC; pÞ. We say that it is
reconcilable iff there is a consistent KP with interval probability estimates ðC; p0Þ
such that

8c 2 C : p0ðcÞ� pðcÞ

The local priori inference task is to build the truth values of propositional
formulae defined over the same alphabet as a KP based on a consistent KP.

Before giving a definition of evidence propagation tasks let us represent the
concept of evidence used in these tasks.

Evidence is new “conditional” data that arrived in KP, and taking that into
account we need to reconsider all (or only some) probability estimates. The evi-
dence is represented as h� � �i.

The first task of the posterior inference is to estimate a probability of the evi-
dence, given KP elements probability estimates.

The second task of the posterior inference is to evaluate the conditional prob-
abilities of KP elements assuming that an evidence has arrived.

The theory of ABN considers 3 types of evidences: deterministic, stochastic and
interval.

Deterministic evidence is the assumption that a conjunction of atoms or nego-
tiation of atoms appears to be truth. This evidence is denoted by hci; cji. Here ci; cj
are the conjuncts which composed of atoms(without negation) and the negation of
atoms respectively.

Stochastic evidence is the assumption that consistent KP with scalar probability
estimates that determine the corresponding subideal elements probabilities is set
over C0 which is the subideal of C. This evidence is denoted by hðC0;PcÞi.

Interval evidence is the assumption that consistent KP with interval probability
estimates which determine the corresponding subideal elements probabilities is set
over C0 which is the subideal of C. This evidence is denoted by hðC0;P�

c ;P
þ
c Þi.

All the tasks above form a local probabilistic-logic inference in ABN, which was
implemented in the software package further described.

2.2 Software Package Architecture

Designing the architecture of the software package, we paid a particular attention to
the structure of the classes and interfaces that are responsible for the creation,
storage and processing of KP. Three types of KP are considered in software
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package: interval, scalar and binary. It has been observed that a binary KP is a
particular case of a scalar KP and a scalar KP is a particular case of the interval
KP. The observation gave rise to two inheritance chains. The first chain is the
inheritance of getters, methods that read KP probability estimates, where a binary
KP might be read as a scalar KP while scalar KP might be read as an interval
KP. The second chain is the inheritance of setters, methods that set the KP prob-
ability estimates. The structure of interfaces interconnections which aggregates
observations mentioned above, shown in Fig. 1.

The software package has a separate inferrers structure, responsible for the KP
consistency checking and maintainance. It also lets convert a KP over an ideal of
conjuncts into a KP over quanta propositions. The Fig. 2 shows the inferrers
structure classes and interfaces dependencies.

The propagators structure in the software package is responsible for the local
posteriori P-LI, that is to solve the first and second tasks of the evidence propa-
gation. Methods described in the inferrers structure are used to maintain the con-
sistency of the KP after evidence is propagated, corresponded to the DRY (Do not
Repeat Yourself) principle. The Fig. 3 shows the dependence of classes and
interfaces, responsible for the deterministic evidences propagation from each other.

Fig. 1 Interfaces diagram
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2.3 Probabilistic-Logic Inference Implementation

The developed software package allows to construct knowledge patterns, which can
be built over the ideals of conjuncts, disjuncts or quanta propositions, with different
types of probability estimates: binary, scalar or interval and conduct a P-LI over the
derived KP.

As an example of the P-LI let us consider maintenance of consistency in the
knowledge pattern, which is built over the ideal of conjuncts with interval proba-
bility estimates.

Let us consider the KP over the alphabet consisting of two symbols:

A ¼ fx1; x2g. Let’s take probability estimates of conjuncts:

P�
c

� �T¼ 0 0 0:2 0:2ð Þ and Pþ
c

� �T¼ 1 1 0:7 0:7ð Þ.
As a result of their adjustment with the methods of the class Interval- Conjuncts-

Local- Inferrer we receive the detailed probability estimates:

P�
c

� �T¼ 0:2 0:2 0:2 0:2ð Þ and Pþ
c

� �T¼ 1 1 0:7 0:7ð Þ.

Fig. 2 Inferrers structure

Fig. 3 Propagators structure
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It is obvious that the estimates are narrowed, and verification confirms the
consistency of the obtained KP.

3 SMJG

The set of minimal joint graphs (MJG) is considered in the section, assembly
algorithms for set synthesis are presented, which then allow to select the optimal
one for probabilistic-logic inference.

3.1 Necessity of Use Secondary Global Structure

Having considered ABN KP representations and local P-LI algorithms implementa-
tions [11], it is impossible not tomention the usage context of the upcomingC# library.

At first, note should be taken that researchers mostly cannot limit themselves
with processing a single KP: the tasks they fulfil in the main include set of KP
representations and processing, i.e. ABN. This requires to bring following issues to
a close: adding information about set of KP and having a convenient secondary
global structure visualisation, to represent links among KPs.

Besides, built library includes global P-LI algorithms in ABN. Therefore, it
requires to settle a problem of ABN secondary global structure synthesis in order to
provide dissemination of impact on local changes across the network, propagation
of evidence, verification of a variety of ABN consistency degrees.

The current approach in the ABN theory is that the secondary global structure is
MJG, though these several graphs can be corresponded to same set of KP. For this
reason, we consider structural tasks in details paying more attention to MJG and
assembly models [12].

3.2 Definitions

A primary structure is a set which should consist of inclusion maximal subalpha-
bets: 8wi;wj 2 Workloads; i 6¼ j ) wi ( wj: A collection of these sets is denoted
by PrimaryStructures.

Compression rU : G ! G is a map rUðGÞ ¼ KU , where KU ¼ hFU ;EU ; dðeÞi,
such that

1. FU = {fi|fi = σU (P i
U ), P

i
U ⊆ V (G

�

U)};;
2. EU = {ei|ei = σU (Ei,j), Ei,j ⊂ (G ↓ U) \ (G

�

U)};;
3. d : EU ! N : dðrUðEi;jÞÞ ¼ jEi;jj, where jEi;jj is the multiplicity.
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A feud of a weight U, or fi, is a vertex obtained by compressing some possession.
A curia of the weight U, or KU , is a multigraph which came out from compressing
the narrowing G # U. A homage HU is a curia KU being a tree in which all the edges
have multiplicity 1.

A sinew sUi;j is a graph, built on vertices of the restriction M # U and the cor-
responding homage HU

i : rUðsUi;jÞ ¼ HU
i . The set of sinews of the weight U is

denoted by SinewsU .
A sheaf is a graph, constructed by unification of sinews, selected by one for

every separator:

[
Uk2Sep

sUk
ik ;jk ; where s

Uk
ik ;jk 2 SinewsUk :

3.3 MJG and Assembly Algorithms

Next, the matter will be subsets of MJG synthesis algorithms, where subsets can be
either the whole set of MJG (SMJG) or a singleton.

Denoted ModelKit as the following quadruple
hLoads; StereoSeparators; StereoHoldings; NecessaryEdgesi, where Loads is a
primary structure, StereoHoldings is a set of strong narrowing components, where
narrowing influences every stereoseparator:

where Components returns set of graph connected components.
NecessaryEdges is a set of necessary edges:

NecessaryEdges ¼
[

U2BSep
Eð# UÞ;

where BSep is a set of biseparators.
MJG subsets synthesis algorithms given ModelKit are named assembly

algorithms.
Next, we will see several SMJG synthesis algorithms. The efficiency of the

suggested algorithms is mentioned in [3].
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3.4 MK1 Algorithm Description

In listing 1 there is a pseudocode of SMJG synthesis algorithm MK1.

The idea of MK1 is following: first, the set of non-empty separators is con-
structed (line 4), second, the set of vertices which are from respective narrowing is
constructed for every separator going over all loads (line 6). Third, it is checked for
the constructed set of vertices if the separator is a biseparator (i.e. the number of
vertices equals 2) or a stereoseparator (i.e. it is not a biseparator and the number of
possessions are greater than 1). In first case (lines 7–8) the edge is added to the set
of necessary edges. In second case the possessions are constructed as the connected
components of strong narrowing (lines 10–13) [3] (Fig. 4).

3.5 MK4 Algorithm Description

In listing 2 there cites a pseudocode of SMJG synthesis algorithms MK4.
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The idea of MK4 is following: at first a set of non-empty separators is con-
structed simultaneously with the set of main vertices of the separators (lines 4–5),
then the tertiary structure is constructed (line 6). Separators are considered
ascending (line 7), if the separator s has two main vertices and has no children, it is
called a biseparator and processed accordingly (lines 10–12). If it has children, it is
called a monoseparator of type 1, and then the set of vertices is constructed joining
the sets of his sons vertices with its own main vertices (lines 14–15). If the separator
has more than two main vertices, the set of his possessions is synthesised con-
structing a half-sibling graph and finding the connected components in it. If the
number of possessions is greater than 1, then the separator is processed as the
stereoseparator (lines 18–20). If the number of possessions equals 1, the separator is
a monoseparator but not of type 1, and a set of his vertices is constructed same way
as for a monoseparator of type 1 (lines 22–23). That both monoseparators’ types
processing is necessary that while constructing the monoseparators’ parent pos-
sessions all the monoseparators’ vertices are taken into account but not only those
which the main one are [4].
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3.6 The Work Instance of Assembly Algorithms

Similarly, the example of the algorithm MK4 could be referred to.

4 Conclusion

Thus, we considered the primary and the secondary structure of the ABN. For the
primary structure we introduced the basic terms and concepts relating to the PLI and
described the developed C# library implementing all PLI algorithms using side
library lp_solve for linear programming problems solving. Designed library corre-
sponds to the basic principles of object-oriented programming, which makes it
expandable and has API, making it reusable in future global PLI algorithms
implementation. Also we described 2 algorithms for minimal joint graph generation,
supplemented by a program code listings and examples of their use. The obtained
secondary structure gives an opportunity to extend application of local inference
machine so that it can conduct a variety of global probability-logic inference types.

Fig. 4 The work example of MK1
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Modeling of Injured Position During
Transportation Based on Bayesian
Belief Networks

A.I. Motienko, A.L. Ronzhin, O.O. Basov and M. Zelezny

Abstract Development of rescue robotics for injured transportation connected
with problem of selection of injured position based on trauma type. The paper
presents a model of a position of the injured during transportation based on
Bayesian belief networks. The developed Bayesian belief network structure is
represented by the signs of trauma, trauma itself, positions for transportation of the
sufferer corresponding to trauma, and the relationships between them. Conditional
probabilities tables is determined based on the expert information; available med-
ical research focused on the identification of the similar relationships between the
elements of the diagnostic process; historical statistics. The simulation results show
that the developed Bayesian belief network enables one to solve probabilistic
forecasting tasks based on subjective and incomplete data. The former are obtained
during questioning the sufferer; the latter are based on the computer vision systems
(examination) and sensors for various purposes (manipulation) that are installed on
specialized robots. The developed tools are focused on the rescue robotics based on
intelligent hardware and software for human-robot interaction.

Keywords Robotics � Search-and-rescue � Human-machine interaction �
Transportation of the injured � First aid � Rescue work � Emergency � Bayesian
belief network

1 Introduction

According to world statistics (starting from the second half of the 20th century),
injuries come first in the list of causes of death of able-bodied population under the
age of 45 years. In their turn, natural disasters and fires are in second place
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(after road accidents) among the causes of such deaths. In Russia, the largest
number of human losses is due to natural disasters such as floods and earthquakes.
Around 13 to 15 thousand people die in fires each year. Conducting rescue and
other urgent work aimed at eliminating the effects of emergency situations is one of
the main tasks of the Russian Unified System for Emergency Situations and Civil
Defense [1].

The purpose of any rescue and other emergency operations is to save people and
assist to sufferers, localize accidents and eliminate the damage hindering rescue
operations, and create conditions for the subsequent recovery works. According to
the World Health Organization, about 85 % of people die from injuries simply
because they were not provided with first aid, or first aid was rendered untimely or
improperly during the emergency situation (and only 15 % die from fatal
injury) [2].

Rescue works are characterized by the presence of factors that threaten life and
health of those who conduct them (rescue workers, firefighters, etc.), so special
training, clothing and equipment are required. It is possible to minimize the risk to
the rescuers by applying the so-called unmanned technologies—automated robotic
systems and tools [3], intended for ensuring the implementation of first aid mea-
sures [4] and for transporting the sufferer. However, to determine signs of life
(consciousness) and to examine the sufferer, robotic tools need to possess relevant
sensors (temperature, pressure, humidity ones) and systems (for computer vision,
analysis and synthesis of speech for questioning the victim, etc.), nomenclature and
configuration of which should be identified based on weight, size and power
characteristics of the robot. It is necessary to create an appropriate scientific and
methodological apparatus that will allow one to determine the optimal position of
the body of the sufferer, even in terms of lacking data about the signs of injury,
sufferer’s condition and symptoms of illness.

2 Bayesian Belief Networks Structure Formation
and Training for Modeling Casualty Movement Process

The developed Bayesian belief network (BBN) structure is represented by the signs
of trauma, trauma itself, positions for transportation of the sufferer corresponding to
trauma, and the relationships between them (Fig. 1) [4]. The nodes of the BBN
graph are introduced based on injury patterns that can be detected visually, by
questioning, or by means of simple manipulations. The proposed model consists of
the following subgraphs (for clarity, duplicate graph nodes are indicated by the
dotted line):

• subgraph G1 “Position for transportation” that defines the relationship between
positions for transportation and injuries corresponding to them;
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Fig. 1 A model of a position for transportation of the sufferer based on BBN
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• subgraph G2 “Spinal injury” with a table of conditional probabilities
(CP) p x6 ~x24~x25~x26~x27~x28~x29~x30jð Þ;

• subgraph G3 “Depressed case” with a table of CP p x7 ~x28~x31~x32~x33~x34~x35~x36~x37jð
~x38Þ;

• subgraph G4 “Fractures of the pelvis and lower limb” with a table of CP
p x8 ~x26~x28~x35~x39~x40~x41~x42~x43~x44~x45~x46~x47~x48~x49~x50jð Þ;

• subgraph G5 “Brain concussion” with a table of CP p x9 ~x7~x51~x52~x53~x54~x55~x56jð
~x57~x58~x59~x60Þ;

• subgraph G6 “Chest injury” with a table of CP p x10 ~x28~x61~x62~x63~x64~x65~x66~x67jð
~x68~x69~x70~x71~x72~x73~x74Þ;

• subgraph G7 “Amputated lower limb” with a table of CP p x11 ~x75jð Þ;
• subgraph G8 “Facial trauma” with a table of CP p x12 ~x42~x43~x45~x46~x76~x77jð

~x78~x79~x80~x81Þ;
• subgraph G9 “Abdominal trauma” with a table of CP p x13 ~x7~x28~x33jð

~x34~x37~x38~x42~x43~x78~x83~x84~x85~x86~x87~x89~x90~x91~x92Þ;
• subgraph G10 “Blood loss” with a table of CP p x14 ~x7~x53~x60~x85~x93~x94~x95jð Þ;
• subgraph G11 “Injury to the occipital lobe” with a table of CP p x15 ~x9~x87jð

~x96~x97~x98~x99~x100~x101~x102~x103~x104~x105Þ;
• subgraph G12 “Injury to buttocks and the dorsum of the legs” with a table of CP

p x16 ~x8~x42~x43~x45~x78~x106~x107jð Þ;
• subgraph G13 “Back injuries” with a table of CP p x17 ~x6~x42~x43~x107jð Þ;
• subgraph G14 “Bruise, cuts, abrasions” with a table of CP p x18 ~x42~x45~x78jð

~x106~x109Þ;
• subgraph G15 “Shoulder girdle injuries” with a table of CP p x19 ~x43~x45~x46~x76~x89jð

~x110~x111~x112~x113Þ;
• subgraph G16 “Amputated upper limb” with a table of CP p x20 ~x114jð Þ;
• subgraph G17 “Trauma to eyes, chest and respiratory tract” with a table of CP

p x21 ~x10~x33~x42~x45~x46~x115~x116~x117~x118~x119~x120jð Þ;
• subgraph G18 “Upper limbs trauma” with a table of CP p x22 ~x76~x121~x122jð

~x123~x124~x125~x126Þ;
• subgraph G19 “Neck injury” with a table of CP p x23 ~x43~x45~x54~x107~x127jð

~x128~x129~x130Þ:
The optimal positions for transportation of the sufferers x1 … x5, list of the most

common injuries x6 … x23 and their signs that are used to preset the nodes of the
developed BBN, as well as methods to determine these injures (by examination,
questioning and manipulation) are presented in [4].

The notation ~x indicates that here in the formula both a propositional formula x
and its negation �x can be used.

For the subgraph G1, a table of CP will be

p x1 ~x6~x7~x8~x9~x10~x11~x12~x13jð Þ ¼ 1;
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if there is at least one propositional formula xi; i ¼ 6 . . . 13;

p x2 ~x14~x15~x16�x17jð Þ ¼ 1;

if there is at least one propositional formula xi; i ¼ 14 . . . 16;

p x2 x14x15x16x17jð Þ ¼ 1; p x2 �x14�x15�x16x17jð Þ ¼ 0:5; p x2 ~x14~x15~x16x17jð Þ ¼ 0:75;

with any other combination of propositional formulas xi and their negations �xi
ði ¼ 14 . . . 16Þ;

p x3 x17jð Þ ¼ 1; p x3 �x17jð Þ ¼ 0; p x4 ~x18~x19~x20~x21~x22jð Þ ¼ 1;

if there is at least one propositional formula xi; i ¼ 18 . . . 22;

p x5 x23jð Þ ¼ 1; p x5 �x23jð Þ ¼ 0

For the subgraph G5, the independence of the events x7; x51 . . . x60ð Þ and their
equal significance for determining the posterior probability of an event x9 “Brain
concussion” is considered acceptable at the initial stage of creating the table of
CP. Then:

p x9 ~x7~x51~x53~x54~x55~x56~x57~x58j ~x59~x60ð Þ ¼ 0:1; ð1Þ

if in (1) there is one propositional formula xi; i ¼ 7; 51; 53; 54 . . . 60;

p x9 ~x7~x51~x53~x54~x55~x56~x57~x58j ~x59~x60ð Þ ¼ 0:2; ð2Þ

if in (2) there are two propositional formulas xi; i ¼ 7; 51; 53; 54 . . . 60; and so on,
up to the event:

p x9 x7x51x53x54x55x56x57x58j x59x60ð Þ ¼ 1:

A similar approach is true for all the subgraphs G2; . . .;G19 of the injuries
x6 . . . x23ð Þ. Specification of CP tables is carried out based on the expert informa-
tion; available medical research focused on the identification of the similar rela-
tionships between the elements of the diagnostic process; historical statistics.

3 Analysis of Casualty Movement Process

The procedure for calculating the probabilities of the outcomes of one or more BBN
variables based on the CP tables and known data (evidence) about the meaning of
signs of injuries is called sampling. This procedure is performed during both
training and using the network, so the effectiveness of the BBN largely depends on
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the sampling algorithm and its implementation. All the known methods of gener-
ating a sample can be divided into two categories: algorithms representing BBN in
the most convenient form for sampling (also called clustering algorithms) and
approximation algorithms operating on stochastic computing techniques [5–7].

In the study, we applied a sampling algorithm for BBN that uses representation
(clustering) of the original network as the so-called junction tree. This approach
allows us to turn from sampling a network of a general form to a tree graph, which
significantly reduces the computation time, eliminating the need for many inter-
mediate calculations. This algorithm has several advantages:

1. It is possible to use a junction tree for networks of any topological complexity,
which makes the algorithm generic and applicable to a very wide range of tasks;

2. Unlike stochastic algorithms, a junction tree algorithm allows obtaining the
exact (not approximate) values of the required probabilities; at the same time the
running speed of the algorithm is high enough.

In all popular programs for working with BBN, the junction tree algorithm (in a
particular implementation) is the main algorithm for sampling. In addition, for a
number of tasks involving working with BBN and requiring accurate results with
complex network topology, network representation in the form of a junction tree is
the only acceptable method of sampling [8]. As this algorithm is widely spread and
holds much promise, in this study we have modelled a process of choosing a
position for transportation of the injured using Netica [9].

Figure 2 shows an example of using Netica to calculate the probability of x1
(supine position for transportation). The most likely position for transportation
(Fig. 3) was determined as the value of a multitude of permissible positions that
shows the maximum probability of the presence of injury (injuries), provided a
specific amount of evidence x24 . . . x130ð Þ, including signs of injuries, symptoms
and other parameters.
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Fig. 2 Posteriori inference on the subgraph G1 “Position for transportation” in Netica
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4 Conclusion

The simulation results show that the developed Bayesian belief network enables
one to solve probabilistic forecasting tasks based on subjective and incomplete data.
The former are obtained during questioning the sufferer; the latter are based on the
computer vision systems (examination) and sensors for various purposes (manip-
ulation) that are installed on specialized robots.

Probabilistic estimates of the observed properties (evidence) provide actual
values that make it possible to consider credibility of the evaluations of unobserved
properties (injuries and positions for transportation). A model of choosing a posi-
tion for transportation of the injured offers the possibility to:

• reveal evidence that is the most important in terms of its impact on the decision,
to list it and rank in order of importance;

• identify variables xi ði ¼ 24 . . . 125Þ that do not afford basis for conclusions;
• create an ordered list of steps that most effectively lead to a clear decision on the

position for transportation (for example, a list of questions to be asked to the
sufferer during situation analysis; the list and sequence of sensors application,
etc.).

A study of the stated possibilities will allow one to modify the developed model
of choosing a position for transportation of the sufferer; to synthesize algorithms for
the estimation of the signs of trauma, physical and emotional state of a person; and
to optimize the algorithm for probabilistic inference. Tools under consideration are
focused on the development of rescue robotics based on intelligent hardware and
software for human-machine interaction [10–15].
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Passive Steganalysis Evaluation:
Reliabilities of Modern Quantitative
Steganalysis Algorithms

N. Prokhozhev, O. Mikhailichenko, A. Sivachev, D. Bashmakov
and A. Korobeynikov

Abstract This paper presents initial results from experiments which perform
statistically accurate evaluation of the reliability of modern quantitative statistical
steganalysis algorithms. The focus here is on the algorithms for detection of simple
LSB steganography in grayscale images. The following algorithms were evaluated:
RS- analysis, Sample pair analysis, Difference image histogram, Triples analysis,
Weighted stego-image. ROC curves were obtained as a result the reliability of
image steganalysis algorithms. We also describe some of the questions for a general
methodology of evaluation of steganalysis algorithms and potential pitfalls caused
by the differences of image resolution.
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1 Introduction

Nowadays steganography is widely used for hide information transferring and
hidden messaging. Therefore, while solving problems of the informational security,
steganography is being increasingly used by secret agencies, criminal groups and
terroristic organizations.

One of the most widespread types of steganography containers is a digital image.
Digital images make up a large percentage of the Internet data traffic allows using
them as a channel for hidden information transfer with significant throughput and
great secrecy.

There is a large number of free software for LSB image steganography. There are
two relevant steganography resistance approaches: passive and active.

In the simplest case, the procedure of passive steganography resistance reduces to the
problemofbinary classification.A tested container shouldbeclassifiedas either original
(clear) image or steganogram. It’s a main goal quantitative steganalytic algorithms are
widely used for. For digital images and LSB steganography, the result of algorithm
execution is the estimate of the number of changed pixels in the tested image.

2 Purpose

Themain purpose of this paper is the estimation of efficiency ofmodern steganographic
algorithms when resisting LSB steganography with small payload rates. Results illus-
trate the lower bounds of payload,when the classification accuracy falls dramatically. In
the case of such payloads the effective resistance is practically impossible. This lower
bound can be used to determine the value of maximal throughput of steganography
channel, considering existing abilities of passive resistance.

3 Method of Experiment

The tested image is being selected from a test set. Then LSB bit is being inverted
for a fixed number of pixels. In this way, the apply steganography effect is simu-
lated. Payload is measured as a percentage of maximum value for the tested image.
Maximum payload of the image is the total amount of pixels in the image. Payload
varies in the range of 1−6 %, basing on the stated error of evaluated steganalytic
algorithms, roughly estimated at 2 %. Modified image is being tested with ste-
ganalytic algorithm. The result of the estimation is a number of pixels affected with
steganographic embedding.

The following steganalytic algorithms have been evaluated:

• RS-analysis (RS) [1];
• Sample pair analysis (SP) [2];
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• Difference image histogram (DIH) [3];
• Triples analysis (TR) [4];
• Weighted stego-image (WSI) [5].

Test set consists of three grayscale image collections:

• Collection 1–3126 images with resolution from 392 × 550 to 5184 × 3456 [9];
• Collection 2–5214 images with resolution from 1339 × 1357 to 5100 × 4026

[10];
• Collection 3–30682 images with resolution from 700 × 500 to 1300 × 734 [11].

Collections are public and include a great number of images with wide range of
characteristics and features.

The pixels’ coordinates are pseudo-randomly selected, with uniform distribution.

4 Evaluation Procedure

As noted above, the procedure of passive steganography resistance reduces to the
problem of binary classification. Then the classification sets are represented as

Y ¼ f�1; þ 1g; ð1Þ

and classifier is represented as follows:

aðxÞ ¼ sign½f ðx;wÞ � w0�; ð2Þ

where x is a random object, f ðx;wÞ is a classifying function (steganalytic algo-
rithm), w is a parameters vector (the amount of flipped pixels), w0 is a threshold.

In this case, the steganalytic algorithm acts as a classifier, and the classification
procedure is done by comparing result of algorithm execution and some threshold.

The distinction surface is defined as follow:

f ðx;wÞ ¼ w0: ð3Þ

The choice of a threshold value w0 is a difficult task, since it directly affects the
probabilities of both true positive and false positive detection. Too small value may
result in high probability of both false classifications. In practice, it will result in
clear images classified as stego images. Too great value will enlarge the probability
of false negative classification.

True positive classification rate (TPR) is defined as follows:

TPR a;Xmð Þ ¼
Pm

i¼1 aðxiÞ ¼ þ 1½ �½yi ¼ þ 1�Pm
i¼1½yi ¼ þ 1� ; ð4Þ
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where

Xm ¼ x1; . . .xmð Þ ð5Þ

is a sample, y1; . . .; ym are classification sets of the sample.
False positive classification rate (FPR) is defined as follows:

FPRða;XmÞ ¼
Pm

i¼1 aðxiÞ ¼ þ 1½ �½yi ¼ �1�Pm
i¼1½yi ¼ �1� : ð6Þ

The ratio of these two values affects classification quality, and, consequently, the
practical efficiency of passive resistance. The ideal classifier has TPR ¼ 1 and
FPR ¼ 0:

ROC curves illustrate the ratio, for greater clarity [6].
The set of ROC curves for different evaluated algorithms for the same experi-

ment conditions sets makes possible the comparative evaluation of their efficiency.

5 Results

The graph shows ROC curves (Fig. 1) for all evaluated algorithms and the same
ROC curves for different payload rates. The same experimental results for distinct
image collections are stated in Table 1.

Fig. 1 ROC curves for the evaluated algorithms
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6 Findings

Modern quantitative statistical steganalytic algorithms show close accuracy of
estimation. Passive steganorgaphy resistance based of them provides comparable
classification quality and makes their practical efficiency very similar.

The classification quality falls significantly for steganogram with payload rates,
greater than 5 %.

The tested image resolution has significant impact on the classification quality.
So, for the images of Collection 2, with resolution as minimum as 1339 × 1357, the
false classification rate is almost 10 times less than for Collections 1 and 3, with
minimal image resolutions of 392 × 550 and 700 × 500, respectively (see Table 1).

7 Conclusion

Steganalysis based on modern quantitative statistical steganalytic algorithms have
an ability to provide effective passive LSB steganography resistance against ste-
ganograms with payload value greater than 5 %. Using payload value less than that
threshold reduces passive resistance efficiency dramatically. The passive resistance
is ineffective against LSB steganography with payload rate less than 1 % for the
image with resolutions not exceeding the resolution of modern displays.

Table 1 False positive rate for TPR at 97.5 %

Evaluated algorithm Collection# Payload, %

1 2 3 4 5

RS-analysis 1 48.1 30.0 7.1 2.1 0.7

2 3.6 1.5 1.0 0.6 0.3

3 49.7 32.7 8.3 3.6 1.9

Difference image histogram 1 42.4 33.4 8.0 2.9 1.5

2 5.8 2.2 1.2 0.8 0.5

3 44.9 23.5 18.2 7.8 4.6

Sample pair analysis 1 43.9 9.6 2.1 1.1 0.5

2 5.2 1.8 1.1 0.7 0.3

3 44.6 12.8 4.8 2.2 1.3

Triples analysis 1 62.7 37.5 8.3 2.7 1.7

2 4.4 1.9 1.4 1.0 0.7

3 64.4 36.7 9.4 3.9 1.9

Weighted stego-image 1 36.7 7.1 1.8 0.7 0.5

2 2.6 0.9 0.5 0.4 0.1

3 38.3 8.8 2.4 1.1 0.7
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The small image with resolution 600 × 400 pixels, used as a stego image with
payload rate of 1−2 % is practically undetectable by modern quantitative stegan-
alytic algorithms. In the same time, such payload rate makes possible to embed
5−10 KB of data. Taking into account the possibility of preliminary compression of
embedded data and the usage of matrix embedding [7], the evaluated algorithms
need further improvements.
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Bayesian Belief Networks in Risky
Behavior Modelling

Alena Suvorova and Tatiana Tulupyeva

Abstract The area of risky behavior modelling has unsolved issues in current
practice: there is a need for numerical estimates of risky behavior rate. We propose
the approach for risky behavior modelling in terms of Bayesian Belief Networks
on the base of the data about behavior episodes. The paper includes the description
of the model, results of model testing on automatically generated dataset and dis-
cussion of possible further development.

Keywords Bayesian belief network � Risky behavior � Rate estimates � Poisson
random process

1 Introduction

Bayesian Belief Network (BBN) is a type of probabilistic graphical models that
represents a set of random variables and their conditional dependencies [1].
Formally, BBN is a directed acyclic graph that should satisfy several requirements
[1]. In general BBNs represent complex influencing factor relationships, they are
applied in wide range of areas: finance, medicine, information technology [2–6].
BBNs are known as good representation of knowledge and decision support under
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uncertainty [7] and one of their important advantage is the ability to combine
different source of information [8].

These features of BBN play an important role in research that involves both
empirical data and expert knowledge [9]. One of such research areas is individual’s
risky behavior modelling. On the one hand, researchers collect data about
respondents’ risky behavior in different field studies; on the other hand, there are
associations, causalities and assumptions based on results of previous studies, facts
and theories from other research areas. To construct better models of respondents’
behavior and, furthermore, to compute more accurate characteristics of that
behavior, it is important to combine both data-based and expert-based information.

Knowledge of risky behavior characteristics supports decision making in many
practical issues. Unusual behavior of the user of information system can be a
marker that defines insecure events. Risky sexual behavior (e.g. having multiple
sexual partners, unprotected sex) is widely known to be associated with high risk of
sexually transmitted infections, including HIV-infection [10]. The “gold standard”
for behavior rate measuring is a diary method, in other words, simple recording of
episodes [11]. However this method is extremely time-consuming,
resource-consuming and even hardly possible for many kinds of behavior [12], for
example, due to private nature of the behavior [13] or social desirability bias. In
[14] authors provided the method based on data about several behavior episodes.

Risky behavior studies were mostly focused on exploring factors associated with
risky behavior or factors influenced by that behavior [15–17]. The results were
mostly data-based with expert knowledge included in the form of variable selection.
For those studies regression models were primary and dominating method espe-
cially in medicine and public health [16, 17]. Also the results did not provide any
numerical characteristic of behavior, e.g. rate, frequency or risk that can be further
implemented into automated system for decision making.

Human reliability analysis that studies causes, consequences and contributions
of human failures in socio-technical systems [9] is close to risky behavior mod-
elling in many parts: it deals with both expert information and empirical data, it
faces with uncertainty of initial data, and it is related to human behavior. Human
reliability analysis is based on many methods and now BBNs received an
increasing attention [9].

However, this practice can not be applied directly to risky behavior modelling.
The closest outcome in human reliability analysis that can be considered as
behavior characteristic is probability of human error [9] but we need more detailed
outcome for risky behavior rate estimate, not just “it happens with probability p”.
The other issue is an availability of data sources: there is no rather simply collected
data from technical systems, the information about behavior comes from
self-reports about risky behavior episodes.

The purpose of the paper is to describe the approach for risky behavior mod-
elling in terms of Bayesian Belief Networks.
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2 Risky Behavior Modelling

2.1 Initial Data

The model [18] is based on data about the length of intervals between three last
episodes of risky behavior and the length of minimum and maximum intervals
between episodes during period of interest T. The data about episodes in most
applications is obtained from respondents’ self-reports [14]. We assume that for
each respondent occurrence of episodes follows Poisson random process: the
occurrence of the next episode is independent from the previous ones, length of
interval between concurrent episodes follows exponential distribution. This
assumption corresponds to the features of risky behavior and, at the same time,
allows less complicated calculations.

Adding data about minimum and maximum intervals decreases the influence of
recent behavior represented by the last episodes. However, combining all the data
about episodes leads to very complicated joint distribution [19] even in case of
Poisson random process and requires much more calculation for behavior rate
estimate. Any change or revision of the model, again, will require re-calculation of
joint distribution (if it will be possible in elementary functions).

On the contrary, as it was mentioned earlier, BBN allows determining complex
relationships in terms of simpler dependencies between small parts. Modelling risky
behavior as BBN gives a way to add all available data into the model as well as
include expert assumptions about relationships between them and their distribu-
tions. Revising the assumptions or adding new variables to the model requires
re-arranging small part of the BBN only. Moreover, the existence of software tools
(including freeware) for dealing with BBNs, for example [20] or [21], allows
researchers focus on description of the model while calculations are performed
automatically. Considering these advantages of BBNs we proposed a BBN for risky
behavior modelling.

2.2 Model Description

The structure of BBN model is a graph GðV ; LÞ with vertices V ¼ t01; t12; t23;f
tmin; tmax; k; ng and edges (or links) L ¼ ðu; vÞ : u; v 2 Vf g (Fig. 1), where k is
random variable for behavior rate; tij is random variable for the length of the
interval between ith and jth episodes from the end (0 corresponds to interview
moment); tmin and tmax are random variables for the length of minimum and
maximum intervals; n is random variable for the number of episodes during period
of interest.

All variables were discretized. Conditional probabilities for variables were as
follows [18] (where ls ¼ 1; . . .; ks, ks was the number of disjunctive intervals for
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discretized tj; jþ 1 variable; s ¼ 0; . . .; 4; j ¼ 0; 1; 2; i ¼ 1; . . .; m, m was the
number of disjunctive intervals for discretized k variable):

p tðljÞj;jþ 1 kðiÞ
���� �

¼ e�akðiÞ � e�bkðiÞ ; tðljÞj;jþ 1 ¼ a; b½ Þ;

p tðl3Þmin n; kðiÞ
���� �

¼ e�ankðiÞ � e�bnkðiÞ ; tðl3Þmin ¼ a; b½ Þ;

p n kðiÞ
���� �

¼
kðiÞT

� �n

n!
e�kðiÞT ;

p tðl4Þmax n; kðiÞ; tðl3Þmin

���� �
¼ eðn�1ÞkðiÞtðl3Þmin

� e�kðiÞtðl3Þmin � e�kðiÞb
� �n�1

� e�kðiÞtðl3Þmin � e�kðiÞa
� �n�1

� �
; tðl4Þmax ¼ a; b½ Þ:

For all further examples we used the following discretization: for the rate
variable k kð1Þ ¼ 0; 0:01½ Þ, kð2Þ ¼ 0:01; 0:03½ Þ, kð3Þ ¼ 0:03; 0:05½ Þ,
kð4Þ ¼ 0:05; 0:1½ Þ, kð5Þ ¼ 0:1; 0:2½ Þ, kð6Þ ¼ 0:2; 0:5½ Þ, kð7Þ ¼ 0:5; 1½ Þ,
kð8Þ ¼ 1; 1½ Þ; for the variables tj;jþ 1, tmin, tmax tð1Þ ¼ 0; 0:1½ Þ, tð2Þ ¼ 0:1; 1½ Þ,
tð3Þ ¼ 1; 7½ Þ, tð4Þ ¼ 7; 30½ Þ, tð5Þ ¼ 30; 180½ Þ, tð6Þ ¼ 180; 1½ Þ.

The model was represented in GeNIe&Smile [20]. The calculations and statis-
tical analysis were performed using Smile library [20] and R [22].

2.3 Testing Results

To test the model we used automatically generated dataset. First, we generate 200
values for behavior rate that followed Gamma distribution with the shape k ¼ 1:1
and the scale h ¼ 0:1. The parameters were chosen to produce more
“real-behavior”-like dataset with behavior rate in most cases less than 1 and con-
centrated around 0.1 episodes per day. Next, for each rate value according to
assumptions of the model we generated 20 “respondents” or 20 sequences of

Fig. 1 Bayesian Belief network for risky behavior modelling
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behavior episodes each of those for period of 180 days in total. In other words, we
had 4000 sequences of episodes. Than we calculated lengths of minimum, maxi-
mum intervals between episodes and lengths of intervals between the last three
episodes. After deletion of incomplete cases (e.g. cases with only one episode
during 180 days) the final dataset consisted of 3672 cases (or “respondents”).

All variables were discretized as it was described in Sect. 2.2. The prior dis-
tribution of behavior rate for BBN model presented on Fig. 2: the probability of the
last episode was set to 0.125, the remaining part was distributed uniformly
according to the length of the interval.

We considered both individual predictions and prediction for the whole
group. The predicted rate value for each case or “respondent” was the interval with
maximum posterior probability. Table 1 shows the confusion matrix for the indi-
vidual predictions. The average accuracy [23] for this eight-class classification was
87.7 %. Moreover, the false positive predictions in most cases belonged to adjacent
intervals.

Fig. 2 Prior rate distribution

Table 1 Confusion matrix
for the individual predictions

Initial
value

Predicted value

kð1Þ kð2Þ kð3Þ kð4Þ kð5Þ kð6Þ kð7Þ kð8Þ

kð1Þ 6 12 3 1 0 0 0 0

kð2Þ 83 310 85 36 1 0 0 0

kð3Þ 11 205 145 123 6 0 0 0

kð4Þ 0 121 249 470 153 7 0 0

kð5Þ 0 3 18 252 568 119 0 0

kð6Þ 0 0 0 6 285 369 0 0

kð7Þ 0 0 0 0 0 20 0 0

kð8Þ 0 0 0 0 0 0 0 0
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The initial rate distribution for generated dataset and comparison with the rate
distribution estimated on the base of data about episodes is presented on Fig. 3. The
estimated rate distribution was the result of inference on the BBN combined for the
group of “respondents” according to Dirichlet distribution [24]. The v2 test for
comparison the distributions showed that we did not reject the hypothesis about
similarity of distributions (v2 ¼ 48, df ¼ 42, p�value ¼ 0:24). In other words,
the estimated rate distribution looked similar to the initial distribution with major
part of cases concentrated between 0.05 and 0.2 cases per day.

2.4 Real Data Example

To illustrate how the model works for real data we considered data about the last
episodes of alcohol consumption and data about minimum and maximum intervals
between the episodes during the last 6 months. The data about 380 respondents was
collected in 2011 among patient of one of STD clinics in St.Petersburg, Russia. We
used the same prior rate distribution that was described in Sect. 2.3 (Fig. 2). The
estimated distribution presented on Fig. 4.

Fig. 3 Comparison of the initial and the estimated rate distributions
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According to the estimates we can conclude that with probability greater than 0.9
respondents in the sample drank alcohol rarely than one tome per 10 days. At the
same time, the probability of really rare consumption was relatively low too that
allowed to conclude that in general there was a need for behavior-changing events.

3 Conclusion

The area of risky behavior modelling has unsolved issues in current practice. To
provide a tool for estimating behavior characteristics we proposed the model in
terms of Bayesian Belief Networks that combined both empirical data and expert
knowledge about behavior. Testing the model on automatically generated dataset
showed good results. The rate estimates for real data illustrated the possible con-
clusions in practical issues. However, for practical usage the model requires more
detailed testing with different initial rate distributions and, on the other hand, testing
on data about real behavior with available data about episodes and real rate.
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Back Up Data Transmission in Real-Time
Duplicated Computer Systems

S.A. Arustamov, V.A. Bogatyrev and V.I. Polyakov

Abstract The authors consider several options for the organization of inter com-
puters exchange between duplicated computer systems through backed up
switching facilities. They also analyze the impact of the selected option of inter
computer exchange through backed up switches in a view of the probability of
timeliness and error-free transmission of packages in real-time systems.

Keywords Fault tolerance � Duplicated computer system � Reliability �
Redundancy � Real-time

1 Introduction

Fault tolerance and reliability of IT and commutations systems is reached as a result
of redundancy and rejoining of resources, including the presence of data trans-
mission channels back up [1].

For a real-time communication systems providing reliability of data transmission
function includes the structural reliability and timely information delivery under
conditions of possible communication faults.

For information technologies (IT) and communication systems with duplicated
data channels potential improvement of the transmission reliability is feasible when
a redundant transmission of copies of packages through multiple channels simul-
taneously has been implemented. For multi-channel queuing systems with a general
queue in [2–4] the authors propose the simultaneous maintenance of each query
copy by several devices. For service option called «broadcasting service with a
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copy request» [4], a request is routed to the non-busy equipment at the time of
appearance, the service in each node of a copy (back up) of the request is being
made independently.

In [9] another modification of a broadcast service is considered where, if the
number of devices employed at the time of the request is less than a certain
threshold, the request is backed up (copied) to all available nodes, otherwise it is
served by a single node. As the main key productivity indicator (KPI) of efficiency
of maintenance in [2–4] the authors consider the average residence time of requests
in the system. However, for real-time systems as the main performance indicator
it’s recommended to deploy the probability there is no a timeout request exceeds
predefined maximum accepted time.

Models of reliable and timely service in clusters with real-time execution of
redundant copies of requests have been considered in [5].

In this paper we are developing models described in [5] applicable for systems
composed out of computer systems with duplicated data channels, each of them
being interpreted as a single-channel queuing system with unlimited queue.

Timeliness of data transmission in the IT and communication real-time systems
may be assessed of transmission waiting time the probability for the time less than
the limit t0 [5].

2 The Structure of the System Under Study

As the object of study, consider the system composed from duplicated computer
systems (DCS), presented in Fig. 1.

DCS

PP

M M

N N

DCS

PP

M M

N N

DCS

PP

M M

N N

Switch Switch

A A A

Fig. 1 Duplicated computer system structure
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Each part of DSC includes a processor (P), the memory module (M), network
adapters (NA). In addition an adapter for interconnection between parts of dual
systems has also been included into the structure. Performing of critical queries is
duplicated in both parts of the dual systems. When combining duplicate complexes
in the fault-tolerant system we allocate m production and M-m backup systems. For
doubling computing data transmitted between production and backup systems must
be recorded into memory M modules of both parts of a dual system of addressable
node. Once operation is performed without duplication of calculations every query
is executed in one part of DCS. In this case the distribution of the flow of requests
that do not require duplication of computing is supported by balancing of both parts
of dual system [6–11].

In the system including M duplicated parts the ability to operate performing
duplicated calculations is required at least in m duplicated parts. At that, between
each pair of m operational complexes an exchange with the delivery of information
transmitted to the memory unit at two duplicated receiver information (receiver may
be any of m operation parts) must be guaranteed.

In modern cluster systems, consolidating the resources of several servers, the
peculiarity of duplicated query execution is provided by organization independent
queues for each server, to represent a single-channel queuing system. In such
systems, unlike multi-channel systems with a shared queue [7–9], service time for
execution query scattered drastically that increases queries in different lines,
including requests for different duplication systems.

This case may potentially decrease the probability of timeliness transmission of
packages between interactive nodes.

On the one hand a redundant transmission copy of packets through different
switching nodes, each of which is a single-channel queuing system with infinite
queue increases the stability of the computing process to failures and bugs in the
nodes. On the other hand, the reservation request causes an increase in workload
communication nodes and average waiting time for requests and, as a consequence,
to an increased probability of delay queued requests over the maximum allowable
time t0. At the same time, redundant transmission of packages through multiple
switching nodes, based on stochastic service could potentially lead to an increase in
the probability of timely transmission of packets provided they are timely trans-
mitted of at least through one of the backup paths. Thus, there is a structural
contradiction, requiring research targeting to formulate recommendations for a
solution for cluster real-time systems whose key performance indicator of efficiency
is the probability of timely service requests seems quite topical.

The research aims to study the organization of an exchange between the parts of
dual computing, taking into consideration the impact on structural reliability and
probability of timely exchange in redundant computer systems.

To achieve this goal the authors is conducting:

• Development of options of data exchange between duplicate computer systems
via a redundant (duplicated) communication environment, including options
with redundant copies of multipath transmission packages;
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• Assessment of the impact of options of duplicated exchange system on relia-
bility of their performance and timeliness exchange under redundant data
transmission;

• Choice of rational option between duplicate complexes based on achieved
operational reliability and the probability of not exceeding the maximum per-
missible transmission delay time value expectations.

3 Options for the Organization of Exchange Between DCS

Let’s define options for organizing the exchange between the DCS with duplicate
calculations when entering the transmitted data is required to the two memory
modules M of both parts of DCS addressable computing node.

For systems with duplicated computing separate the following options of
transmission from the ith to the jth DKS:

Option B1: The first (left) and second (right) parts of ith DCS transmit packages
correspondently through the first Sw1 and second switch Sw2.

As a result of exchange SA1i → Sw1 → SA1j M1; SA2i → Sw2 → SA2j
M2, ith data set recorded in the memory of both part of memory modules M of jth
DCS.

Necessary conditions required for option B1 applicability are: operation ability
of both switches and both DCS network adapters while packages are being trans-
mitted from the i-th to j-th complex (node).

Consider the two version of option B1:

• Implementation of the first modification B11 presumes organization of the
independent queues for transmission through each line (multiple accesses to
each line is performed regardless of access to the second line);

• Unlike B11 the second modification B12 organize common request queue for
transmission through the first and second lines with an implementation of
unique procedure of multiple access: as a result both lines are available
simultaneously and both copies of requests are transmitted through them.

Option B2: The first (or second) part of i-th complex forwards the packet
through the first (second) switch and the appropriate network adapter in the memory
of the first (second) part of jth DKS. From memory module that received the data,
they are transmitted to the memory module of another part of DCS through internal
communication adapter A.

Thus, the following connection is implemented SA1i → Sw1 → SA1j M1;
M1j → Aj M2j. Mapping parts of DCS to transfer switches is conducted to balance
their workload.
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Conditions for implementation of variant B2 during the transmission from the ith
to the jth complex is the availability of at least of the one switch and its connection
via serviceable ports and network adapters simultaneously to the first (or second)
part of DCS interacting nodes provided serviceability adapter for internal adapters
in unit receiver. When duplex communication is considered the operation ability of
internal adapter is required for each of interactive part of DCS.

Note that the transmission though adapter can be implemented in parallel as
DCSs are located closely (for instance, in one form factor).

We can use the also hybrid option, which allows to adapt to the intensity of DCS
exchange and system component failures. For example, the option may be used
presuming the usage of mode B1 under low intensity with switching to B2 in case
the increase of workload. It is also reasonable to envisage combined option when
originally B2 is applied without accumulation of exchange failures with switching
to mode B1 after failures of internal communication switches that potentially can
improve fault tolerance ability of the system.

To adaptively increase robustness of the system we can recommend to use mode
B3, wherein we initially implement option B12. In case of non-delivery within the
specified time packages through two channels we may use by the results of a
successful error-free transmission over a single channel with the further imple-
mentation of the exchange between part of DCS. The last option of inter DCS
exchange is applicable with operation ability of internal exchange adapters, with
one of the copies of the two channels transmitted package must be transmitted
through the inter DCS exchange during t0 − t1, where t1 time of internal exchange.

4 Evaluation of the Probability of Timeliness Inter DCS
Exchange

In assessing the residence time of requests for different inter DCS exchange each
switching node represents the queuing system type M/M/1.

In the initial state of the system (without failure), the probability of not
exceeding the maximum accepted latency transmission delay t0 using options B11,
B12, B2 and B3 in the error-free transmission of packets to be calculated as
follows:

d11 ¼ 1�Kv expð�t0ðv�1�KÞÞ;
d12 ¼ ½1�Kv expð�t0ðv�1�KÞÞ�2;
d2 ¼ 1�ðK=2Þv expð� t0�t1ð Þðv�1�K=2ÞÞ;
d3 ¼ 1� ½Kv expð� t0�t1ð Þðv�1�KÞÞ�2
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and with consideration of possible faulty transmissions

r11 ¼ ½1�Kv expð�t0ðv�1�KÞÞ�ð1�kÞ2L;
r12 ¼ f½1�Kv expð�t0ðv�1�KÞÞ�ð1�kÞLg2;
r2 ¼ ½1�ðK=2Þv expð�ðt0�t1Þðv�1�K=2ÞÞ�ð1�kÞL;
r3 ¼ 1�ð1�gÞ2; g ¼ f1�½Kv expð�ðt0�t1Þðv�1�KÞÞ�gð1�kÞL;

where v = L/b average time of transmission of a average package volume L, bit rate
b, λ—bit error probability, Λ—the intensity of the requests for package
transmission.

Dependence of the probability of not exceeding expectations packet queue
maximum accepted delay t0 = 1 s is presented in Fig. 2 by the curves r11, −r12, r2, r3.

The calculation is performed under t1 = 0.2 s, L = 104 bit, b = 104 bit/s и
λ = 10−4 1/bit.

The calculations show an evident advantage of option B3, under low intensive
queries and increase the efficiency of the exchange option B2 in their growth.
Option B3 also increases the marginal rate of requests and robustness of the system
under steady-on servicing transfer requests packets.

5 Conclusion

The authors conducted a research of options for the exchange in DCS through
redundant switches in redundant cluster computer systems.

The research demonstrated the influence of the exchange organization in DCS on
the probability of timely servicing of requests for the transfer of packets through
redundant data transmission medium.

Fig. 2 The probability of
exceeding waiting queue
maximum allowable packet
delay t0
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Additional features provide a high probability of error-free data transmission that
timely provides adaptive change options exchange in the accumulation of failures or
change in intensity requests in DCS exchange.

The results can be used to justify the choice of the organization of exchange in
fault-tolerant systems, redundant computer systems, including those working in real
time.
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Data Coherence Diagnosis in BBN
Risky Behavior Model

Aleksandra V. Toropova

Abstract A problem of coherence diagnosis for risky behavior model based on the
data about behavior episodes retrieved from an interview with a respondent is
considered. The extension of the model is described and the examples of data
coherency diagnostics are provided. For more convenient work with suggested
method the software is provided.

Keywords Bayesian belief network � BBN � Data coherence diagnosis

1 Introduction

Many studies on Artificial Intelligence face with the problem of data coherence
diagnosis [1–4]. Many models and decision-making systems include expert
knowledge and expert estimates. Expert methods are used in situations where
selection, justification and impact assessment cannot be made using exact calcula-
tions [5]. Researchers can use the information received from the experts only if they
have a possibility to present it in a form suitable for further research. Therefore, it is
necessary to either formalize the experts’ knowledge, or evaluate its coherence and
reliability [6, 7]. Such problems arise in studies focused on troubleshooting power
system [4, 8], the diagnosis of distributed systems security problems anomalies [1,
9], as well as in other areas. In all these cases, the coherence of the data is extremely
important.

In many fields of sociological, psychological and marketing research, we face
the problem of risky behavior rate or frequency estimate on the basis of respon-
dents’ self-reports about their behavior. We need to estimate behavior rate using the
responses to the questionnaire or the results of the interview [8, 10].
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An approach to the risky behavior rate estimate based on Bayesian belief net-
works and data obtained from interviews about last episodes of respondent’s
behavior is proposed in [10–12].

The initial model [11] was based on the data about the three latest episodes of
respondents’ risky behavior and minimum and maximum intervals between the
episodes. These data were usually obtained from questionnaires or interviews [13].
Respondents could give false (not corresponding to actual behavior) answers to
make a positive impression or due to memory-related issues: episodes of risky
behavior could happen a long time ago and, hence, be hard to remember. For
example, the risky sexual behavior data (information needed for decision-making in
various areas, including education, medicine and public health) was under-reported
very often due to its very private nature, and such data often became a subject of
significant social desirability bias. Sometimes respondents answering question
could make mistakes or be confused [14, 15].

As an example, consider the following scenario. During an interview conducted
on Monday, the respondent replied that the last behavior episode was on the last
Monday, the previous one was on the last Wednesday and the last but two episode
was a month ago. At the same time, the respondent defined the minimum interval
between episodes as a “week”. Hence, the provided data were incoherent because
the interval between the last episode and the previous one was less than the
minimum.

Note, that this is a very simplified example of the problem; obviously such
inconsistencies can be easily identified. However, there are possible more complex
situations because of the sampling variables included in the model.

Thus, applications that used data obtained from respondents often faced with the
problem of incoherent data. Therefore it is important to have tools to diagnose such
situations.

In the paper we describe modified model that solves this problem. For more
convenient work with the model software is provided. Also we discuss an extended
example of the model usage.

2 Model Description

Figure 1 shows a generalized risky behavior model M ¼ ðGðV ; LÞ;PÞ as a
Bayesian belief network [16, 17]. The model structure is represented by the directed
graph ðGðV ; LÞÞ, where V ¼ ft01; t12; t23; tmin; tmax; k; ng is corresponded to the set
of nodes, L ¼ fðu; vÞ : u; v 2 Vg is corresponded to the set of directed links
between nodes. In other words, Fig. 1 shows random elements included in the
model and relations between them. We used GeNIe 2.0 [18] to create Bayesian
belief network and to implement the probabilistic reasoning algorithms. All figures
were also constructed in GeNIe 2.0.
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On Fig. 1, Rate is a random variable representing the behavior rateλ, ti;j are
random variables characterizing the lengths of the interval between the ith and jth to
the end episodes. With an assumption that behavior was a Poisson random process
random variables ti;j were exponentially distributed. The additional information was
obtained by including minimum and maximum intervals between episodes (tmin and
tmax respectively).

We specified conditional probabilities P ¼ Pðtj;jþ 1jkÞ;Pðt01jkÞ;Pðtminjn; kÞ;
�

Pðtmaxjn; k; tminÞ;PðnjkÞ;PðkÞg; (edges between conditionally dependent nodes) as
follows:

P tl;jj;jþ 1jkðiÞ
� �

¼ e
�akðiÞ � e

�bkðiÞ
; j ¼ 0; 1; 2;

tl;jj;jþ 1½a; b�;P tl3minjn; kðiÞ
� �

¼ e
�ankðiÞ � e

�bnkðiÞ
; tl3min ¼ ½a; b�;

p n kðiÞ
���� �

¼
kðiÞT

� �n

n!
e�kðiÞT ;

p tðl4Þmax n; kðiÞ; tðl3Þmin

���� �
¼ eðn�1ÞkðiÞtðl3Þmin e�kðiÞtðl3Þmin � e�kðiÞb

� �n�1
� e�kðiÞtðl3Þmin � e�kðiÞa
� �n�1

� �
;

tðl4Þmax ¼ a; b½ Þ:

3 Model Extension

Figure 2 shows extended risky behavior model. The added nodes allow to estimate
data given by a respondent.

The nodes ct1;2;min and ct23;min represent episode tij and minimal interval tmin

coherence, the nodes ct0;1;max ; ct12;max and ct23;max represent episode tij and maximal
interval tmax coherence. We did not consider ct0;1;min , because t01 represents an
interval between an risky behavior episode and the moment of interview, which is
not an observing behavior episode.

In particular, for the node representing the coherence degree with a minimum
interval, coherence rate ctij;min could take the following three values: the values:tij
and tmin were coherent ðcþtij;min

Þ, values were incoherent ðc�tij;min
Þ and values were

undefined ðc?tij;min
Þ. We assumed that the rate ctij;min was undefined when both tij and

Fig. 1 Risky behavior model on the basis of data about episodes
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tmin belong to the same intervals, i.e. if tij 2 a; b½ Þ and tmin 2 a; b½ Þ we could not
define precisely whether the value tmin was smaller than tij or not.

We specified conditional probabilities of the extended model as follows:

P cðsÞtij;min
jtij; tmin

� �
¼

aðsÞ; tij [ tmin;
bðsÞ; tij\tmin;
1� aðsÞ � bðsÞ; tij ¼ tmin;

8<
:

where s 2 þ ;�; ?f g; aðsÞ; bðsÞ 2 0; 1½ �;P a ¼ 1;
P

b ¼ 1; aðsÞ þ bðsÞ � 1.
Similarly, we obtained the estimation of the coherence of the random variables tij

corresponding to the intervals between the last episodes realizations with the
realization of a random variable tmax (ct0;1;max ; ct12;max and ct23;max ):

p cðsÞtij;max
jtij; tmax

� �
¼

aðsÞ; tij\tmax;

bðsÞ; tij [ tmax;

1� aðsÞ � bðsÞ; tij ¼ tmax;

8<
:

where s 2 þ ;�; ?f g; aðsÞ; bðsÞ 2 0; 1½ �;P a ¼ 1;
P

b ¼ 1; aðsÞ þ bðsÞ � 1.
To estimate respondent reliability (r) we added a node connecting all these five

new nodes characterizing the pairwise coherence.
To simplify the formulae for conditional probabilities let

c ¼ ct12;min ; ct23;min ; ct01;max ; ct12;max ; ct23;max

� 	
, cþ ¼ cþt12;min

; cþt23;min
; cþt01;max

; cþt12;max
; cþt23;max

� �
,

c� ¼ c�t12;min
; c�t23;min

; c�t01;max
; c�t12;max

; c�t23;max

� �
, c? ¼ c?t12;min

; c?t23;min
; c?t01;max

; c?t12;max
; c?t23;max

� �
.

Then p rþ jcð Þ ¼
P

cþP
c
; p r�jcð Þ ¼

P
c�P
c
and p r?jc� 	 ¼

P
c?P
c
.

Fig. 2 Extended risky behavior model on the basis of data about episodes
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4 Realization

We created software to supplement the risky behavior model with mentioned before
diagnosis nodes and for more convenient work with this model. The software was
developed by using C# and Smile library [18]. Firstly user defines model: sets
intervals for tij; tmin and tmax (Fig. 3); sets aðsÞ; bðsÞ where s 2 þ ;�; ?f g and add
diagnosis nodes to the model, it can be made at once or step by step (Fig. 3). After
that respondents data can be inserted into the model, input can be made manually
then results are shown in the same window (Fig. 4) or from MS Excel file in this
case results are saved in a separate file.

5 Example

Let tij to be divided into these disjunctive intervals: t 1ð Þ ¼ 0; 0; 1ð Þ; t 2ð Þ ¼ 0; 1; 1½ Þ
t 3ð Þ ¼ 1; 7½ Þ; t 4ð Þ ¼ 7; 30½ Þ; t 5ð Þ ¼ 30; 180½ Þ; t 6ð Þ ¼ 180; þ1½ Þ, for clarity we take
the same partition for tmin and tmax.

We assumed that the coherence probability was zero, if the data provided by the
respondent contradicted each other, and one, if there were no contradictions.

Fig. 3 Setting intervals and adding diagnosis windows
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We considered the example with ten respondents’ given data. The data are
presented in the Table 1, the first column contains a respondent’s id, the other
columns contain respondent’s evidences about last risky behavior episodes
ðt01; t12; t23Þ and minimal and maximal interval evidences (tmin and tmax).

Let us have a closer look to the second respondent’s data, particularly the
coherence estimation of episode t12 and minimal interval tmin. In this case data is
incoherent. The posterior distribution of the coherence random variable is shown in
Fig. 5.

After all the coherence estimations were defined, we estimated the respondent’s
reliability. The second respondent’s reliability estimation is presented in Fig. 6.

Fig. 4 Manual input window

Table 1 Respondents’ data

Respondent’s id t01 t12 t23 tmin tmax

1 ½0; 1; 1Þ ½1; 7Þ ½0; 1; 1Þ ð0; 0; 1Þ ½7; 30Þ
2 ½7; 30Þ ½0; 1; 1Þ ½7; 30Þ ½1; 7Þ ½30; 180Þ
3 ½7; 30Þ ½1; 7Þ ð0; 0; 1Þ ð0; 0; 1Þ ½7; 30Þ
4 ½0; 1; 1Þ ½0; 1; 1Þ ½0; 1; 1Þ ð0; 0; 1Þ ½180; þ1Þ
5 ½30; 180Þ ½7; 30Þ ½1; 7Þ ð0; 0; 1Þ ½180; þ1Þ
6 ½0; 1; 1Þ ½0; 1; 1Þ ½0; 1; 1Þ ð0; 0; 1Þ ½0; 1; 1Þ
7 ½1; 7Þ ½1; 7Þ ½1; 7Þ ½0; 1; 1Þ ½7; 30Þ
8 ½30; 180Þ ½30; 180Þ ½30; 180Þ ½30; 180Þ ½30; 180Þ
9 ½180; þ1Þ ð0; 0; 1Þ ½180; þ1Þ ½0; 1; 1Þ ½30; 180Þ
10 ½7; 30Þ ½7; 30Þ ½30; 180Þ ½1; 7Þ ½180; þ1Þ
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If the second respondent’s data should be considered or excluded from the
sample depends on the concrete research problem posed. If we want to use only the
data without any contradictions or any uncertainties (all the data is coherent), then
we take into account only the data from respondents 1, 4, 5, 7 and 10. Figure 7
shows the reliability estimation with the maximal degree of reliability.

Fig. 5 Example of incoherent data (GeNIe)

Fig. 6 Reliability estimation for the second respondent (GeNIe)
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6 Conclusions

We proposed a method of data coherence diagnosis of the risky behavior model
with the data obtained from respondents. For more convenient use of the method
software was developed and described. Example of the use of the method was also
provided.

The more general cases of the coherence rate distribution (not only
coherent-incoherent-undefined), different partition or unequal intervals can be
considered.

This coherence diagnosis can be useful to eliminate not reliable respondents’
data from the sample. Respondent reliability rate can be used as an analogue of lie
scale in psychological test.

Acknowledgments This work was partially supported by the by RFBR according to the research
project No. 16-31-00373.
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Stochastic Computer Approach Applied
in the Reliability Assessment
of Engineering Structures

K. Frydrýšek and L. Václavek

Abstract The development of computer technology and reliability theory allows
for a qualitative improvement of the safety and serviceability assessment of
structural components and systems especially in engineering. The random charac-
ters of loads, materials, geometries etc. can be considered and evaluated. Using the
Simulation-Based Reliability Assessment (SBRA) Method (i.e. Monte Carlo
approach based on >106 of random simulations performed by computers) the
application of a fully probabilistic approach to reliability assessment of selected
structural components are indicated. Hence, two practical examples are solved
(i.e. buckling of a complicated statically indeterminate frame structure and bending
of screw implants in bones). Other applications are mentioned. Stochastic trans-
formation models are used in order to express the response of the structural com-
ponents including the 2nd order theory effects.

Keywords Probability � Reliability assessment � 2nd order theory � Buckling �
Frame structures � Beam � Elastic foundation � Medical screws � Engineering �
Mechanics � Biomechanics � Simulation-Based Reliability Assessment Method

1 Introduction

Current methods for risk and reliability assessment are mostly deterministic methods
(i.e. based on constant inputs and outputs). But in the real world, the typical engi-
neering values as loads, dimensions, material properties etc. are not constant but
variable. The developments of computers and reliability theories allow to applied

K. Frydrýšek (&) � L. Václavek
Faculty of Mechanical Engineering, Department of Applied Mechanics,
VŠB–Technical University of Ostrava, 17. listopadu 15/2172,
708 33 Ostrava, Czech Republic
e-mail: karel.frydrysek@vsb.cz

L. Václavek
e-mail: leo.vaclavek@vsb.cz

© Springer International Publishing Switzerland 2016
A. Abraham et al. (eds.), Proceedings of the First International Scientific Conference
“Intelligent Information Technologies for Industry” (IITI’16), Advances
in Intelligent Systems and Computing 451, DOI 10.1007/978-3-319-33816-3_13

121



stochastic/probabilistic approaches for a qualitative improvements of the safety and
serviceability assessment of structural components and systems especially in the
engineering. In structural reliability assessment, the concept of a limit state separating
a multidimensional domain of random (stochastic, probabilistic) variables into “safe”
and “unsafe” domains has been generally accepted. For more general information
about the history and development of stochasticmethods in the branch of engineering,
see Refs. [1–5]. There are solved structures on elastic foundations, medical problems,
movement of Earth plates, design of machines and its parts, experiments etc.

Hence, the SBRA Method is connected with new innovative engineering.
Therefore, the probabilistic applications in the engineering are new scientific trends.

This paper presents some computational stochastic and probabilistic solutions (i.e.
SBRA—Simulation-Based Reliability Assessment Method) applied in the branch of
engineering. The origins and developments of SBRA Method are described in [2].
The main attention is focused on the “fully” probabilistic approach to reliability
assessment using SBRA Method as a suitable tool. Let the resistance of the structure
be expressed by random variable R and load effect by random variable S. The failure
is defined by RF < 0 that is

RF ¼ R� S\0: ð1Þ

In SBRA Method, the reliability function (1) is analysed using direct Monte Carlo
simulation and Anthill computer programme, see [2]. Let Nf be the number of
simulation steps when RF < 0 and let N be the total number of simulation steps.
Then, the probability of failure can be expressed as Pf ¼ PRF\0 ¼ Nf =N.

At first, the 2D unbraced steel frames are solved (i.e. buckling; mechanics;
elastic transformation models are used in order to express the response of the
structural components including the 2nd order theory effects; probabilistic relia-
bility assessment). At second, the femoral screw (made of Ti6Al4V and stainless
steel) for treatment of proximal femoral neck fractures of humans are solved
(i.e. bending; biomechanics, implant rested in bones is solved as a planar beam on
elastic foundation including the 2nd order theory effects; probabilistic reliability
assessment). At third, other applications are mentioned.

2 Unbraced Planar Frame (Buckling)

The common approach to the stability (buckling) assessment of structural steel
components and systems is based so far mainly on the conventional models using
buckling length, buckling coefficients, compressive strength and other character-
istics, see [6]. However, the computer technology allows for qualitative improve-
ment using probabilistic approach and advanced transformation models based on
2nd order theory.

The unbraced planar steel frame shown in Fig. 1a and Table 1 consists of
two cantilevered columns (1, 2), two leaning columns (3, 4) and three crossbars.
The supports of cantilevered columns are not rigid, but elastic with stiffness kj.
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The frame is loaded by forces Fi, H, and by forced deformation caused by tem-
perature differences ΔTi (with reference to the temperature during erection), see
Fig. 1b. Initial curvatures with amplitudes fj, were considered. Unavoidable
eccentricities of forces Fi are ei. Imperfections ai represent the initial deviations.

Analytical transformation model of the frame is expressed by following equations

d1 ¼
Hþ P4

i¼3

Fiai
li

þ P2
i¼1

FiVi
Gili

þ F3
l3
d1a1DT1 � F2

G2l2

P2
i¼1

diaiDTi þ F4
l4

P3
i¼1

diaiDTi

F1
G1l1

þ F2
G2l2

�P4
i¼3

Fi
li

;xj ¼
ffiffiffiffiffiffiffiffi
Fj

EjJj

s
;

d2 ¼ d1 þ
X2
i¼1

diaiDTi;Mj ¼ Fj½ð1þ 1
Gj
Þdj � Vj

Gj
þ ej þ fj�;Pj ¼ 1� Fjlj

kj

tanðxjljÞ
xjlj

;

Gj ¼ tanðxjljÞ
Pjxjlj

� 1 ;Vj ¼ ej½ 1
Pj cosðxjljÞ � 1� þ fj Pj½1� ð2xjlj

�
pÞ2�

� ��1
�1

� �
:

ð2Þ

Fig. 1 Planar frame a undeformed situation, b deformed situation

Table 1 Nomenclature in Sect. 2 (Planar frame)

Aj Area of cross-section Jj Quadratic moment of area

ai Initial imperfection j Index = 1 and 2

di Length of cross-bar kj Elastic stiffness

Ej Modulus of elasticity li, lj Length of column

ej Eccentricity of vertical force Mj Reaction bending moment

EQ Earthquake load αi Thermal coefficient of expansion

Fi Vertical force δj Horizontal displacement

fj Amplitude of initial crookedness θj Angle of relative rotation

H Horizontal force ΔTi Temperature difference

i Index = 1, 2, 3 and 4 W Wind load
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Input random variables are summarized in Table 2. Names of histograms are the
same as in [2] (i.e. Anthill software). Except EQ, all input random variables are
mutually uncorrelated. Force EQ is correlated with forces Fi. Force H is the sum
W and EQ, both of them may act to the left or to the right. The coefficient of
temperature expansion is αi = 12 × 10−6 K−1. Dimensions l1 = 6 m, l2 = 7.6 m,
l3 = 5.4 m, l4 = 6 m and d1 = d2 = d3 = 10 m. Numerical results are summarized

Table 2 Stochastic input values in Sect. 2 Planar frame

Input random variables Extreme value or range Histograms

F1 Dead load 200 kN Dead1

Long lasting load 50 kN Long2

Short lasting load 50 kN Short2

F2 Dead load 400 kN Dead1

Long lasting load 150 kN Long2

Short lasting load 150 kN Short2

F3 Dead load 200 kN Dead1

Long lasting load 100 kN Long2

Short lasting load 200 kN Short2

F4 Dead load 100 kN Dead1

Long lasting load 100 kN Long2

Short lasting load 100 kN Short2

W Wind ±40 kN Wind1

EQ Earthquake 0.02ΣFi, or 0.03ΣFi Gumbel02

ΔT Temperature difference From −21 to +40 °C Gamma08

Input random variables Mean value or range Histograms

f1 Amplitude of initial curvature,
columns 1, 2

±20 mm Normal2

f2 ±25 mm Normal2

e1 Eccentricities of forces F1, F2 ±30 mm Normal2

e2 ±38 mm Normal2

a3 Equivalent geometrical
imperfections, columns 3, 4

±27 mm Normal2

a4 ±30 mm Normal2

A1 Area of cross section,
columns 1, 2

13.1 × 102 mm2 N1-04

A2 17.1 × 102 mm2 N1-04

S1 Section modulus, columns 1, 2 138 × 104 mm3 N1-08

S2 216 × 104 mm3 N1-08

I1 Moment of inertia, columns 1, 2 193 × 106 mm4 N1-08

I2 367 × 106 mm4 N1-08

E1, E2 Modulus of elasticity,
columns 1, 2

210 GPa N1-15

Fy1, Fy2 Yield stress, columns 1, 2 248–500 MPa A36-m

k1 Elastic stiffness, flexible support,
columns 1, 2

8 × 107 Nm/rad N1-30

k2 1.5 × 108 Nm/rad N1-30
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in Table 3 and [6]. Two million simulation steps were used for both of the safety
and serviceability assessment.

Load carrying capacity is evaluated with reference to the onset of yielding (most
exposed fibers of columns 1, 2 are considered, see Fig. 2). Serviceability assess-
ment of the structure refers to the lateral displacement limit value of the upper end
of column 1. Computed probabilities of failure (probability of exceeding the lateral
displacement value, see Fig. 2) are summarized in [6].

To assess the safety and serviceability of this unbraced planar frame using
current codes (i.e. different methods LRFD or ASD approach, see [7]) and con-
sidering its complexity would not be an easy task, see, e.g. the discussion on the
assessment of such system in [8]. However, in this article, the authors offer better
stochastic/probabilistic solution which is based on own analytical model applied in
Anthill software (SBRA Method).

3 Probabilistic Reliability Assessment of Femoral Screws
Intended for Treatment of “Collum Femoris” Fractures
(Bending)

Proximal femoral neck fractures, see Fig. 3a, remain a vexing clinical problem in
traumatology and orthopaedics (i.e. common type of trauma), see [9–11].

One possible treatment method for femoral neck fractures, is the application of
femoral screws made up from stainless steel or Ti6Al4V material, see Fig. 3b, c.

The analytical model for strength analyses of femoral screws is based on the
theory of beams on an elastic foundation, where the bone is approximated by the
elastic foundation prescribed by stiffness k/Pa/, see [1, 4, 10]. Quite large and

Table 3 Calculated
probabilities of failure
Pf —safety (carrying capacity,
Planar frame)

Failure probability Pf —refered to the onset of yielding

EQ = 0.02ΣFi*Gumbel02 EQ = 0.03ΣFi*Gumbel02

Column 1 Column 2 Column 1 Column 2

<10−6 <10−6 23.5 × 10−6 1 × 10−6

Fig. 2 Histograms of the safety function a Carrying capacity, b serviceability—Planar frame,
Anthill software
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complex review about the theory and practice of elastic foundation is performed in
author’s book [1].

Three screws are applied in parallel positions on the elastic foundation (i.e. in the
bone). The force F/N/ acting in one screw can be defined via total loading force Fm/
N/, see Fig. 3d, by the equation F ¼ Fm=n ¼ m kmkdyng=n. The variables are as
follows: m/kg/ is the entire mass of a patient; km/1/ is the coefficient of mass
reduction; kdyn/1/ is the dynamic force coefficient; g/ms−2/ is the gravitational
acceleration; and n/1/ is the coefficient of inequality in the division of force Fm into
three screws. These variables are defined via truncated histograms. The force F can
be decomposed into forces F1 ¼ F cos / and F2 ¼ F sin /, see Fig. 4a. The
femoral screw angle α/deg/, which is defined by the limits of adduction and
abduction, see Fig. 4b, and the yield limit Re/MPa/ for material, are likewise
defined via truncated histograms, see Fig. 5a. According to the 2nd order theory
and the theory of beams on an elastic foundation, three linear differential equations

for the intervals x1;2;3, can be written as EJZT d4vi
dx4i

þ F2 d2vi
dx2i

þ kvi ¼ 0 together with

12 boundary conditions. EJZT/Nm
2/ is flexural stiffness, vi/m/ is displacement and

xi/m/ are coordinates. Hence, bending moments Moi/Nm/, and maximum stresses
rMAX/MPa/, see e.g. Fig. 4a, can be calculated.

Probabilistic reliability assessment can be carried out via SBRA Method by
means of the reliability function (1), depending on load capacity, compared to the
extreme stress values with yield limit. The probability that plastic deformation will
occur in the beam is Pf ¼ 2:51� 10�5 i.e. Pf% ¼ 0:00251% (calculated for
5 × 106 Monte Carlo simulations, see Fig. 5b). Hence, the femoral screws are safe
and suitable for patient treatment and the surgeons can use them for treatment.

Fig. 3 a Femoral neck fracture. b Femoral screws. c Treatment of fracture—X-ray snapshot.
d Beams on elastic foundation

126 K. Frydrýšek and L. Václavek



Fig. 4 a Beam on elastic foundation. b Histogram of femoral angle

Fig. 5 a Histogram of yield
limit for Ti6Al4V material
(Anthill software);
b Probabilistic assessment of
femoral screw (i.e. result of
SBRA Method, Anthill
software)
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4 Conclusion

The transition from the pre-computer era reliability assessment to modern com-
puters technology leads to re-engineering of the entire assessment procedures. The
probabilistic SBRA Method is connected directly with this transition. Methods such
as SBRA can be considered and applied in order to evaluate the safety and ser-
viceability of structural components and systems taking into the account variabil-
ities of inputs. One of the main prerequisites, related to the application of
qualitatively higher reliability assessment methods using the potential of modern
computers, is the transition of thinking of designers from deterministic to proba-
bilistic. In case of the stability (buckling) problems (i.e. unbraced planar frame), the
current assessment criteria based on buckling length and compressive strength,
buckling coefficients, etc. can be gradually replaced by a fully probabilistic
approach, using transformation models and 2nd order theory. In case of the design
of femoral screws intended for treatment of “collum femoris” fractures in
traumatology/orthopaedics (i.e. bending of planar beam rested in femur), the
probabilistic assessment criteria can be based on fully probabilistic approach, using
transformation models and 2nd order theory. Other examples are mentioned too.

Acknowledgments This work was supported by the Czech projects TA03010804 and
SP2016/145.
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Part III
Image Processing and Emotion Modeling



Context-Sensitive Image Analysis
for Coloring Nature Images

Aleksey A. Alekseev, Vladimir L. Rozaliev, Yulia A. Orlova
and Alla V. Zaboleeva-Zotova

Abstract In this article we introduce the method for context-sensitive image
analysis for coloring nature images. The method based on Welsh method for col-
oring grayscale images. We improved Welsh method for nature through changing
sample size. In the conclusions we present results of our method and potential
improvements.

Keywords Image processing � Coloring images � Context-sensitive image
analysis � Signature of image

1 Introduction

Currently, there are a large number of different grayscale images, for example,
modern stylized black and white photos, old black and white movies and pho-
tographs, most photos that are taken at night time, which are also devoid of color,
and grayscale images that are made to save disk space. Often there is a need to
restore image colors, which are absent due to the reasons described above.

At present the problem of coloring of grayscale images is not completely solved
because of various difficulties. Firstly, when color is removed, information is lost
that cannot be accurately recovered. Secondly, it is necessary to understand what is
depicted in the image, i.e., the problem of recognition of all objects should be
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solved. There are different approaches to the coloring of grayscale images. The
qualitative approach, i.e., manual coloring (using graphical editors), is the most
widespread one. However, this method has two major drawbacks: great money and
labor costs. For example, it took 3 years to color the movie (a sequence of frames
that are images) Seventeen Moments of Spring. The cost of 1 min of colorization
amounted to 3000 US dollars.

In this article we localized the area of interest. We used our method only for
coloring nature grayscale images.

2 Analysis of Existing Solutions for the Coloring Nature
Images

Currently, there are various implementations of this method such as coloring based
on the luminance histogram regression, image type selection, coloring based on the
selected color image, etc.

2.1 ShiGuang Liu et al. Approach

Grayscale images are automatically colored using the method based on the
regression histogram. The color information is got from color image. Locally
weighted regression is determined on both grayscale and color images. The dis-
tribution function of two images can be obtained.

In this method, it is proposed to reduce these functions by finding and adjusting
the zero point of the histogram. When a color corresponding to the luminance is
found, the grayscale image is colored. In addition, coloring results are verified [5].

2.2 Yogesh Rathore et al. Approach

This approach use the Welsh color transfer method for coloring. The color source
image is selected from the database by the comparison of the images signatures.
The color source image is converted to the decorrelated color space YCrCb. Then
the luminance histogram is obtained and the image signature is calculated on its
basis. The image signature and two color channels (a and b) are stored in the
database. If it is necessary to color the target image, its signature is calculated
similarly, the best match from the database is found, and the color channel values of
the source color image are transferred in accordance with the luminance values to
the target image [7].
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2.3 Luiz Filipe Menezes Vieira et al. Approach

The Welsh color transfer method is used for coloring [10]. The color source image
is selected from the image database by the comparison of image signatures.

Unlike the previous system, this one provides four different types of signatures
designed for different types of images (one object in the background, object filled
image, etc.). There is also a color space lab [9].

2.4 The Recolored Software

In the Recolored software user should select an area that should be colored and then
to specify the color. The software will do everything else including the hue dis-
tribution depending on selected object shadows (these also depend on the object’s
shape).

Recolored makes it also possible to process color images. It is possible to change
the color or highlight any part of a grayscale image.

The software contains a library of colors that are grouped in categories such as
skin tone, hair color, metal, wood, grass, and cloth.

The software supports the file formats JPEG, PNG, BMP, and RCL as well as
RGB and HSL color models [3].

2.5 AKVIS Coloriage Software

AKVIS Coloriage is software for coloring grayscale photos and replacing colors on
color images.

The main problem is the separation of areas and the selection of colors. It is
necessary to specify areas for recoloring and run the computation. Coloriage rec-
ognizes the borders and colors an image by superimposing colors taking textures,
luminance, and shadows into account.

The software includes a library of colors to select shades of skin, hair, foliage,
sky, and other natural colors. It is possible to save and load different strokes.

The additional Recolor Brush tool makes it possible to adjust the result of
automatic coloring. The brush can also be used as a standalone tool for manual
coloring.

Immediately after its release in 2005, the plugin version of this software was
awarded Best of 2005 Soft of the PC Magazine/RE in the category Graphics and
Photos.

AKVIS Coloriage is implemented in the form of a plugin for image processing
software and as standalone software.
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AKVIS Coloriage supports images in RGB (8/16 bits). The software supports
formats JPEG, TIFF, BMP, and PNG. Images in CMYK, Grayscale, Lab, etc. are
automatically converted to RGB when loaded to AKVIS Coloriage [8].

2.6 A.D. Varlamov et al. Approach

The coloring is based on the fact that in color images with a uniform content (e.g.,
sunset, asphalt roadway, etc.) objects of the same type have about the same color.
For example, in summer, the forest is covered in green leaves, which turn red and
yellow during autumn; in winter, trees are covered with white snow; clouds are
white in the blue sky, while storm clouds are gray; etc. A large amount of data
obtained as a result of image analysis is used to evaluate the color of each point of
the original grayscale image.

The image is colored according to the given type of scene in three steps:

1. Training samples are generated (similar color images are selected).
2. Machine learning is carried out.
3. Similar grayscale images are colored [4].

2.7 Comparison

In the Table 1 is shown comparison of existing approaches. The main problem of
existing solution is next: all of this work with image like a set of pixels without
understanding what exactly is presented on image.

Table 1 Comparison of exciting approaches

Approach User intervention Additional input data

ShiGuang Liu et al. Input polynoms Color image

Yogesh Rathore et al. No Color image

Luiz Filipe Menezes Vieira
et al. approach

No Color image (or image from DB)

The Recolored Software Areas with the same colors No

AKVIS Coloriage Software Areas with the same colors No

A.D. Varlamov et al. approach Type of image Color image (or image from DB)

Our approach No Color image (or image from DB)
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3 Coloring Nature Images

3.1 Method for Coloring Images

Coloring grayscale image involves replacing the scalar value of each pixel on the
vector (e.g., red, green and blue). T. Welsh introduces the technique for “coloriz-
ing” grayscale images by transferring color between a source, color image and a
destination, grayscale image.

The Welsh’s method based on comparing small pixel neighborhoods on the
luminance channels color and grayscale images. In small pixel neighborhood cal-
culate the average and variance. Our modification is to change the size of neigh-
borhood from 5 × 5 to 25 × 25. The color transfer process is presented on Fig. 2.

Figure 1 demonstrates a changing SSIM (structural similarity) index and time of
coloring depending on the size of pixel neighborhood. Method of verification based
on structural similarity (SSIM) index [7]. The SSIM index is a full reference metric;
in other words, the measuring of image quality based on an initial uncompressed or
distortion-free image as reference, therefore we must do the following: for test color
image get his grayscale variant and colorize it, then we get SSIM for source color
image and the result of colorize and multiply by 100 %.

3.2 Signature of Image

The image is colored based on the color image from the images base [2]. Color
image is got from base based on comparing their signatures.

The image signature is 128 floating point numbers [1], which are derived from
the luminance histogram [6], which is normalized to 1 (Fig. 3).

Two signatures are compared on the basic of correlation (1) between them.

Fig. 1 The dependence the
time of coloring and SSIM
index of the pixel size of the
neighborhood
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Fig. 2 Color transfer from
source color image to target
grayscale image

Fig. 3 Signature of image
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dcorrelðH1;H2Þ ¼
PN
i
H0

1ðiÞ � H0
2ðiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i
H02

1 ðiÞ
PN
i
H02

1 ðiÞ
s ð1Þ

where H1 and H2—signatures, N equals number of elements signature (N = 128)
and H0

kðiÞ equals (2):

H0
kðiÞ ¼ HkðiÞ � 1

N
ð
XN

j
HkðjÞÞ ð2Þ

3.3 Base of Color Images

For coloring grayscale image we need color source image. The base contains color
images and pairs of signature and name of the image. Name of image is unique.
These pairs provide a fast search required image according its signature. User can
add and delete image. Figure 4 illustrate adding image to base.

4 Conclusions

In this paper, computer image processing via coloring of grayscale images was
considered. It was shown that coloring of grayscale images is an important
unsolved problem. Practice results are considered on Fig. 5.

Fig. 4 Base of color image
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The following aspects were described:

1. Existing approaches for the coloring of grayscale images were considered. Their
advantages and disadvantages were revealed.

2. How to get color source image based on signatures
3. The Welsh method of color transfer to a grayscale image was modified.

Acknowledgments The study was financially supported by RFBR research projects
№15-47-02149, 15-07-06322, 15-37-70014, 16-07-00407, 16-07-00453.

Fig. 5 Results
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Development of 3D Human Body Model

Vasiliy M. Konstantinov, Vladimir L. Rozaliev, Yulia A. Orlova
and Alla V. Zaboleeva-Zotova

Abstract This article describes a software system for scanning and
three-dimensional reconstruction of the human body using the two MS Kinect
devices. The article describes the main stages of the conversion of partial frames of
depth in the general polygon mesh model of the human body. Also, we propose and
describe a method for constructing the surface in the “empty zones”. We show that
using two Kinect devices our scanning system can reconstruct the human body and
build the surface in “empty zones”. The main idea of our reconstructing approach is
to divide the whole surface of human body in two parts: the front part and the back
part. Each of that two parts is dividing in three parts with overlaps: the upper part
(head, part of the chest, arms), middle part and lower part. Scans of each part
aligned to each other with ICP algorithm and stored in two separate point clouds,
which represents the front and back part of human body. Finally, two scans
reconstructed and “empty zones” between them build with our algorithm based on
Bezier curve model. In conclusion represent the final model of human bode with
some parameters.

Keywords 3D reconstruction � Human body model � Kinect � ICP � Bilateral
filtering � Bezier curve
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1 Introduction

Three-dimensional models of real world objects, in particular models of a human
body are applied in many areas, such as applications of the added and virtual
reality, video games, in the reengineering process. Such models are created by
expensive specialized hardware and software applications.

In this work we offered and described the method of receiving three-dimensional
model of a human body with use two MS Kinect devices without additional
equipment. The Kinect device is much cheaper than specialized scanners and
provides depth stream which can be transformed to a set of three-dimensional
points, and then to a polygonal grid of human body.

Now there are a large number of reconstruction systems of complex objects
using the Kinect device. However, the reconstruction of the human body imposes a
number of additional restrictions on the configuration of the scanning system. So to
provide acceptable details level of the surface must be obtained separately the
original surface of the scanned body [1, 2]. Some systems use a rotating mechanism
to rotate the scanned person. In other multiple devices, which scanning certain areas
[3]. Third, these approaches are combined [4].

Another problem is that not all parts of the body surface into the view of the
camera. These blank areas are called “empty zones” [5, 6]—areas where the surface
is not determined. This problem might be solved in different ways, but most often
just an empty area being completed manually in the package of 3D graphics [7].

2 Description of the System Workflow

As entrance data the system accepts two streams from two depth cameras of a
Kinect sensor. The system processes each scan ðR0

kÞ in streams which represents the
image with the permission 640 × 480 pixels. Each pixel describes distance to a site
of the scanned surface. This distance is expressed in millimeters.

Before processing of depth it is necessary to carry out their filtration. It is a
problem it is connected with that these depths returned by the device rather strongly
noise. These noise have casual additive character statistically independent of a
signal. In this case it is necessary to remove noise from shots of depth and in too
time to keep the clearness of borders. It is caused by that borders on a shot of depth
express transition between surface levels. Smoothing of borders is inadmissible and
will lead to loss of information. Use of the bilateral filter allows to smooth the
image with preservation of a clear boundary [8].

Further the filtered depth shots ðRk;Rk�1Þ are processed for receiving a set of
three-dimensional points ðVkÞ and normals ðNkÞ to them. As, resolution of the
camera of depth isn’t great it makes sense to scan a surface of a body of the person
in parts. For combination of partial frames of a surface the variation of algorithm of
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ICP is used. At the exit the full frame of a surface ðVg;NgÞ forward and back part of
a body of the person turns out.

Further in view of the fact that there are surface sites which can’t come into the
view of any of depth cameras (“empty zones”) it is necessary to complete a surface
in these zones. The algorithm of creation of tops on the basis of square Bezier
curves is for this purpose developed. At the exit of this stage the general surface
ðV 0;N 0Þ a human body united by the added tops between forward and a back
surface will be received. After calculation of the general surface it is necessary to
receive polygonal model ðMx;y;zÞ. Is for this purpose used the special algorithm of
reconstruction based on the solution of the equation of Poisson (Poisson Surface
Reconstruction) [9].

As the output data the system provides the *.ply file which contains polygonal
model of a surface of a body of the person. In Fig. 1 the scheme of the general
functioning of system is submitted.

3 Description of a Creation Human Body Surface Model
Method

Before start of system it is necessary to place MS Kinect devices and to allocate
space for scanning of a scene. Two devices are located before the person and behind
him, and sent to the opposite sides. The distance between two devices depends on
growth of the scanned person. Height at which devices are located is equal to a half
of growth of the scanned person.

During process of scanning of people has to be motionless precisely in the center
(i.e. on identical removal from both devices) the virtual cube limited to the planes of

Fig. 1 Overall system workflow
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cameras of MS Kinect devices. Generally, the user can accept any motionless pose.
However, thus no part of a lobby or back surface should block the review of the
camera.

The viewing angle of the MS Kinect chamber is limited and makes 43° down. It
means that the distance of capture of a surface to the utmost of the scanned person
is limited. However if conditionally to divide a surface into 3 parts (top, average
and lower) with rather big consecutive overlappings the distance can be reduced. It
will increase the accuracy of measurement of distance to surface sites as now each
partial shot will have permission 640 × 480 pixels, but not a frame of all surface.

After installation and control of system thus the preparatory stage is finished.
The scheme of physical placement of system is submitted in Fig. 2.

Before processing of shots of a stream of depth it is necessary to carry out their
filtration. In this work for a filtration the bilateral filter [10] is used. As the intensity
of the color pixels is the distance to the surface. Thus, the formula of new value of
depth ðRkÞ in concrete pixel (q) is expressed by a formula, where R0

k—value of
distance in a concrete point of a shot of depth, u—the central point of level of a
surface, N r tð Þ ¼ expð�t2r�2Þ—Gauss function, Wp—some weight coefficient.

Rk qð Þ ¼ 1
Wp

X
q2U N rsðjju� qjj2ÞN rrðjjR0

kðuÞ � R0
kðqÞjj2ÞR0

kðqÞ ð1Þ

After processing the bilateral filter will receive a smoothed shot of depth. For
transformation of a frame of depth to a cloud of three-dimensional points it is
necessary to calculate the first step a matrix of a perspective projection of the
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Fig. 2 Illustration of a system setup
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camera (K). It can be received on the basis of an internal calibration matrix of the
MS Kinect chamber.

Each pixel of a frame of depth represents a vector, where x—the coordinate of
“pixel” on width of a shot, y—coordinate on height of a shot, z—value of depth.

Q ¼ x y z½ �T ð2Þ

For receiving a set of three-dimensional tops ðVkÞ it is necessary to increase a
vector (Q) by the return internal matrix for each pixel of a shot of depth.

VkðqÞ ¼ DkðqÞK�1 ð3Þ

The following step—calculation of a normal for each top. The vector of a normal
ðNkÞ is calculated on the basis of coordinates of the next tops.

NkðqÞ ¼ Vkðxþ 1; yÞ � Vkðx; yÞð Þ � Vkðx; yþ 1Þ � Vkðx; yÞð Þ ð4Þ

Forward and back surfaces have to be constructed by combination of partial
frames. The top, average and lower frames have mutual overlappings therefore for
their combination we will use algorithm of ICP (Iterative Closest Point) [11]. The
top and average frame, then average and lower frames are consistently combined.
On the last step the turned-out frames in a uniform surface are combined (forward
and back). The scheme of overlappings in partial frames is submitted in Fig. 3.

The first step of algorithm consists in finding of coinciding tops in two partial
frames. The current frame ðRkÞ and the previous frame are compared ðRk�1Þ. If the
matrix of transformation of the camera from the previous step (the previous partial
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0 Y

X
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Fig. 3 Illustration of a system setup
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shot of depth) is known it is possible to project tops in global coordinates ðVi�1Þ.
As the Kinect chamber is fixed in one point and has only one degree of freedom
(rotation round axis X) the matrix of transformation has an appearance

Ti�1 ¼
1 0 0
0 cos ui�1 � sin ui�1
0 sin ui�1 cos ui�1

2
4

3
5 ð5Þ

Thus the formula of a projection of tops to the card of depth (p) has an
appearance

Vi�1 ¼ T�1
i�1V

g
i�1 ð6Þ

Further, if the projection contains tops (Vi), then it is necessary to calculate new
values of a normal (n) for each top.

n ¼ TiNiðpÞ ð7Þ

Coordinates of tops don’t need to be recalculated as the camera in a new shot
isn’t displaced on spatial axes. If threshold value (ts) that is exceeded the current
point will be recognized as the combined. If isn’t present, then the point is con-
sidered new (from a frame of a new shot of depth).

n� ngi�1\ts ð8Þ

Value of a threshold (ts) determines by the following formula

argmin
X

u
jjðTViðuÞ � Vg

i�1ðuÞÞ � ngi�1ðuÞjj2 ð9Þ

At the exit of this stage back and forward surfaces in the form of clouds of
three-dimensional points and normals to them will be received.

After paired combination of partial frames we will receive separate back and
forward surfaces of a body. Between these surfaces will be there is a thin strip of
“empty zones”. These zones are formed because of inaccessibility to scanning in
view of a physical arrangement of cameras.

The main idea of a method of filling the empty zones is represented in Figs. 4
and 5.

For finding of boundary tops threshold value of depth by means of the operator
Sobel (3 × 3) is used [12]. The top ðP1Þ consistently gets out of a set of boundary
tops for a forward surface ðPf Þ. For each such top the next top ðP2Þ gets out of a set
for a back surface ðPbÞ. Further is under construction lines of a normal for both
tops and the point of intersection ðPcÞ pays off. On the basis of the received tops
the square Bezier curve on the following formula, where B(t)—auxiliary top,
t—parameter [0, 1].
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B tð Þ ¼ 1� tð Þ2P1 þ 2t 1� tð ÞPc þ t2P2 ð10Þ

Thus, “empty zones” will be filled with a set of tops of B(t), as shown in Fig. 5.
The output will be obtained overall model of the human body in the form of

three-dimensional vertices reciprocally clouds. The last stage—the construction of

Pb Pb

P2 P1

P

Pf Pf

c

Bezier curve

Normal

Fig. 4 Illustration of the method of constructing the surface in “empty areas”
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Fig. 5 Building the square Bezier curve
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the mesh-method, based on the solution of the Poisson equation. The output is a
polygon mesh, which is described geometry of the human body in the format * .ply.

4 Results

On the basis of this method we have developed a program for the reconstruction of
surface geometry of the human body. For the implementation of reconstruction
used Poisson library PCL (Point Cloud Library). The method of combining the
partial surface of the frame is realized on the basis of the library Kinect Fusion. The
architecture developed by the program is shown in Fig. 6. In the nearest future
development of the system provided for adding functionality to animate models
using BVH skeleton.

Figure 7 in left part shows the partial frames depths, which will be processed by
our system. On the right represents the reconstructed body model after filtering and
alignment.

MS Kinect

Processing depth stream (Bilateral 
filtering)

Partial depth frame processingFiltered 
depth frames

P i l d
Filtered 

Depth stream

Partial frames alignment (ICP)

Point cloudsdepth frames

Full frame surfaces (front and back)

Construction surface in the "empty zones" Triangulation (Marching cubes)

Model *.ply

Total surface

Fig. 6 Architecture
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Fourfold Symmetry Detection in Digital
Images Based on Finite Gaussian Fields

Alexander Karkishchenko and Valeriy Mnukhin

Abstract This paper considers an algebraic method for symmetry analysis of
digital images, based on the interpretation of such images as functions on “Gaussian
fields”. These are finite fields GFðp2Þ of special characteristics p ¼ 4kþ 3, where
k[ 0 is an integer. It is shown that such fields may be considered as “finite
complex planes” and some properties of such fields are studied. The concept of
logarithm in Gaussian fields is introduced and used to define a “log-polar”-repre-
sentation of digital images. Next, an algorithm for fourfold rotational symmetry
detection in gray-level images is proposed.

Keywords Image analysis � Fourfold symmetry � Digital image � Gaussian
numbers � Finite fields � Log-polar coordinates � Polar representation

1 Introduction

Symmetry is a central concept in many natural and man-made objects and plays a
crucial role in visual perception, design and engineering. That is why symmetry
detection and analysis is a fundamental task in such fields of computer science as
machine vision, medical imaging, pattern classification and image database retrieval
[1, 2]. Numerous applications have successfully utilized symmetry for model
reduction [3], segmentation [4], shape matching [1], etc.

Discussing image symmetries, the crucial difference between continuous and
discrete cases must be taken into account. Indeed, a continuous object can be
characterized by its symmetry group, which is invariant to rotation, scale and
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translation transformations. At the same time, for digital images we may talk only
about some measure of symmetry, which depends on rotations and scaling.

When developing algorithms for image analysis, it is quite common to proceed
on the assumption of continuity of images. Then powerful tools of continuous
mathematics, such as complex analysis and integral transforms, can be efficiently
used. However, its application to digital images often leads to systematic errors
associated with the inability to adequately transfer some concepts of continuous
mathematics to the discrete plane. As examples we can point to such concepts as
rotation in the plane and the polar coordinate system. Being natural and elementary
in the continuous case, they lose these qualities when one tries to define them
accurately on a discrete plane. As a result, formal application of continuous
methods to digital images could be complicated by systematic errors [5, 6]. This
raises the issue of the development of methods initially focused on discrete images
and based on tools of algebra and number theory.

One of such methods is considered in this paper. It is based on the interpretation
of digital images as functions on “Gaussian fields”. These are finite fields GFðp2Þ of
special characteristics p ¼ 4kþ 3, where 0� k 2 Z. We show that elements of such
fields may be considered as “finite complex planes” and non-negative functions on
such fields may be considered as digital images of prime ‘sizes’ p ¼ 7; 11;
. . .; 71; . . .; 127; 257, etc. (Note that this is not a limitation since every image can
be trivially extended to an appropriate size.)

The significance of such an approach is based on the fact that finite Gaussian
fields inherit some properties of the continuous complex field. In particular, we
show that the concept of principal value complex logarithm can be transferred to
Gaussian fields. As an immediate result, we derive “log-polar”-representation of
digital images and use it for the symmetry analysis in the same fashion as for
continuous images in [2, 5–7] and for digital images in [12, 15–18]. In this paper
we consider the most simple case of fourfold rotational symmetry detection, which,
nevertheless, has important practical applications.

2 Finite Fields of Gaussian Integers

Let Z and C be the ring of integers and the complex field respectively, let Zn ¼
Z=nZ be a residue class ring modulo an integer n� 2, and let GFðpmÞ be a Galois
field with pm elements, where p is a prime and m[ 0 is an integer.

In number theory [9, Chap. 1.4] a Gaussian integer is a complex number z ¼
aþ bi 2 C whose real and imaginary parts are both integers. Note that within the
complex plane the Gaussian integers may be seen to constitute a square lattice.

Gaussian integers, with ordinary addition and multiplication of complex num-
bers, form the subring Z½i� in the field C. Unfortunately, lack of division in these
rings significantly restricts its applicability to image processing problems [14]. So it
is natural to look for finite fields, whose properties would be in some respect similar
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to properties of C. Note, that if p ¼ 4kþ 3 is a prime, then the polynomial x2 þ 1 is
irreducible over Zp. As an immediate corollary, the next definition follows.

Definition 1 Let p� 3 be a prime number such that p � 3 ðmod 4Þ. Then the finite
field

CðpÞ ¼def Zp½x�=ðx2 þ 1Þ ’ GFðp2Þ

will be called Gaussian field. Elements of CðpÞ will be called discrete Gaussian
numbers.

Thus, Gaussian fields have p2 elements, where

p ¼ 3; 7; 11; 19; 23; 31; 43; 47; 59; 67; 71; 79; 83; 103; . . . :

In particular, there are 87 fields CðpÞ for 3� p\1000. Elements of Gaussian
fields are of the form z ¼ aþ bi, where a; b 2 Zp and i denotes the class of residues
of x, so that i2 þ 1 ¼ 0. The multiplication and addition in CðpÞ is straightforward,
just as notions of the conjugate to z number z� ¼ a� bi 2 CðpÞ and the norm
NðzÞ ¼ zz� ¼ a2 þ b2 2 Zp. (Note that in CðpÞ the concept of modulus jzj ¼ffiffiffiffiffiffiffiffiffiffi

NðzÞp
is not defined.) It is easy to show that Nðz1z2Þ ¼ Nðz1ÞNðz2Þ and

NðzÞ ¼ 0 , z ¼ 0.

3 Polar Decompositions of Gaussian Fields

Let us use the analogy between C and CðpÞ to represent elements of CðpÞ in an
“exponential form”. For this, let us recall the algebraic method of introducing
log-polar coordinate system onto a continuous complex plane.

Let C� be the multiplicative group of complex numbers and R ¼ hR; þi be the
additive group of reals. Note that the correspondence

0 6¼ z ¼ reih ¼ eln rþ ih $ ðl; hÞ; where l ¼ ln r 2 R and 0� h\2p;

between non-zero complex numbers z and its log-polar coordinates ðl; hÞ may be
considered as an isomorphism

C
� ’ R	 ðR=2pZÞ: ð1Þ

In fact, any direct product decomposition of C� produces a representation of
complex numbers.
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Let us transfer the previous construction to CðpÞ. For this, note that since CðpÞ is
a finite field, its multiplicative groupC�ðpÞ ¼ CðpÞ n f0g is cyclic [10, p. 314] and is
generated by a primitive element g. For example, it is easy to check that g ¼ 2þ 7i
and p ¼ 1þ 19i are primitive in C

�ð71Þ and g ¼ 1þ 5i is primitive for p ¼ 251.
We need the following elementary verifying result.

Lemma 1 For every p ¼ 4kþ 3, numbers m ¼ ðp� 1Þ=2 ¼ 2kþ 1 and n ¼
2ðpþ 1Þ ¼ 8ðkþ 1Þ are relatively prime, gcdðm; nÞ ¼ 1.

Note that mn ¼ p2 � 1 ¼ jC�ðpÞj and so for C�ðpÞ there appears [10, p. 163] the
following analogue of the decomposition (1).

Theorem 1 For every finite Gaussian field CðpÞ, its multiplicative group is
decomposed into direct product of cyclic groups of orders m ¼ ðp� 1Þ=2 and
n ¼ 2ðpþ 1Þ,

C
�ðpÞ ¼ hgi ’ Zm 	 Zn: ð2Þ

We will call (2) the polar decomposition of CðpÞ.
The polar decomposition can be used to transfer onto CðpÞ the concept of

complex logarithm. For this, fix any primitive element g and define the mapping
Expg : Zm 	 Zn ! C

�ðpÞ as follows:

Expgðl; hÞ ¼ gnlþmh ¼ z 2 C
�ðpÞ; where ðl; hÞ 2 Zm 	 Zn: ð3Þ

Thus, Expg is an isomorphism between the additive group of the ring Zm 	 Zn

and the multiplicative group of the Gaussian field CðpÞ.
Definition 2 The mapping Expg : Zm 	 Zn ! C

�ðpÞ is called the modular expo-
nent to base g, and its inverse mapping Lng : C

�ðpÞ ! Zm 	 Zn is the modular
logarithm to base g. Its domain Zm 	 Zn is called the polar domain.

The “basic logarithmic identity” follows immediately:

Lngðz1z2Þ ¼ Lngðz1ÞþLngðz2Þ: ð4Þ

Note that Lngð0Þ is not defined, and to evaluate ðl; hÞ ¼ LngðzÞ for any z ¼
gs 2 C

�ðpÞ one just needs to solve the Diophantine equation nxþmy ¼ s and set

ðl; hÞ ¼ ðx mod m; y mod nÞ 2 Zm 	 Zn: ð5Þ
Example 1 Let g ¼ 1þ 2i 2 C

�ð7Þ and z ¼ g2 ¼ 4þ 4i. Then s ¼ 2, m ¼ 3, n ¼ 8
and the equation 8xþ 3y ¼ 2 has the evident solution x ¼ 1, y ¼ �2. Hence,
Lngð4þ 4iÞ ¼ ð1 mod 3; �2 mod 8Þ ¼ ð1; 6Þ 2 Z3 	 Z8.

Note that depending on g, either LngðiÞ ¼ ð0; n=4Þ or LngðiÞ ¼ ð0; 3n=4Þ.
We will consider the pair ðl; hÞ 2 Zm 	 Zn as “log-polar coordinates” of the

corresponding discrete Gaussian integer z. It is useful to consider Zm 	 Zn as a
m	 n-discrete torus, see Fig. 1.
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4 Digital Images as Functions on Gaussian Fields

Let CðpÞ be any Gaussian field of a characteristic p ¼ 4kþ 3 and let f ðzÞ : CðpÞ !
R be any real-valued function on CðpÞ. Due to our geometric interpretation of
Gaussian fields, we call f ðzÞ a digital gray-level image of size p	 p, or just p	 p-
image briefly.

Another way to describe images is based on polar decompositions of Gaussian
fields. Namely, we may associate with a p	 p-image f ðzÞ an image w of size
m	 n.

For this, fix any primitive element g 2 C
�ðpÞ and define a function w :

Zm 	 Zn ! R such that

wðLngðzÞÞ ¼ f ðzÞ; 0 6¼ z 2 C
�ðpÞ: ð6Þ

Definition 3 The transform Pg½f � ¼ w will be called log-polar transform to base g
of the image f, or just its polar transform P briefly. The image w will be called the
polar form of f.

Thus, the polar form of f may be considered as some arrangement of all its pixels
except f ð0; 0Þ in the form of a m	 n-matrix, as it is shown in Fig. 2. Thus, the
image f is “almost” recovered by its polar form w. In order to achieve full recov-
erability, let us formally agree to extend the polar domain by an extra element 1,
assuming that wð1Þ ¼ f ð0; 0Þ. Note that in such an extended polar domain Zm 	
Zn [f1g the polar transform P becomes invertible. The linearity of P is obvious.
(Just as discrete torus is an intuitive interpretation of the polar domain, we may
interpret the extended polar domain as a torus with a small sphere inside.)

As the following statement shows, the transform P indeed can be regarded as a
discrete analogue of the transition to the log-polar coordinate system.

Fig. 1 A discrete torus
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Proposition 1 If Pg½f ðzÞ� ¼ wðl; hÞ, then

P½f ðwzÞ� ¼ wðl� l0; h� h0Þ ð7Þ

where 0 6¼ w 2 CðpÞ and LnðwÞ ¼ ðl0; h0Þ.
We will apply the previous relation (7) to symmetry analysis. As is known, a

continuous object is said to have r-fold rotational symmetry with respect to a point
C if a rotation by an angle of 2p=r around C does not change the object.
Unfortunately, this definition does not work for digital images because digital
rotation is much more hard to define (see, for example, [8, p. 377]). As a result, for
digital images we may talk only about some measure of symmetry, which depends
on rotations and scaling.

The geometric interpretation of Gaussian fields immediately implies the fol-
lowing definition.

Definition 4 A digital image f is said to have fourfold central rotational symmetry
if and only if f ðizÞ ¼ f ðzÞ.

Let w ¼ P½f � be the polar form of a p	 p-image f. We may consider w as an
m	 n-matrix, where n ¼ 8ðkþ 1Þ, m ¼ 2kþ 1 and k ¼ ðp� 3Þ=4 2 Z. Since n is
multiple of 4, decompose w into four blocks wt, t ¼ 0; 1; 2; 3, of equal size m	 n=4.

µ = 1

µ = 0.8148

µ = 0.0343

Fig. 2 Images, their polar forms and measures of 4-symmetry

158 A. Karkishchenko and V. Mnukhin



Proposition 2 An image f is fourfold central symmetric if and only if its polar form
w can be decomposed into four equal blocks, w0 ¼ w1 ¼ w2 ¼ w3.

Proof Since the polar transform is invertible, it follows from Definition 4, that f is
fourfold symmetric if and only if P½f ðxzÞ� ¼ P½f ðzÞ� ¼ wðl; hÞ. But it have been
noted in Sect. 3 that LngðxÞ ¼ ð0;
n=4Þ for every primitive g 2 C

�ðpÞ. Hence,
fourfold symmetry of f is equivalent to the condition

wðl; h
 n=4Þ ¼ wðl; hÞ forall l 2 Zm; h 2 Zn;

or just w0 ¼ w1 ¼ w2 ¼ w3.
Evidently, for real-world images one can expect only approximate equalities

w0 ’ w1 ’ w2 ’ w3, so that the problem to choose an appropriate measure of
symmetry lðf Þ for an image f arises. One of possible ways is the following. For any
normalized polar form matrix ~w ¼ w=maxfwg of an image f we introduce

lðf Þ ¼ expð�axbÞ; where x ¼ max
0� i\j� 3

jj~wi � ~wjjj
jj~wiPþ P~wjjj

( )
: ð8Þ

Here jj � jj stands for any matrix norm, and a, b are nonnegative reals, whose
precise values could vary depending on the practical problem to be solved. Then
lðf Þ measures the central fourfold symmetry of f.

Note 1. Since the polar form w depends on the primitive element g 2 C
�ðpÞ, one

may ask if lðf Þ also depends on g. It is an easy matter to use the “change of base”
formula [15, Prop. 7] to prove invariance of lðf Þ under change of g.

Example 2 To illustrate themethodwe consider images f1, f2, f3 shown in Fig. 2 on the
left. These are square-sampled 127	 127-images, binary the first and gray-level the
last two. Polar form matrices wi of the images, evaluated for g ¼ 1þ 8i 2 C

�ð127Þ,
are in the right side of Fig. 2. The evaluated symmetry measures are the following:

lðf1Þ ¼ 1:000; lðf2Þ ¼ 0:8148; and lðf3Þ ¼ 0:03434;

where the Frobenius matrix norm was used in (8) and the parameters were taken to
be a ¼ 24, b ¼ 4.

Note that for fixed p, the polar transform is based on precomputations and do not
require any arithmetic operations. Jointly with any of the sliding window methods,
the introduced approach can be used to detect centers of local fourfold symmetry in
images.

Example 3 The upper part of Fig. 3 demonstrates the flag-throwing competition at
the Swiss National Day celebration in Lausanne (flag twirling is one of the oldest
national sports of Switzerland). A sliding 127	 127-window algorithm based on
the discussed above method, has been applied to this 659	 659-grayscale image.
As the result, 659	 659-matrix M ¼ ðlijÞ has been evaluated, where lij is the
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Fig. 3 Sliding window test result

160 A. Karkishchenko and V. Mnukhin



measure of 4-symmetry with the center at ði; jÞ, for 64� i; j� 596, and lij ¼ 0
outside the diapason. Then M has been cutted-off at 0.78 rate and combined with
the “pensil-drawn” transform of the original image. The result is shown in the lower
part of Fig. 3.

As it is easy to notice, centers of all the four biggest flags have been detected.
Measures of symmetry for smaller flags occurred to be below the cutoff level due to
the large size of the sliding window. At the same time, few details of mountain
ridges jointly with some elements of the man’s suit produce significant responses. It
indicates necessity of further improvements; however, these are beyond the scope of
the paper.

5 Conclusion

This paper proposes an algebraic method for the processing of digital images, based
on their representation as functions on special finite fields, called “Gaussian fields”.
The concept of logarithm in such fields is introduced and used to define a
“log-polar”-representation of digital images. An algorithm for fourfold symmetry
detection in gray-level images is proposed. However, apart from this work, there
remain issues such as the detailed study of properties of the introduced polar
transformation, the study of possibilities of its generalizations, as well as the details
of its practical application. Authors hope to return to the study of these issues in the
future.
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Inpainting Strategies for Reconstruction
of Missing Data in Images and Videos:
Techniques, Algorithms and Quality
Assessment

Viacheslav Voronin, Vladimir Marchuk, Dmitriy Bezuglov
and Maria Butakova

Abstract This paper describes a method and algorithm for spatially-temporally
consistent image and video completion. We propose modification of an image
inpainting algorithm based texture and structure reconstruction. Proposed method
allows to remove static and dynamic objects and restore missing regions using
spatial and temporal information from neighboring frames. This paper also focuses
on a machine learning approach for no-reference visual quality assessment for
image and video inpainting. Experimental comparisons to state-of-the-art inpainting
methods demonstrate the effectiveness of the proposed approaches.

Keywords Image processing � Inpainting � Reconstruction � Quality assessment

1 Introduction

Nowadays all type of the communication techniques has been done with the help of
the multimedia image and video data. Image inpainting or “image completion” is
one of the important topics in image processing, which can be applied in many
areas, from the automatic restoration of damaged photographs to removal of
unwanted objects in images. Reconstruction methods use information from outside
of the damaged area for interpolating missing pixels. The application of inpainting
are numerous: text removing, old photo scratch restoring and different artistic film
effects. The main purpose of video inpainting is filling-in holes in a video sequence
using spatial and temporal information from neighboring regions. The holes may
correspond to missing parts or removed objects from the scenes (logos, text, etc.).
Video inpainting techniques find a wide range of applications in video processing
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where an unknown region in the scene has to be estimated in a way providing
visually coherent results. For instance, error/loss concealment which is a
post-processing technique usually performed at the decoder side to recover missing
blocks of decoded streams may represent an interesting application of video
inpainting techniques.

The image inpainting methods can be classified into the several groups: based on
geometry [1, 2], statistics [3, 4], sparsity [5], exemplars [6, 7] and edges [8]
methods. The classification of inpainting methods is shown in Fig. 1. This classi-
fication is based on two-dimensional representations of various signals in the
context of image properties. Analysis of the literature shows that each of the
methods has specific application associated with the class of image model and uses
the definition of a smooth, local or homogeneous region.

The geometry-based methods for image reconstruction use partial differential
equations (PDE) and restore missing pixels by a diffusion process. These methods
have some drawback comprising structure and texture blurring. The PDEs methods
more suitable for removal scratches and small defects on the images.
Statistical-based methods use Markov random field or texture synthesis approach.
These algorithms show good results for a stochastic texture and fail in curved edges
reconstruction. Sparsity-based methods often blur texture and structure in a
recovery of large missing areas. Another problem for this group of inpainting
methods is computationally complexity. The exemplar-based approaches use a
non-parametric sampling. The basic idea is searching similar patches and coping
them from the true image. The main drawback is limitation to inpaint curvy
structures. In many cases cannot be found similar patches because the patch size is
large or singular.

Recently, various image inpainting algorithms based on combinational edge and
texture reconstruction have been developed. They show high quality results, but
re-quire a significant computational time to inpaint large missing areas.

Inpainting 
methods

- Total variation inpainting

Exemplar based methods Sparse based methods

Combined geometry 
and statistical

Combined geometry 
and sparse

Combined exemplar 
and sparse

Edge based methods

Combined geometry 
and exemplar based

Combined statistical 
and sparse

Geometry based methods

- Diffusion inpainting

- PDEs based

Statistical based methods

- Markov random field
- Probalistic
- Texture synthesis

Fig. 1 The classification of inpainting methods
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One of the current trends is the development of methods based on contour
models, that is, the boundaries of the interpolation, for visual analysis is first
necessary to correctly restore the most informative part of the image—object
structure.

An analysis of this classification leads to the conclusion that at the present time
are promising methods, which use combined local and global properties of the
image. These properties include texture and contour characteristics. In the method
based on a combination of structural recovery and various local characteristics
(stochastic textures) does not currently offer combined approaches that combine the
best properties of these methods groups.

In this paper we introduce a novel algorithm for automatic image and video
inpainting based on 2D autoregressive texture model, exemplar-based and structure
curve construction.

2 Image and Video Inpainting

2.1 An Image Model

For image and video we use geometric image model which was proposed in [9]. In
the most cases any image has several types of regions with different the local
geometric features (Fig. 2a). There are texture, non texture and contours of objects.
A simplified mathematical model of the original image can be represented as
follows:

Yi;j ¼ ð1�Mi;jÞ � Si;j þMi;j � Ri;j; i ¼ 1; I; j ¼ 1; J; ð1Þ

where Si;j are ‘true’ image pixels; M ¼ Mi;j

�� �� is a binary mask of distorted values of
pixels (1—corresponds to the missing pixels, 0—to the true pixels); Ri;j are missing

(a) (b)

Fig. 2 The image model
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pixels; dS is the boundary of the recovery region; c1; c2. . .ck. . .cL, k ¼ 1; L are the
edges crossing an area with a missing pixels R; I and J is the number of rows and
columns correspondence.

2.2 Proposed Method

In our previous work [9] we have proposed the image inpainting method. This
approach based on the separate structure and texture prediction with a high accu-
racy. In this paper we propose the algorithm and its competitive analysis with
state-of-the-art methods using proposed non reference image quality assessment.

We summarize proposed algorithm in the following scheme (Fig. 3).

1. Segmentation using Chan–Vese (CV) model
For the image segmentation around missing pixels in proposed algorithm we use
the Chan–Vese (CV) approach based on solves the minimization of the energy
functional (Fig. 4) [10].

Structure restoration

Edges analysis and restoration 
using cubic splines 

Texture  restoration

Texture  restoration

The choice of the boundary pixel by Fast 
marching method

Repeat this block for all 
restoring pixels

Texture restoration using 2D 
autoregressive texture model 

Segmentation using 
Chan–Vese (CV) model 

Texture  restoration
Modified exemplar-based method

Fig. 3 The proposed
inpainting algorithm
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ECV ðc1; c2;CÞ ¼ l � LengthðCÞþ k1 �
Z

insideðCÞ

u0ðx; yÞ � c1j j2dxdy

þ k2 �
Z

outsideðCÞ

u0ðx; yÞ � c2j j2dxdy;
ð2Þ

where l , k1 and k2 are positive constant, usually fixing k1 ¼ k2 ¼ 1; c1 and c2
are the intensity averages of u0 inside C and outside C, respectively.

2. Edges analysis and restoration using cubic splines
On this step for edges reconstruction we use the cubic spline interpolation for
each of the two parts of the contours. We calculate the cubic spline Hermite for
points Pk and Pl on the edges and non-zero tangent vectors Qk and Ql using the
vector equation in form:

BðtÞ ¼ ð1� 3t2 þ 2t2ÞPk þ t2ð3� 2tÞPl þ tð1� 2tþ t2ÞQk � t2ð1
� tÞQl; 0� t� 1: ð3Þ

3. The choice of the boundary pixel by fast marching method
The fast marching method is used in order to select a restored pixel in the area R,
based on the solution of Eikonal equation, where the solution of the equation is
the distance map of wp pixels to the boundary dS (Fig. 2b) [11].

4. Texture restoration using 2D autoregressive texture model
The texture reconstruction algorithm is a modification of the example-based
method proposed by Criminisi et al. [6]. Before copy-past procedure we propose
to use patch prediction step based on the autoregressive (AR) model [9]:

Ŵp ¼
X

m2sðo;p� um � Ŵs�m þ
X

n2sðo;q� #n � gs�n þ gs; ð4Þ

where ðumÞm2sðo;p� and ð#nÞn2sðo;q� denotes, respectively the autoregressive and
moving average parameters with u0 ¼ #0 ¼ 1; and gs denotes a sequence of
distributed centered random variables with variance r2.
Model parameters are estimated by Yule-Walker method.

Fig. 4 Examples of
segmentation and structure
curve construction
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5. Modified exemplar-based method
After a texture reconstruction for every Ŵp on the image S we find a patch Wq,
for which the distance is minimal (Fig. 2b):

DEðŴp;WqÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

ðŴp �WqÞ2
q

! min: ð5Þ

On last step the pixels for Wq is restored by copying the pixels from Ŵp within
the spline interpolated boundaries.

2.3 Inpainting Quality Assessment

Inpainting image quality is not trivial task because in most cases the reference
image is absent. Typically, expert-based approaches are involved but they are
expensive and time consuming procedure. The alternative approach is objective
image quality assessment based on the machine learning. The problem of inpainted
image quality assessment is highly related to the human visual system modeling
problem. So in order to design a good inpainting quality assessment one should take
into account its different properties.

The visual attention is important in human visual perception. At any time, the
human eye sees clearly only a small part of the scene, at the same time much more
significant area of the scene is perceived as blur. This “diffuse information” suffi-
cient to assess the importance of different areas of the stage and draw attention to
important areas of the visual field.

In [12], we have proposed the inpainting quality assessment technique based on
a machine learning approach. The algorithm of proposed method is presented on the
Fig. 5.

Restored 
image

Quality score

Training 
dataset

Saliency map 
computation

Local 
Descriptor

Normalized 
patterns 

computation
Regression

Fig. 5 Overall algorithm
block scheme
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To select the areas of interest are encouraged to use the following expression:

GDout ¼ 1
Rk k �

X
p2R

S0ðpÞ: ð6Þ

where S0 is saliency map for the reconstructed image, S0ðpÞ is saliency map for the
corresponding pixel p; R is amount if pixels for S0 [ 0: We have used GDout value
as a threshold level at the next step and calculate the assessment only for those
recovered areas for which SðpÞ[GDout.

The spectral representation is used as low-level feature of local areas. It is further
proposed analysis of the following basis Fourier, Walsh, Haar using vector effi-
ciency. For correct calculation of the components of the system efficiency criterion
in the presence some distortions requires the use of statistical averaging.

The criterion of minimum average risk is used for signal processing algorithms
and systems synthesis. In general, a simplified mathematical model of the image
transformation is represented as:

�Si;j ¼ T Yi;j
� �

; i ¼ 1; I; j ¼ 1; J; ð7Þ

where Si;j is estimate of the image; T is a transformation operator. The probability
for each of the subclasses P‘ assumed to be known for two-dimensional processes

Y‘ði; jÞf gL‘¼1; Y‘ði; jÞ ¼ yðkÞ‘ ði; jÞ
n o1

k¼1
, where index ‘ is number of the subclasses,

k is number of the realization in every subclass ‘. Let’s compare some set of basic

functions uðhÞ
n;mði; jÞ

n o1

n;m¼1
; h ¼ 1; 2. . .H:

The Fourier transform for image is represented in the form:

yðkÞ‘h ði; jÞ ¼
X1
m¼1

X1
n¼1

an;mu
h
n;mði; jÞ; ð8Þ

where an;m are the Fourier coefficients.
If number of series is limited then approximation error presented as:

eðkÞ‘h ¼ q yðxÞ‘ ði; jÞ; ~yðkÞ‘ ði; j;KÞ
h i

; ð9Þ

where K is the number of Fourier coefficients.
For estimate computational complexity of the Fourier transform we propose cost

function Shð‘;KÞ: The total cost function which includes both approximation error
and complexity represented in the form:

W ðkÞ
‘h ¼ w eðxÞ‘h ð‘;KÞ; SðkÞh ð‘;KÞ

h i
: ð10Þ
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The value of the conditional risk depends from the subclass of signals and basis. It
is calculated by averaging the cost function (10):

r‘h ¼ \W ðkÞ
‘h [ k ¼

Z
w eðxÞ‘h ð‘;NÞ; SðkÞh ð‘;NÞ
h i

f ðxÞdx; ð11Þ

where f ðxÞ is the probability density of the analyzed signal and noise.
The average risk is determined by averaging the conditional risk for every

subclass signals:

Rh ¼ \r‘h [ ¼
XL
‘¼1

P‘ � r‘h; ð12Þ

where Pl is the probability for every subclass signal.
In accordance with the criterion of minimum average risk chosen the basis H for

which the average risk is minimal.
To evaluate the effectiveness of the imaging quality criteria we considered test

image textures obtained by Gaussian field model with predetermined correlation
functions. As an example, in the paper we studied different basis function as
Fourier, Walsh and Haar for different probability subclasses (P1 ¼ P2 ¼ P3 ¼ 0:33;
P1 ¼ 0:5; P2 ¼ 0:3; P3 ¼ 0:2; P1 ¼ 0:2; P2 ¼ 0:3; P3 ¼ 0:5).

We choose cost function in the form:

W ðkÞ
qm ¼ e2mqHm: ð13Þ

In Table 1 presents the average risk for different basis and correlation functions.
The comparative analysis shows what the basis Haar have the smaller average risk
then Walsh and Haar.

In Table 2 presents the average risk for different probability subclasses.
Analysis of the results presented in Table 2 shows that for all image models of

the probability distributions Haar basis is characterized by the lowest average risk.
Based on this analysis we choose the Haar basis as local features for detected areas
on image.

After calculating frequency histogram for inpainted regions feature we apply
machine learning stage. For this purpose uses Support Vector Regression (SVR) as
a learning method. The experimental method for the subjective quality assessment
was chosen the Mean Opinion Score (MOS), which values received from

Table 1 The average risk for
different correlation functions

Basis Correlation functions

K1ðsx; syÞ K2ðsx; syÞ K3ðsx; syÞ
Fourier 1.73 0.15 0.29

Walsh 0.45 0.13 0.23

Haar 0.095 0.015 0.018
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participants elevation test dataset. For every restored image used the quality scale
as: 5—Artifacts are Imperceptible; 4—Artifacts are perceptible buy not annoying; 3
—Artifacts are slightly annoying; 2—Artifacts are annoying; 1—Artifacts are very
annoying.

3 Experimental Results

In our experiments we use database of 300 images (texture, structure and real
images). For every image we apply the mask with missing pixels (black square
blocks) and reconstructed by different approaches. One of the image inpainting
result presented at Fig. 6 (a—images with missing pixels, b—images reconstructed

Table 2 The average risk for
different probability
subclasses

Basis Type of the probability

1 2 3

Fourier 0.71 0.97 0.53

Walsh 0.26 0.3 0.24

Haar 0.043 0.06 0.03

(d) (e) (f)

(a) (b) (c)

Fig. 6 Examples of image restoration
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by the Smoothing, c—images reconstructed by the Navier-Stokes, d—images
reconstructed by the Telea, e—images reconstructed by the exemplar-based, f—
images reconstructed by the proposed method).

The objective quality was assessed by 10 human observers for each inpainted
image. The received results were statistically analyzed by MOS estimate. Results of
numeric comparison are presented in the Table 3. Proposed objective quality metric
shows strong correlation with perceived by human quality. Thus, our approach is
quite efficient to estimate quality of the inpainted images.

Table 3 Results of numeric comparison

Methods Type of image MOS MOS Proposed metric

Smoothing Texture 2.21 2.08 0.62

Structure 1.58

Image 2.45

Navier-Stokes Texture 3.15 2.69 0.72

Structure 1.73

Image 3.21

Telea Texture 3.08 2.78 0.75

Structure 2.02

Image 3.23

Exemplar-based Texture 4.41 3.69 0.81

Structure 3.13

Image 3.54

Proposed method Texture 4.52 4.28 0.9

Structure 4.11

Image 4.21

Fig. 7 Examples of video completion
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We also present some results of video inpainting on the test video scene (Fig. 7).
After applying the missing mask, all frames have been inpainted by the proposed
method and state-of-the-art methods [13, 14]. In Fig. 7 examples of video com-
pletion (a, e—the image with a missing pixels, b, f—the restoration by the Wexler
method, c, g—the restoration by the Newson method, d, h—the restoration by the
proposed method) are shown.

4 Conclusions

This paper describes a framework for spatially-temporally consistent image com-
pletion and no-reference quality assessment. The proposed inpainting method is
modification of the patch-based approach with ability texture synthesis and curved
structure interpolation. The novel no-reference inpainting quality assessment
technique is based on a machine learning approach. We have demonstrated that
predicted quality value highly correlates with a qualitative opinion in a human
observer study. Experimental comparisons to state-of-the-art inpainting methods
demonstrate the effectiveness of the proposed approaches.

Acknowledgments The reported study was funded by RFBR according to the research project
16-07-00888-а.
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The System for the Study of the Dynamics
of Human Emotional Response Using
Fuzzy Trends

Natalya N. Filatova, Konstantin V. Sidorov, Sergey A. Terekhin
and Gennady P. Vinogradov

Abstract The article discusses the features of a multi-channel system “EEG/S”.
The system has been used to build an interpretation model of certain characteristics
of the emotions caused by visual, acoustic or olfactory stimuli. Monitoring of
emotion characteristics changes is based on a periodic evaluation of attractors’
properties. The attractors are reconstructed using EEG signals or a subject’s speech.
For this purpose we used the rules for increment evaluation of fuzzy characteristics
of attractors by constructing an additional index scale. The scale allows generating a
numerical evaluation for each element of a fuzzy set using a term index and a
membership function.

Keywords Human emotions � Speech analysis � Attractor � Emotion interpreter �
Fuzzy set � Fuzzy signs

1 Introduction

The objective evaluation of human emotional states is an important problem. It
affects both efficiency and quality of communications as well as medical diagnostics.
It is obvious that construction of interpretation models of nonverbal information
transmitted by voice signals can have a huge impact on the progress of our civi-
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lization in the context of improving communication not only between individuals,
but also between humans and members of other species in the biosphere.

Currently, is possible to recognize human states by voice if these states are
characterized by heightened tension (anxiety) or euphoria. There are a lot of dif-
ferent software tools to solve the problem of recognizing an emotion sign based on
the voice messages analysis. However, the accuracy of such estimates decreases
with decreasing emotions intensity. Existing databases with emotional speech
(ES) example collections are not able to solve the problem of identifying the
emotional development with the time. The problems of forecasting the changes in
the direction of emotional development (change of the emotion sign) and the rate of
emotional development also remain unsolved.

The paper [1] proposes an interpretation model of three main characteristics of
emotion (a sign, a level and a direction of progress); it is specified by the rules of
assessment of a sign and a level of emotional response [2]. The rules are based on
experimentally established correlation between emotion characteristics and mor-
phology of attractors which are reconstructed from the samples of speech or EEG
signals. The demonstration of the same patterns in attractors, which are reconstructed
according to various bioelectric signals and recorded in different channels in parallel,
experimentally confirms the validity of using a dedicated set of quantitative features
to interpret the valence and the level of emotion according to speech patterns.

The report focuses on centered on the research results that allow formulating the
rules for assessing emotion dynamics. They were also a base for creating an
algorithm for estimating increments of fuzzy features that characterize the geometry
of EEG or speech attractors. All the results are obtained experimentally using a
special automated system “EEG/S” (electroencephalogram/speech signal) [3].

2 The Technical and Methodological Support
for Experiments

2.1 The Features of Technical Support

The “EEG/S” (electroencephalogram/speech signal) multi-channel system is
designed to investigate human emotional responses to external stimuli [1, 2]. The
structure of the system allows using from one to three channels for to present
stimuli and two channels to record the reactions of the subject. The output channels
are divided into as follows: a working channel for recording acoustic signals (a
speech of a subject); a control channel for recording electrical activity of a brain
(EEG). Such structure allows analyzing examples of speech signals, which are
registered only after confirming a change in the emotional state of the subject.
Changing the state of the subject objectively is confirmed by using EEG signals.
The “EEG/S” system is able to identify weak manifestations of human emotional
responses to external stimuli.
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2.2 The Features of an Experimental Technique

A testee uses an acoustic, visual or olfactory analyzer to percept stimuli. The
experimental technique contains some restrictions:

• voice signal recording (X(t)) is continuous throughout the experiment, alongside
with EEG signals;

• X(t) recording should include a complete experimental record (a control text that
includes reactions of a testee, comments with stimuli self-assessment, an audio
track containing external stimuli (for visual or audio channels), and start and end
markers of olfactory stimuli);

• the final selection of the channel for presentation of external stimuli should be
based on the results of a preliminary assessment of an analyzer sensitivity of a
testee;

• the reactions of a testee should be recorded using control messages that do not
have to contain a particular meaning, but they should include the basic vowel
phonemes of the Russian language; the duration of the control message is
20,000 samples;

• the duration of the experiment should not exceed 20–30 min; otherwise a testee
can experience unanticipated negative emotions such as fatigue or boredom.

In addition to visual and acoustic stimuli, the “EEG/S” system includes a
channel for olfactory stimuli presentation. In accordance with the stereochemical
theory of olfaction [4], a person has a seven-component system of odor recognition
that is based on the distinction of seven primary odors: musk, camphor, floral,
ethereal, minty, pungent and putrefactive. It is known that the part of the brain,
which analyzes the pulses from the receiver cells in a nose, is closely connected
with the limbic system, the so-called primitive brain or an “olfactory brain”. This
part of the brain regulates emotions, mood and memory [5]. The experiments used
essential oils. These oils were added to a water chamber of an aromatizer-humidifier
(oil burner) or used to moisten a woolen cloth. An oil burner intensifies an odor by
heating the solution. It was used to present weak flavors (e.g. tangerine, lavender,
etc.), and a woolen cloth was used to present strong flavors (e.g. lemon etc.). The
source of smell was located at a distance of 20 cm from the olfactory analyzer,
alongside of a testee (so as not to fall into his field of view). The time of stimulus
presentation varied. Experiments with olfactory stimuli alternated with a back-
ground phase which is necessary for restoring a neutral state of an olfactory
analyzer.

This channel proved its efficiency when constructing complex (integrated)
stimuli. Combining non-verbal stimuli (music and smell) it is possible to minimize
cognitive processes (which appear when using visual information) and to enhance
the emotional response at the same time.
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3 The Study of the Dynamics of Emotions

The aim of a bioelectric signal (BES) analysis was an objective evidence of changes
in the emotional state of the testee. These signals have been recorded using a
control channel. In previous studies [6] the authors noted the changes in the power
spectrum of EEG signals during the transition of emotions from positive to nega-
tive. On the basis of this information the “EEG/S” system pre-localized a recording
interval which showed the changes in the emotional state of the testee.

The studies have confirmed the previously noted conclusion which stated that to
clarify the boundaries of the time interval with emotions of one sign, it is not
appropriate to use power spectra and corresponding linear transformations of signals.
It would be more effective to use methods of nonlinear dynamics [7]. In particular, the
authors use the idea of multidimensional phase portrait reconstruction, which shows
the phase space of a dynamic biosystem [8].

The “EEG/S” system has attractors reconstruction software for a selected part of a
bioelectrical signal (X(t)). Emotion and morphological features of attractors’ pro-
jections are connected on the basis of experimental results. It is shown that there are
three types of signs to interpret the sign and level of emotions: the length of max-
imum vectors R describing the contours of two-dimensional projections of attractors;
γ density of the trajectories in the vicinity of the center of the two-dimensional
projections of attractors and the sparsity degree of a density matrix [9].

The paper [1] presents an emotion interpreter model which includes three
components:

Int em ¼ hZ;U;D i ð1Þ

where Z is the sign of emotions (positive/negative), U is the level of emotions (low,
medium, high), D is the emotional response dynamics (emotion
amplifies/attenuates).

To assess literals (1) we created special rules that use a BES pattern model,
which is based on the reconstruction of the attractor following the model of speech
or EEG pattern:

Mod sig ¼ h
[

j

f ðRiÞ;Mc; cs; k0 ið Þ i ð2Þ

where Ri is the length of the vector recovered from the origin of coordinates to the i-
th point of the attractor, f ðRiÞ represents linear transformations, j is the number of
projections of the attractor, Mγ is a “density” matrix with the points of attractor’s
trajectories, k0 is the number of zero cells in Mγ.

Given that the nature of the attractor’s trajectories depends on the time series
plots selected for its reconstruction, the analysis of X(t) includes a sliding window
which saves chaos signs in the analyzed signal. The attractor reconstruction is
carried out for each window, as well as determination of its characteristics. Average
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values of the characteristics over all calculation windows are integral estimates for
the entire BES.

Taking into account the size of the control phrase, voice recording parameters
and dimensions of the calculation window (L = 20,000 samples), no more than 3
calculation windows was enough to cover the entire speech pattern.

Let us consider the results of experiments in studying the development of a
positive emotional reaction to periodic external stimuli. The paper [3] describes the
methods of experiments.

The density estimates in the center of the matrix Mγ according to the second
calculation window 2_PO demonstrate the greatest sensitivity to external stimuli
(Fig. 1). We highlighted the plots graphs with coincidence of trends for all three
calculation window. It means matching in the reactions of the testee to the second
and the third positive stimuli.

The detailed analysis of the results of the second calculation window (2_PO)
shows that for all speech patterns registered after the presentation of positive stimuli
(4–9) the density estimates are smaller than that for patterns after neutral stimuli
(Fig. 2). If we highlight the range of the density for the neutral state, then all points
with positive stimuli will be below this area.

The points showing the response of the testee to one stimulus are connected by a
one solid line of a corresponding color. Transitions from the tj-th time state to the
(tj + del)-th time state where del is the time of the next stimulus presentation are
shown in dashed lines. The graph (Fig. 2) illustrates the possibility of using
“density” feature to monitor the level of emotions while precepting external stimuli.

To analyze the development of emotional reactions over time (Fig. 3) it is
necessary to take into account a weak reproduction of quantitative estimates of
characteristics of the attractors reconstructed from speech signals, as well as their
dependence on the type of phonemes.

Fig. 1 Changes in density during experiment using two calculation windows
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Fig. 2 Changes in the density of the settlement in the second window (20 000–40 000) during the
experiment with the presentation of positive incentives (+S1, …, +S4)

Fig. 3 Change the central density in the course of the experiment, taking into account the duration
of the perception of emotional significance of an external stimulus
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Multiple independent external and internal factors affect a subjective perception
of information by a testee. Therefore, it is necessary to transit to fuzzy features. The
phasification of model parameters (2) made it possible to create a model for
interpreting a sign and a level of emotions [2].

4 The Assessment of Changing Development of Emotions

The problem of determining the direction of emotions can be viewed as the task of
forming a trend for the dependency type γ(t) and k0(t).

Procedure fuzzification γ(t) and k0(t) leads to ambiguities in the determination of
ordinates graphs (Figs. 2, 3). In practice, we get version of fuzzy time series. In
order to identify a trend the authors suggest using a fuzzy segment matrix, which
was proposed in [10] for one of the tasks of medical diagnostics.

Let us consider this method on the example of a γ(t) trend analysis. Coordinate
values along the time axis t for all points of graphs γ(t) are accurate and correspond
to the times of recording BES patterns (for determining γ(t) values). Values on the
ordinate axis are represented using a fuzzy variable, i.e. as the element of two fuzzy
sets Tj and Tj+1:

lj=Yi2Tj; uljþ 1=Yiþ 1 2 Tjþ 1 ð3Þ

where Yi is the assessment of the relevant characteristic of the attractor (γ(t) and
k0(t)) at ti-th time interval of the base scale, Tj, Tj+1 are elements of a term set (TY)
for the linguistic variable PV (e.g., PV “The density of trajectories near the center of
the attractor on the interval ti”, μj,μj+1 are normalized membership functions of TY
terms.

Applying the rule of fuzzy set phase-association for each point of the graph γ(t)
we obtain a density estimate of the linguistic scale μj/Yi2Tj.

In order to calculate the trend of emotions in the limited section of the graph γ(t)
it is necessary to perform arithmetic operations on elements of fuzzy sets.
Therefore, we propose to move from a term-set TY to a new “index” scale using the
following transformation [10]:

WjðckÞ ¼ indTi þ lTiþ 1
ðckÞ ð4Þ

where Wj(γk) is a numeric representation of a density linguistic estimate, indTi is the
term index with a fuzzy set intersecting with the left extension of the fuzzy set
corresponding to the term Ti+1, μTi+1(γk)—membership function of density (γk) of
the fuzzy set Ti+1.

The comparison of (3) and (4) shows that the transition to the index scale in
numerical representation of Wj(γk) saves all information from a linguistic scale. The
first fuzzy set is represented by its term index. The corresponding estimation of a
membership function is determined by μi = 1 − μi+1. The second term is determined
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by a simple increment of a parameter indTi. In this case the membership function is
the fractional part in the estimation Wj(γk).

The resulting numeric set {Wj(γk)} allows determining topological characteri-
zation of the time dependence of the density estimates of the attractor. Thus, we are
able to create the rules for assessing the dynamics of emotions.

As the function is monotone, in order to assess the direction of the graph γ(t)
segments we are able to use three terms, such as: “Descending (TO1)”, “Smooth
(TO2)”, “Increasing (TO3)”.

When using a base scale for assessing γ, we is determine the direction of each
segment in the graph γ(t) in accordance with the sign of increment γ for the interval
(γ(ti+1) − γ(ti)). For example, NP = {Increasing}, if γ(ti+1) − γ(ti) > 0.

Since the estimates γ(t) are considered as the elements of the corresponding
fuzzy sets (TY), then in order to check the conditions (5) we use the estimates of the
index scale:

If WðciÞ �Wðciþ 1Þ \0; thenNP¼T01 ð5Þ

If WðciÞ �Wðciþ 1Þ \0; thenNP¼T02 ð6Þ

If WðciÞ �Wðciþ 1Þ \0; thenNP ¼ T03 ð7Þ

In order to determine a fuzzy set, which includes a segment, formulated rules
(Table 1).

The segment corresponds to one of fuzzy sets according to (Table 1).
All segments of the graph γ(t) belong to fuzzy sets that define their slope. The

membership recognition results of these segments can be presented as a square
matrix Mn. Each element (mij) is the estimate of a fuzzy set for the segment which
begins at ti and ends at tj timepoint (or mij changes in a slope of a segment). The
matrix Mn presents many options of a fuzzy polygonal curve approximation that
can be built on a set of points Y.

Table 1 The rules for calculating the values of the membership functions of fuzzy sets (T0j) of
segments

Rule
№

Estimation of increment (increment characteristics of
the attractor) on the index’es scale

Membership function for
a segment (μT0)

Rule 1 WT0 � � 1 lT01 ¼ 1

Rule 2 WT0 [ � 1 lT01 ¼ WT0

Rule 3 WT0\1 lT03 ¼ WT0

Rule 4 WT0 � 1 lT03 ¼ 1

Rule 5 �1�WT0\0 lT02 ¼ 1� lT01

Rule 6 0\WT0 � 1 lT02 ¼ 1� lT03

Rule 7 WT01;3 ¼ 0 lT02 ¼ 0
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The interpretation of the analyzed graph is based on the elements (mi,i+1) located
to the right of the main diagonal line.

For the given example (Figs. 3, 4) the segments 2–3 and 3–4 belong to the fuzzy
set T03 “Increasing”. Therefore for the range from t2 to t4 there is a gradual increase
in negative emotions (the membership function is defined by Rule 3, μT03 = 0.7). In
accordance with the rules (Table 1) almost all the segments, which form the part of
the diagram 4–5–6–7, are defined as the elements of the fuzzy set TO1

“Decreasing”.
Thus, in the interval from t4 to t7 there is a gradual increase of positive emotions

(μT01 = 0.9).
The interpretation of the dynamics of emotions can be based on the analysis of

the chart k0(t), however the characteristic of density estimate γ(t) is more sensitive
to changes of emotion levels.

5 Conclusion

The experimental validation of the proposed model and the algorithm showed high
accuracy of interpreting a sign and a level of emotions (according to EEG samples
the error is 17 %, for the Russian speech samples the error is 4 %, for the German
speech samples the error is 8 %).

The results of the evaluation of the dynamics of emotions are preliminary and
will be elaborated in new experiments with the “EEG/S” system.

The proposed approach is useful for application in the sector of industry to
monitor the state of operators in different technical systems.
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segments

Fig. 4 Matrix changes in inclination of the segments for graphic γ (t), shown in Fig. 3
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Intelligent Technology for Integrated
Expert Systems Construction

Galina V. Rybina, Victor M. Rybin, Yury M. Blokhin
and Elena S. Sergienko

Abstract Development of the integrated expert systems with the problem-oriented
methodology and the problems of the intellectualization of AT-TECHNOLOGY
workbench are reviewed. Intelligent technology for integrated expert systems
construction is described, in particular for dynamic integrated expert systems con-
struction. Intelligent planning methods applied for integrated expert systems
development plan generation are described with usage of the intelligent planner,
reusable components, typical design procedures, and other intelligent program
environment components. Discussed technology was used for building tutoring IES
prototypes for different courses/disciplines and two industrial dynamic IES proto-
types: “Management of medical forces and resources for major traffic accidents” and
“Resource management for satellite communications system between regional
centers”.

Keywords Artificial intelligence � Integrated expert systems � Problem-oriented
methodology � AT-TECHNOLOGY workbench � Intelligent software environ-
ment � Automated planning � Automated planner

1 Introduction

Trends towards integration of research in different fields of artificial intelligence had
most clearly manifested at the turn of the XX and the XXI centuries and made it
necessary to combine semantically different objects, models, methodologies, con-
cepts and technologies. It created new classes of problems and new architectures of
intelligent systems. The systems based on knowledge or expert systems (ES) (they
were originally intended to support the decision unformalized problems
(UF-problems)), are an essential part of a significant number of static and dynamic
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intelligent systems, as the analysis of development experience [6, 13, 15–17, 25]
has shown. At the same time, in conjunction with ES, methods of applied mathe-
matics, soft computing and versatile means of control data are used for solving tasks
with practical complexity and importance. It leads to the necessity of combining ES
into a single architecture with such diverse components as: a database comprising
engineering, production and management information; software packages with the
developed calculating, modeling and graphics tools; educating systems, including
built on technology training and learning systems; simulation modeling systems for
dynamic applications, etc.

A new class of intelligent systems emerged—integrated expert systems (ES).
Their scalable architecture is represented in the form of ESþK. Here K is some
software that provides decision support for the formalized part of the problem, and
function of finding solutions to the UF-tasks relevant to the components of the
poorly structured problem falls on the ES.

To address IES as an independent object of research, the IES terminological
basis was formed and the basic definition of the IES as a systematically organized
set of components ES and K was introduced. Their structure and nature of the
interaction determine the type of the IES relevant and solvable problems—its
functionality. The concept of “static IES” and “dynamic IES” was also introduced
[13]. Automated problem-oriented methodology [13] was created for the con-
struction of IES, with powerful functionality and scalable architecture. It is actively
used and constantly develops. The core idea is based on the conceptual modeling of
the IES architecture at all levels of the integration processes in the IES and focusing
on the modeling specific types of UF-tasks that are relevant to the technology of
traditional ES. In the laboratory “Intelligent Systems and Technologies”
Department of Cybernetics National Research Nuclear University MEPhI several
generations of software tools for problem-oriented methodology were created,
details can be found in [13, 15–17, 24]. They are united under intelligent program
environment of AT-TECHNOLOGY workbench.

It is necessary to point out that in the current work we are focused on two IES
classes: dynamical and tutoring integrated expert systems. Dynamical IES in con-
text of problem-oriented methodology of IES construction are expansion of static
IES connected with coming to executing in dynamical problem areas and dynamical
problems solving (monitoring, diagnosys, planning, control and others). Thus, in
dynamical IES architecture special components modelling external environment
and allowing to interact with real-world hardware and perform reasoning in con-
ditions of frequently changing data and knowledge.

A large part of the problems is linked to the high complexity phases of design
and implementation of the IES, as showed by practical experience of creating a
series of static, dynamic, and educating IES through the use of problem-oriented
methodology and AT-TECHNOLOGY workbench [13–17]. Specifics of a partic-
ular area of concern and the human factor provide a significant impact. Therefore,
the need to develop intelligent software environment and its basic component—
intelligent planner [13, 15] for the further development of problem-oriented
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methodology and AT-TECHNOLOGY workbench with the aim of creating intel-
ligent technology to build specific classes of IES has become urgent.

To date, multiple versions of intelligent planners for the AT-TECHNOLOGY
workbench were created. They were developed by combining predictive models
and methods of planning methods used in IES, details are in [13, 15, 19–22].

This paper is focused on a new research phase connected with further devel-
opment of intelligent planner and other components of the intelligent program
environment. The purpose for the new research is to increase the degree of auto-
matic (intellectualization) planning and project management for the creation of a
broad class of IES.

2 Some Aspects of Current Research in the Field
of Automated Planning

Today automatic generation of plans by a software and hardware system is often
meant as the intelligent planning, but the term intelligent planning has no clear
definition. For example, the term intelligent planning is more commonly used in
Russian literature [10], while automated planning is used in English [8]. However,
in both cases the plan generation process done by the computer is meant.
Accordingly, plan is a glimpse of future behavior in the context of intelligent
planning. In particular, the plan is usually a set of steps with some restrictions (e.g.,
temporal) for the execution of some agent or agents [8].

Software system that generates plans based on a formal description of the
environment, the initial state of the environment and assigned to the planner pur-
pose is meant under planner in practical application. In some works, planner is
called the agent [10]; in other cases, the planner also contains the designer carrying
out the allocation of resources for the implementation of building plans.

A significant number of methods, approaches, formalisms, etc. was developed
by now in the field of intelligent planning. Among them should be highlighted:
planning with propositional logic; planning in a space plans; planning in space of
conditions; planning as constraint satisfaction problems; planning on the basis of
precedents; broadcast to the other problem; temporal planning; planning in
non-deterministic and probabilistic areas; hierarchical planning (HTN-formalism),
and others. Detailed reviews can be found in [8, 10], and others, as well as in the
works of authors [19–21].

Methods of the intelligent planning are widely used in a number of applications.
The most popular fields of intelligent planning applications are: management of
autonomous robots [8, 26]; semantic web and web services composition [27];
computer-aided learning (in particular for the construction of individual education
plans [4, 22]); calibration of equipment [11]; control of conveyor machines [3];
resource-scheduling [2]; resource allocation in computing systems [7], logistics [5],
the automation of software development [9] and others.
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PDDL (Planning Domain Definition Language) developed under the McDemorts
leadership is the current norm in the field of the intelligent planning with the three
main versions. We can detect the following trends in the context of development and
use of various intelligent planning formalisms and related languages: the unification
and standardization of planning languages on the basis of PDDL; the emergence of
task-specific planning languages; a shift in emphasis towards nondeterministic
research planning (RDDL languages and PPDDL); the emergence of complex
mechanisms to meet the preferences and limitations, and others.

However, in general, application of intelligent planning for the automated sup-
port processes of building intelligent systems is a poorly investigated area, and it is
possible here to refer mainly to the experience gained in the creation of applied IES
based on the problem-oriented methodology and AT-TECHNOLOGY workbench,
in particular, the development and use of educational and dynamic IES [18, 22, 23].
Let us consider the basic concepts of intellectual AT-TECHNOLOGY workbench
software in more detail.

3 Model of Intelligent Software Environment and Its
Components

Significant place in the framework of the problem-oriented IES constructing
methodology (basic points are reflected in [13]) is given to the methods and means
of intelligent software support for the development processes. It is general concept
of “intelligent environment”. Complete formal description of the intellectual
environment model and methods of the individual components implementation is
presented in [13], so here only a brief description of the model in the form of
quaternion is presented.

MAT ¼ hKB;K;P; TIi ð1Þ

KB is a technological knowledge base (KB) on the composition of the project, and
typical design solutions used in development of IES. K ¼ fKig; i ¼ 1. . .m—set of
current contexts Ki, consisting of a set of objects from the KB, editing or imple-
menting on the current control step. P a special program—an intelligent planner that
manages the development and IES testing process. TI ¼ fTIig; i ¼ 1. . .n—many
tools TIi, applied at various stages of IES development.

A component of the KB is a declarative basis of intellectual support for the
development of IES, acting as data storage in a given environment and defined as

KB ¼ hWKB;CKB;PKBi ð2Þ
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WKB is a KB containing knowledge of the standard design procedures (SDP),
describing the sequences and methods of using various tools to create applied IES
and a sequence of steps for creating IES. CKB—is KB comprising knowledge about
the use of SDP and re-used components (RUC), including fragments of previously
created IES prototypes. PKB (optional)—is a KB containing specific knowledge
used at various stages of creating IES prototype for solving problems that require
innovative approaches. The current context Ki is represented as set of
Ki ¼ hKD;KPi. KD here is a declarative context for storing static declarative
information about the structure of the project, the knowledge engineer and the
current user. KP is a procedural context, which includes objects clearly affecting the
further planner steps (LC system phase, currently edited or executable object, the
current target, the current executor, the global development plan, etc.).

The main procedural (operational) component is intelligent planner. This model
generally describes it.

P ¼ hSK;AF;Pa;Pb; I;GPi ð3Þ

SK here is the state of the current context, in which the scheduler was activated.
AF ¼ fAFig; i ¼ 1. . .k is a set of functional modules AFi, a part of planner. Pa is a
selection procedure for the current target based on the global development plan. Pb
is a selection procedure for the best executive function module from the list of
possible candidates. I—procedures to ensure the interface with the corresponding
components of the AT-TECHNOLOGY workbench; GP—operating procedures for
the IES global development plan.

Any SDP can be represented as triples

TPPi ¼ hC; L; Ti ð4Þ

where C—is the set of conditions under which the SDP can be implemented; L—
script implementation described in the describing internal language actions of the
SDP; T—set of parameters initialized by intelligent planner at SDP inclusion in the
development plan of a IES prototype. Each RUC, involved in the development of
an IES prototype, is represented as a tuple:

RUC ¼ hN;Arg;F;PINT ;FNi ð5Þ

N in this model is the name of the component, by which it is registered in the
complex. Arg ¼ fArgig; i ¼ 1. . .l—set of arguments containing current project
database subtree serving the input parameters for the functions from the set.
F ¼ fFig; i ¼ 1. . .s—a variety of methods (RUC interfaces) for this component at
the implementation level. PINT—a set of other kinds of RUC interfaces, used by the
methods of the RUC. FN ¼ fFNig; i ¼ 1. . .t—set of functions names performed by
this RUC. Prototypes IES model of the functioning process is represented as tuple:
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MA ¼ hSc;C;Cli ð6Þ

Sc is a scenario of IES prototype work. C—set of IES prototype subsystems that
can be divided into 2 categories (standard subsystem (RUC) from the RUC
repository and prototype’s IES subsystem implemented by developers). Cl is a ratio
of “control transfer”, describing the procedure for interaction between the IES
prototype’s subsystems.

Let us briefly examine the methods and approaches used in the implementation of
the intellectual supportive environment for the development of IES model. The main
components of this IES are the technological KB on the composition of IES project,
SDP and RUC, and the intelligent planner managing the process of plans con-
struction and implementation for the development of IES prototypes. These are the
main purposes why it is necessary to use different types of knowledge in the process
of developing a IES prototype: checking referential integrity of the project on the
development of IES; automated construction of components diagrams; layout syn-
thesis of IES prototype architecture; planning a series of steps to create a prototype of
IES-specific features and tasks; determining a set of the most relevant sub-tasks for
each of the stages (steps) in the development of IES prototype and others.

4 IES Prototype Project and Its Components

The task of creating a plan for developing an applied IES prototype is a complete
task from the field of artificial intelligence, because it requires involvement of a
variety of knowledge about models and methods for solving typical problems [13],
a technology on design and development of IES, on how to integrate with external
databases, packaged applications and other programs. Therefore, a project to
develop IES-based problem-oriented methodology and data on the problem being
solved is stored in some format on physical carrier body of knowledge. Based
on this data the intelligent planner is running the process of prototyping for
applied IES.

It should be noted that the implementation of the current intelligent planner
version [20] is a hybridization of approaches based on the use of HTN-formalism
and flexible mechanisms to find solutions used in the IES. It allows the use of a
declarative way of describing knowledge of the development, in this case the
production-type knowledge representation language [13].

The implementation of managing the IES prototype development is a basic
process, and requires the use of certain types of knowledge and use of intelligent
planner. A brief description of some of the basic models for this process in
accordance with [13] is given.
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The model of the IES prototype is presented as a tuple:

PRJ ¼ hPN;KB; Solver;Pd;PDFD;PPIK;PCOMPi ð7Þ

PN—project name, KB—IES prototypes KB, Solver—output machine (agents)
for the IES prototype. PD—project data, i.e. the different types of information
(knowledge, data, individual parameters, text, etc.), used by the intelligent planner in
the process of developing a IES prototype and to generate the finished prototype,
wherein the main project data include records of interviewing experts, lexical dic-
tionary, fragments of the knowledge field, KB in the different knowledge languages
representation, the type of problem being solved, as well as various service infor-
mation (the profile of the current user, the name of knowledge engineer who created
the project, the date of commencement and the anticipated completion, etc.).
PDFD—enhanced information and logical model of the IES prototype architecture
presented as a hierarchy of advanced data flow diagram (ADFD), which is one of the
most important components of the project because its structure largely determines the
composition of the prototype and its functionality (hierarchy ADFD built using just a
single relationship—decomposition, i.e. the upper levels operation is detailed using
ADFD of the lower level hierarchy, and it is possible that only one ADFD that is not
part of the operation exists, such as “contextual data flow diagram”—a set of PIC).
PCOMP ¼ fPCOM Pig; i ¼ 1::problem� orientedmethodolog:l is the collection
of various IES subsystems developed by means of AT-TECHNOLOGY workbench
and external applications.

Basing on described models and current project state a plan of IES prototyping is
generated with use of automated planning methods. Plan can be decomposed into
global and detailed. Now some details about plan generation and automated
planning usage will be discussed.

Thus, the main task of intelligent planner is a dynamic support knowledge
engineer operations at all life cycle stages of building prototypes as shown in Fig. 1.
Dynamic support is done by generating IES development plans for the current IES
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Initial architecture 
layout

General plan of 
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Planning task 
execution Synthesis of a 

new architecture 
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RUC
RUC

RUC

SDP
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SDP

Universal
AT-SOLVER

PDDL 
planner

Knowledge
Engineer

Fig. 1 Planning scheme
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prototypes and allowing the specific plans execution (made either automatically or
interactively). It should be noted that detailed plans and global IES prototyping
generation and architecture model synthesis is based on the integration of IES with
planning methods.

5 Planning of IES Prototyping Steps

Planning is performed in a projects state space [8] (in the early studies, the concept
of design space was used). State space is formed by a plurality of project parameters
possible values. This approach was chosen because of its popularity and the large
number of tools that can be effectively integrated into AT-T-ECHNOLOGY
workbench intelligent planner.

Planning to build an IES prototype is a complete project development task, and it
is a reason why elements of the plan have to be tied to the time. According to this
[1] temporal approach with an explicit modeling of time was chosen, as it is
planned to adapt the intelligent planner under the team development management in
the further research. It is also another argument in favor of temporal planning.
Described above formalism and language PDDL is used as a basis for combining
these approaches. It allows taking into account time and using real variables.

Methods of automated planning are used to solve described above problems with
help of intelligent planner. These methods are deterministic classical planning in
state space model with the trivial time (to generate a global plan) and temporal
planning with the action cost (to generate a detailed plan). These methods are
implemented with the help of external programs—PDDL-planners, and the inte-
gration is based on file sharing. For PDDL-planners the task is created in the PDDL
language version 2.1 [1] with additional enhancements that are further addressed in
a separate process.

Separation to the global and detailed plan allows effective optimization to the
intelligent planner operations, retaining its response time, as the number of states
even for a small planning problem can be quite high [12]. The task of planning for
PDDL-planner must be submitted in the form of quaternary.

For example let us describe planning connected with fragment of SDP for
supporting Combined Knowledge Acquisition Method [13, 15].

In the Fig. 2 a fragment of projects state diagram is shown. The project itself
contains a lot of sub state, formed by its components. The example of such sub-
component—knowledge base is show in the same figure. The knowledge base has a
few states, and many possible transitions. Each transition is linked with some action
of knowledge engineer. Such actions are planned with automated planning
technology.
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It is necessary to point out, that described domain is dynamic, because planning
is not performed offline and the planner knows about execution results. Thus, the
plan is generated each time some planning task completed.

6 Conclusion

Currently, an experimental software study of the current version of the intelligent
planner during educational IES prototyping on various courses is carried out. This
study is carried out in particular, for the collective development of IES prototypes
with limited resources. Research and development related to the use of intelligent
software environment for building software applications for two dynamic IES
prototypes (“Management of medical forces and resources for major traffic acci-
dents” and “Resource management for satellite communications system between
regional centers”) and tutoring IES prototypes for different courses/disciplines are
presented.The work was supported by the Russian Foundation for Basic Research
support (project â„– 15-01-04696).
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Multi-method Technology
for Multi-attribute Expert Evaluation

Alexey B. Petrovsky

Abstract The paper describes a new multi-method technology PAKS-M
(Progressive Aggregation of the Classified Situations by many Methods) for
multi-attribute expert evaluation of complex systems and processes. This technol-
ogy provides reducing the dimension of the attribute space, constructing several
hierarchical systems of composite criteria and an integral quality index, which
aggregate initial attributes as well as the classification and/or ordering of
multi-attribute objects using several decision making methods. The technology is
based on knowledge of experts and/or preferences of decision maker. It signifi-
cantly reduces the time and complexity of solution of multiple criteria tasks, and
allows analyzing and explaining the results.

Keywords Multi-attribute decision making � Reduction of dimension of the
attribute space � Hierarchical aggregation of attributes � Composite criteria �
Integral index � Expert knowledge � Decision maker preferences

1 Introduction

A choice of object with large number of numerical and/or verbal attributes, which
characterize the object properties, is one of the widespread problems of
multi-attribute decision making. In these cases, it is very difficult for an expert
and/or decision maker (DM) to select the best object, rank or classify objects,
because, as a rule, the objects formally are not comparable with each other
according to their attributes. The known methods [1–7, 17–20] are not suitable for
solving the multiple criteria tasks in the attribute space of large dimension because
they require significant labor costs in order to receive, process and present big
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volumes of information about objects, knowledge of experts and/or the preferences
of DM.

The paper describes a new multi-method technology PAKS-M (Progressive
Aggregation of the Classified Situations by many Methods) for comparing,
ordering, and classifying multi-attribute objects based on knowledge of experts
and/or the preferences of DM [15]. This technology provides a reduction of the
dimension of the attribute space by a consecutive aggregation of a large number of
initial (numerical, symbolical, or verbal) characteristics of objects into a small
number of composite criteria or a single integral index of quality with the verbal
scales. The grades of criteria scales are constructed using different methods of
verbal decision analysis. The final criteria present the initial characteristics of
objects in a compact form, and are used for solving the considered choice task by
several techniques of decision making. The multi-method technology PAKS-M
allows one to compare the lists of criteria with each other, select the preferable
criteria, analyze the obtained results, and assess the quality of the choice.

The PAKS-M technology can be applied in various problem areas where it is
necessary to evaluate a collection of objects by a small number of criteria or an
integral index based on knowledge of experts and/or the preferences of DM.
Examples of the successful solution of such tasks are the multi-aspect evaluation of
efficiency of research projects [16] and the multicriteria selection of a prospective
computing complex [14].

2 Basic Stages of Technology

Generally speaking, the task of multicriteria choice is formulated as follows.
A collection of objects (alternatives, options) A1,…,Ap, which are evaluated by one
or several experts upon many criteria Q1,…,Qm, is given. Each criterion Qi has a
scale Xi = {xi

1,…,xi
gi}, i = 1,…,m, the discrete numerical or verbal grades of which

are ordered in some cases. Based on the knowledge of experts and/or preferences of
DM, it is required: (1) to select one or several best objects; (2) to order all objects;
and (3) to distribute all objects by several classes (categories). Let us consider the
basic stages of solving a multicriteria choice task using the PAKS-M technology.

Firstly, an expert and/or DM forms the set K1,…,Km, m ≥ 2 of initial charac-
teristics of objects that reflect the basic properties of the given objects. These
characteristics can either be determined in advance or created in the process of
analyzing the specifics of the choice task. The scale Xi = {xi

1,…,xi
gi}, i = 1,…,m,

which has numerical (point, interval) or verbal evaluation grades, is constructed for
each initial indicator. The scale grades can be prepared specially or used usually in
practice.

Further, the dimension of the attribute space is reduced by constructing a hier-
archical system of criteria in accordance with the knowledge of expert and/or
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preferences of DM. The various combinations of initial attributes (evaluation
tuples) are aggregated into smaller sets L1,…,Ln, n < m of new attributes (com-
posite criteria) formulated by the expert or DM. The attributes are aggregated
consecutively step by step, i.e. the groups of criteria are combined serially in new
criteria of the next level of hierarchy. The formation of the rating scale Yj = {yj

1,…,
yj
hj}, j = 1,…,n of a composite criterion is considered as a special task of ordinal
classification. It means that combinations of the grades of attributes (tuples of
criteria estimates in the space X1 × ⋯ × Xm) are the classified objects, and the
grades of the composite criterion are the decision classes (categories) L1,…,Ln with
ordered scales Y1,…,Yn. Thus, each grade on the scale of composite criterion cor-
responds to any combination of the grades of the initial attributes and has the
concrete semantic content for the expert or DM.

In the PAKS-M technology, rating scales of composite criteria can be con-
structed with different methods [2, 3, 8]. The simplest method is the tuple strati-
fication, in which the multi-attribute space is cut with parallel hyper-planes. Each
layer (stratum) consists of combinations of the homogeneous (for example, with the
fixed sum of grade numbers) initial estimates and represents any generalized grade
on the scale of composite criterion. The initial estimates can be combined into the
generalized grades, for example, as follows: the best initial estimates form the best
generalized grade, middle initial estimates form the middle generalized grade, and
the worst initial estimates form the worst generalized grade. The maximal number
of layers is equal to M = 1 − m + Σigi. The number of classes is equal to N ≤ L.

The ZAPROS (the abbreviation of Russian words: CLOsed PRocedures nearby
Reference Situation) or ORCLASS (ORdinal CLASSification) methods of the
verbal decision analysis [5] are more complicated because they operate on the set of
possible tuples in the attribute space that is formed by the Cartesian product of the
grades on the scales of all criteria. In these cases, the all-possible combinations of
initial estimates in the attributes space is equal to P = Πigi. The ZAPROS method
allows constructing a joint ordinal scale of composite criterion from initial esti-
mates. The ORCLASS method builds a complete and consistent classification of all
tuples of initial estimates where classes form an ordinal scale of composite criterion.
In order to simplify the construction of scales of composite criteria and reduce the
influence of the method features, it is proposed to form the scales with a small
number of verbal grades applying different methods and/or their combinations at
various stages of aggregation.

Combining attributes into composite criteria, the expert or DM constructs a
hierarchical system of criteria. The suggested procedure of building the hierarchical
system of criteria consists of unified blocks selected by the expert or DM depending
on the problem specifics. Each classification block of ith hierarchical level includes
any attribute set and a single composite criterion. The classified objects are tuples of
initial attribute estimates. Decision classes of ith level are grades of scale of the
composite criterion. In a classification block of the next hierarchical level, com-
posite criteria of the ith level are considered as new attributes. Tuples of their scale
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grades represent new classified objects in the reduced attribute space, whereas
decision classes of the (i + 1)th level will be now scale grades of new composite
criterion. As a rule, the criteria aggregation is a multi-stage procedure. Therefore, at
each stage of aggregation, it is recommended to combine a small number of
attributes into a composite criterion. The upper level of the system can be several
final criteria or, if it is necessary, a single integral index, scale grades of which
characterize a quality of the objects considered.

The construction of hierarchical systems of criteria and formation of verbal
rating scales of criteria are subjective non-formalized procedures. In the PAKS-M
technology, several hierarchical systems of composite criteria with different rating
scales, that variously aggregate initial characteristics, are constructed. An expert or
DM, based on his/her knowledge, experience and intuition, defines the structure,
number and content of the criteria in the aggregation-tree. The person establishes at
each level of hierarchy including the highest level, which of the attributes are
considered as the independent criteria and which are combined into any particular
composite criterion.

These procedures have the following peculiarities. When the object has many
characteristics, it is rather difficult to say in advance, which of the characteristics
will be important for choosing the best object. This becomes clear only when the
task will be solved. Nevertheless, depending on the specifics of objects it is rec-
ommended to determine previously, which of initial indicators can be the final
criteria. In addition, combining a large number of indicators in a composite criterion
can create difficulties while the explanation of the results of choice.

The increase of the number of grades on rating scales of criteria enlarges the
number of evaluation combinations in aggregating attributes into a composite cri-
terion, which in turn complicates the criteria aggregation and increases the duration
of choice. However, even a slight change in the range of variables in any grade of
the criteria can impact significantly on the grades of the scale of composite criteria
of the next levels and the final index. These issues also dictate the need to build
several hierarchical systems of criteria that differ from each other.

At the conclusive stage, a multicriteria choice task is solved for each hierarchical
system of criteria. It is convenient to consider such result as an expression of the
viewpoint of any expert/DM. In other words, while using several criteria systems,
different methods for constructing the scales of composite criteria and the integral
index, the initial task of choice transforms into the task of a collective choice. In
order to increase the validity of the final decision, we use several methods of group
multicriteria choice, for instance, the ARAMIS (Aggregation and Ranking
Alternatives nearby the Multi-attribute Ideal Situations) method, the lexicographic
ordering by grades of the evaluations, the weighted sums of ranks, Borda procedure,
and other techniques [2, 8, 10–13]. Then the expert/DM analyzes the results, which
are obtained using different techniques, and makes the conclusive choice: selection
of the best objects, ranking objects or division of objects into classes (groups).

One can be evaluate the efficiency of the PAKS-M technology in different ways
depending on the type of the solved tasks of multicriteria choice. For example, in
the ranking tasks, the efficiency is understood as the ratio of the numbers of
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not-comparable alternatives before and after the reduction of the space dimension.
In the classification tasks, the efficiency is evaluated by the comparison of numbers
of calls to an expert/DM, which are necessary for the construction of consistent
classifications in the initial and new space of the attributes. However, in the case of
classification of large dimension, it is simply not possible to construct a fully
consistent classification in the initial attribute space.

3 Evaluation of Research Efficiency

The Russian Foundation for Basic Research (RFBR) is the federal agency that
organizes and funds basic research, exams their practical application [16]. In RFBR,
there is the special expertise for multi-expert and multicriteria assessment of grant
applications and completed projects. Each project is evaluated independently by
several experts without the consent of their views. To assess the content of appli-
cation and the obtained results experts use specific qualitative criteria with detailed
verbal rating scales. In addition, the expert express his/her opinion on whether to
support the project (at the competition stage), continue the project (at the imple-
mentation stage), and what is scientific and practical value of the obtained result (at
the final stage). On the basis of expert recommendations, the Expert Board of
RFBR decides to approve, continue or reject the project, as well as evaluates the
project efficiency.

According to the expertise rules of RFBR, completed goal-oriented R&D projects
and the obtained results are evaluated upon the following indicators (initial criteria):
K1 “Degree of the problem solution”, K2 “Scientific level of results”, K3 “Results
protection”, K4 “Prospects of results application”, K5 “Result correspondence to the
project goal”, K6 “Goal achievement”, K7 “Difficulties of the project performance”,
K8 “Collaboration with users”. Each criterion has 2- or 3-point rating scale Xi = {xi

1,
xi
2, xi

3}, i = 1,…,8 of ordered verbal grades. For example, the scale X1 of the criterion
“Degree of the problem solution” looks as follows: x1

1—‘the problem is solved
completely’, x1

2—‘the problem is solved partially’, x1
3—‘the problem is not solved’.

The “Goal achievement” is estimated as x6
1—‘really’, x6

2—‘non-really’. For sim-
plicity, the verbal notations of the criteria grades are replaced by the numerical
symbols as follows: 0 designates the best grade xi

1, 1—the middle (or the worst)
grade xi

2, 2—the worst grade xi
3.

The evaluation of research efficiency is one of the practical problems, which
require the development of integrated index. In order to evaluate the feasibility of
effective practical use of the obtained results, the notion of “Project efficiency” has
been formalized with the PAKS-M technology [15]. Construction of the integral
index of project efficiency was examined as the multiple criteria classification
problem in the reduced multi-attribute space. The classified alternatives were
multicriteria estimations (x1

e1, x2
e2,…,x8

e8) of projects in the attribute space X1 × ⋯
× X8. DM can form the integral index of project efficiency in different ways,
compare the constructed indexes and analyze the obtained results.
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Firstly, the initial indicators K1, K2, K3 were aggregated into a composite criterion
L1 “Project results”, the indicators K5, K6, K7 into a composite criterion L2 “Project
realization”, and the indicators K4, K8 into a composite criterion L3 “Application of
project results”. The composite criteria L1, L2, L3 have ordinal scales Yj = {yj

1, yj
2,

yj
3}, j = 1,2,3. The names of the verbal estimates (yj

1—high, yj
2—middle, yj

3—low)
designate decision classes of the first hierarchical level, depend on a content of
corresponding composite criterion and can be replaced, as above, by the numbers
0,1,2. All tuples (y1

e1, y2
e2, y3

e3) of estimate grades on the scales of composite criteria
L1, L2, L3 present now new classified objects of the next hierarchical level in the
space Y1 × Y2 × Y3. Then these tuples are divided into five ordered classesD1,…,D5,
corresponding to rating grades of scale Z = {z1, z2, z3, z4, z5} of the top level index
“Project efficiency”, where z1—‘superior’, z2—‘high’, z3—‘middle’, z4—‘low’,
z5—‘unsatisfactory’. The hierarchical frame of building the composite criteria,
integral index, and composing rating scales is presented in Fig. 1.

Various techniques can be used for constructing scales of the composite criteria
L1, L2, L3 and the integral index D in accordance with DM preferences. The grades
of the integral index D “Project efficiency” were formed with the following different
methods of verbal decision analysis: M1—ORCLASS method on all levels of the
criteria hierarchy (OC); M2—stratification of tuples on all levels of the criteria
hierarchy (ST), M3—stratification of tuples on the lower level of the criteria hier-
archy, and ORCLASS method on the upper level of the criteria hierarchy
(ST + OC); M4—ORCLASS method on the lower level of the criteria hierarchy,
and stratification of tuples on the upper level of the criteria hierarchy (OC + ST).

While applying, for instance, the ORCLASS method, the class ‘High project
results’ (grade y1

1 = 0) of the composite criteria L1 includes the following estimate
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combinations: (000), (001), (010), (100). The class ‘Middle project results’ (grade
y1
2 = 1) includes the estimates (011), (021), (101), (111), (201), (110), (200), (020),
(210), (120). The class ‘Low project results’ (grade y1

3 = 2) includes the estimates
(121), (211), (112), (220). The class ‘High project realization’ (grade y2

1 = 0) of the
composite criteria L2 includes the best estimates (000). The class ‘Middle project
realization’ (grade y2

2 = 1) includes the average estimates (001), (010), (100), (011),
(101), (110). The class ‘Low project realization’ (grade y2

3 = 2) includes the worst
estimates (111). The class ‘Results will be used completely’ (grade y3

1 = 0) of the
composite criteria L3 includes the estimates (00). The class ‘Results will be used
partially’ (grade y3

2 = 1) includes the estimates (01), (10), (11), (02), (20). The class
‘Results will be used poorly’ (grade y3

3 = 2) includes the estimates (12), (21), (22).
Hereby and below commas between tuple components are omitted for the simplicity.

Combining analogously the attributes of the composite criteria L1, L2, L3 with
the tuple stratification technique, one may obtain the following results. The class D1

‘Superior efficiency of project’ (grade z1) consists of the best estimates (000). The
class D2 ‘High efficiency of project’ (grade z2) consists of the estimates (100),
(010), (001), (002), (101), (011), (200), (110), (020). The class D3 ‘Middle effi-
ciency of project’ (grade z3) consists of the estimates (102), (012), (201), (111),
(021), (210), (120). The class D4 ‘Low efficiency of project’ (grade z4) consists of
the estimates (202), (112), (022), (211), (121), (220), (212), (122), (221). The class
D5 ‘Unsatisfactory efficiency of project’ (grade z4) consists of the worst estimates
(222). Thus, the real projects estimated by initial criteria are assigned directly to the
generated decision classes. Note that this procedure requires essentially fewer
efforts than other methods of multicriteria ordinal classification.

The model database consisted of expert assessments of results of the
goal-oriented R&D projects, which have been completed in 2007 on the following
areas: Mathematics, Mechanics and Computer Science (total 48 projects),
Chemistry (total 54 projects), Information and telecommunication resources (total
21 projects) [16]. Two experts evaluated each project by eight basic criteria K1–K8.
Examples of the integral indexes of project efficiency are shown in Fig. 2. The
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grades of efficiency coincide in 74 and 48 % cases (the area 01); in 72 and 24 %
cases (the area 03); in 76 and 62 % cases (the area 07). The first number is related to
projects estimated by the first expert, the second number—by the second expert.

It was also studied two various ways for aggregating the index of top level
D “Project efficiency”. There were forming the criteria hierarchies, which com-
bined, firstly, the initial indicators K1–K3, K5–K7, and K4, K8 into three intermediate
composite criteria L1, L2, L3 (option A), and, secondly, the initial indicators K1–K4

and K1–K4 into two composite intermediate criteria L1, L2 (option B). So, for
instance, in the area 03, 6 and 16 projects had the superior efficiency, 40 and 75
projects had the high efficiency, 59 and 13 projects had the middle efficiency, 1 and
2 projects had the low efficiency, 2 and 2 projects had the unsatisfactory efficiency.
The first number is related to the option A, the second—to the option B. In general,
the integral indexes of project efficiency coincided in 41 cases out of 108. In other
cases, the integral indexes differed by no more than one gradation. These data
confirm the high stability of the suggested approach to build the composite criteria
on all hierarchy levels and constructing the integral indexes of project efficiency.

The best projects were selected with the ARAMIS method that allow us to order
multi-attribute objects, which are described by many repeated quantitative and/or
qualitative attributes, without constructing the individual rankings of objects [10,
13]. The multi-attribute objects are considered as points of the Petrovsky metric
space of multisets [9]. The best and worst objects (which can be hypothetical) have,
respectively, the highest and lowest scores by all criteria in the judgments of all
experts. The objects are ordered, for example, by the value of an index l+(Ai) = d+/
(d+ + d−) of the relative proximity to the best object, where d+ = d(A+, Ai) is the
distance from the object Ai to the best object A+ and d− = d(A−, Ai) is the distance to
the worst object A− in the metric space. So, in the final ranking projects on
Mathematics, Mechanics and Computer Science, there were 23 projects of rank 1
with the superior efficiency, 1 project of rank 2 with the efficiency between the
superior and high, 24 projects of rank 3 with the high efficiency.

4 Conclusions

The new PAKS-M technology for solving the tasks of multi-criteria choice of a
large dimension was proposed. In the technology, the procedures for the reduction
of the attribute space dimension are used together with various methods of decision
making and/or their combinations. An important feature of the PAKS-M technology
is the opportunity to create hierarchical systems with various degrees of criteria
aggregation, solve an initial task of choice using several methods, and give a clear
explanation of the results. The analysis of the results obtained for different hier-
archical systems of criteria aggregation allows us to choose the most convenient
system of criteria and apply the constructed systems of criteria for increasing the
validity of the choice of the preferred options.
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While aggregating criteria, the establishment of semantic relationships between
initial indicators and composite criteria plays an important role. An expert/DM is
often faced with the inconsistency and contradictory of the results in the process of
achieving a satisfactory solution. Such situations can be caused both by an
unsuccessful combination of composite criteria and by unsuccessful forming the
scale grades of composite criteria and an integral index.

The PAKS-M technology has a certain universality, because it allows us to
operate both with symbolical (qualitative) and numerical (quantitative) information.
An attractive feature of PAKS-M is also the ability to use various methods of
decision making and technologies of processing information.
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Using Fuzzy Models by Systems Engineers
at the Stages of System Lifecycle

V.K. Batovrin and A.S. Korolev

Abstract Authors consider the appliance of fuzzy models for decision making
tasks at the stages of system lifecycle, especially at concept development stage,
where such sort of tasks are more actual. Article demonstrates sample models and
based on them decision-support tools that can be used by system engineers in the
technical systems development projects. Also the example is provided, that shows a
calculation during decision making process at the concept development stage in the
artificial system lifecycle.

Keywords Systems engineering � System lifecycle � Decision making � Fuzzy
inference

1 Introduction

Systems Engineering as a discipline and Lifecycle Approach as an instrument
belong to the systems engineering methodology, that offers a methodological basis
for successful artificial systems, the main criterion for the success of which is to
achieve a balance between interests of all stakeholders [1, 2].

There are more than twenty of system engineering processes, each of which
contains a number of repetitive actions needed to build a system. The iterative
appliance of system engineering process at each stage of the system lifecycle allows
you to reduce the cost of the complete lifecycle, reduce the time of system creation,
as well as achieve other competitive advantages [3, 4].
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System engineer driving system lifecycle makes decisions in the lifecycle
checkpoints. These decisions may be of a different nature, be both more engineering
and management, affect both the design features of a particular module, and the
strategic decision to continue the project [5]. To support decision-making, as well
as other elements of its activities, such as requirements management, system
engineer often uses so-called enabling systems. In this case, decision support
systems (DSS) are applied as enabling systems. There are different types of DSS
designed both for commercial purposes, and freely distributed [6].

Depending on the objectives, DSS can be both general as a shell for making
decisions in different tasks, and specific, aimed at the decision of a concrete
problem.

DSS typically uses a specific mathematical apparatus for implementing a
decision-making procedure embedded in it. Below, we consider a decision-making
procedure in the multi-criteria analysis of alternatives using fuzzy inference model
[7]. The use of fuzzy models in the tasks of decision-making is important for the
activity of system engineers due to the fact that at such stages of the system
lifecycle, as Concept Development stage, much of the factors influencing the
decision are qualitative, and these factors are expressed linguistically using relative
scales.

2 Decision-Making Tasks at the Stages
of Systems Lifecycle

Systems engineering, applied as methodology for development and maintaining of
artificial systems, specifies the process comprising the basic steps for successful
systems development activity based on a balance of interests of all stakeholders.

Found wide application lifecycle approach—one of the main approaches of
Systems Engineering—helps to form the basis of the systems engineering appli-
cation, being a kind of activity model for systems development [8, 9]. A. Kosjakov,
W. Sweet, S. Seymour, S. Biemer describe a typical lifecycle of the system con-
sisted of three main stages: Concept Development, Engineering Development and
Postdevelopment stage [3].

Lifecycle approach supposes that you need to select the appropriate lifecycle
model, to formalize the process at every stage of lifecycle model and manage these
processes. In addition, each stage of the lifecycle can be considered as a separate
project of system development with an output result of a target system in a certain
physical terms (for example, the documentation of technical analysis, design doc-
umentation, layout, prototype, product, etc.). Systems engineering process is used
for the implementation of each such project. Thus, the system engineering process
is repeated within the lifecycle stages with a new specification of the input and
output data for each iteration.
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Let’s consider the system engineering process at the stage of Concept Definition,
which is a sub-stage of Concept Development Stage. This process consists here of
the following four steps: Performance Requirement Analysis, Functional Analysis
and Formulation, Physical definition, Concept Validation [3].

Decisions, being made during the process of Concept Definition, generally relate
to selecting a particular system configuration, and defining the functions performed
by the system. These solutions are becoming essential for the establishment of the
final performance indicators, value and utility of new system. To support such
decisions, the process of trade-offs analysis is applied, which is used also at the next
phases of the system development. At the stage of the Concept Definition the
process of trade-offs analysis affects the following aspects of the system project:

• Objectives of the project.
• Variants of the system architecture.
• High-level functional requirements.
• Performance indicators.
• Interfaces.
• Alternative concepts.
• Anticipated risks.

Well-formed system concept should have the following characteristics [10]:

• Can satisfy the project requirements.
• Clearly define the resource requirements of the project lifecycle.
• Identifies potential environmental effects.
• Defines the criteria for assessing the cost and schedule of the project.
• Determines the appropriate technological solutions.
• Identify, measure and indicates the most likely risks.
• Defines the criteria for success, and evaluation criteria for the next phase.
• Provides traceability of hierarchical requirements and planned work breakdown

structure in the physical architecture at the next stages of lifecycle.

During the trade-offs analyzing at different stages of the system lifecycle it is
advisable to use a special mathematical tool for finding quantitative weight or
acceptability of alternative. At the same time, due to the fact that at the Concept
Development stage a significant portion of the decisions are taken on the basis of
fuzzy parameters, the use of fuzzy models in the decision-making process takes here
the most urgent feature than in later stages of lifecycle.

Below we consider the decision-making example for system concept selection
process, where each input evaluation version of the concept is carried out with the
help of linguistic terms and a logic minimum operation is used for the fuzzy
inference rules convolution.
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3 The Use of Fuzzy Inference to Determine
the System Concept

Suppose there are several alternative system concepts. It is needed to choose one for
the final implementation of the project.

The discussion between the project participants gave the following results of the
linguistic evaluation of alternatives taking into account the balance of the stake-
holders interests:

d1: If the concept is attractive to potential customers, allows to open up significant
market share and profit, then it is satisfactory (meets the basic requirements);
d2: If, in addition, the concept can be realized by a team of organizations-performers
with experience in the implementation of projects like this, then it is more than
satisfactory;
d3: If, in addition to the condition d2, the concept has a high technical and economic
level, including project scope, originality, priority areas, the degree of elaboration,
legal protection and ecological level, then it is flawless;
d4: If the concept has all agreed to d3, except the team of experienced performers,
then it is a very satisfactory;
d5: If the concept is very attractive to consumers, there is a team of experienced
performers for its implementation, but the level of the market competition and the
technical and economic level of the concept do not allow it to take the expected
market share and there is a risk of the lack of the profit, then the concept would still
be satisfactory;
d6: If the concept is not attractive to consumers or cannot be implemented by
existing executive team, then it is unsatisfactory.

The analysis of these fragments gives the five criteria for decision-making:

X1: consumer attractiveness
X2: market share
X3: profit
X4: the presence of a team of experienced performers
X5: the technical and economic level of the concept

We perform the descriptions of the fragments above in the linguistic rules.

d1: F X1 = ATTRACTIVE AND X2 = SIGNIFICANT AND X3 = ACCEPTABLE,
THEN Y = SATISFACTORY
d2: IF X1 = ATTRACTIVE ANDX2 = SIGNIFICANT ANDX3 = ACCEPTABLE
AND X4 = AVAILABLE, THEN Y = MORE THAN SATISFACTORY
d3: IF X1 = ATTRACTIVEANDX2 = SIGNIFICANTANDX3 = ACCEPTABLE
AND X4 = AVAILABLE AND X5 = HIGH, THEN Y = PERFECT
d4: IF X1 = ATTRACTIVEANDX2 = SIGNIFICANTANDX3 = ACCEPTABLE
AND X5 = HIGH, THEN Y = VERY SATISFACTORY
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d5: IF X1 = ATTRACTIVE AND X2 = NOT SIGNIFICANT AND X3 = NOT
ACCEPTABLE AND X4 = AVAILABLE, THEN Y = SATISFACTORY
d6: IF X1 = NOT ATTRACTIVE AND X4 = NOT AVAILABLE, THEN
Y = UNSATISFACTORY

The variable Y defined on the set J ¼ f0; 0; 1; 0; 2 � � � 1g
Define the following membership functions for linguistic variables.
SATISFACTORY (S):

lSðxÞ ¼ x; x 2 J ð1Þ

MORE THAN SATISFACTORY (MS):

lMSðxÞ ¼
ffiffiffiffiffi
x3

p
; x 2 J ð2Þ

PERFECT (P):

lPðxÞ ¼ 1; if x ¼ 1
0; if x 6¼ 1

�
ð3Þ

VERY SATISFACTORY (VS):

lVSðxÞ ¼ x2; x 2 J ð4Þ

UNSATISFACTORY (US):

lUSðxÞ ¼ 1� x; x 2 J ð5Þ

The choice is made of the three concepts K ¼ k1;f k2; k3g
There are next concepts valuations.
“Attractive concept for consumers” A ¼ 0; 8=k1;f 0; 6=k2; 0; 3=k3g
“The concept is able to take a large share of the market” B ¼ 0; 7=k1;f

0; 7=k2; 0; 5=k3g
“The concept that clearly profitable” C ¼ 0; 6=k1;f 0; 4=k2; 0; 9=k3g
“The concept, which can be fully implemented existing executive team in a short

time” D ¼ 0=k1;f 0; 3=k2; 0; 8=k3g
“The concept has a high technical and economic level” E ¼ 0; 3=k1;f

0; 4=k2; 0; 7=k3g
Thereafter, the fragments of knowledge take the following form:

d1: IF X = A, AND B, AND C, THEN Y = S
d2: IF X = A, AND B, AND C, AND D, THEN Y = MS
d3: IF X = A, AND B, AND C, AND D, AND E,
THEN Y = P
d4: IF X = A, AND B, AND C, AND E, THEN Y = VS
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d5: IF X = VERY A, AND NOT B, AND NOT C, AND D, THEN Y = S
d6: IF X = NOT A, AND NOT D, THEN Y = US

We translate these operations according to the following rule intersection of
fuzzy sets:

lAiðvÞ ¼ min
v2V

ðlAi1ðu1Þ; lAi2ðu2Þ; . . .; lAipðupÞÞ; ð6Þ

where, V ¼ U1 � U2 � . . .� Up, v ¼ ðu1; u2; . . .upÞ, lAijðujÞ—degree of member-
ship of ui in fuzzy set Aij.

The following results will be achieved.
For d1:

lM1ðkÞ ¼ minðlAðkÞ; lBðkÞ; lCðkÞÞ
M1 ¼ f0; 6=k1; 0; 4=k2; 0; 3=k3g

For d2:

lM2ðkÞ ¼ minðlAðkÞ; lBðkÞ; lCðkÞ; lDðkÞÞ
M2 ¼ f0=k1; 0; 3=k2; 0; 3=k3g

For d3:

lM3ðkÞ ¼ minðlAðkÞ; lBðkÞ; lCðkÞ; lDðkÞ; lEðkÞÞ
M3 ¼ f0=k1; 0; 3=k2; 0; 3=k3g

For d4:

lM4ðkÞ ¼ minðlAðkÞ; lBðkÞ; lCðkÞ; lEðkÞÞ
M4 ¼ f0; 3=k1; 0; 4=k2; 0; 3=k3g

For d5:

lM5ðkÞ ¼ minðlA2ðkÞ; 1� lBðkÞ; 1� lCðkÞ; lDðkÞÞ
M5 ¼ f0=k1; 0; 3=k2; 0; 1=k3g

For d6:

lM6ðkÞ ¼ minð1� lAðkÞ; 1� lDðkÞÞ
M6 ¼ f0; 2=k1; 0; 4=k2; 0; 2=k3g
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Thus:

d1: IF X = M1, THEN Y = S
d2: IF X = M2, THEN Y = MS
d3: IF X = M3, THEN Y = P
d4: IF X = M4, THEN Y = VS
d5: IF X = M5, THEN Y = S
d6: IF X = M6, THEN Y = US

We use the following rule:

lDðw; iÞ ¼ min
w2W

ðlHjðw; iÞÞ; j ¼ 1; q ð7Þ

for conversion of implication « IF X = M, THEN Y = Q » in the expression
lDðk; iÞ ¼ minð1; 1� lMðkÞþ lQðkÞÞ for each pair ðk; iÞ 2 U � J.

lQðkÞ is calculated using the corresponding function (1)–(5).
We get the following fuzzy subsets of U � J.

D1:

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1

k1 0,4 0,5 0,6 0,7 0,8 0,9 1 1 1 1 1

k2 0,6 0,7 0,8 0,9 1 1 1 1 1 1 1

k3 0,7 0,8 0,9 1 1 1 1 1 1 1 1

D2:

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1

k1 1 1 1 1 1 1 1 1 1 1 1

k2 0,7 0,73 0,79 0,86 0,95 1 1 1 1 1 1

k3 0,7 0,73 0,79 0,86 0,95 1 1 1 1 1 1

D3:

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1

k1 1 1 1 1 1 1 1 1 1 1 1

k2 0,7 0,7 0,7 0,7 0,7 0,7 0,7 0,7 0,7 0,7 1

k3 0,7 0,7 0,7 0,7 0,7 0,7 0,7 0,7 0,7 0,7 1
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D4:

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1

k1 0,7 0,71 0,74 0,79 0,86 0,95 1 1 1 1 1

k2 0,6 0,61 0,64 0,69 0,76 0,85 0,96 1 1 1 1

k3 0,7 0,71 0,74 0,79 0,86 0,95 1 1 1 1 1

D5:

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1

k1 1 1 1 1 1 1 1 1 1 1 1

k2 0,7 0,8 0,9 1 1 1 1 1 1 1 1

k3 0,9 1 1 1 1 1 1 1 1 1 1

D6:

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1

k1 1 1 1 1 1 1 1 1 1 0,9 0,8

k2 1 1 1 1 1 1 1 0,9 0,8 0,7 0,6

k3 1 1 1 1 1 1 1 1 1 0,9 0,8

For general functional solution perform intersection operation: D ¼
D1 \D2 \D3 \D4 \D5 \D6; or

D:

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1

k1 0,4 0,5 0,6 0,7 0,8 0,9 1 1 1 0,9 0,8

k2 0,6 0,61 0,64 0,69 0,7 0,7 0,7 0,7 0,7 0,7 0,6

k3 0,7 0,7 0,7 0,7 0,7 0,7 0,7 0,7 0,7 0,7 0,8

To calculate the sufficiency of each alternative the composite output rule in fuzzy
environment will be applied:Eh ¼ Gh � D, where Eh—the degree of alternative h
satisfaction, Gh—view of alternative h as a fuzzy subsets K, D—functional
solution.

Thus lEhðiÞ ¼ max
k2K

ðminðlGhðkÞ; lDhðk; iÞÞÞ. In this cause lGhðkÞ ¼ 0, with

k 6¼ kh, lGhðkÞ ¼ 1, with k ¼ kh. So lEhðiÞ ¼ lDðkh; iÞ. With the other words, Eh is
the row h in a matrix D.

Now we apply the comparison procedure to the fuzzy subsets E1, E2, E3 in the
unit interval for the best solutions.
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For the first alternative

E1 ¼ 0; 4=0; 0; 5=0; 1; 0; 6=0; 2; 0; 7=0; 3; 0; 8=0; 4; 0; 9=0; 5; 1=0; 6; 1=0; 7; 1=0; 8; 0; 9=0; 9; 0; 8=1f g

Now we should evaluate the tier sets Eja. Their capacity MðEjaÞ is calculated
from the formula:

MðEjaÞ ¼
Xn
i¼1

xi
n

where

0� a� 0; 4; da ¼ 0; 4

E1a ¼ f0; 0; 1; 0; 2; 0; 3; 0; 4; 0; 5; 0; 6; 0; 7; 0; 8; 0; 9; 1g; g
MðEjaÞ ¼ 0; 5

0; 4\a� 0; 5; da ¼ 0; 1

E1a ¼ f0; 1; 0; 2; 0; 3; 0; 4; 0; 5; 0; 6; 0; 7; 0; 8; 0; 9; 1g;
MðEjaÞ ¼ 0; 55

0; 5\a� 0; 6; da ¼ 0; 1

E1a ¼ f0; 2; 0; 3; 0; 4; 0; 5; 0; 6; 0; 7; 0; 8; 0; 9; 1g;
MðEjaÞ ¼ 0; 6

0; 6\a� 0; 7; da ¼ 0; 1

E1a ¼ f0; 3; 0; 4; 0; 5; 0; 6; 0; 7; 0; 8; 0; 9; 1g;
MðEjaÞ ¼ 0; 65

0; 7\a� 0; 8; da ¼ 0; 1

E1a ¼ f0; 4; 0; 5; 0; 6; 0; 7; 0; 8; 0; 9; 1g;
MðEjaÞ ¼ 0; 7

0; 8\a� 0; 9; da ¼ 0; 1

E1a ¼ f0; 5; 0; 6; 0; 7; 0; 8; 0; 9g;
MðEjaÞ ¼ 0; 7

0; 9\a� 1; da ¼ 0; 1

E1a ¼ f0; 6; 0; 7; 0; 8g;MðEjaÞ ¼ 0; 7

Calculate a point estimation of E1 from the formula:

FðE1Þ ¼ 1
amax

Zamax

0

MðE1aÞda ¼ 1
1

Z1

0

MðE1aÞda

FðE1Þ ¼ 1=1ð0; 5 � 0; 4þ 0; 55 � 0; 1þ 0; 6 � 0; þ 0; 65 � 0; 1þ 0; 7 � 0; 1þ 0; 7 � 0; 1þ 0; 7 � 0; 1Þ
FðE1Þ ¼ 0:59
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For the second alternative:

0� a� 0; 6; da ¼ 0; 6

E2a ¼ f0; 0; 1; 0; 2; 0; 3; 0; 4; 0; 5; 0; 6; 0; 7; 0; 8; 0; 9; 1g;
MðEjaÞ ¼ 0; 5

0; 6\a� 0; 61; da ¼ 0; 01

E2a ¼ f0; 1; 0; 2; 0; 3; 0; 4; 0; 5; 0; 6; 0; 7; 0; 8; 0; 9g;
MðEjaÞ ¼ 0; 45

0; 61\a� 0; 64; da ¼ 0; 03

E2a ¼ f0; 2; 0; 3; 0; 4; 0; 5; 0; 6; 0; 7; 0; 8; 0; 9; 1g;
MðEjaÞ ¼ 0; 6

0; 64\a� 0; 69; da ¼ 0; 05

E2a ¼ f0; 3; 0; 4; 0; 5; 0; 6; 0; 7; 0; 8; 0; 9; 1g;
MðEjaÞ ¼ 0; 65

0; 69\a� 0; 7; da ¼ 0; 01

E2a ¼ f0; 4; 0; 5; 0; 6; 0; 7; 0; 8; 0; 9; 1g;
MðEjaÞ ¼ 0; 7

Point estimation:

FðE2Þ ¼ 1=0; 7ð0; 5 � 0; 6þ 0; 45 � 0; 01þ 0; 6 � 0; 03þ 0; 65 � 0; 05þ 0; 7
� 0; 01Þ¼ 0; 52

For the third alternative:

0� a� 0; 7; da ¼ 0; 7

E3a ¼ f0; 0; 1; 0; 2; 0; 3; 0; 4; 0; 5; 0; 6; 0; 7; 0; 8; 0; 9; 1g;
MðEjaÞ ¼ 0; 5

0; 7\a� 0; 8; da ¼ 0; 1

E3a ¼ f1g;
MðEjaÞ ¼ 1

Point estimation:

FðE3Þ ¼ 1=0; 8ð0; 5 � 0; 7þ 1 � 0; 1Þ¼ 0:56

According to the calculations the first concept is considered to be the best with
point estimation of 0.59.
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4 The Results of the Method Application for the Future
Project Strategy Determination

Domestic company engaged in the development of a unique portable device -
gamma-ray detector for cancer diagnosing. It is assumed that the detector has better
technical features and has a lower price in comparison with foreign devices. It
should be marked that the detector prototype - wire device, based on silicon pho-
tomultiplier, is already developed and can be considered as a previous system.
There are several options for the further project implementation of the device
development:

1. Finalize the existing version of the device based on silicon photomultiplier to
the production version.

2. Develop a wire locator based on semiconductor crystal CZT, which has better
performance than its predecessor.

3. Develop a wireless locator based on semiconductor crystal CZT.

We performed an analysis of the above trade-offs applying the method of fuzzy
inference and can offer the most efficient version of the project.

Based on the criteria’s analysis: attractiveness for consumers, market share,
profit, the availability of a team of experienced performers, technical and economic
level of the concept, there were got the following values of the point estimations: F
(E1) = 0.63, F(E2) = 0.47, F(E3) = 0.75. Note that in this case, despite the fact that
the cost of the latest version implementation is greatest, which is reflected in a lower
level of the project feasibility, a maximum score of alternative is achieved by a
higher market share.

According to the calculations the third concept with the point estimation of 0.75
should be considered as the most suitable. Thus, it is more profitable to start the
implementation of the wireless device based on a semiconductor crystal CZT for
the company.

5 Conclusions

The article shows the location of decision-making problems in the system engi-
neering process at the stages of system lifecycle. We tried to demonstrate the
opportunities of fuzzy inference model application in the trade-offs analysis at the
Concept Development stage of artificial system lifecycle. It is also demonstrated
how such models and decision-support tools based on them can be used by a system
engineer in R&D projects of technical systems in the hi tech sectors of the econ-
omy. In particular, as an example of the R&D project a portable gamma-ray
detector for cancer diagnosis was taken, and with the help of the trade-offs analysis
it was carried out the selection of the most appropriate device concept that allowed
to move to the next stage of lifecycle—Engineering Development.

Using Fuzzy Models by Systems Engineers … 219



References

1. INCOSE Systems Engineering Handbook v. 3.2.1/INCOSE–TP–2003–002—03.2.1/Jan 2011
2. Blanchard, B.S.: System Engineering Management, p. 560. Wiley (2008)
3. Kosjakov, A., Sweet, W., Seymour, S., Biemer, S.: Systems Engineering. Principles and

Practice, 2nd edn., p. 528. Wiley (2011)
4. Korolev, A.S.: Providing iterative development throughout the complex technical systems life

cycle. Control Systems and Information Technology, №1.1(55), pp. 160–164. The Scientific
Book publishing house, Moscow-Voronezh (2014)

5. Kozevnikov, D.E., Korolev A.S., Sazonov, B.V.: Competency profile and role of systems
engineer in lifecycle management process for nuclear object. The Materials of Forth Research
and Practice Conference Actuals Problems of Systems and Program Engineering, pp. 76–84.
Higher School of Economics, Moscow (2015)

6. Korolev A.S., Alexandrov V.S.: Instrumental support for complex technical systems life cycle
management. Control Systems and Information Technology, №2.1(52), pp. 137–144. The
Scientific Book publishing house, Moscow-Voronezh (2013)

7. Borisov, A.N., Krumberg, O.A., Fedorov, I.P.: Decision-making Based on Fuzzy Models:
Examples of Application, p. 184. Riga, Znanie (1990)

8. ISO/IEC TR 24748: Systems and software engineering—Guide to Life Cycle Management
9. ISO/IEC 15288: Systems and software engineering—System life cycle processes
10. Chapman, W.L., Bahill, A.T., Wymore, W.A.: Engineering Modeling and Design. CRC Press

Inc., Boca Raton, FL (1992). Chapters 5 and 6

220 V.K. Batovrin and A.S. Korolev



The Features of Generations of Solutions
by Intellectual Information Systems

Stanislav Belyakov, Marina Belyakova, Alexander Bozhenyuk
and Igor Rozenberg

Abstract The paper analyzes the characteristics of the informational support of
decision-making by geographic information systems. The problem of the accu-
mulation of experience and the use of decision-making in the previously observed
situations is analyzed. The situations are spatiotemporal and they can be described
by maps. The main objective of the research is development of the data model that
provides the upgrade of reliability of decision-making on the basis of experience.
The peculiarity of the model of the experience proposed by the authors is its
description by a set of transformations. The concept of the image of the situation
which has a center and a neighborhood is introduced. The allowed transformations
of situations and solutions are determining in the description of decisions and the
conditions of their making. The coordinates in the feature space are not deter-
mining. With such an approach traditionally used precedent analysis gets a pecu-
liarity associated with the logic of determining the similarity of situations. The
information model of precedents’ image and the problem of actualization of the
image in the process of searching for solutions are described in the paper. The
example of figurative representation of the experience for the implementation of the
logistics project is given in the paper.

Keywords Geographic information systems � Case analysis � Figurative
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1 Introduction

Geographic information systems (GIS) are widely used in the systems of
decision-making as facilities of time-space data processing [1–4]. An important
advantage of GIS is the rendering engine, which gives a special opportunity of
real-world situations’ analysis. Using geo-information services, specialists of dif-
ferent application areas get spatial data and cartographic images of data. It stimu-
lates their professional intellectual activity.

The map databases are extensive knowledge of events and phenomena of the real
world. At the same time, this knowledge is not enough, when decisions must be
made in specific situations. The dynamism of the real world and the incompleteness
of knowledge does not allow to construct reliable solutions of problem situations.
Despite the rich arsenal of software tools of spatial and statistical analysis [1], it is
not possible to make compensation for the uncertainty of the environment’s state
characterization. For this reason, the usage of the experience of decision-making is
more important.

An important feature of the presentation and usage of knowledge in the GIS is
the ability of their visualization. Visualization allows you to simulate creative
thinking [5]. Knowledge representation by iconic image-mapping models and the
use of knowledge by their specific comparison can be considered as the imple-
mentation of the conceptual semantics principles [5]. The features of the procedure
for constructing intelligent GIS solutions using figurative representation of
decision-making experience are analyzed in this paper.

2 The Conceptual Model of Decision-Making Experience

The concept of decision-making experience representation can be selected in dif-
ferent ways, based on the mode of the intellectual system’s usage [2, 3]. The
systems operate in mode of precedent analysis in many circumstances [4].
Case-analysis [6] is based on superficial knowledge, limited description of the
characteristic features of objects or phenomena. The process of finding the solution
is finding previously observed similar precedent in the knowledge base and the
adaptation of decision to the concerned precedent. Using the analogy, as known,
gives probable but no reliable conclusions [7]. In an effort to improve the accuracy,
we can intellectualize as follows.

Supposing that DðsÞ there is a dependency that is used for generation solutions
for a given set of environmental parameters s. If you have experience in
decision-making d0 ¼ Dðs0Þ with the parameter values s0, the spreading of this
experience to the problematic situation sp with the parameters means obtaining the
decision dp ¼ DðspÞ. The condition of the positive effect of usage of the solution
dp in a problem situation is the inequality:
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WðdpÞ � Wðd0Þ ð1Þ

where W is the criterion of solutions’ quality. It is obvious that the applicability of
the solution dp—only a hypothesis, the accuracy of which is higher, sp and s0
closer. This follows from the continuity property of the real world. If

jsp � s0 j ! 0;

inequality (1) becomes valid equality. It is observed in the surroundings sp where

D0ðspÞ ¼ D0ðs0Þ ¼ 0 ð2Þ

as it ensures no solutions’ quality loss.
As the dependence DðsÞ is not known, the Eq. (2) can be regarded as a con-

ceptual basis for knowledge representation, which is the accumulation of knowl-
edge about deviations (transformations) of situations’ parameters and solutions. The
knowledge of variations is an opportunity to construct a fair solution DðsÞ in a
neighborhood D s of place s with a probability of

X

sk2D s

PðDðskÞÞ [ 0;

where as the absence of such knowledge is

8sk 2 D s : PðDðskÞÞ ¼ 0:

The condition (2) can be regarded as a formal basis for the concept of knowledge
representation in the form of the transformation of situations. Reflection of the
happened events and analysis of the decisions taken are the experience of mental
activity. This experience has a high value.

Let us call the character of precedent information structure that reflects the
experience of mental activity that occurs during the analysis of the essence of
precedent. Conceptual model of the precedent Ip includes two components [8]

Ip ¼ \Is; Id [ ;

the first of which (Is) is the image of the situation, the second (Id)—the image of
solutions.

The image of the situation Is is a set of admissible transformations of the situ-
ation, the transformation does not change the essence of the situation and the
decision-making. The image describes a class of situations that are identical in
meaning with the observed singular situation. Possible conversions of the specific
situation always contain a generalization. It is arguable that the fragment of “picture
of the world” is laid in the image of the precedent. The “picture of the world” is
very essential for getting a reliable solution.
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The image of the solution is a set of admissible transformations of solution Id , it
preserves its essence. The image of solutions sets a class of solutions, each of which
is applicable to essentially identical situations Is. Any decision of the class is a
certain “reasonable” reliable solution.

Images of situations and solutions can be visualized in the GIS. This feature
plays an important part in the described approach. Cartographic representation of
transformation of point locations, trajectories, zones of placement and zones of
influence are point, line and area objects of the map. Reflecting the transformation
of the specific situation, the expert transfers the knowledge to the map. The rep-
resentation of knowledge gets metric properties, which allow you to estimate the
position, the shape and the size of transformations.

3 The Internal Structure of the Images and the Modeling
of Visual Thinking

Using the ideas of conceptual semantics [5], let us consider the process of gener-
ation of solutions as the comparison of images. This operation simulates visual
thinking. Technical implementation of the operation requires the definition of the
metric [9]. The metric of the distance between the images NðI1; I2Þ should be built
to take into account the subjectivity of experts’ visual thinking. Subjectivism
appears, on the one hand, in the individual interpretation of the present situation, on
the other hand, it appears in the estimation of its modifications in the future. For this
we represent the substructure of the image in the form of

Is ¼ \c; HðcÞ[ ;

where c is the center of the image HðcÞ ¼ fh1ðcÞ; h2ðcÞ; . . .; hMðcÞg is the set of
its transformations. The center is the real situation that served as the basis for the
inception of the image. Let us explain this through the example. Figure 1 shows a
precedent of moving a cargo from the point A to the point B. This precedent creates
the image of the matter of moving goods from the one area of the village to the
other (Fig. 2). The areas reflect the possible locations of points A and B, the points
does not affect the selected path and possibly the method of transportation.

The center of the image is a pair of points A and B with the description of the
goods and the method of its transportation.

Figure 3 illustrates the image of solution. It includes a center—the trajectory AB
—and possible conversions of trajectory. The transformations are shown by dotted
lines.

There are the factors that influence on the form of metric NðI1; I2Þ:
1. The relative position of boundaries and centers of conversions;
2. The degree of generality of conversions’ fields.
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The first factor is considered by using the proposed classification. Figure 4
shows the diagrams of the mutual arrangement of the pair of images. Ovals mean
the areas of transformation, points inside ovals are the images’ centers. The classes
of topological relations arising during the comparison are labeled by Niði ¼ 0; 5Þ.
The analysis of practical cases showed that the location of the centers of the images
towards the intersection of transformations’ areas is greatly influences on the
subjective conclusion about the proximity of the situations. The distance between
the centers is not important. The region of the intersection in which these centers are
located is important. Class N0 corresponds to the comparison of images without

Fig. 1 The example of the precedent of moving goods

Fig. 2 The example of the
precedent of moving goods

Fig. 3 Shows the image of
decision of the precedent
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common variants of conversions. Class N1—the presence of common changes that
are not confirmed by practice so any of the centers is not included in them. The
class N5 includes a situation in which the conversion of one of the images is
included in the conversion of another, and this is confirmed by the experience: the
centers of the images are placed in the area of the intersection. It concluded that
preferences when choosing the next image to the stated one would be described by
the expression

N0 � N1 � N2 � N3 � N4 � N5

Thus, the proposed classification of topological relationships allows realizing a
“reasonable” procedure of the assessment of vicinity.

The presence of the intersection regions in the analysis of changes suggests that
there is some similarity of possible changes in the situation. The characterization of
the degree of similarity of the transformation hi of two images I1 and I2 is expressed
by the formula

a ¼ 2SðhðI1Þi \ hðI1Þi Þ
SðhðI1Þi Þ þ SðhðI2Þi Þ

;

where SðxÞ is the area of the field x. The value a ¼ 1 holds in case of the coin-
cidence of possible transformation, a ¼ 0 otherwise.

Comparative examples of situations for the determined problem is shown in
Fig. 5. The proximity of the image I1 is compared for a pair of points (A, B) with
the images I2 for a pair of points (C, D) and I3 for a pair of points (E, F). The image
I1 is closer to the image I3 although the centers A and C are located closer and the
degree of generality a12 [ a13, because the relative location I1 and I3 is classified
as a more preferable one.

Comparison of images of situations results in getting an image of solution. The
center of image is practically tested solution. The example is shown in Fig. 3. The
specific solution can be generated in several ways. In the simplest case, the solution
is any transformation of the center of image. The result is reliable, as it is inferred
from the generalized knowledge of possible solutions. However, the level of

Fig. 4 The classes of the mutual position of the images
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confidence of solution can be increased because the mapping basis cannot represent
the real world at the time of analysis. The experience of reflection of expert about
the situation cannot give an accurate forecast of the state of the environment. The
reliability of the solution can be enhanced if the rapid mapping of the area of the
problem situation is done. A comparison of the solutions with the state of the real
world and the assessment of the feasibility of the solution is an independent task of
intellectual GIS.

4 Conclusion

The analyzed graphic model of solutions’ generation uses a special form of
knowledge representation in the form of admissible transformations of situations
and solutions. The purpose of the transition to this form of knowledge is the desire
for a higher level of confidence of solutions generated by the intelligent system. The
reliability is provided by the different quality of knowledge. Instead of sets of
parameters of the observed situation the experience of reflecting on the situation is
fixed. At the same time the real fact in not ignored; it becomes a key element of the
image emerged. Using the key element has its own specifics, it reflects the psy-
chology of creative thinking. The relative position of the centers and borders of
transformation underlies the logic of matching images.

Analyzing the process of case analysis in relation to the processing of images, it
can be concluded that the conservation of solutions generated in the process of case
analysis is not appropriate. It is known that the accumulation of precedents is the
implementation of training via examples. This mechanism does not involve such
training. The main thing is the sense of situations and solutions expressed in
admissible transformations.

Acknowledgments This work was supported by the Russian Foundation for Basic Research,
Projects № 15-01-00149a, № 15-07-00185a.

Fig. 5 The example of
comparison of the situations
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Decision Assessment in Automated Design
Intelligent Systems

Georgy Burdo and Boris Paliukh

Abstract The paper discusses the principles behind forming criteria systems for
selecting intermediate decisions in automated design and control intelligent systems
built on the design process decomposition principle. The decision assessment at the
upper levels of design process decomposition is known to be complicated because
of the implicit connection of the decision structure and parameters with the final
level decision parameters. The article, on the example of the automated systems of
machine-building technological processes design, shows the application of the
method of assessing generalized (conceptual) decisions at the upper levels of the
design process hierarchy by means of quantitative interval criteria. The selection of
candidate decisions at intermediate levels allows dramatic possible decision
reduction at the final level and thus automated design systems efficiency
advancement.

Keywords Automated design systems � Artificial intelligence � Mechanical
engineering � Criterion decision assessment � Design process decomposition

1 Introduction

In intellectual machine-building systems of the automated design (both of the
design and technological orientation) and control it is expedient, for the univer-
salization purpose, to use the design process decomposition principle. The essence
of the principle consists in the hierarchical design process creation to ensure gradual
specification of the synthesized decision structure and parameters. However, such
approach realization is complicated by the decision variance at the decomposition
intermediate levels, and, as a result, by the need to assess a considerable number of
the synthesized decisions at the lowest level with a parametrical objective. Given
the decision variance at every design process decomposition level, it is required, at
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its final level, to analyze a large number of final variants using parametric criteria.
To limit unpromising decisions at the upper levels of design process decomposition
in the automated mode is very difficult due to the lack of obvious connections
between the structure and the parameters of the technical decision of the upper
levels of the design process hierarchy (conceptual solutions) and the parameters of
the objective. This fact leads to longer cycles of production design and techno-
logical preparation and to its quality decrease, as well as postpones the terms of new
high technology engineering product launch. Therefore, in our opinion, this work is
essential for mechanical engineering.

2 The Criteria of Decision Assessment at the Design
Process Decomposition Levels

2.1 The Principles of Criteria Systems Formation

The criteria system at the intermediate design process (PP) decomposition levels in
the CAM and CAD systems with artificial intelligence (II) elements is a necessary
condition for selecting intermediate appropriate options [1, 2]. The criteria precision
degree when proceeding to the next levels should increase, which allows
object-oriented approaching the optimal overall decision. To improve the efficiency
of the decision search procedures, several variants are chosen at each level as there is
no mathematical proof of the fact that an optimal decision at the upper levels ensures
the global optimum in general. The necessity to choose several decisions is also
caused by criteria roughness. Therefore, the intervals of criteria values are chosen so
that, on the one hand, not to increase the number of the options detailed further on,
and on the other hand, not to lose the best decision, or a decision close to it.

The principles defining criteria formation were formulated:

1. Complexity: taking into account the major factors as well as these factors and
the general task decision results interference.

2. The criteria must have the numerical appearance to allow revealing the con-
nection of the common decision parameters and the decomposition level crite-
rion value. The criterion must be sensitive towards the designed project
(PO) change and must be proportional, that is, the increase in criteria intervals
has to entail the increase in the object parameter intervals.

3. The criteria must reflect all PP levels, the main structural, parametrical and
system PO properties at the levels and be modified in case of changes in the
requirement specification.

4. The ultimate goal achievement and hierarchy principle: the subordination of
intermediate criteria to the global criterion, the objective, that is, the consider-
ation of level criteria as a single hierarchical system.
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5. The criteria semantic content must correspond to the semantic contents of the
decision of the level, which simplifies the designing control.

6. The criteria at the levels must provide decisions in gradually narrowing search
spaces.

2.2 The Criteria of Intermediate Decision Assessment
in Technological Process CAD

The enlarged scheme level. Most often at the first level of technological processe
(TPr) design, during the enlarged scheme synthesis, the following criteria are used:
the minima of production cost, Ct ! min; of total costs, Cp ! min; execution
time, top ! min; the maximum of cutting technological productivity, Kt ! max.
The criteria take into account the knowledge of parameters of the transitions syn-
thesized at the final level. The use of crude data reduces accuracy. The main
disadvantages are: no connection of the criteria and the actual condition in
equipment loading technological divisions (TP); implicit connection of the criteria
with the decision parameters: surfaces and details processing routes, etc. Taking
into consideration that a bar stock choice in multiproduct production conditions is
often limited by various profiled rollings, and processing stages allow only partial
shift, the main criterion control parameter is surface processing routes
(MOP) depending on a bar stock type and the reflecting peculiarities of stages
structure (heat treatment type and place, procuring stage availability, etc.).
Therefore MOP parts can be sufficiently objective assessment of the decision level.

Let us consider some characteristics—the power of the surfaces processing
generalized route MO ¼ S

MOPi ¼
S

PERif gj, where i is the processed surface
number, j is the transition serial number; and the power of processing routes
crossing is Mp ¼

T
MOPi ¼

T
PERif g. Let us estimate the MO and Mp sets

according to the system transition parameter, that is, to a type of processing (a
method of process impact). The number of elements in the sets is NO=Np, let us find
their ratio Kp ¼ NO=Np and analyze it.

The NO=Np increase corresponds to the use of a larger number of different
methods, and determines the TPr operation differentiation, the increase of the
equipment setups and readjustments number, the charging of a larger number of
machines. NO=Np reduction promotes the processing concentration due to the
reduction of its various techniques, the reduction of the operation number, etc., as
well as reflects the degree of technology standardization at an enterprise.

Let us estimate theMO andMp sets according to the system characteristic, that is,
to the type of a tool used (the number of elements in the Nl

o and Nl
p sets). The

Ki ¼ Nl
o

.
Nl
p ratio directly characterizes the tendency towards the increase (de-

crease) of the number of tools used and their cost, and indirectly characterizes the
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aspects mentioned above for TPr. The ratio characterizes the structural TPr com-
ponents and corresponds to its level.

Let us consider the value, having designated it as Ktp, the coefficient of a TP
condition:

Ktp ¼ ZT=0; 85ð Þm1 ;

where Zт is a given load according to the types of equipment applied for the MO

transition set realization, ZT ¼ Pn
Zpi; Zpi is a given load of the ith machine type,

n is their quantity; 0,85 is the standard load recommended for the enterprises of the
mentioned type of scheduled works production; m is an exponent. A load is taken
into account only for the limiting types of equipment. To take into account the
impact of each type processing amount Zpi is calculated according to the formula

ZP i ¼ Zipið Þ=p;

where Zi is the actual load of the ith machine type at the present moment; pi is the
number of transitions carried out at this machine type; p is their total number by detail.

Ktp takes into account the equipment load by volume, characterizes the TPr
readiness to work; the greater is its value, the more differentiated TPr is to be (in
order to ensure uniform equipment loading and bottleneck prevention).

Let us consider the Kp and ð1=KtpÞ product, having designated it as K1
1

K1
1 ¼ [MOPi=MOPið Þ � 1=KTPð Þ ¼ No=Np

� � � 1=ðZT=0; 85Þm1ð Þ:

K1
1 reflects TPr structure by processing methods, takes into account the expected

distribution of these methods by machines, the change of the equipment load, which
allows using it as a criterion. Let us consider K1

2 ¼ Ki � ð1=KtpÞ ¼
N1
o=N

1
p

� �
� 1=ðZT=0; 85Þm1ð Þ. K1

1 describes the TPr structure in terms of the tool

and the impact on the load by many foreseen transitions, i.e. it has a complex
character, but is more clearly connected to costs than K1

1 Therefore, the first cri-
terion, K1

1 ¼ E1
1, should be used, if a TPr objective is the productivity maximum,

Q → max, and the second one, K1
2 ¼ E1

2, should be used when a TPr objective is a
prime cost minimum, C → min:

K1min � E1
1 � K1max;

K2min � E1
2 � K2max:

If the criterion is the minimum cycle of detail manufacturing, Tz ! min, it
suggests TPr differentiation into operations and parallel-sequential detail processing
at working places. In this case the actual TP load is not taken into attention
(Ktp ¼ 1), and K1

1 is shifted towards larger values; therefore the criterion is E1
3 ¼

Kp and K3min � E1
3 � K3max:
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The values of dimensionless criteria K1max, K2max, K1min, K2min, K3max, K3min are
determined on the basis of expert evaluations, and refined during the working
process. Their values are not given because of the limited amount of work.

The routing technology level. At the routing technology level, the following
criteria are applied: operation performance maximum, Qop ! max, reduced costs
minimum, Cp ! min, technology prime cost minimum, Cp ! min, and labour
content minimum (the time calculated by detail), t ! min. The criteria are
approximate, as there are no exact parameters that allow calculating them, and there
is no obvious correlation between these parameters and TPr structure and the
criteria.

Let us consider the Ko ¼ k=q ratio, where k is the number of operations in a
route, q is number of machining stages. The Ko increase leads to TPr differentiation,
the Ko reduction, to concentration, that is, it characterizes the main structural TPr
components, and its productivity.

Let us consider the formula Kd ¼ Lp=Ld
� �m2 ; where Ld is the optimum pro-

duction run quantity defining TPr differentiation; Lp is the actual production run
quantity. With the increase in the Lp lot it is advisable to increase TPr differenti-
ation, and vice versa. At this level the machines group within a type are already
specified, therefore let us introduce the value K2

tp ¼ Zg
�
0; 85

� �m1 , where Zg is the

given load by equipment groups within a type, are the given load
of the ith group, Zgpi ¼ Zipi=p; Zi is the actual load of the ith machine group.

Let us consider K2
1 ¼ K0 � 1=K2

tp

� �
. The K2

1 value reflects the designed

technology structure and the TPr condition. Therefore K2
1 ¼ k

q � 1
.

Zg
���

0; 85Þm1Þ can be used as criterion for E2
1 ; if a TPr objective Q → max (the index

above means the level): K2
1min \E2

1 \K2
1max:

Let us analyze K2
2 ¼ E2

2 ¼ Ko 1� K2
tpKd

� �� �
. Kd takes into account the

economic aspect of the technology.
Then, with K2

1min ¼ K2
2min, and Lp \ Ld (Kd < 1), maintaining of the

K2
2minK

2
2min \E2

2 \K2
2max relations leads to Ko reduction, that is, to the processing

concentration and vice versa. The criterion is effective when a TPr objective
C → min. In accordance with the said above, with a TPr objective Tz !
min; K2

3min \E2
3 \K2

3max; and the criterion K2
3min \E2

3 \K2
3max; but the bound-

aries are shifted toward higher values. The boundary values are defined by the same
reasons as the first level criteria, and take into account the specificity of numerical
program control (CNC) equipment. A choice of the compromise criteria (in the
form of a product) scheme reflecting the principle of a fair relative concession and
saying: “fair is considered the compromise at which the total relative level of the
quality decline of one or several criteria does not surpass the total relative level of
quality improvement according to other criteria”, is caused by the following rea-
sons. Criteria are based on the analysis and comparison of the local criteria change
values which, taking into consideration a compromise, is inevitable. The criteria
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formation according to the fair relative concession principle provides local criteria
level smoothing. It is also important that the method is not sensitive towards the
criteria change scale.

The process technology level. At the level of process technology design it is
usually recommended to use the criteria [3–6] of incomplete piece t0hT; incomplete
auxiliary

P
t0vp time, the prime costs of processing the whole of transitions

P
Cp i:

The wish to find correspondence between the parameters of the global decision
estimated by the objective of Q or C is obvious. However, the absence of the data
on the cutting modes, on the tool used (these are defined later) complicates cal-
culation, or leads to iterative procedures; criteria do not reflect the TPr condition
either.

Let us consider the formula for the incomplete piece time that takes into account
only changeable operation performance timetable for each structure option:

t0hT ¼ P ðlp:x iv
�
SiÞ þ

P ðlx:x jv
�
Vx:xjÞ þ tc:i k

� �
V ; where lp:x i; lx:xj are the

lengths of cutting strokes and non-cutting strokes respectively; Si, Vx:xj are the
values of cutting strokes movement and the non-cutting strokes speed respectively;
tc:i k is the time for the k-th tool change; v is the a variant number, i is a transition
number. The first member in the formula characterizes the main timetable, two
others, the auxiliary one. Let us consider the connection of an equipment type with
the t0hT criterion use possibility. For hand-operated equipment the cutting stroke
length and tool change sequence are defined with the operation structure synthesis,
and non-cutting strokes are randomly defined by a worker, therefore the total length
of cutting strokes will be the only objective criterion. CNC equipment should be
considered according to types. For CNC turning equipment, the cutting strokes
costs assessment is more important since the shortest non-cutting strokes are cho-
sen, their speeds are an order of magnitude bigger than the speed of cutting strokes
movement. Cutting strokes define the tool choice and the time of its change, but,
having in mind its smallness in comparison with processing, the time of its change
can be ignored. For mill-drill-bore CNC machine the situation is different.
Volumetric milling processing is based on the basis of standard contours or with the
software use, and the processing time costs for a given detail are constant. The main
time of surface processing by drilling, boring, reaming, screw cutting, etc. is defined
by the surface length, therefore, these time costs for a given detail are constant. For
this equipment type the structure optimality is defined by the time of transition from
one surface processing to another surface processing.

To account for a TP condition, and having in mind that the equipment model is
defined at this level, we will introduce the KZq ¼ Zq

�
ZTO

� �m3 criterion, where Zq

is the loading of the q-machine from a chosen group; ZTO ¼ P
Zq

�
K is average

loading of K machines of a group. From here, we get the following E3 criteria. For
multiwork machines with the objective Q → max, designating
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8v; q Pm
lp:x iv � KZq

� �
min

¼ E3
1min and

Pm
lp:x iv � KZq

� �
¼ E3

1 ; we have K
3
1 �

E3
1min � E3

1 � E3
1min; where v is an option number; K3

1 is a coefficient, recom-
mended at the first stage to be equal 1,3 … 1,4.

If C → min is used as an objective, then assuming the equipment and tool costs
to be proportional to the cutting stroke lengths, we will receive the total outlay
value:

where Ccq is the cost of machine-hour

of the q-th machine without tool cost; Cil is the cost on the lth tool (l = 1, n), related
to the 1st hour of cutting time; lp:xjl is the jth cutting stroke of the lth tool, j = 1, pi;Pn ðPpi lp:xjÞl ¼ Pm

lp:xiv; n� pi ¼ m is the total cutting stroke number. Designating
8q; lðZqlÞmin ¼ E3

2min; we get the E3
2 criterion: K3

2 � E3
2min �E3

2 �E3
2min: It is

possible to accept K3
2 ¼ K3

1 : If Tz ! min is taken as an objective then equipment

loading is ignored. Designating
Pm

lp:x iv ¼ E3
3 and 8v Pm

lp:x iv

	 

min

¼ E3
3min; we

have K3
3 � E3

3min � E3
3 � E3

3min: K
3
3 can be taken equal to K3

1 ¼ K3
2 : For CNC

turning equipment, the criteria coincide with those of hand-operated machines,

E3
4T ¼ E3

1ðQ ! maxÞ;E3
5T ¼ E3

2ðC ! minÞ;E3
6T ¼ E3

3ðTz ! minÞ:

It is known that for expensive equipment (mill-drill-bore CNC machines)
Q → max and the C → min objective define close operation structure and
parameters, therefore in these cases the E3

7 ¼ E3
8 ¼ t0vp � Kq criterion is expedient

Designating 8v; qðt0vpKqÞmin ¼ E7;8min; we receive K3
3 � E3

7;8min �E3
7;8 �E3

7;8min. If

an objective is Tя → min, then E3
9min ¼ t0vpmin, and E3

9min ¼ t0vpmin:

The transition parameter analysis level. At the level of manufacturing tran-
sition parameter finding the criteria, except for Tz → min, are investigated rather
thoroughly [4, 5, 7–10], including those of multicriteria optimization. We are given
the functional relation of Q and C and the parameters of the execution of operation
and transition (cutting modes, time losses of different types, losses of cash, etc.).
For the right choice shift organization, tool sharpening tool at a given enterprise are
important. In general terms the K4

1 criterion can be presented as follows:

K4
1 ¼ Q ¼ f lp:x i

� �
; PRj

� �
i

� �
; Cj
� �

; tw
� � � K3q ! max;

where PRj
� �

i

� �
is a set of cutting modes parameter at the i-th cutting strokes;

lp:x i
� �

is a set of cutting stroke lengths; Cj
� �

means time losses depending on
PRj

� �
i

� �
; tw is extracyclic losses not depending on PRj

� �
i

� �
. The K4

2 criterion is
then K4

2 ¼ C ¼ f2 lp:x i
� �

; PRj
� �

i

� �
; Ccq
� �

; Cil
� � � K3q ! min:
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If the objective is Tz ! min, then we have to pay attention to the criterion of the
maximum process productivity (cutting productivity), Kpi, at the ith cutting stroke.
Let us note that the criterion use suggests centralized tool sharpening and adjust-
ment, without a worker being distracted. For each transition or cutting stroke K4

3 ¼
Kp; then K4

3 ¼ P
ni � sið Þ�lp:x i� � ! max; where ni, si are a spindle turn number

and feed per revolution respectively. If such an event is not provided, then K4
3 ¼

Q ! max is chosen as a criterion.

2.3 The Procedures of Criteria Application Experience
Accumulation and Generalization

In accordance with the requirements imposed on intelligent systems, criteria have to
be specified on the basis of designing experience. Having in mind that the criteria
presented are functionally dependant on the TPr parameters of the decomposition
level being analyzed, as well as on the process divisions parameters, this require-
ment implementation does not cause difficulties. Let us concretize the process
mechanism. The criteria have to be specified on the basis of simulation modeling
(IM) or assessment of the results received during the process. With IM the fol-
lowing aims are pursued: specifying the criteria boundaries at each level; defining
the number of the options left at each level; establishing each criterion value change
influence on the technical-and-economic indexes value change. The IM procedure
function is

F : E j
i

� �� CXkf g � TElf g ! DE j
i

� �
; TElf g $ DE j

i

� �
, where E j

i

� �
is the

sets of the criteria set; CXkf g is the TPr system characteristics set, TElf g is the TPr
technical-and-economic indexes set (C, Q, Tz); DE j

i

� �
is the criteria change cor-

responding to TElf g: The TPr performance result assessment in a production
system pursues the same aims. Because receiving a number of the actual TE is
complicated, the analysis should be made on the basis of expert TPr quality eval-
uation, comparing that with the criteria value at the design process decomposition
levels [6, 11].

The essence of the algorithm is as follows. 1. Details are grouped together on the
basis of their structural and technological features. 2. For specific details, their
technological decisions and detail parameters determining them (their information
models) are stored. 3. Decisions are evaluated on the basis of their realization in
production. 4. The detail parameter value intervals, defining identical decisions, are
clarified and estimated. 5. Decision and parameter intervals are knowledgebased.
Further on, an engineering decision of any level is chosen by comparing the
parameter values of a new detail to the parameter value intervals in the knowl-
edgebase. CAM system performs parameter intervals accumulation and determi-
nation, while their assessment and generalization are carried out with the
participation of experts.
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3 Conclusions

This approach, reflecting the features of the automated design-engineering pro-
duction preparation in multiproduct mechanical engineering of TPr process control
and management designing has been realized when developing TPr CAD systems
for enterprises of the town of Tver. According to the results of the system trial
operation we can note the sufficient quality of the designed TPr, their compliance to
the objective of production method and conditions.
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Intelligent Decision Support Systems
in the Design of Mobile Micro
Hydropower Plants and Their
Engineering Protection

Denis V. Kasharin

Abstract The article tackles issues related to the creation of an intelligent decision
making system for the design of mobile micro hydroelectric plants and their
engineering protection for a rough terrain and decentralized water and power
facilities of low power consumption. This system is based on multi-criteria opti-
mization and provides the most optimal option to solve the given issue when the
decision maker (DM) cannot choose from a range of project solution options.

Keywords Intelligent decision-making system � Multi-criteria optimization �
Mobile micro hydroelectric plant � Composite materials � Facilities engineering
protection � Decision maker

1 Using Mobile Micro Hydroelectric Plants and Facilities
Engineering Protection Made of Composite Materials

The territory of the Russian Federation which is currently deprived of centralized
water and power supply is estimated at 70 %. Half of the railways are not suffi-
ciently powered and rely on reserve sources for power supply and station water
supply. This is particularly a pressing matter for the mountainous conditions of
North Caucasus region, where landslides damage power lines, water pipes, etc.

That is why, it is necessary to provide reserve decentralized water and power
supply. The most promising option is to use water resources of small mountain
rivers. However, building derivational micro-hydroelectric plants on mountains
involves considerable difficulties associated with dangerous geological and meteo-
rological phenomena, along with the lack of road infrastructure around the con-
struction sites of water intake facilities and pipelines. We have developed a new
solution for small mountain river conditions, namely the mobile micro-hydroelectric
plant (MMHEP) for seasonal activities and engineering protection facilities from
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composite materials. Its advantages over permanent derivational hydropower plants
include: construction without the use of heavy construction equipment, and using
local building materials; reduction in construction costs and improvement in its
reliability through the use of shell structures made of composite materials; repeated
use; less negative impacts on the environment [1–3].

The structural schematics of the MMHEP and engineering protection facilities
specifying non-typical elements and their variations are presented in Fig. 1.

Non-typical elements include:

• Water retaining structures for the Main Hydrounit (MHu) of the MMHEP
(membrane-cabled and soil reinforced dam)) [3];

• Flexible land for derivational pipelines (DP) reinforced with a cable system [2];
• Engineering protection facilities (reinforced soil retaining walls; closed or open

ground-filled structures) [1].

The main elements of these buildings are closed and unclosed shells (membrane)
of composite materials, as well as cabling systems [3].

Mobile microHEP hydroelectric plant and engineering protection facilities

Head hydrunit Derivational pipeline and 
structure

Station unit

Upper basin

Water intake structures

Pipeline facilities

Regulating structures

Engineering protection 
facilities

Water retaining 
structure (membrane-

cable and soil-
reinforced dams)

Anti-filtration device

Siphon outlet

Protection device

Draining system

Flexible part of 
derivational pipeline

Hard part of the 
pipeline and fixation 

elements 

Conjugating structures

Water-retaining 
device

Storm drains

Water drain and 
water-discharge 

device

Valves

Amortizing  devices for 
hydraulic choc 

Fixation device for the 
flexible part of the DP

microHEP building

Turbine equipment

Automation system

Regulation system

Energy accumulator 
system

Draining system
Rainwater chute

Soil-reinforced or soil-
filled structures along 

the pipeline DP

Collecting nets

Fig. 1 Components of the MMHEP (Non-typical elements have been highlighted)
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A membrane-cable dam is used for pressures up to 5 m when local building
materials are absent and consists of three main elements: an open water-retaining
shell; a base; a cable system. Simulation modelling (SM) of the membrane-cable
dam is only possible through iteration approximation, analytic calculation and
numerical simulation of the membrane-cable dam.

For heavy duty and for pressures of more than 5 m, ground-reinforced dams are
sued, which are characterized by greater stability and reliability as compared to
membrane-cable dams.

One of the main elements of the MMHEP is an integral derivation pipeline (DP).
Its application in complex terrain provides a greater range of pressures ranging from
10 to 500 m and a capacity of 5–100 kW. The upper portion of the DP for pressures
up to 50 … 60 m is made of flexible membrane shells on a water or soil-filled base.
Standard rubber sleeves and pipes made from polymers are used for the lower
portion. [2].

The upper parts of the pipeline (derivational pipeline) DP include a flexible
water-filled membrane (hereinafter water-filled shell) made of composite materials,
including water-filled or ground-filled bases for pressures of 50 … 60 m, according
to the analysis of the calculated provisions considered in the first phase of the
report.

The main difference between flexible water-filled membranes DP and hard ones
is the relationship of their form with the internal and external loads and other
boundary conditions. Therefore, closed water retaining shells are calculated con-
sidering changes in their shape, depending on: the impact of hydrodynamic flux on
the water-filled shell DP; fixation conditions and the characteristics of the shell
base. To reduce the twisting effect of flexible DP with a single-shell structure under
transverse circulation and to provide sufficient stability and reliability of operation,
a multiple-shell design can be used. The fixation of the flexible portion of the DP
with a cabling system is provided when installing the DP on landslide areas, as well
as for slopes greater than 45° along the pipeline. The cable system provides conduit
consolidation in areas of high-power alluvial deposits and landslides [2–4].

The MMHEP design by a team of insufficiently qualified people considering the
difficulty of the calculations with non-typical elements for large displacements
under mountain terrain conditions and dangerous geographical and meteorological
phenomena may lead to critical errors.

Also the decision maker (DM) should choose an optimal option among a wide
range of options taking into account the criteria of suitability, optimality and
adaptivity. As a result of a decision from the DM on the basis of an informal
method based on insufficient knowledge and experience can lead to a suboptimal
choice and inappropriate options for the MMHEP [1, 5].

Hence, it is necessary to develop a system to make decisions based on a
multi-criterial mathematical model to optimize the MMHEP and intellectual system
of expert evaluation.
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2 Developing an Intelligent Decision Making System
to Design a MMHEP from Composite Materials

2.1 Multicriterial Mathematical Model to Optimize
MMHEP from Composite Materials

The mathematical model (MM) is designed to provide an optimal layout and
parameters for the elements of the MMHEP, which provide the best technical and
economic performance and reliable operation during planning.

When creating a MMHEPwe use a MMwith a systematic approach. A systematic
approach will integrate simulation (SM) results, non-standard elements of MMHEP
numerical methods, in proportion to their importance, into a single optimization
model [2]. In this approach non-typical MMHEP elements are composed of indi-
vidual subsystems, which are then integrated into their general structure, taking into
account the choice of standard elements. For example, water retaining structures are
elements of the HHu MMHEP and include a sub-system of elements: shell, cable
systems, base (drooping), apron, etc. Each subsystem has its own objective functions,
selection criteria and range of options. This approach means that each system is an
integrated whole, even when it is disconnected from individual subsystems.

A generalized structure of the MM of the MMHEP optimization is presented in
Fig. 2.

Based on a systematic approach, the optimization structure of the MM of the
MMHEP suggests that the creation of a MM has a common goal—G, which
generates a series of initial requirements—R and selection criteria—SC. On the
basis of the initial requirements, a separate subsystem—S is created, from which a
group of elements—E is formed. The final MM is a set of interrelated elements,
obtained on the basis of selection—V on pre-formed criteria. Baseline—B is
determined at the stage of initial requirements and additionally at the formation of
model elements, thus creating a model made from general to specific.

To create a multicriterial optimization MM for the MMHEP we select a multi-
criterial optimization method for MMHEP parameters.

Justifying the selection of the multicriterial optimization method for the
parameters of the MMHEP.

In order to select the multi-criterial method to optimize the parameters of the
MMHEP, we shall analyze the existing methods which can be used depending on
the supplementary information about the preferences of the decision maker (DM):
probing the parameter space; excluded preferences of the DM; priori methods;
posteriori methods; Interactive (adaptive) methods [5–7].

The method of parameter space probing is based on the systematic examination
of multidimensional areas at uniform probing points, for example, the LPT
sequence, in the variable space. The precision of the method is directly proportional
to the number probing points [6]. Its disadvantage is the use of linear dependencies,
while target functions of the elements of the MMHEP mainly correspond to the
nonlinear dependencies.
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Methods which exclude the preferences of the DM, the global criteria and the
neutral compromise solution are meant to find a compromise solution [7]. This
method cannot be used, since for a complex system, the probability of getting a
clear (formal) solution is very low.

Posteriori methods include the participation of the DM in the multicriterial
optimization (MCO) system which is to provide his preferences in the information
system after receiving a set of non-dominant solutions. In these methods, an
approximated Pareto set is built first, which are effective in optimizing with a large
number of criteria [7]. The main disadvantage of posteriori methods is the need for
large computation expenses in the uniform approximation of a set and/or Pareto
front, which are not computable by a personal computer (PC), available to the
MMHEP designers. Also, to improve the accuracy of approximation it is necessary
to increase the number of non-dominant solutions, which is more time consuming

Fig. 2 Generalized structure of optimization MM for the MMHEP
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for the DM. Also it is difficult to visualize the Pareto front for tasks with a large
number of criteria of more than two.

Priori methods do not require building a whole set of solutions [7]. Prior to the
decision theDMprovides information about his preferences, afterwhich he formalizes
them, transforming them from a multi-criterial into a mono-criterial one. These
methods include the scalar convolution techniques, limitations and lexicographical
ordering, and targeted programming. Themain disadvantage is that it is difficult for the
DM to articulate his preferences before starting the design of the MMHEP.

Interactive methods consist of a set of iterations, each of which includes an
analysis step performed by the DM, and a step of calculation performed by the
MCO-system [7]. Depending on the nature of the information obtained from the
MCO-system the DM isolates classes of interactive methods in which the DM
directly assigns weights coefficients to partial optimization criteria in the analysis
phase; limits the values of the partial optimization criteria; evaluates alternatives
proposed by the MCO-system.

It was decided to use a priori method such as scanning with a variable pitch and
random directions. Since the DM may not always pre-identify his preferences for a
technical decision for the MMHEP, even with a known range of parameters, in the
future we plan the remote use of an intelligent expert system. Optimization using
this method is the least demanding for PC resources. As a basis for the modification
of the scalar convolution we use the so-called Method of weighted sums. The
method consists of converging multi-criterial tasks to mono-criterial ones by
replacing the criterion of vector optimality, consisting of several partial criteria,
with one generic criterion, called the objective function. In this case, if there are
multiple partial target functions represented in the form:

CF1 ! min;CF2 ! min . . .CFn ! min; ð1Þ

they converge to find the minimum of the generalized scalar target function in a
general form:

CFP ¼ a1
CF1
CF1:st

þ a2
CF2
CF2:st

þ � � � þ an
CFn
CFn:st

þ Shtraf ! min ð2Þ

where a1; a2 . . . a1; a2; . . .; an—are the weight coefficients for partial target func-
tions; CF1:st;CF2:st . . .CFn:st—are the values of the partial target functions for the
reference state of the MMHEP (these values are required to use the scalar convo-
lution for dimensionless values); penalty function, which takes a large value some
restriction on the parameters of the MMHEP is ignored and zero when all
restrictions are executed:

Shtraf ¼ 1010 upon not execution of the restriction;
0 upon execution of the restriction:

�
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For example, in the invariant form, the MM membrane-cable dam as a managing
system of target functions, as per Eq. (1) can be expressed as follows:

hup=L ¼ f uos;ubð Þ ! min;
Cc ¼ f N; L;B;Rð Þ ! min;
NC=B ¼ f RC; f ;NCð Þ ! min:

8<
: ð3Þ

where hup=L—is the relative depth from upstream to the shell perimeter L; NC=B—
is the ratio of the tension per unit length to overlap span; Cc—the relative cost of
membrane cable dam as compared to a concrete dam; RC—the radius of the cabling
system of the membrane-cable dam; uos;ub—the attachment angle and base for the
open shell of the membrane-cable dam.

The following invariant was obtained for the soil-reinforced dam:

1� Hhsm=
P

llr þ Lefw
� �� � ¼ f hup;B;Cp

� � ! min;
CC ¼ f N;

P
llr þ Lefw

� � ! min;
N=Ncr ¼ f llfa;Hhsm

� � ! min;

8<
: ð4Þ

where Hhsm—the height of the soil mound of the water retaining structures; llr—
length of the reinforced tape; Lefw—length of front wall; lefa—length of the rein-
forced tape sealing in the first approximation; Cp—the relative cost solid-reinforced
dam.

In accordance with the invariant forms (3, 4), we make up a sequence of cal-
culation for an optimization model of the water retaining shell membrane cable dam
and its optimal parameters.

Creating a program for the multi-criteria optimization of MMHEP
parameters.

To create a program for the multi-criterial optimization of MMHEP parameters,
involving various MM in combination with man-machine selection procedures for
the best solutions based on the assumption of the existence of a generalized cri-
terion for the problem of multi-criterial optimization. This approach is best when it
is difficult for the decision-maker (DM), to assess the contribution of partial criteria
in an integrated indicator, as well as in the event of a decision in accordance with
existing database on the computer and controlled by the DM [8, 9].

When solving the problem of choosing the optimal parameters of MMHEP
several options of alternative solutions for the layout of elements, parameters made
up of closed and open shells from composite materials, characteristics of different
aggregates, are compared with traditional elements.

The structure of the multi-step optimization of the MMHEP is built upon an
aggregate principle and consists of five levels [9]:

• 1st level—analysis and optimization of source data, selection of criteria and
limits for elements of the MMHEP and engineering safety facilities;

• 2nd level—creation of MM elements of the MMHEP;
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• 3rd level—mono-criterial optimization of MMHEP parameters for single target
functions of MMHEP elements;

• 4th level—multi-criterial optimization of MMHEP parameters on multi-target
functions of MMHEP elements;

• 5th level—final calculations of the selected facility (structure) and its elements
using the developed calculation methods.

During the first stage hydrological, hydro-rheological and morphological char-
acteristics of the water body are defined; its location. The basic criteria and con-
straints used to select the layout and parameters of the facility (structure) are
established.

The second step is the choice of the pipeline DP and its layout thus produced in
two ways. The first method is based on rapid—calculation using analytical func-
tions to select the most optimal facilities. The second method involves engaging
intelligent expert systems to select elements, it uses the database formed on the
computer and given by the SM which is constantly updated upon decision.

The final choice of the parameter values of a certain element of construction is
possible only after the parametric optimization on the 3rd and 4th levels, because
the data obtained during the optimization of the parameters may be significantly
different from the preliminary express calculation results.

To select a final design decision at the 4th level of optimization, justified in the
previous steps, the parameters of construction are defined with the use of software
modules based on SM using Ansys 15, Simulation Floworks (SolidWorks app),
Plaxis. At this level, the final choice is made for the technical solutions of the
non-standard elements of MMHEP, selection of model and final calculation
parameters of the MMHEP [1–4, 8, 9].

At the fifth level a final calculation is made for the selected facilities (structure)
based on the penalty function and its output parameters for specific installation
conditions.

It was created with Delphi 7 programming language program “Optimization
modeling parameters of MMHEP” not requiring computing resources of the PC and
can be used in the design of MMHEP. However, at the stage of formation of the
DM’s preferences, with insufficient design experience, blunders can happen. In this
connection it is necessary to develop an intelligent expert system (ES), which can
be used at the stage of preference at the initial stage of decision making.

2.2 Justification of the Requirements for an Intelligent
Expert Evaluation

The basis of intelligent system ES should be a knowledge base, developed from
knowledge acquired from the subsystem, controlled by an engineer and corrected
by an expert, thus creating solution selection rules.
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Structuring in knowledge bases occurs in the form of models and is subdivided
into universal and specific problems [10]. The structure of each model also contains
simulations and empirical data obtained from design and operation, in the form of
computed procedures.

The model of the knowledge base can be represented as follows:

Mb ¼ f ðBIM ;Bem;Bpr;BCC;BI ;BGKÞ; ð5Þ

where BIM—is the SM base of non-typical elements; Bem—empirical database
obtained upon analysis of the work of field facilities; Bpr—production rules data-
base, formed for non-typical elements; BCC—climatic conditions database; BI—
geoinformation system database of users location, sources of water and power
supply, linearly extended facilities; BGK—general knowledge and reference data-
base on the typical elements of the MMHEP.

To develop the knowledge database it is necessary to provide “open systems” of
knowledge database with three access levels: expert—database editing and updat-
ing of production rules databases; Research Engineer—update of the SM and
empirical database of general knowledge and background data on the typical ele-
ments of MMHEP; the designer—possibility to edit and refine the databases of
climatic conditions and geoinfo systems.

As the intelligent ES knowledge database forms, it allows the DM to formulate a
preliminary requirement to justify the weight and importance of the criteria of
choice and range parameters of the MMHEP according to production rules that
would reduce the likelihood of errors upon design.

It is also important to develop an explanatory component of the intellectual ES,
which will increase the efficiency of the DM, and reduce the time of
decision-making when designing MMHEP.

3 Conclusion

1. The necessity to apply multi-criteria optimization of the MMHEP in the decision
making process and to create a generalized optimization MM structure has been
justified.

2. On the basis of a critical analysis of multicriteria methods, priori scanning
methods with a variable step and random directions were chosen.

3. The application of intelligent expert systems, allowing to reduce the risk of
making poor decisions when projecting a MMHEP has been justified.

The work was performed by the authors in accordance with the agreement №
14.579.21.0029 about the granting of subsidiaries dating from 05.06.2014 г. On the
topic: “The development of technical solutions and technological construction of
mobile micro hydroelectric power plants of derivative type for seasonal water and
power supply” as a task from the Ministry of education and science of the Russian
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Federation FCP “Research and development in priority fields of the scientific-
technological complex of Russia for the years 2014–2020”. Unique identifier for
the applied scientific research (Project) RFMEFI57914X0029.
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Hybrid Bioinspired Search
for Schematic Design

Vladimir Kureichik, Vladimir Kureichik Jr. and Daria Zaruba

Abstract The paper deals with the one of the most important problem for schematic
design of electronic computing equipment—parametric optimization. Due to the high
complexity of this problem, the authors suggest a hybrid bioinspired search based on
algorithms inspired by natural systems. The paper contains description and formu-
lation of the parametric optimization problem. The suggested architecture is based on
the multi-population genetic algorithm (GA). This approach differs from other search
methods because search process is divided into two levels and at each level there are
used different algorithms. So, it allows the authors to parallelize search process and
obtain optimal and quasi-optimal solutions in polynomial time. Computational
experiments were carried out on the basis of developed software. As a consequence of
tests the authors was convinced that hybrid bioinspired search is a promising method
for parametric optimization problems solution. Time complexity of developed algo-
rithms is represented as (nlogn) in the best case and O(n3)—in the worst case.

Keywords Hybrid bioinspired search � Schematic design � Parametric optimiza-
tion � Bioinspired algorithm � Genetic algorithm

1 Introduction

Development ofmodern science and technology and Information andCommunication
Technologies (ICT) is closely connectedwith each other. Growing importance of ICT
has great influence on design and manufacture fields [1]. Design of complex devices,
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such as electronic computing equipment (ECE), requires an integrated computer-aided
maintenance.

Element base of electronic devices contains system-on-a-chips (SoC), very large
scale integration circuits andvery high speed integrated circuit (VLSI andVHSIC) [2].

One of the most important stage in the design cycle is schematic design in which
there are solved several problems—structural synthesis, parametric synthesis and
parametric optimization. Among common tasks at the schematic design stage the
parametric optimization problem is the most difficult.

Rapid progress in terms of VLSI design causes development of new tools for
automated schematic design [2, 3]. Under conditions of modern development of
informational technologies existing automated design algorithms can not find
optimal solutions or require too much CPU time [4]. Consequently, due to the high
complexity and dimension of schematic design problems and new tendencies in the
field of VLSI manufacturing there is need to develop new approaches, methods and
algorithms for solving this class of problems. One of such approach is development
of hybrid algorithms inspired by natural systems [5–7].

2 Description of the Problem

At the schematic design stage typical project procedures involves synthesis, opti-
mization and analysis [2]. Synthesis is usually considered as solution of two tasks—
selection of structural circuit (structural synthesis) and calculation of parameters
(parametric synthesis) providing required characteristics [3]. The result of synthesis
is a schematic solution which is one of the possible configuration of device.

Analysis is a determination of features of the schematic solution. This procedure
allows to estimate the degree of satisfaction of this schematic solution to specified
requirements and its suitability.

But, estimation of the schematic solution is quite problematic during to the
structuring synthesis. This connected with the fact that obtained solutions can have
non-optimal values of input parameters, which lead to inadequate estimation [3].
Hence, after the obtaining of alternative configuration it is necessary to conduct
parametric optimization.

Parametric optimization of schematic solution includes finding of such input
parameters that output parameters would have specified characteristics, but circuit
elements and its connections would remain constant.

Parametric optimization has four stages [3]:

• generation and search of new values of input parameters of the schematic
solution;

• estimation of obtained circuit configuration;
• making decision on suitability of the circuit configuration;
• making decision on continuation of search.
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Let us formulate the parametric optimization problem. The quality of the sche-
matic solution is estimated on the basis of the following objective function (OF) [4].

FðXÞ ¼ Fðx1; x2; . . .; xnÞ: ð1Þ

In the general form, the considering problem with optimization of OF F(X) can
be formalized as follows:

extrFðXÞ;X 2 Dx; ð2Þ

Dx ¼ XjuðXÞ[ 0;wðXÞ ¼ 0f g; ð3Þ

where F(X) is the objective function, X is a vector of control parameters, uðXÞ and
wðXÞ are constraint functions, Dx is an accessible area in the space of control
parameters.

3 Search Architecture

To effective solution of the parametric optimization problem the authors suggest
bioinspired algorithms in which the search process is a sequential transformation of
one finite set of alternative solutions to another with the use of principles of genetic
and evolution in nature [8–10].

The architecture of hybrid search based on the multi-population genetic algorithm
and modified ant colony optimization (MACO) [11] algorithm is shown in Fig. 1.

Here GA1, GA2, GA3 and GAn are genetic algorithms, N is a number of
populations in multi-population GA, a migration operator (MO) exchanges the best
solutions between populations.

Hybrid search (HS) is formalized as a following tuple:

HS ¼ MACO;GA;MO;migration criterion; stop criterionh i: ð4Þ

Let us consider the hybrid search architecture in more detail.
MACO algorithm is based on simulation of a modified probabilistic ant colony

optimization (ACO) algorithm [11].
The key idea of ACO algorithm consists in the following. During the motion

ants leave marks on the ground (pheromone trail) which can be recognized by other
ants. Initially an ant moves in a random way. When he meets a pheromone trail
there is high chance that he will change his direction according this trail. Probability
of selection this direction (follow this trail or not) is proportionally with value of
pheromone in the founded trail. Consequently, the more ants pass along this trail,
the more attractive this way become. So, pheromone trails, leaved by ants, send
information to other ants and used as knowledge storage means in terms of solution
of a routing problem. At the same time collective behavior is a form of
auto-catalytic behavior [11].
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So, finding the shortest way to a source of food is characterized by a positive
feedback, where probability of trail selection increases with growth of pheromone
quantity, which was left by other ants at this trail.

The authors should be note that:

• artificial ants (agents) have memory;
• ants are in the space where time is discrete;
• from each point in the space an ant can move to any other point in the space at

on transition.

The suggested algorithm has an importance feature: unpromising solutions can
be considered once more. Hence, the algorithm can adapt to changing in envi-
ronment, improvement or degradation of direction index. In the other words, the
algorithm allow to find the best way if unpromising direction become promising,
and vice versa.

MACO

GA1 GA2 GA3 GAn

Reduction operator

Is migration condition reached?

Is stop criterion reached?

The best solution of each GA

Migration 
operator

...

Yes

No

Yes

No

Initial schematic solution

The next design stage

Evolutionary 
adaptation

Environment

Fig. 1 The architecture of hybrid search
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The MACO algorithm is used to analyze the population development in the
multi-population genetic algorithm. It reduces execution time of the hybrid algo-
rithm. The MACO algorithm has the following assumptions:

• each vertex in a graph model correspond to a population in multi-population GA;
• quantity of agents is equal to quantity of populations;
• agents assign to each vertices sequentially;
• transition between vertices in a graph model is based on probabilistic

coefficients.

The migration operator provides a interconnection between population by
emigration of these solutions in the worst population. There are several migration
mechanisms [9, 10]. In this case migration mechanism works as follows. Initially all
populations is ranked in ascending order of OF value. After that, in each population,
except the best one, the worst agents q� r are replaced by the best ones (q is
percentage of exceptions chromosomes, r is a number of chromosome in popula-
tion). The best chromosomes migrate from the best population.

Chromosomes are selected for migration with a following probability

pi ¼ OFðhiÞPr�q�r
j¼1 OFðhjÞ

; ð5Þ

where OF(hi) and OF(hj) are objective functions value of alternative solutions i and
j correspondingly.

Migration mechanism is implemented when a migration criterion is reached, i.e.
when predetermined number of iteration is reached. In otherwords, after each iteration
a time counter ofmigration tm is incremented and if predetermined number of iteration
is reached (tm = max tm) then migration mechanism is implemented. After that tm is
set to zero and the algorithm continues until stop criterion have been reached.

Next there is performed a genetic search which based on the modified genetic
algorithm dealing with the parametric optimization problem. This algorithm can be
formalized as a following tuple

GA ¼ P;EM; S; OF;RO;GO; hi;N genh i; ð6Þ

where P is a population; EM is a method of alternative solutions encoding; S is a
selection; RO is a reduction operator; GO are genetic operators; hi 2 P is a chro-
mosome. Also genetic search can be parallelized depending on computational
resources [9].

As a stop criterion we use a predetermined number of iteration.
A fundamental distinction of the suggested hybrid approach from other methods

of parametric optimization of schematic solutions are dynamical adaptive distri-
bution of population development in time. This is allow to analyze development of
each population and, if unpromising solution is found, to redistribute search time of
these populations. So, there is reduce search time of quazi-optimal solutions.
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4 Experiments

To solve the parametric optimization problem we developed a software with the use
of the Visual C++.

To determine efficiency of the suggested hybrid approach we investigated exe-
cution time and solutions quality for different sets of benchmarks. As tests examples
we chose a following schematic solutions [12]:

1. audio power amplifier (C1);
2. audio power amplifier (C2);
3. audio power amplifier (C3);

Table 1 The experimental results

Test
case

GA MGA GBA

Time
(min)

Objective
function (m)

Time
(min)

Objective
function (m)

Time
(min)

Objective
function (m)

C1 28.3 0.627 183.7 0.134 153.5 0.13

C2 28.3 0.636 175 0.144 141.8 0.218

C3 24 0.526 159.7 0.277 141.9 0.129

C4 27.4 0.628 202.6 0.109 165.4 0.123

C5 33.8 0.468 214.8 0.127 183.2 0.063
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4. bipolar circuit with active load (C4);
5. bipolar circuit with resistive load (C5).

The result of experiments is shown in Table 1 and on Figs. 2 and 3.

5 Conclusion

In the paper we considered parametric optimization of schematic solutions. The
developed new architecture of hybrid search is based on a multilevel approach
which enables us to generate quasi-optimal alternative solutions with probable
migration between solutions. On the basis of developed software we carried out
experiments. As a result, the quality of schematic solutions, obtained by the hybrid
algorithm, is greater than solutions, obtained by other algorithms, by 5.64 %. This
fact confirms of efficiency of suggested approach. So, time complexity of the
algorithm in the best case is represented as ≈O(nlogn), in the worst case—O(n3).
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Figuratively Semantic Support
in Interactions of a Designer
with a Statement of a Project Task

P. Sosnin, M. Galochkin and A. Luneckas

Abstract The paper presents a system of means that allows improving the inter-
action of a designer with generated and used textual descriptions by automated
constructing the semantic images extracted from these texts. Such constructing
involves both hemispheres of the designer’s brain where the logical and figurative
processes are combined in the most efficient wholeness that facilitates to under-
standing and positively influences onto creative actions of the designer. To translate
the definite part of the investigated text (for example, the statement of the project
task) in a corresponding semantic image, the designer can use a specialized lin-
guistic processor, converter and graphical editor that supports creating the schemes
with programmable interpretations concerned their semantic content. The process of
such investigation is implemented in the toolkit OwnWIQA.

Keywords Conceptual experimenting � Human-computer interruption �
Multitasking � A queue of project tasks � Semantic memory � Question-answering �
The flow of tasks

1 Introduction

For designers, the use of semantics begins with first steps of their interactions with
the initial description of the future work, and it is especially important at steps of
conceptual designing when they try to find initial solutions of project tasks some of
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which unexpectedly arise. For any new task Zj, its necessity is discovered by the
designer in an own thought activity exciting left and right hemispheres of the brain
when the designer is solving the concrete task Zi. Processes in hemispheres are
intertwined in the real time. For coordinating the intertwining, they should reflect in
textual and graphical forms for creating them, first of all, in an initial statement of
the corresponding task. All of these actions are fulfilled by the designer who
interacts with owned naturally professional experience and models of an accessible
experience.

The described situation requires interactions with the experience and its models
from following subject areas:

• The human-computer interruption that helps to manage relations between tasks
Zi and Zj in the fulfilled work;

• A subject area of a system or object being created;
• An instrumentally technological environment that supports a collaborative

activity of designers;
• Other subject areas (for example, Logics and Linguistics) that can be useful or

serve as sources of borrowing.

Usually, designers have problems with the experience in Logics and Linguistics.
The lack of the experience in these subject areas should be compensated by its
inclusion in appropriate toolkits. In this paper, we offer an approach and toolkit that
support to create the statement for newly appeared tasks in the context of personal
activity of the designer. The offered version of interactions is based on the use of
reflections of the operational space of designing on the semantic memory of the
toolkit WIQA (Working In Questions and Answers) that has been created for
conceptual designing of Software Intensive Systems (SISs) [1].

We start the rest of this paper with highlighting the features of the approach in
conditions of multitasking. The third section introduces related works used as a
source of comparing and inheritances for the offered approach. The fourth section
opens features of figuratively semantic support. The fifth section presents some
rules of managing the work of the designer with statements of new tasks.

2 Preliminary Bases

Interactions of any person with the experience inevitably accompany any human
activity. In designing, interactions can be caused by different reasons some of which
are stimulated by interfaces of an instrumentally technological environment that
support designer’s activity. Unexpected interruptions of the current work of the
designer are another source of reasons among which one can mark discovering by
the designer a necessity to define and solve a new task, for example, the task Zi. In
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our paper, situations of such type occupy the central place. Furthermore, interests of
our paper are restricted by interactions with the new task when the designer creates
its statement.

Often enough, the new task (for example, the task Zj) arises when the designer
solves another task Zi, and, it should be noted, that tasks Zj and Zj can be sub-
stantively related or not. If they are not related in content, then the designer can be
forced to switch to another subject area for interacting with the corresponding
experience and its models. Therefore, in the appearance of the new task Zj in
described conditions, the designer should define and solve the task Zj in the context
of managing the relations between tasks Zi and Zj. To take into consideration of
these relations, the designer should use the experience of the (human-computer)
interruption management, especially the experience of self-interruptions [2].

Indicated kinds of human-computer interruptions occur in behavioral actions of
designers. At the life cycle of the task, these actions dominate at early stages when
the designer creates the statement of the task and builds its conceptually algorithmic
solution. Both of these activities require the work with semantic representations of
textual units and conceptually-algorithmic constructions. Furthermore, interactions
of the designer with models of these components are intertwined in the real time. It
is caused by the necessity of achieving the sufficient understanding the task. It
should be noted that an inclusion of the graphical support in indicated interactions
facilitates achieving of understanding.

In the offered approach, these processes and results are implemented and attained
in a semantic memory of the toolkit WIQA that supports following basic func-
tionalities [1]:

• Reflecting the operational space of the work with task and groups of tasks onto
the semantic memory cells of which are oriented on question-answer specifying
the mapped objects;

• Pseudocode programming the behavioral actions with such objects and their
compositions in the context of interactions of the designer with the natural
experience and its models;

• Conceptual experimenting with declarative and algorithmic constructions
reflected onto the semantic memory;

• Agile managing of implementing the flows of tasks and sets of tasks in multi-
tasking mode, based on human-computer interruptions.

It should be noted that indicated functionalities are accessible in conditions that
are shown in the scheme (Fig. 1) where one can see the Experience Base with
embedded Ontology also mapped onto the semantic memory of the question-answer
type (or, shortly, QA-memory).

The scheme indicates that the operational space S includes a conceptual space
(C-space) as an activity area where designers fulfill the automated part of own
conceptual thinking when they work with conceptual artifacts. It should be noted,
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the C-space is a kind of the actuality, that inherits definite regularity from the
operational space, and it has owned regularities expressed the behavioral nature of
the human activity.

In solutions of project tasks {Zj}, any result of the reflection (or shortly RQA) is
accessible for any designer as an interactive object (QA-object). Conceptually
thinking, designers work in the C-space, for example, conducting the necessary
experiments. In such actions, they interact with necessary concepts, units of the
Experience Base and other components of the C-space. Thus, the C-space is the
system of conceptual artifacts that are created and used by designers in processes of
conceptual thinking when they conceptually solve the project tasks. In this kind of
the activity, the C-space models entities and processes of designing, and such
modeling is oriented on their reflections in the consciousness of designers. For
example, reasoning, the designer combines corresponding dialog processes in
consciousness with their models registered in cells of the QA-memory.

3 Related Works

The nearest group of related works concerns the subject area “Conceptual
Development and Experimentation (CD&E).” The name CD&E often use for the
corresponding technology and method. For example in [3] CD&E is defined as “A
method which allows us to explore and predict, by way of experimentation, whether
new concepts that may impact people, organization, process and systems will
contribute to transformation objectives and will fit in a larger context.”

The specificity of processes in this subject area is presented in the report [4]
where the role and place of conceptual experimentation in military applications are

Fig. 1 Operational space
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indicated in detail. The following publication [5] defines the version of the occu-
pational maturity of the CD&E-process. The publication [6] demonstrates some
specialized solutions that are focused on a behavioral side of experimenting. It
should be noted that, in published works, analogies with thought experiments and
reflections on the semantic memory are not used.

One more group of related tasks deals with the explicit and implicit program-
ming of a human behavior caused by an interaction potential embedded in screen
interfaces. Registering the human activity in program forms has been offered and
specified constructively for Human Model Processor (MH-processor) in the paper
[7]. The good example of implicit programming of the human behavior is described
in [8] where multitasking and interruptions are estimated for a web-oriented
activity. Both these examples indicate the usefulness of implementing the human
behavior in program forms.

The next group combines the papers presents self-interruptions in the
human-computer activity. In this group, we mark the paper [9] that develops a
typology of self-interruptions based on the Multitasking integration of Flow Theory
and Self-regulation Theory. The typology is based on negative (Frustration,
exhaustion, and obstruction) and positive (stimulation, reorganization, and explo-
ration) triggers. The very useful paper [2] also suggest a typology of self-interruptions
including seven basic types (“adjustment,” “break,” “inquiry,” “recollection,” “trig-
ger” and “wait”) each of which generates for increasing the effectiveness of
multitasking.

It should be noted, all papers indicated in this section were used as sources of
requirements for developing the set of instrumental means provided the offered
version of the interruption management. Any of these papers concerns only a part of
the offered approach to interrupting in conditions of multitasking.

4 Features of Figuratively Semantic Support

Means of pseudocode programming can be applied as for the use of existed func-
tionalities of the toolkit WIQA but for the development of its new components, and
this possibility has been used for the implementation of the offered version of
figuratively semantic support as an additional functionality. Such extension has
required the development of a graphical editor that admits its programmable
inclusion in actions aimed at achieving of understanding in the work with new tasks.

More details, the essence of the authors’ suggestion consists in the following:

1. After discovering the necessity to include the new task Zj in the executed work,
the designer activates own thinking aimed at creating the initial model of the
task in a symbolic form. This process includes two parts the first of which
happens in brains of the designer while the second part provides transferring the
results of thinking in their expression using the naturally occupational language.
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In this form, initial results are mapped on the QA-memory. So, the second part
of the process is doing that intertwined with indicated thinking.

2. In the offered approach, the graphical support adds thinking and doing of the
designer in interactions with the creating task. Switching on a graphics explicitly
initiates the process in the right hemisphere of the brain. Drawing helps to
extract and visualize only essential semantic components (of the generating
symbolic specification of the task) and the scheme of their relations (for
example, in a form of a block-and-line scheme). Nonessential semantic com-
ponents bring difficulties for understanding. The use of significant components
allows reducing, on the one hand, the text description, and with another side,
opens an opportunity for a deeper analysis of the text from the viewpoint of
contradictions.

3. Reflecting the investigated text and built block-and-line scheme on the
question-answer memory of the toolkit WIQA [1]. It helps to create the
question-answer model of the text that is not only coordinated with the built
block-and-line scheme, but it can be transformed into a pseudo code program
simulating the process of drawing this scheme. Results of reflections open
additional opportunities and in checks of the text on “integrity of the informa-
tional content”. Besides it, as a technical figure with specifications prepares
formation normative design schedules.

4. Coordinating the block-and-line scheme with the project ontology [1] that is
also stored and evolved in the semantic memory of WIQA. Coordinating is a
process of enriching the scheme by semantics units inherited by scheme com-
ponents from corresponding ontology components.

It is necessary to note that called transformations are better to understand and
implement as translations from one form of a description (symbolic or graphical) to
another form, for example, from the symbolic form to another symbolic form or
from the symbolic form of the corresponding figuratively semantic scheme
(FS-scheme). An instrumental complex that provides such translation and other
transformations of the FS-scheme is presented in Fig. 2.

Linguistic
processor

Predicate
description

Textual
unit

OwnWIQA

Graphical Editor
of OWN.WIQA Semantic scheme

O
n
t
o
l
o
g
y

Plug-ins
OWN.WIQA Converter

Fig. 2 The complex of means for transformations
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The complex is implemented as an application in the environment of the toolkit
OwnWIQA. This complex uses the OwnWIQA as the kernel that evolves by a
number of means oriented on the figuratively semantic support. Only these means
are obviously indicated in Fig. 1, and they include:

• Linguistic processor that provides automated translation of the investigated
textual unit in its prolog-like description;

• Converter transforming such description in versions of the FS-scheme in iter-
ative process of its development;

• The graphical editor that supports some transformations of the created
FS-scheme from its initial state till the understandable version that is needed for
the designer.

The first transformation (by linguistic processor) helps to translate the textual
units Ti in the list of simple clause T*i({Cj}) any of which has one of following
structures:

Cj ¼ PjðObqÞ; ACj

Ck ¼ PjðObr; ObsÞ; ACk
ð1Þ

where P—predicate of the clause, Ob—name of the definite object, AC—asso-
ciative component that is located out of the predicate form. This component is
included in the sentence of the text for the necessary utilization of the described
meaning.

The second transformation fulfilled by the designer with the help of the con-
verter allows creating the initial state of the corresponding block-and-line
FS-scheme. In this work, the description T*i({Cj}) is processed as a program of
the declarative type. Such understanding is inherited from the logical programming
that uses prolog-like operators.

The third transformation has some varieties:

• Translation in the pseudo code program that helps to draw the FS-scheme;
• Corrections of the FS-scheme on the base of information from associative

components;
• Enriching the components of the FS-scheme and relations among these com-

ponents by information that is registered the current state of the project
ontology.

This description will be stored in the semantic memory of the toolkit WIQA, and
it will be visually accessible to the designer in interface environment where the
designer has the possibility of correcting the description. After that, the Prolog-like
description will be interpreted as a declarative program that is written in an
extension of the pseudocode language LWIQA. Operators of this extension have the
syntax that corresponds to the expressions (1). Such transformations are iteratively
implemented in an operational surrounding that is presented in Fig. 3.
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This figure includes clarifying labels. The FS-scheme can be plugged to the
ontology for the scheme specification and its informational enriching. Interactions
with the ontology help to open the actual variants of the systematization registered
in the ontology for nodes of the built scheme.

The scheme also reflects (by the spiral) the dynamics of iterative coordinating
the text unit with its FS-scheme. The basis of such coordination is the feedback of
FS-scheme with corresponding prolog-like description (based on forms presented in
Fig. 2). Any correction at the scheme leads to the correction of the text equivalent.
This mechanism is useful when translating complex sentences into simple clauses
described at their prolog-like versions. Note, that the aggregation of the text T, its
prolog-like version, and the coordinated graphical model express the understanding
that the creator of these constructs embeds in the result of transformations.

5 Features of Management

The final aim of the offered support is to create the understandable version of the
task statement for the task that unpredictable arises in the multitasking mode of the
designer’s activity. In the general case, any such task Zj

′ begins its life-cycle when
the designer self-interrupts the work with the task previously chosen from the
definite queue of tasks being solved in pseudo-parallel mode. For the general case,
such situation is schematically shown in Fig. 4.

The scheme demonstrates that at the definite interval of time, the designer (as a
member of the team developing the definite project) usually works with a set of
tasks. Moreover, in the current moment of time, the designer works only with the

Ontology

Experience Base

Toolkit WIQA

Prolog-like 
description

Translating 
Text

Ontological 
clarifying

Fig. 3 Iterative coordinating the text and SG-scheme
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one of these tasks and this active task Zi′ is chosen by the designer from the definite
queue of tasks extracted from the tree of tasks in accordance with agile management
rules.

The scheme also indicates that, at the moment of time tx, the designer discovers
the appearance of the new task Zj′ that, let us suppose, should be included in the
process of designing. As told above, the new task starts an own life cycle in the
mind of the designer or, more definitely, it explicitly starts with a composition of
signs, for example, as a set of words (w1, w2, …, wk) that appeared in the left
hemisphere of designer’s brains.

Beginning with the moment of time tx till a point-in-time ty, the designer must
decide to continue the work with the task Zi′ or switch own attention to the new task
Zj′. At the interval (tx, ty), thinking of the designer estimates signals w1, w2, …, wk

in the context of the tasks Zi′ for resolving the following consequences:

1. If the work with task Zi′ will be continued without transferring and registering
the signals (keys) w1, w2,…, wk out of brains then these keys to the task Zj′ may
be lost, probably without re-return.

2. If the attention of the designer will be fully paid to the task Zj′ then a temporary
break from the work with the task Zi′ can have a negative impact on the solution

Fig. 4 Pseudo-parallel activity of the designer in a multitasking mode
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of this task. Moreover, the degree of negatives is usually growing when the
interval of the break is increased [9].

The offered approach is based on a position that the statement St(Zj, t) of the task
Zj is a dynamic construction any state of which includes the textual part T(Zj, t) and
the corresponding FS-scheme if it has already been built. Dynamics of the statement
has following features:

1. After a point of self-interruption, when the first step of life-cycle, the state St(Zj,
t0) includes only a list of essential keywords that implicitly indicates on the
initial state of the text T(Zj, t1). The list of keywords is saved in a specialized
queue of remarks.

2. At the second step, the designer creates the initial statement of the task T(Zj, t1)
iteratively using the figuratively semantic support that has led to the corre-
sponding state of FS-scheme.

3. At the third step, the task Zj is included in the multitasking set for processing in
accordance with normative rules [4].

4. Any next step evolves the state T(Zj, ti) by the stepwise refinement method with
using the question-answer reasoning. Any result of evolving is qualified as the
next increment ΔT(Zj, ti+1) that is processed the initial version of the statement
similarly. Such work is repeated for the state St(Zj, tk) the informational content
of which is sufficient for the work with the task Zj at the next stages of
designing.

Enumerated steps are implemented under control of predefined managerial
actions with using means of agile and interruption management.

6 Conclusion

The following conclusions can be drawn from the present study of figuratively
semantic support in creating the statements of new tasks that are discovered by
designers in the process of designing in the real-time. For any of such tasks, its life
cycle should begin with registering the list of keywords presented the task as the
reason of the next self-interruption. It allows including the newly appeared task in
the multitasking set. After which this task will be processed and managed by
common normative rules.

For next steps of the life cycle, the designer reflects the task on textual and
graphical models that are intertwined in the interactive process of their collaborative
developing. The aim of this process is to attain the necessary level of understanding
that finds its expression in the created statement of the task. In its turn, the achieved
understanding fixates that the developed statement reflects a concrete wholeness of
requirements and restrictions in conditions corresponding the described task. It
should be noted that interactions with textual and graphical parts of the statement
activate the processes in the left and right hemispheres of any member of the
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designer team. The reuse of these processes also leads to the version of under-
standing which can be compared with the first version. So, understanding fulfills the
controlled function.
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Part V
Intelligent and Fuzzy Railway Systems



Cloud-Assisted Middleware for Intelligent
Distributed and Mobile Objects

Andrey V. Chernov, Alexander N. Guda and Oleg O. Kartashov

Abstract This paper proposes a novel concept and technical architecture of
supporting computing environment for groups of intelligent objects and devices.
The main aim of proposed system is a providing an efficient reliable and scalable
remote access to sensors and actuators of moving objects with using a local
cloud-assisted architecture that performs intensive intelligent and distributed data
processing. A key feature of our system is the presence of a communication mid-
dleware that enables a low-cost wireless network deployment around a group of
mobile moving objects and connects it to the stationary control node. In the paper,
we describe the low power, low range and low-cost design and implementation of
proposed intelligent community middleware.

Keywords Intelligent system � Cognitive nodes � Mobile nodes � Cloud-assisted
middleware

1 Introduction

Currently, there is significant progress in improving the performance of compact
robots that move embedded computing facilities, the creation of new types of
sensor systems and measurement systems with reducing their sizes and increasing
their accuracy. These circumstances create the preconditions for a new generation
of sophisticated technical facilities, capable of autonomous operation in a dynamic
environment for the solution of their engineering problems. These objects include
unmanned vehicles of various types (ground, air, underwater) and destination
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(military, civilian, commercial), a variety of robotic systems (controllers, control
systems) and others.

Now intelligent distributed and mobile objects (IDMO) are widely used for the
following tasks:

• Aerial photography;
• Exploration of the territory;
• Patrol (guarding) the territory and infrastructure;
• Search for objects of interest in the territory;
• moreover, etc.

Government organizations and agencies, private commercial companies, use the
IDMO in their activities. However, despite the widespread IDMO to control it now,
in most cases it requires human intervention—an operator. The operator in the
remote control mode using a remote control, a workstation, or directly carries the
control of an IDMO in real time. It substantially limits the scope of application of
IDMO and reducing the economic impact of it. In other words, now it is a very
urgent task of developing such complex IDMO management systems that would
allow management entities performs their activities within the context of high-level
human tasks in an entirely automatic mode.

Our paper proposes a cloud-assisted architecture to enable the communication
among IDMO subsystems, organizing a local area low-cost, low-power and
low-range wireless network. In Sect. 2 some related work is carried out. In Sect. 3
we propose the hardware architecture to our system. The system evaluation is
described in Sect. 4.

2 Related Work

To date, we know some approaches to the construction of complex mechanical
objects control systems, unmanned vehicles, and mobile robots. One of the most
common is an approach based on functional decomposition when the control system
is a set of modules, each designed to address a particular type of task. The number of
such modules and principles binding them into a single structure, in general, are not
regulated. However, in the late 90 s of the twentieth century, attempts were made
certain standardization in this field. It may be noted JAUS standard [1] defines the
protocols and formats for inter-module interactions. It was assumed that following
this standard make it possible to create control systems by integrating modules from
different vendors, as well as “quick-change” modules where appropriate. An
example of a single-level, modular control system, is described in [2]. In the early
2000s, a the National Institute of Standards (NIST) model of the control system
architecture was designed for unmanned vehicles, which are not based on functional
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and modular decomposition. It is named 4D/RCS [3]. It is important to note that the
4D/RCS involves the ability to create unlimited nesting hierarchies of control nodes,
i.e., in fact we are talking about a multi-level governance with a potentially unlimited
number of levels. Note that the idea of layered architectures is not new in robotics,
artificial intelligence, control theory, and related disciplines. However, usually,
when it comes to layering, there are two of them, which we assume to be called
deliberative and reactive levels. An important issue in this approach is the principle
of organization of interaction between the two levels. The study of this issue is
devoted to some works, for example [4].

It can be argued that nowadays the use of one- and two-tier architecture for
building control systems of complex mechanical objects IDMO is impractical for
the following two interrelated factors. First, the increase in the volume of data
coming from sensors of the control object. Secondly, by analyzing and processing a
particular input image, it becomes possible to solve a broad range of applications,
combine in one deliberative level leads to excessive complexity modular archi-
tecture and redundancy modules, a concept designed to solve individual tasks, but
using different techniques. As an example, the task of planning, at the same time,
the decision to Advisory levels in different contexts and using different methods.
Accordingly, it seems promising and justified further subdivision of the deliberative
level to sub-levels: strategic, which is responsible for the formulation and selection
of goals, forecasting, and high level of information processing and tactical, which is
responsible for the recognition, terrain mapping, path planning, etc. This control
system consists of three levels, is investigated in the paper. Now we will describe
the current state of research in the field of problems arising at each level of control.

The architecture of control systems, including strategic management level, is
called cognitive architectures. One of the most advanced used in the industry of
cognitive architectures is SOAR architecture [5], which is used to develop agents
that possess actual operation complex behavior in a dynamic environment.
Knowledge in SOAR is stored in memory, consists of three main blocks: the block
of long-term memory, short-term (working) memory and estimated memory. The
description of the objects like frame structure in which is not set by default, no
attached procedures, and in which there are no inheritance properties of the hier-
archy tree. The transitions between states are stored in long-time memory, which is
a standard rule base. A significant disadvantage of SOAR is that rules, once be set,
do not change over time. There are no procedures for learning new rules. The SOAR
architecture, despite its popularity, has no mechanisms of formation of new rules
and coalitions of agents that sufficiently strongly limits its application outside the
narrow class of problems.

In the Project Icarus [6] introduced the division of long-term memory to con-
ceptual memory and the memory of action. Both the first and second class have the
classical hierarchical organization of the primitives on the lower level. The strategic
level in the Icarus architecture are well demonstrated in the problem of vehicle
control in a transport network of the city, but mechanisms of learning in her poorly
developed and do not include the mechanism for learning new concepts, what
makes to form the conceptual long-term memory again on hand for a new task.
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Much more complex mechanisms of learning, claimed in one of the last cog-
nitive architectures, are Clarion [7]. This project mainly aims at developing the
architecture of agents that can work together, and not used to control any object, but
it serves as a good example of the implementation of the strategic level of man-
agement. It is assumed that the control system can act by trial and error, getting
feedback on actions. In the case of an unwanted result, the network learns is by the
method of backpropagation of errors. One of the differences Clarion from other
cognitive architectures is the presence of a subsystem of motives and goals, which
should be the internal stimulus of activity system governance. Actually, in this
subsystem, new goals are formed, and the motifs are descriptions of desired situ-
ations, i.e. the same objectives, but which are updated periodically. Clarion were
first proposed internal mechanisms of the formation of new concepts without an
external teacher. However, the method of trial and error requires time and resources
for a large number of unproductive actions that leads to poor management of real
systems. It was the main reason that this cognitive architecture has not been suc-
cessfully applied to real problems.

We reviewed cognitive architectures have various disadvantages that are in some
way affected the quality of the high-level planning, which is responsible for con-
sidering the level of strategic control. In any system are not implemented effective
mechanisms for the formation of new ideas, new concepts, and new actions. It
entails the most important the lack of them—for the control system in advance and
sets goals that will reach this system. However, in most cases, the formal
description of the purpose language of knowledge representation that is used in the
system, make up a large part of the problem.

One way of overcoming these difficulties is to develop such a knowledge rep-
resentation in which the description of the concept. Its relationship with the basic
levels of management and a description of possible actions with this concept, will
be divided into various blocks and subsystems, and will represent a single unit of
information that is produced and used during planning as a whole.

3 A Cloud-Assisted Architecture for IDMO

We propose a complete architecture for the multilevel intelligent control system
(MICS) JSC “Russian Railways” in [8]. The general system concept of MICS is
presented in Fig. 1.

The component multilevel architecture of MICS is based on the domain-oriented
software platform. This platform provides Manufacturing Execution System-level
components, domain-oriented platform, multi-agent software for sensor and actua-
tors, domain ontology, domain specific language and other high-level software and
user interfaces. Lets’ consider the “Multi-agent sensor components” subsystem more
detailed. Now, at the railway stations and railway sections, there are many different
low-voltage sensors and high-powered actuators. They control of huge complex
infrastructure of railways, ensure rail traffic and transportation safety. The sensors
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and actuators are used by various automated control systems, such as automatic
block signaling, centralized traffic control, direct traffic control automatic train
control systems and many others subsystems and objects in MICS. However, it is
lack of united middleware for such sensor systems.

Next we propose a system cloud-assisted architecture for IDMO as part of
aforementioned MICS in Fig. 2.

The main objective of management of complex technical object on a reaction
level is to ensure the specified characteristics of the dynamic object with the help of
control action by feedback. For this purpose, the process control signal from a
tactical level receives the desired trajectory and the desired motion parameters (e.g.
speed). Level can operate in two modes: management of real object and numerical
modeling of process control.

At the tactical level, the control tasks navigate object in space, the main of which
are: building, updating, refining the model maps, localization, binding of the control
object to the current map and trajectory planning. The last task is divided into 3
phases: forecasting, scheduling and monitoring. In the forecasting, the module
receives information from the level strategic management of the target space region
and temporal constraints on the achievement of this field, the object followed by a
preliminary calculation of the required motion parameters to perform the assigned
tasks. The main difference of methods for predicting the trajectory from the actual
planning methods is that the former can ignore the restrictions on the dynamics of
object motion control and other restrictions. In this way, the trajectory prediction is
performed with a minimum expenditure of computing resources. Calculated by the
forecasting module the motion parameters are transmitted to the lower, reaction level
of control that is subject to the restrictions on the dynamics of the control object. To
form the geometric constraints on the shape of the trajectory, the compliance with

Fig. 1 System concept of MICS JSC “Russian Railways”
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which ensures the possibility of following it at fixed, previously calculated motion
parameters. The planning module builds the trajectory taking into account these
geometric constraints. The result is a built path or a signal that under the given
constraints, the task of path planning impossible in the allocated time. In the latter
case, at the strategic level is transmitted a request for rescheduling, i.e., a different
target region in space and/or time constraints. Thus, path planning is an iterative
process with feedback from both the upper and lower levels of government, which is
a significant difference of the proposed architecture from modern analogs.

The main task of the management at the strategic level is to build a concerted plan
between the members of the coalition and the behavior of each participant of joint
activity. Each participant has its environment specific due to how the characteristic
properties are restricting the set of available system control actions and components
of the environment. The values of all elements of the environment are the same for

Fig. 2 Proposed cloud-assisted architecture for IDMO as part of MICS
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all members of the coalition by definition. Building behavior plan occurs through the
exchange of messages with other members of the coalition. At each stage of the plan,
the update has to be described the current situation, including involving the infor-
mation coming from the sensors. From the description of the present situation is
highlighted spatiotemporal information, which generates a job arriving at the tactical
level and contains the spatial description of the target area and time constraints to
achieve it. The rescheduling procedure takes a result on the possibility/impossibility
assigned to perform the task of moving of object and if necessary, make agreed with
the other members of the coalition adjustments to the overall plan.

4 Proposed Technical Concept

The goal of the proposed cloud-assisted middleware is to standardize the protocols,
APIs and services between managed IDMO and MICS. IDMO is equipped with
short range connectivity to local Mobile Hub, as it shown in the Fig. 3.

For this brief low-powered connectivity, we have designed general and tech-
nology independent communication stack of protocols and APIs. For it first hard-
ware realization we have used Bluetooth 4.0 LE Smart (Low Energy/Smart
solutions). BLE [9] is very promising technology, that being made available the
growing amounts of mobile operating systems, such as Android, iOS etc., and
supports approximately 2000 simultaneous connections. As a programmable system,
our middleware implements the Scalable Data Distribution Layer (SDDL) [10]
which connects stationary nodes in a wired “core” network with all the IDMO.
MR-UDP [11] aims at providing reliable communication based on UDP from/to
mobile nodes through extending a reliable UPD protocol.

A key issue is arising in the solution of problems of cloud-assisted management
level is selecting a way of representing information about the state of the control

Fig. 3 Proposed concept of local Mobile HUB for IDMO
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object and the state of the external environment, i.e. the management system needs
to use a particular method of describing situations and transitions between them.
Under the situation, in this case, refers to a set of environmental objects that make
up the situation, relations between them and the processes that involve these
objects. In this regard, in each control system, containing a strategic level should be
solved the following partial tasks [12]:

• storing descriptions of objects and processes;
• storage of connections between objects, both temporary and permanent, the

implementation of a mechanism for establishing relationships between objects
based on their description;

• storage of actions that transform one situation to the other;
• storage situational goals, mid-term and long-term, the achievement of which

will go towards management;
• the translation of ideas from lower levels of management in a situation and back

translation of action into low-level control actions;
• planning situations;
• provide feedback, i.e. development of evaluation mechanisms of action by the

current plan and the current target;
• the formation of coalitions and distribution of roles for the overall task.

IDMO may use a different cloud storage to expand memory. Having 1–32 GB
memory on a mobile device, one can use the extra 1 TB from the cloud, without
increasing the physical size of the device and thus cost. However, these services use
full data synchronization that is not applicable to mobile devices with low memory.
For efficient use of cloud drives in the IDMO is the effective caching of data, i.e. the
choice of which data should reside on the device and which remain in the cloud.
The system module that performs this function is called by the cache мanager. It is
in our middleware. In various technical solutions, the cache manager uses various
data to determine the cached subset of data, in particular: caches all the data
(synchronization); the user sets cached data; predict cached data, based on statistics
of querying data from the cloud. As an intermediary for data transfer used a router
that one can access from a mobile object or device is carried out wirelessly. The
router is a “computing environment” (PC, cluster, distributed system), which
contains three software modules: a storage module, the prediction module, and the
delivery module. On a mobile device installed specialized software that allows to
make requests to various network resources via the router and to receive the
requested data. When the user makes a request, the request is sent to the router over
a wireless network, where the query is stored in the module storage. Moreover,
finally, the connector to cloud storage is a driver, adapted to a particular type of
server’s cloud storage.

We estimate some distance and energy parameters of proposed middleware in
MICS, for a short-range warning and notification system for train conductors as it
shown in Fig. 4.

Each Mobile Hub in passenger car connected with other through inter-train
Ethernet network and they organize Bluetooth LE Smart Pico Network within a car.
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Train conductors use their mobile phones to connect other network through
Bluetooth connection. We estimated the bandwidth and range of received power of
active link, and the results are depicted in Figs. 5 and 6 respectively.

As it follows from Figs. 5 and 6 we received decent conditions of bandwidth and
electricity/range performance.

Fig. 4 A testbed for Mobile HUBs: warning and notification system for train conductors
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5 Conclusions

In the paper, we propose a new cloud-assisted middleware for intelligent distributed
and mobile objects as part of the multilevel intelligent control system, which is
owned and has been developed by JSC “Russian Railways.” We carried out a
detailed related work that concerns the construction of complex technical moving
objects control systems, which is functioning in the automated and autonomous
modes. Next we highlighted the advantages and drawbacks the intelligent dis-
tributed and mobile objects control systems. We propose a new cloud-assisted
architecture for intelligent distributed and mobile objects as part of the multilevel
intelligent control system. Also, we propose technical architecture of system. As a
testbed of proposed technical architecture, we received decent conditions of
bandwidth and power/range performance of Mobile HUB concept for passenger
train car as part of pico network with Bluetooth LE Smart technology.
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Intellectualization of Technological
Control of Manufacturing Processes
on Railway Transport Based
on Immunological Models

Alexander Dolgiy, Sergey Kovalev, Vladimir Samsonov
and Agop Khatlamadzhiyan

Abstract The article develops a new immunological approach to solving the tasks
related to the information-and-technological control of manufacturing processes
which are represented by the complex time-series. The article offers an innovative
immunological model for detecting deviations in the time-series, which is based on
simulation of interaction processes between antibodies and antigens within the
biologically inspired immune system.

Keywords Complex time-series � Immunological model � Antibodies � Antigens �
Temporal proposition � Interpretation of temporal formulas � Track maintenance
trains � Intelligent computer vision system

1 Introduction

The article presents the possibility to apply the principles of the immune networks
functioning for the real-time control of technological processes of servicing the
railway cars using the track maintenance trains. The model of technological process
is represented as a complex time-series which describes the dynamic of changes of
one or several typical patterns of the controlled object, which are recorded by the
intelligent computer vision system and primary information sensors. The task for
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the diagnostics system is to predict and detect any important deviations of
a time-series with respect to the normal development of the controlled technological
process which is presented by this time-series.

2 Problem Statement

Let us present the versatile model of the controlled technological process in the
form of a complex time-series (CTS):

S ¼ ð�s1;�s2; . . .;�snÞ; ð1Þ

Whose elements are the vector values �si ¼ ðx1i ; x2i ; . . .; xki Þ, which define (dis-
tinguish) the certain states of the process in the discrete instants of time ti.

The vector values �si 2 S are acquired through the physical measuring by the
primary information sensors of the controlled process’s parameters, which are
important for making diagnostics decisions. For instance, when controlling the
technological process of servicing the gondola cars and hopper-cars prior to sup-
plying them to the track maintenance trains’ premises or during their presence over
there, the most important figures will be the exterior of railway cars, load footprint,
collocation of certain units of loading cars with respect to the railway cars, railway
cars speed, weight and other parameters recorded by the intelligent computer vision
system and sensors.

The task is to generate, based on the analysis of the training set O, the system of
classifying rules which allow to recognize as “normal” all samples from the set
O and those related to them according to the criterion J, and to consider the
realizations of the time-series, which significantly differ from the “normal” ones, as
abnormal.

For the purpose of solving the present task, the article offers an approach based
on the analysis of the CTS, which represent the controlled process, for detecting
deviations present within it, which would be reasoned by some technological
failures or fails, using the methods of the artificial systems theory.

3 Immune Approach to Technological Control

The biologically inspired immune system comprises several functionally different
components, which provide for the multi-level control and protection for the body
from the external viruses. The main role of the present system is to detect all the
cells of the body and to classify them according to their types—“friend” or “foe”. In
the course of evolution, the immune system learns to recognize foreign cells
(antigens) and the own body cells. The recognition of antigens is performed by
specific types of cells which have the receptors on their surface called antibodies.
There are two important biologically inspired processes that take part in functioning
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of the immune system, and they are called affirmative and negative selection. The
affirmative selection involves the generation of antibodies which recognize the own
cells of the body, meanwhile the negative one involves the generation of antibodies
which recognize only the foreign cells and those that do not react on the own
molecules.

The immunological mechanism of negative selection has been widely spread
among practical applications in the field of control and diagnostics [1]. For the first
time the negative selection algorithm for detection of changes during the moni-
toring of processes, generated based on the “friend-or-foe” recognition principles,
was introduced in [2] and has received a further development in papers [3–7].

The set of detectors is created in a random manner. In future, the detectors which
recognize the “friend” cells are eliminated from this set. As a result, the remaining
detectors can detect only not “friend” cells. These detectors are used as detectors for
negative selection which form the base for the generation of classifying rules of
diagnostics systems.

The immunological mechanism of the negative selection is the basis of the
developed approach to the control of technological processes represented in the
form of CTS. The negative selection algorithm with respect to the detection of
deviations in CTS, is developed as follows.

1. The training set is generated from the CTS
samples which define the different possibilities of normal flow of the controlled
process.

2. The formal description of the set “Me” (Me—description) is created based on
the set O and expert information, in the form of the system of logic formulas
representing the training set O.

3. Based on the set “Me”, by generating the negations for the “Me—description”
formulas, the set “Not Me” is created in the form of the system of formulas
acting as detectors of the negative selection, based on which the diagnostics
rules are generated.

4 Immunological Model’s Main Components

The key issue during implementation of the immune recognition algorithms is the
selection of models for representing the antibodies and the mechanism of their
interaction with the antigens.

The model of antibody is presented in the temporal-proposition form, which
consists of the sequence of the interval-and-temporal events (ITE).

Definition 1 The interval-and-temporal event is the tuple

si ¼ ðFi;DtiÞ; ð2Þ
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where Fi ¼ Fiðx1; x2; . . .; xkÞ—the logic formula describing the behavior of CTS at
its certain time intervals; Dti ¼ ½lni ; lki �—the variation range for duration of the
temporal interval from the lower border lni to the upper border lki .

The model of antibody is presented in the form of the in-series temporal
proposition (ISTP) [8].

Definition 2 The in-series temporal proposition is the sequence of consecutive ITE:

W ¼ s1rtss2rts. . .rtssm ð3Þ

where rts—the time-bound relation of immediate sequence of the Allen’s logic [9].
Consequently, each ISTP represents some sort of generalized temporal image

describing an infinite set of particular realizations of CTS. Each realization of CTS,
related to the ISTP as in (3), can be presented in the form of splitting of CTS into
m segments of ri, which correspond to the m of ITE si ¼ \Fi;Dti [ within the
ISTP, in such a manner that each one of the segments will have a duration which
would satisfy the restriction on duration of the corresponding ITE, and will contain
the vector values which would satisfy the corresponding formula Fi of the ITE.

Formally, the compliance of the CTS with the in-series temporal proposition is
established through interpretation of W over S.

Definition 3 The temporal interpretation of the ISTP W, which is represented by
the proposition as in (3), over CTS S, which is represented by the proposition as in
(1), is a partitioning (splitting)

P ¼ d1; d2; . . .; dmð Þ of the S sequence into
m consecutive segments, which correspond to the ITE within ISTP, whereby the
length of each segment satisfies the restriction on duration of the corresponding ITE
within ISTP, that is

8di 2
X

lni � LðdiÞ� lki ð4Þ

where L dið Þ—the duration of di segment, lni —the lower border of the duration of the
ITE si, lki—the upper border of the duration of the ITE si.

In order to have the CTS fully complied with the description presented in the
form of the ISTP, it is necessary to have such temporal interpretation of the ISTP W
over S, where the logic correspondence between all segments di within the CTS S
and the related ITE in W will be observed. The fact of compliance of a time-series
with the description presented in the form of ISTP is established through the
concept of validity (trueness) of the temporal proposition formula (3) with respect
to the CTS (1).

Definition 4 The ISTP W is true with respect to the CTS S, in case there is the
temporal interpretation

P
for the ISTP W over S, which establishes the logic

correspondence between all segments di within CTS S and ITE within ISTP, that is

284 A. Dolgiy et al.



JðW jSÞ ¼ 1
,

9R ¼ ðd1; d2; . . .; dmÞ 8di 2 R ðlni � LðdiÞ� lki Þ&ðFiðdiÞ ¼ 1Þ
ð5Þ

where JðW jSÞ—the true value of ISTP W with respect to the CTS S; FiðdiÞ—the
true value of the formula Fi on the fragment di of the CTS S.

The algorithm controlling the deviations in CTS is based on the negative
selection algorithm. In order to realize it, it is necessary to generate a set of negative
selection detectors which were acquired from negation of formula of trueness
(validity) (5). Based on Definition 4, by the means of negation of formula (5), we
can formulate the definition of falseness of ISTP W with respect to the CTS S.

Definition 5 The ISTP W is false with respect to the CTS S, in case there is no
interpretation

P
for ISTP W over S, whereby there is a logic correspondence

between all di segments within CTS S and ITE within ISTP, that is

JðW jSÞ ¼ 0
,

8R ¼ ðd1; d2; . . .; dmÞ 9di 2 R ðLðdiÞ\lni Þ _ ðLðdiÞ[ lki Þ _ ðFiðdiÞ ¼ 0Þ
ð6Þ

5 Immunological Algorithm for Detecting Deviations

The knowledge base for immunological algorithm of detection of deviations in
CTS, which is based on the negative selection principle, consists of negative
selection detectors. The last ones are generated from the negations of formulas Fi,
included into description of ITE of temporal propositions (3). In order to establish a
fact of non-compliance of CTS S with the description presented in the form of ISTP
W, it is necessary to consider the whole set of possible temporal interpretations W
over S and for each one to establish a fact of “triggering” at least of one of the
negative selection detectors, that is the falseness of the formula Fi. This procedure
is the basis for the simulation mechanism for interaction between antibodies and
antigens with the purpose to detect foreign (“foe”) cells.

Review of the whole set of temporal interpretations W over S is the combina-
torial task, however, in order to solve it, it is offered to use an effective approach
having a polynomial estimation of complexity, based on principles of composite
dynamic programming [10]. With that end in view, let us introduce in reviewing
two auxiliary graph models.

Definition 6 Let W ¼ s1rts s2rts. . .rtssm—ISTP, which is given using proposition
as in (3), and S—CTS, is given using proposition as in (1). The for ITE si ¼
ðFi;DtiÞ the temporal-pattern graph will be the graph Rsi ¼ ðC;CsiÞ, which has
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been defined at the vertex set C ¼ fs*i 2 Sg, identified with the elements s*i of the
CTS S, the connections among which are defined by the Csi relation as follows:

Csiðsr; spÞ ¼ 1 , ðLðdiÞ\lni Þ _ ðLðdiÞ[ lki Þ _ ð:FiðdiÞ ¼ 1Þ ð7Þ

where di ¼ ½s*r; s
*

p�—the fragment of the CTS S.

Definition 7 For ISTP W and CTS S the compositional graph will be

RWS ¼ Rt1 � Rs2 � � � � � Rsm ð8Þ

which has been acquired trough the mini-max composition of the
temporal-and-pattern graphs Rsi , taken in accordance with how they enter into W.

Based on the results of the paperwork [11] the following statement can be
proved.

Theorem 1 The ISTP W is false with respect to CTS S if and only if in the
compositional graph RWS ¼ Rt1 � Rs2 � � � � � Rsm there is

8sr; sp 2 C RWSðsr; spÞ ¼ 1 ð9Þ

Based on the mentioned theorem, the algorithm for detection of deviations in
CTS has been implemented. The knowledge base for algorithm is the system of
ISTP Wi, which describe all possibilities for “normal” flow of the controlled pro-
cess, generated by the experts for the purpose of a particular task. The set of
negative selection detectors is generated based on the ISTP, in the form of inverses
of the logic formulas Fi, which are incorporated into ITE of temporal propositions.
The algorithm for detection of deviations comes to the performance of the fol-
lowing steps.

1. Receive the subject-to-control CTS S at the model’s input. For each Wi,
incorporated into the DB of the immune model, the clauses 2–3 to be performed.

2. For ISTP Wi and CTS S the temporal-and-pattern graphs are created based on
the Definition 6 and the compositional graph RWS ¼ Rt1 � Rs2 � . . . � Rsm is
generated based on the Definition 7.

3. In case that in RWS there will be even one couple of vertexes ðsr; spÞ 2 C � C,
for which RWSðsr; spÞ ¼ 0, then make transfer to the clause 5, otherwise to the
clause 2.

4. The clauses 2–3 are to be performed for all Wi, included into the DB of the
immune model. In case that at each iteration of algorithm when performing the
clause 3 there was no transfer made to the clause 5 then the deviation of CTS
with respect to the normal flow of process is recorded. Stop.

5. The controlled process has no deviations. Stop.
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6 Example of Immunological Model Creation

Let us consider the realization of the described above approach using the example
of creation of immunological model for the control of the technological process of
servicing the railway cars using the track maintenance trains [12].

The track maintenance trains (TMT) are designed to perform the reparation of
the track and the ground bed, preventative and predictive track alignment by
machine units, maintenance and reparation of the maintenance vehicles. The TMT
fleet counts on mobile specific-purpose machines in order to perform above stated
works. The diagram of the controlled technological process of loading the rolling
units B1—Bk with empty gondola cars and hopper-cars from stations « Station
1 »—« Station N » toward the TMT’s premises is shown in the Fig. 1.

In the control area 1, the technical parameters regarding the important elements
of the gondola cars’ and hopper-cars’ trucks are recorded in the real-time mode with
further diagnostics of possible failures [13] using the T video sensors of the railway
cars diagnostics system called Technovizor [14]. Then, the already loaded gondola
cars and hopper-cars in the area 2 are checked by the T video sensor with respect to
the allowed values for height of the ballast “hat”, after that the loaded car leaves the
territory of TMT’s premises.

The process shown in the Fig. 1 shows how the empty Bk railway car passes the
whole technological chain of loading the ballast and it is presented in the form of a
graph, which is shown in the Fig. 2.

Fig. 1 Technological chain for delivering the gondola cars and hopper-cars to the place of loading
the ballast on the territory of TMT’s premises
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The technological diagram includes 4 main fragments: К1- automated “visual”
inspection of empty railway units by the computer vision system; K2—transfer of
railway units from the place of inspection toward the place of loading the ballast;
K3—loading of ballast and control of specified parameters for loaded cars (for
example, dimensions considering the ballast hat and the weight of loaded car); К4—
transfer from the place of loading of ballast and beyond the borders of the TMT’s
premises.

The formal presentation of technological process of loading the cars is CTS
S ¼ ð�s1;�s2; . . .;�snÞ, the elements of which are the vector values �si ¼ ðvi;mi; biÞ
which are recorded at each one of the instants of time ti of the patterns: vi—the
current velocity at instant of the time ti; mi—the current weight, bi—
recorded-by-video-camera pattern of presence of the allowed height of the “hat” at
the moment ti. ai—the recorded-by-computer-vision-system fact proving the
readiness of the car for further operations (use).

Let us present the model of the normal flow of the technical process based on the
diagram shown in the Fig. 2 in the form of the ISTP W which includes 4 ITE:

W ¼ ðF1Dt1ÞrtsðF2Dt2ÞrtsðF3Dt3ÞrtsðF4Dt4Þ ð10Þ

where Fi—is the logic formula of description of the ith ITE, Dti ¼ ½lni ; lki �—the
variation range for duration of the ith ITE.

The expressions for Fi have been acquired based on the analysis of semantics of
scripts of development of related fragments of technological process and are as
follows:

F1 ¼ ð9ti 2 Dt1Þ ðai ¼ 1Þ
F2 ¼ ð8ti 2 Dt2Þ ðvi [ 0Þ;
F3 ¼ ðð8ti 2 Dt3Þ ðvi ¼ 0ÞÞ&ðð9ti 2 Dt3Þ ðbi ¼ 1Þ&ðmi 2 DhÞÞ
F4 ¼ ðð8ti 2 Dt4Þ ðvi [ 0ÞÞ&ðbi ¼ 1Þ&ðmi 2 DhÞ

Here, besides the legend introduced earlier, the allowed range of variation of
weight of the fully loaded car is identified using Dh.

Fig. 2 The graph of transfers
of the Bk railway unit from
one type of work to the other
type of work or state
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The system of negative selection detectors is generated based on the inversion of
the logic formulas of ITE:

:F1 ¼ ð8ti 2 Dt1Þ ðai ¼ 0Þ;
:F2 ¼ ð9ti 2 Dt2Þ ðvi ¼ 0Þ;
:F3 ¼ ðð9ti 2 Dt3Þ ðvi [ 0ÞÞ _ ðð8ti 2 Dt3Þ ðbi ¼ 0Þ _ ðmi 62 DhÞÞ;
:F4 ¼ ðð9ti 2 Dt4Þ ðvi ¼ 0ÞÞ _ ðbi ¼ 0Þ _ ðmi 62 DhÞ:

8
>><

>>:
ð11Þ

When the controlled CTS S based on (11) is received at the input of immuno-
logical model, the temporal-and-patter graphs for all ITE, included into ISTP W, are
generated:

Rsi ¼ ðC;CsiÞ;
Csiðsr; spÞ ¼ 1

,
ðLðdiÞ\lni Þ _ ðLðdiÞ[ lki Þ _ ð:FiðdiÞ ¼ 1Þ ði ¼ 1; 2; 3; 4Þ:

Based on the temporal-and-pattern graphs, we build the compositing graphs

RWS ¼ Rt1 � Rs2 � Rs3 � Rs4 :

The decision rule of immunological model is based on the analysis of all ele-
ments within the RWS compositing graph matrix which has been generated for the
given CTS S. In case that all elements of the matrix equal to 1, then the fact of the
technological process deviation from the normal behavior is recorded.

7 Conclusion

The article presents the possibility for application of the principles of the immune
networks functioning in order to solve the tasks related to the information-
and-technological control of the manufacturing processes presented by the complex
time-series. The developed immunological algorithm for detecting the deviations in
the time-series has a polynomial estimation of algorithmic complexity, which
allows to use it in the real-time mode diagnostics systems. The algorithm has been
approved for solving a range of tasks related to the on-line control of technological
processes of servicing the railway cars using the track maintenance trains.

The offered approach can be used for automatic monitoring of the railway
infrastructure plants, trackside equipment and technological processes with an
increased hazard level.
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Intelligent Methods for State Estimation
and Parameter Identification in Fuzzy
Dynamical Systems

Sergey Kovalev, Sergey Sokolov and Alexander Shabelnikov

Abstract This paper presents a new approach for state estimation and parameter
identification in fuzzy dynamical systems. The basis of the proposed approach is
adaptive network calculation model of the fuzzy prior and posterior estimates of
system state variables taking place in consecutive time steps. The optimization of
model parameters based on modified simplex algorithm is also proposed. Presented
method for parameter identification has also a set of new properties, such as ability
of integration in the expert systems, higher level of potential accuracy and possi-
bility of real-time identification. Example of optimal parameter estimation for fuzzy
dynamical system is considered and results of the experiments are provided.
Experiments show that estimations of identified parameters obtained on the basis of
adaptive network applied in dynamical systems of Sugeno type does not deviate
from real values by more than in 10 %.

Keywords Fuzzy dynamical system � Conditional membership function � Prior
fuzzy distribution � Posterior fuzzy distribution � Adaptive network model �
Parametric identification

1 Introduction

Recent methods for control of complex dynamical objects, which work is connected
with uncertainty, are based on the analytical models, which are represented in form
of differential and recurrence equations. Analysis of related publications [1–4]
shows that the major part of researches uses traditional methods, which has a set of
limitations, such as requirement of subordination to normal distribution law, usage
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of traditional mean-square criteria for estimation of the optimality of model
parameters, usage of the simplest linear models for measurer systems, etc. Here, the
questions, which deal with integration of the empirical knowledges of human
experts into poorly formalized process models characterized by incompleteness,
imprecision and contradictory [5] as well as presence of fuzzy and subjective factors
affected on parameter estimation, are still practically unexplored [6–8].

Nowadays, intelligent models are more preferable for modeling of poorly for-
malized objects. These models are based on knowledges, the main class of which is
fuzzy dynamical systems (FDS) [2–4]. The basis of FDS is formalization of the
empirical experience and knowledges of human experts, which is represented in
linguistic form via fuzzy logic tools. To make FDS be practically usable in con-
trolling systems, the development of effective construction methods as well as
estimation and state correction algorithms is required. It is also important to adapt
FDS for the real conditions.

This paper considers the decision of general problems, which are referred to
identification, prediction and estimation of FDS states, which describe behavior of
poorly formalized dynamical objects.

2 Model of Representation and State Estimation for FDS

Among of many well-known ways for discrete-time FDS representation [9–11], the
most simple one is FDS construction in form of recurrence equation [7]:

xkþ 1 ¼ FðxkÞ ðk ¼ 0; 1; . . .;NÞ; ð1Þ

where x is the state from the state space X of FDS, F is the fuzzy mapping xk → xk+1,
which is given by membership function (MF) lFðxk; xkþ 1Þ. This function is also
convenient to be represented in form of conditional MF lFðxkþ 1jxkÞ.

Real applications consider both FDS and the measuring system, which realize
the transformation of states from X into the external observations from Z taking into
account affecting noises. Thus, practically useful model of FDS may be represented
considering measurer errors and fuzzy noises in form of the following system:

xkþ 1 ¼ Fkðxk; ekÞ
zk ¼ Skðxk; dkÞ

�
k ¼ 0; 1; . . .;N; ð2Þ

where Fk is the state equation for FDS; Sk is the nonlinear function of measurer
work; xk is the internal state of a system; εk is the fuzzy system noise described by a
defined MF lek ; δk is the fuzzy measurer error described by a defined MF ldk ; k is
the discrete time index.

State space X for (2) is the set of values characterizing the position of a FDS in
an observed time step and playing the role of initial conditions for the future system
behavior. However, real system has uncertainties and, thus, dependency between
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current and future values is represented by a fuzzy variable. Estimation and cor-
rection of this dependency are very important for dynamical objects control in the
area of fuzzy modeling. The task of estimation and correction is defined as follows.

Let the initial information about FDS be presented in form of MF µ(x0) and the
observed states be presented by vector of observations Zk ¼ ðz0; z1; . . .; zkÞ from
time interval ½t0; tk�. It is required to predict fuzzy state xk+1, which is defined by MF
µ(xk+1). FDS correction is performed by specifying the MF for the determined fuzzy
value of xk+1, when zk+1 is observed at time step tk+1.

3 Recurrent Algorithm for FDS State Estimation

Estimation and correction for the FDS states are performed based on determination
and matching prior information and posterior one characterized by conditional MFs
lðxkþ 1jZkÞ и lðxkþ 1jZkþ 1Þ. The conditional MFs are determined by the following
recurrence procedure.

Let the FDS be nonstationary system with discrete time presented by (2). Let
initial state MF lðx0Þ be a priory determined. Measurement errors, noises and states
are independent fuzzy variables [12].

Based on assumption that Zkþ 1 ¼ ðZk; zkþ 1Þ, MF lðxkþ 1jZkþ 1Þ can be pre-
sented as

lðxkþ 1jZkþ 1Þ ¼ lðxkþ 1jZk; zkþ 1Þ: ð3Þ

Conditional fuzzy variables lðxkþ 1jZk and ðxkþ 1jZkþ 1Þ, which belong to (3),
are independent because fuzzy noises εk and δk affecting on FDS (determining
ðxkþ 1jZkþ 1Þ) and measurer (determining ðxkþ 1jZkþ 1Þ), respectively, are also
independent. Thus, Eq. (3) can be defined as follows:

lðxkþ 1jZk; zkþ 1Þ ¼ lðxkþ 1jZkÞ& lðxkþ 1jzkþ 1Þ: ð4Þ

Conditional MF of fuzzy variable (xk+1|zk+1) may be expressed by using mea-
surer function from (2) via the MF of fuzzy noise:

lðxkþ 1jzkþ 1Þ ¼ lðdkþ 1Þ dkþ 1 ¼ S�1
kþ 1ðxkþ 1; zkþ 1Þ

� �
: ð5Þ

Since nonlinear mapping S�1
kþ 1 from (5) is commonly multivalued, the fuzzy

estimation for ldkþ 1
ðS�1

kþ 1ðxkþ 1; zkþ 1ÞÞ takes maximum possible value via Zadeh
extension principle [13]:

ldkþ 1
ðS�1

kþ 1ðxkþ 1;zkþ 1ÞÞ ¼ sup
D¼S�1

kþ 1ðxkþ 1;zkþ 1Þ
ldkþ 1

ðDÞ: ð6Þ
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Merging (6) and (5), the following equation can be got:

lðxkþ 1jzkþ 1Þ ¼ sup
D¼S�1

kþ 1ðxkþ 1;zkþ 1Þ
ldkþ 1

ðDÞ: ð7Þ

Conditional MF lðxkþ 1jZkÞ from (4) describes fuzzy mapping U : Zk ! xkþ 1,
which can be represented in form of the composition of fuzzy mappings:

U ¼ ðZk ! xkÞ � ðxk ! xkþ 1Þ: ð8Þ

Conditional MF lðxkjZkÞ characterizes fuzzy mapping Zk ! xk as well as fuzzy
conditional MF lðxkþ 1jxkÞ characterizes fuzzy mapping xk ! xkþ 1. As a result of
composition, we get MF lðxkþ 1jZkÞ for fuzzy mapping U : Zk ! xkþ 1:

lðxkþ 1jZkÞ ¼ sup
xk
½lðxkjZkÞ & lðxkþ 1jxkÞ�; ð9Þ

where lðxkþ 1jxkÞ is expressed via fuzzy noise based on the state equation (2):

lðxkþ 1jxkÞ ¼ sup
D¼F�1

k ðxkþ 1;xkÞ
lek ðDÞ: ð10Þ

If expression (10) is merged with Eq. (9), MF lðxkþ 1jZkÞ can be calculated as

lðxkþ 1jZkÞ ¼ sup
xk
½lðxk; ZkÞ& sup

D¼F�1
k ðxkþ 1;xkÞ

lek ðDÞ�: ð11Þ

Considering (9) and (11), the final recurrence relations for finding the posterior
MF of the fuzzy state of FDS at certain step (k + 1) can be expressed in following
form:

lðxkþ 1jZkþ 1Þ ¼ lðxkþ 1; ZkÞ& sup
D¼S�1

k ðxkþ 1;zkþ 1Þ
ldkþ 1

ðDÞ

lðxkþ 1jZkÞ ¼ sup
xk
½lðxkjZkÞ& sup

D¼F�1
k ðxkþ 1;xkÞ

lekðDÞ�

8><
>: ; ð12Þ

Initial information for implementation of (12) is presented by lðx0jz0Þ, which is
taken in the form of initial fuzzy state lðx0Þ determined by the problem statement.

4 Optimal FDS Parameters Estimation

The task of parameter estimation refers to the problem of parameter identification,
when the structure of FDS is a prior determined.

Let the structure of FDS is given in form of system (2), where nonlinear state
function Fk and measurer one Sk depend on the set of uncertain parameters at each
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time step. The parameters are presented by vector Ak and Bk, respectively. In this
case, model of non-stationary FDS with uncertain parameters is expressed by the
following system:

xkþ 1 ¼ Fkðxk;Ak; ekÞ
zk ¼ Skðxk;Bk; dkÞ k ¼ 0; 1. . .;N

�
: ð13Þ

Let the observation set be presented in form of vector Z = [z0, z1, …, zk], which
is determined on time interval [tn, tm]. It is required to calculate parameters of FDS
Ak and parameters of measurer Bk, which make the system behavior be similar to
experimental observations as more as possible.

To formalize the term “as more as possible”, the criterion of identification
quality is introduced. This criterion characterizes the rate of correspondence
between FDS and experiments. It is calculated based on the matching of prior
MF lðxkþ 1jZkÞ, which reflects the fuzzy estimation of state from X at the time step
tk+1 considering the observation of zk at time step tk, and posterior MF
lðxkþ 1jZkþ 1Þ, which reflects the fuzzy estimation of FDS state at time step tk+1
considering the observation of zk+1. Difference between prior and posterior MF is
expressed by fuzzy error ek of current estimation of FDS. MF of the error has the
following form:

lðek;Ak;Bk;Bkþ 1Þ ¼ sup
xkþ 1

lðxkþ 1jzk;Ak;BkÞ& lðxkþ 1 þ ekjzkþ 1;Bkþ 1Þ: ð14Þ

Optimality criterion J can be presented by any fuzzy criterion in form of non-
linear dependency on both conditional and posterior MFs. Particularly, it is con-
venient to use minimum of deviation for MF of fuzzy estimation error ek from its
model function defined on interval [emin, emax], i.e.:

JkðAk;Bk;Bkþ 1Þ ¼
Zemax

emin

rðekÞ � l ekj;Ak;Bk;Bkþ 1ð Þð Þ2 dek; ð15Þ

where ek is the current error of the estimation, lðekjAk;Bk;Bkþ 1Þ is the MF of
fuzzy estimation error (14), rðekÞ is the model function, which is chosen according
to the specifications of an identification task.

Estimation problem is concluded in calculation of such vectors Ak and Bk, which
minimize criterion J, i.e.

min
Ak ;Bk ;Bkþ 1

J ¼ min
Ak ;Bk ;Bkþ 1

Zemax

emin

ðrðekÞ � lðekjAk;Bk;Bkþ 1ÞÞ2dek: ð16Þ
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5 Adaptive Network Model of FDS

Determination of the conditional MF for fuzzy state and optimization of the FDS
parameters are made by using both adaptive network model (ANM) and iterative
algorithm described below. The basis of ANM is the process of a prior and a
posterior MF calculation for each time step from the interval [tn, tm] and also their
matching based on chosen criterion J.

Let output signal (or observed state of a system) zk is observed at certain step tk ∊
[tn, tm]. Then, the fuzzy state of FDS at time step tk+1 can be calculated based on
composition of fuzzy relations S�1

k : zk ! xk and Fk : Xk ! Xkþ 1 determined by
measurer equation and state one (13), respectively. Conditional MF µ(xk|xk) is
determined for fuzzy relation S�1

k based on measurer equation taking into account
fuzzy noise δk:

lðxkjzk;BkÞ ¼ ldk ðSkðxk;BkÞ � zkÞ: ð17Þ

Conditional MF µ(xk+1|xk) is defined for fuzzy mapping Fk based on state
equation taking into account fuzzy noise εk:

lðxkþ 1jxk;AkÞ ¼ lek ðFkðxk;AkÞ � xkþ 1Þ: ð18Þ

According to (17) and (18), MF µ(xk+1|zk) has the following form for compo-
sition S�1

k �Fk:

lðxkþ 1jzk;Ak;BkÞ ¼ sup
xk

½ðlðxkjzk;BkÞ& lek ðFkðxk;AkÞ � xkþ 1Þ� ð19Þ

Expression (19) is a prior MF characterizing the fuzzy value of state from
X considering observed state zk at step tk.

To calculate posterior MF lðxkþ 1jzkÞ, output signal zk+1 should be assumed. The
posterior MF for fuzzy state xk+1 is calculated based on measurer equation (13)
considering fuzzy noise δk+1:

lðxkþ 1jzkþ 1;Bkþ 1Þ ¼ ldkþ 1
ðSkþ 1ðxkþ 1;Bkþ 1Þ � zkþ 1Þ ð20Þ

Calculations for the MFs and criterion J can be shown in form of network
structure representing feedforward calculation illustrated by Fig. 1.

Figure 1 shows that each element implements separated stage of transformations
for input signals zk and zk+1 into conditional MF lðxkþ 1jzk;Bk;AkÞ and
lðxkþ 1jzkþ 1;Bkþ 1Þ.

Output block calculates J according to the given input signals. Identification
of the FDS parameters is performed by handling parameters of Ak of FDS and
both Bk and Bk+1 of measurer using backpropagation method [14] and modified
Nelder-Mead simplex method [15].
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6 Example

Implementation of above described method can be illustratively shown on the
example of identification of the following FDS:

xk ¼ f ðxk�1; ak�1Þþ ek ¼ ak�1 � x1:7k�1 þ ek
zk ¼ sðxkÞþ dk ¼ bk � x1:2k þ dk

�

where ak−1 is the identified parameter of the system; bk is the parameter of an
observer; εk is the fuzzy noise presented in the system, which is represented by
Gauss MF with zero mean and variance σε = 0.05; δk is the fuzzy noise presented in
the measurer, which is represented by Gauss MF with zero mean and variance
σδ = 0.22.

Let ak−1 equal 2, ck equal 1.2 for all k. Then, MFs have the following forms:

lðekÞ ¼ exp ð� 1
2 � 0; 5 � e

2
kÞ:

lðdkÞ ¼ exp ð� 1
2 � 0; 22 d

2
kÞ

To describe the optimality criterion, the minimization of the MF deviation for
fuzzy estimation error ek is used:

J ¼ min
ak

Zemax

emin

r ekð Þ � lðek; akÞð Þ2 dek:

Model function of error is determined on interval emin; emax½ � ¼ �1; 1½ � of its
changing as follows:

rðeÞ ¼ eþ 1 if � 1� e\0
rðeÞ ¼ �eþ 1 if 0� e� 1

�

Fig. 1 General structure of ANM
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Let initial state x0 equal 0.8 and the calculation of sup
xk
ð�Þ be provided with

discretization step Δ = 0.05 for x. Let also the integral from (15) be performed
numerically utilizing quadratic formulas with step Δ = 0.05 and infinite limits be
changed by finite ones satisfying finite requirements for estimation algorithm
(xmin = 0, xmax = 4). Here, the Nelder-Mead method [9] together with ANM opti-
mizing ak−1 plays the main role for providing both the satisfactory computational
speed and the required accuracy of results. Presented example consider the imita-
tion of noises be generated programmatically using standard package of
Mathematica software.

Calculation results are presented on figures below. Figure 2 illustrates curve of
dependency between J and identified parameter ak, when k = 37. The curve shows
that the minimum of J is placed near to real value of ak−1 = 2.

Figure 3 presents the dependency between parameter ak, which is required to be
determined, and iteration step k of Nelder-Mead algorithm. Curve illustrates that ak
come around its real value and it deviate from this no more than by 10 %, when
k increases.

The set of 400 experiments was performed to experimentally test efficacy of
proposed approach. In the experiments, fuzzy Sugeno models with various numbers
of unknown parameters (from 3 to 9) represent the FDS. Results show that the
calculated estimations of ak differ from their real values no more than by 10 % in
the major part of samples (more than 95 %). Moreover, results proved that iden-
tified parameters of FDS are approximately converged to their real values after 20
−30 iterations of algorithm in the major part of samples. Small number of required
iterations shows the practical possibility of using ANM for FDS identification in
real time mode.

Fig. 2 Dependency between J and ak for k = 37
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7 Conclusions

This paper presents the new approach for estimation of states and identification of
parameters in fuzzy systems describing the dynamics of poorly formalized pro-
cesses. The proposed method utilizes adaptive network model and modified sim-
plex algorithm. Experimental test of the method shows that determined parameters
deviated no more than by 10 % from their real values in the major part of samples.
Proposed approach for parameter identification has also the set of new properties,
among which possibility for integration in the system of expert knowledges, higher
level of accuracy versus traditional techniques and possibility of identification in
real time are presented.
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Safety Process Management Based
on Software Risks Assessment
for Intelligent Railway Control System

Vladimir D. Vereskun and Maria A. Butakova

Abstract In the paper, we propose new complex method devoted to the design of
safety process management for intelligent transport systems, taking into consider-
ation software risks assessment. Differences between the proposed method and
widely known ones consist in the fact that it applies to a wide range of pro-
grammable intelligent control systems. A detailed explanation of required several
steps for proposed method is implemented. The benefits of proposed software risks
assessment for some class of intelligent railway control system are shown.

Keywords Safety management � Process management � Intelligent transportation
system � Railway control system

1 Introduction

The railway transport is the leading element of transportation system of Russia
carrying out now 86 % of cargo and 43 % of passenger traffic. Improvement of
quality of transport services, to efficiency and safety of transport process is provided
with application of the modern information and telecommunication technologies.
The main aim of the development of information and telecommunication tech-
nologies on railway transport at present is a creation of a new class of systems with
intelligent control facilities. These capabilities enable the radical turn from indi-
vidual automation technologies and management operations to an integrated system
that allows management of transportation processes in real time, implementation of
comprehensive planning and the actual control of the whole railroad industry. JSC
“Russian Railways” is developing such set of intelligent facilities, which is named
Intelligent Railway Control System (IRCS). The prime directions of development of
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IRCS are control of rolling and traction stock, infrastructure management, safety of
railroad services and operations at stations and railway sections.

The basic elements of IRCS technological platform were defined as the set of
technological modules enabling to realize the following functions:

• real-time train operations controlling;
• spatial and temporal synchronization of all business processes of the JSC

“Russian Railways”;
• uniform co-ordinate and temporal information space on the railway network;
• total situation awareness of dispatching staff;
• unification of information storage about technological processes and

decision-making support in automated workplaces.

System integration of the above-specified basic functions of the IRCS in the form
of a complex of hardware, software, information and telecommunication resources,
mathematical models allows starting development and deployment of artificial
intelligent methods in safety management tasks of railway infrastructure and
transportation processes. The described conditions require the use of new methods
of industrial safety, especially for constantly created new information and control
systems with intelligent features. Among others, the least attention in scientific
research was paid to the risks associated with faulty IRCS operations, that caused by
software bugs and faults. Our work fills the gap and proposes new complex method
devoted to safety management, which based on process analysis of risks, through
the development of a new artificial neural network-based software reliability model.

The rest of the paper is organized as follows. In Sect. 2 we analyze the actual
results of IRCS deployment and integrated methodology “URRAN” of risks and life
cycle cost assessment on railway transport. We found it necessary because some
years ago the IRCS and URRAN projects were adopted and now are used by JSC
“Russian Railways”. In Sect. 3 we give consideration to process safety management
and software risk assessment during its life cycle. These aspects have been insuf-
ficiently researched, though there are ways to impact on the dependability of IRCS
subsystems at design time. Section 4 is devoted to our proposed method and some
illustrative numerical results.

2 Experience of IRCS and URRAN Projects

As we mentioned above the project IRCS was started a few years ago, in 2010, and
now we can estimate some of its results of deployment. This project is the first
intelligent system introduced directly in the production of JSC “Russian Railways”.
The IRCS project is coordinated by JSC NIIAS [1] and is being a key area of their
research and development activity. Regarding the application of artificial intelligent
methods and technologies the development of IRCS is based on the following
principles:
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• Usage of a single ontology and implementation platform. It allows continuous
scaling and adapting the system.

• Usage of an adapting planning based on multi-agent technologies. It allows
performing the effective correction in real time of various plans.

• Usage of a process-oriented approach. It ensures the completeness of the
technological processes automatization and the elimination of the functional
duplication.

In 2013, as a pilot project, and in 2015 into real traffic control at the
“Oktyabrskaya” railway (in Russia) the complex IRCS tasks were introduced for the
planning train operations. Nowadays, intelligent functions of IRCS have exploited
at several locations: a range Saint-Petersburg-Moscow, a range Saint-Petersburg-
Buslovskaya, a range Saint-Petersburg-Nevel, a primary railroad track of East-
Siberian Railway, a main railroad track of Baikal-Amur Mainline (in Russia). JSC
“Russian Railways” has plans to deploy IRCS on most railways in 2018. The
experience of implementing IRCS shows that one of the central problems is the
organization of intelligent decision support in controlling the traffic of trains in
compliance with safety requirements. Such requirements with other constraints and
their interaction with central part of IRCS are shown in Fig. 1.

Among other constraints from Fig. 1, we especially highlight the tasks, which
are concerned with ensuring of railway safety. By this aim, JSC “Russian Railways”
started URRAN project [2]. In large part, the URRAN uses the RAMS (Reliability,
Availability, Maintainability and Safety) methodology [3], standards EN 50126 and
IEC 62278. Besides, the URRAN project is aimed to one of the priority tasks of
innovative development—reduction in life-cycle cost of infrastructure and rolling
stock, subject to a high level of hardware reliability and the required level of the
transportation process safety. Some practical results of URRAN project imple-
mentation in early stages, also methodology normative, standards and guidelines
applied for the cost management of life cycle processes in JSC “Russian Railways”
one can find in [4–6].

From a technical point of view, URRAN is a decision support system, which
aims to help staff make decisions in difficult conditions for a full and objective
analysis of their field of activity. Depending on the nature of controlled processes
and IRCS subsystems, different intelligent methods are used in decision-making
support. They include information search, intelligent data analysis and data mining,
knowledge acquisition from databases, cognitive and simulation modeling, artificial
neural networks, evolve and evolutionary calculation, genetic algorithms, swarm
intelligence, artificial immune systems, and others. A whole system architecture of
information technology of complex management of reliability, safety, risks and
resources with URRAN subsystem is described in Fig. 2.

A central part, corporate data storage of described system architecture in addition
to direct data storage performs converting different data interchange formats and
accessing to large volumes of document-oriented and semi-structured data [7]. By
information which is had in data storage, is organized the functioning of two
systems, namely: URRAN and a System of Analysis Railway Traffic Safety and
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Decision Support. These two systems enable the forming, measuring and managing
the set of quantity measured parameters, such as reliability and risks metrics, the set
of safety metrics and the life cycle costs. As a result, we have a unified coordinate
system, allowing to assess the whole set of suggested decisions about transporta-
tions processes, which executed on railway enterprises. In practice, because of
URRAN project, JSC “Russian Railways” uses the united methodology, dealing
with processes of monitoring, registering, storing and processing staff faults and
technical failures, coming from the real-time automated control systems, railway
infrastructure, and traction and rolling stock parameters and locations.

Next, we briefly describe the main functions, that concerning to forming of risks
metrics. The System of Technical Failures Monitoring and Analysis integrates with
railway industry automated control systems in part of information about registered
technical failures. The System of Staff Faults Monitoring and Analysis acquires

Fig. 1 The central part of IRCS multi-agent intelligent train traffic scheduler and its information
constraints
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actual data from such events as a traffic control safety, investigations of violations
of traffic safety conditions, the analysis of security requirements. Moreover, finally,
System of Staff Experience and Knowledge Assessment is designed to obtain an
objective evaluation of the stand-alone level of staff, which involved in railway
transportation operations.

As a result, of implemented analysis, we conclude this section with following
findings. JSC “Russian Railways” is interested in development and deployment of
intelligent technologies and systems concerning reliability, safety and management
of risks management in maintaining life cycle of railway infrastructure. The RAMS
methodology, standing behind the URRAN project, has advantages such as com-
pleteness of the reliability analysis, the reliance on international standards and
accurate assessment of risks at different levels. On another hand, we found some
drawbacks. In RAMS EN and IEC standards, as well as national GOST R standards
the risks of software malfunction have not been accounted. Only EN 50129 and IEC
62279 standards contain recommendations and nomenclature requirement of pro-
cesses on software development and assurance for railway applications. In complex
analysis does not take into account the durability of software. This circumstance
does not allow to link durability and safety of the intelligent automation objects,
also does not allow to assess the risks arising from the operation of the software and
as a result of the update, as well as correctly assess the limit values of
software-controlled objects. The cost of the life cycle of the operating software is

Fig. 2 System architecture of information technology of complex management of reliability,
safety, risks and resources on railway transport

Safety Process Management Based on Software Risks Assessment … 305



estimated in a separation from hardware reliability and safety of object of intelligent
automation as these aspects are not included in RAMS methodology. The RAMS
methodology is well suited for design stages and production of intelligent
automation subsystems and is practically not developed for stages of their opera-
tion, updating, and utilization. For IRCS the risks and safety management of
software-controlled intelligent subsystems at stages of their operation and mod-
ernization represents the main and important task.

Given the aspects mentioned above, in the following section, we will turn to the
development of an approach of safety process management based on software risks
assessment for IRCS.

3 The Proposed Approach

First of all, we adopt the following general risks management principles, also suited
to intelligent automation systems:

• the decision connected with risk management has to be economically expedient
and not make a bigger negative impact, than possible damage from conse-
quences of actual realization of risk;

• risk management has to be coordinated with corporate strategy of the intelligent
enterprise automation;

• decisions in risk management have to be based on sufficient amounts of credible
information;

• decisions in risk management have to consider objective characteristics of an
environment in which the intelligent system is functioning;

• risk management has to provide the analysis of the efficiency of earlier made
decisions and correction of the principles and methods of management.

In Fig. 3 the general scientific view of our approach, adapted from [8] is
presented.

As it follows from Fig. 3 the management of risk in safety process is an inter-
active process for such kinds of activity as risk assessment and risk processing. An
interactive approach to risk assessment allows increasing depth and specification of
an evaluation at each iteration. It is important that in a time of all process of safety
risks management and risk processing, the exchange of information about incidents
[9] between the head management and operational staff has to be performed.

The main difference of our approach is based on existence in the scheme a unit
named “Risks from Software Updates”. Let’s examine how it impacts on safety and
risks. The vast majority of subsystems as a part of IRCS, which realizes methods of
artificial intelligence are implemented in the form of software-controlled devices.
Surely, software plays increasingly important role in artificial intelligent methods
implementation. At present, a large number of IRCS subsystems have been
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designed, and plenty of applications have been put to use with complex software
controlling functions. Moreover, such class of systems as IRCS is commonly
assumed, that they are safety-critical systems. The main percentage of hardware
failure is due to material aging, short circuits, weather, and climatic conditions,
wear while software is not subject to these factors, but surely, may contains latent
faults. So we can confidently approve that the software reliability directly impacts
on the risk assessment, as shown in the diagram in Fig. 3.

Let’s consider more properly the possible mathematical background of a “Risks
from Software Updates” unit given software reliability theory. The importance of
software reliability was clearly defined in early 1972nd [10], and then the extensive
research studies on software reliability have been performed, for example [11].
Almost more than 200 software reliability models were proposed by the researchers
and software experts, but we can divide them into two broad classes: models based
on failure history and models based on data requirements. In another point of view,
one can divide software reliability models also into two broad classes: parametric
and non-parametric models. It is widely known fact, which parametric models are
based on the assumptions of underlying distributions. Non-parametric models do
not require any presumptions of parameters to be estimated. It is possible to think

Fig. 3 Our diagram of software risk management

Safety Process Management Based on Software Risks Assessment … 307



that the non-parametric software reliability models are far beyond the parametric
models in application to intelligent software. However, this is not entirely true and
depends on a careful definition of upper and lower boundaries of the parameters in
the non-parametric models, because the goodness of fit may be sufficient even in
incorrect low and high values.

Such sequence performs the parametric software reliability model calculation. In
our use case, we considered the following assumptions. Also, software reliability
models have been grouped into two classes of models—concave and S—shaped.
Debugging and other testing actions in real release software production and oper-
ation environment are not always performed perfectly. For example, new software
errors invalidate the fault-correction activity, or fault-removal is not fulfilled pre-
cisely due to incorrect analysis of debug results. Because we deal with the new
releases and software updates, we choose the imperfect debugging models among
other software reliability models which we describe like that. Moreover, that is
important, we must consider the software of IRSC not only by itself but as part of
the production system.

Observed software failure data to be S-shaped. Among S-shaped models the
Non-Homogeneous Poisson Process (NHPP) are the most adequate to the real
application. NHPP is the whole family of stochastic models used to model software
reliability growth. Let M be the size of potential software release, N(t) be the
number of software updates by the time t, p is a coefficient of faults are experienced
in upgrades and q is a number of faults we have been detected. Process N is started
with at time t = 0 and is described by the following non-linear differential equation.

dN tð Þ
dt

¼ M � N tð Þ½ � pþ q
N tð Þ
M

� �
; t � 0: ð1Þ

The equation number (1) has an exact solution whenM ! 1 and we try to find
F tð Þ be the fraction of a number of adoptions of software release, and we note
M cannot be infinity. Next we use the essential technique to numerical solving of
(1). The F tð Þ is an S-shaped function that has on an inflection point.

dF tð Þ
dt

¼ 1� F tð Þð Þ p þ qF tð Þ; tð Þ� 0; F 0ð Þ ¼ 0; t� 0; p [ 0; q � 0: ð2Þ

From (2) it following

1
F0 tð Þ ¼ 1

1� F 1ð Þ
1

p þ qF tð Þ ¼ 1
p þ q

1
1� F tð Þ þ q

p þ q
1

p þ qFðtÞ
, pþ qð Þtþ const1 ¼ � ln 1� Fð Þ þ ln

p
q
þ F

� �
, 1� F tð Þ

p
q þF tð Þ ¼ const2e� pþ qð Þt;

were const2 ¼ q
p

� �
with F 0ð Þ ¼ 0:
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1� F tð Þ ¼ e� pþ qð Þt þ q
p
e� pþ qð ÞtF tð Þ , 1� e� pþ qð Þt ¼ F tð Þ 1 þ q

p
e� pþ qð Þt

� �
:

F tð Þ ¼ 1� e� pþ qð Þt

1þ q
p

� �
e� pþ qð Þt

:

ð3Þ
The inflection point of (3) can be found computing its second derivative. We

start with (1) differential equation.

dF tð Þ
dt

¼ 1� F tð Þð Þ pþ qF tð Þð Þ; t � 0; F 0ð Þ ¼ 0

, 1
F0 tð Þ ¼ 1

1� F tð Þ
1

pþ qF tð Þ ¼ 1
pþ q

1
1� F tð Þ þ q

pþ q
1

pþ qF tð Þ
, �F00

F0ð Þ2 pþ qð Þ ¼ F0

1� Fð Þ2 �
F0

q
p þF
� �2 :

If we equate the second derivative to zero, one can find the location of the
inflection point.

F00 t�ð Þ ¼ 0 ) 1� Fð Þ ¼ p
q
þF

� �
) F t�ð Þ ¼ 1

2
1� p

q

� �
) t�

¼
� ln pþ q

4q

� �
pþ q

:

It is hard to direct calculate of Eq. (3). However, we receive this solution as a
test case. Now we switch to the simplified procedure, when p and q the parameters
of our interest be the same interpretation, parameter M be non-random and
non-infinite, but fixed (expected failure number), n denote failure number has been
found, and k denotes the intensity of the failures appearance.

The finite-state software reliability model with parameters above is

kn ¼ M � nð Þ p þ q
n

M � 1

� �
; n ¼ 0; . . .; M � 1ð Þ:

With initial conditions and normalization, we solved equations below.

p00 ¼ �k p00 ¼ �k0p0;

p0n ¼ kn�1pp�1 � knpn; n ¼ 1; . . .; M � 1ð Þ;
p0M ¼ kM�1pM�1;XM

n¼0

pn tð Þ ¼ 1; p0 0ð Þ ¼ 1; pn 0ð Þ ¼ 0; n ¼ 1; . . .; M:
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Thus, we can find the average number of detected faults by time t:

FM tð Þ ¼ 1
M

XM
n¼0

npn tð Þ ¼
XM
n¼0

pn tð Þ n
M
;

FM tð Þ ¼ 1
M

XM
n¼0

npn tð Þ ¼ 1
M

XM
n¼0

Xn
k¼nþ 1

pk tð Þ ¼ 1
M

XM
n¼0

1�
Xn
k¼0

pk tð Þ
 !

, FM tð Þ ¼ Mþ 1
M

� 1
M

XM
n¼0

Xn
k¼0

pk tð Þ:

ð4Þ

Also, one can differentiate (4) on t on both sides

dFM tð Þ
dt

¼
XM
n¼0

pn tð Þ kn
M

:

Moreover, finally, we received this equation, such as done of [12]

dFM tð Þ
dt

¼ 1� FM tð Þð Þ pþ qFM tð Þð Þ � q
M � 1

FM tð Þ 1� FM tð Þð ÞþMVar
n
M

� �� �
:

ð5Þ

Equation (5) contains variance that can be calculated using numerical methods,
but in our case, it would be rather difficult.

To use advantages of parametric and non-parametric software reliability models,
risks management and real production approach we below propose a combined
approach with analytical model and artificial neural network. We construct a
combined calculation model contains an artificial neural network having single
input neuron in the layer of entry. We put single output neuron in the output layer
and two or more neurons in the hidden layer. In the hidden layer we determine the
number of neurons by the number of the base model selected to construct the neural
network combination model.

It means that next update of software release may cause or may not cause
software faults. In our model we assume that the number of the neurons in the
hidden layer is equivalent to the number of software updates, e.g. if we have two
updates, then hidden layer consists of two neurons, if we have three updates, then
hidden layer consists of three neurons and so on. In Fig. 4 such network is
presented.

Regarding the mathematical representation the proposed in Fig. 4 artificial
neural network produces the output as conventional feed forward neural network.
Of course, we must keep the several steps are required to construct the artificial
neural network properly: analyze characteristics, build the proper activation func-
tions, train the network by data sets, and an estimate of parameters.
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Proposed combined neural network has the output as follows

Y xð Þ ¼ W21 1� e� pþ qð Þt
� ��

1þ q
p
e� pþ qð Þt

� �� �
þW22

Mþ 1
M

� 1
M

XM
n¼0

Xn
k¼0

pk tð Þ
 !

:

We use such performance metrics [11] as Coefficient of determination R2ð Þ, Root
Mean Square Error RMSEð Þ and Akaike Information Criterion (AIC). Table 1
describes the results.

The summary from Table 1 demonstrates that proposed neural networks model
to give a better fit that two other models. We analyze the performance of our
proposed approach with two generalized software reliability models [11], namely
Generalized NHPP model and Goel-Okumoto model.

4 Conclusions

The main aim of the research offered in the paper is to propose new complex
method devoted to the design of safety process management for intelligent transport
systems, taking into consideration software risks assessment. We examined in

Fig. 4 Combined artificial neural network model

Table 1 Comparison of models

Generalized NHPP Goel-Okumoto Proposed model

R2 RMSE AIC R2 RMSE AIC R2 RMSE AIC

Data set 1 0.9902 3.826 18.33 0.9913 2.548 16.61 0.9937 0.2955 5.93

Data set 2 0.9893 5.638 26.62 0.9902 3.602 22.91 0.9702 0.9602 11.08
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details the experience of IRCS and URRAN projects and found that JSC “Russian
Railways” devotes much attention to the development of projects related to risk
assessment of railway infrastructure. However, the analysis revealed that insuffi-
cient attention is paid to the software safety risks estimated in the
program-controlled subsystems in the IRCS. Our work fills the gap and proposes
new complex method devoted to safety management, which based on process
analysis of risks, through the development of a new artificial neural network-based
software reliability model. Statistical criterions numerically validate some benefits
of our approach.
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An Approach to Interactive Information
Processing for Situation Awareness About
Incidents in Railway Infrastructure
Management System

Vladimir D. Vereskun, Maria A. Butakova and Olga V. Ivanchenko

Abstract The paper devoted to designing an approach to maintaining a situation
awareness about incidents in Railway Infrastructure Management System (RIMS),
which is operated by JSC “Russian Railways”. In the paper, we provide an analysis
of information model of RIMS and define the flowchart of interactive information
processing for situation awareness about incidents. A novel approach to the strategy
of information granulation about incidents and design of the human-computer
interface for interactive information processing within RIMS is developed. The
paper contains an implemented human-computer interface for mobile devices
connected to RIMS and statistics data examples about incidents and situation
awareness of staff.

Keywords Interactive information processing � Situation awareness � Incident
awareness � Human-computer interface

1 Introduction

The term “Situation Awareness” is now known long enough, but because of the
appearance of information technologies, it began to sound different. The concept
means the possibility of obtaining a complete and accurate set of required for the
decision information about the situation in real time, including its nature and
characteristics. The need for full-ownership situation exists in a variety of areas
where there is a large amount of information flow and a high degree of risk, i.e.
where a wrong decision can have serious consequences. Scientific and systematic
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study of situational awareness began with the work [1], which systematically
defined an integrated definition of the highlighted concept. Situation awareness is a
three-stage process: (1) perception of the elements in the environment; (2) com-
prehension of the current situation; (3) projection of future status. In next paper [2],
Endsley explored the questions concerning various situation awareness measures
and has revealed some principles of SAGAT (Situation awareness global assess-
ment technique). In general, we can say that the papers above gave rise to quite a
fruitful bright area with the advent of scientific monographs [3, 4].

Situation awareness occupies a tactical level, but the next term “Incident
awareness” is applied to the strategic level of decision support. The incident
analysis is quite a broad concept and applies to all kinds of circumstances asso-
ciated with the actual incident. It is used as a means of incident mitigation measures
and management. Events and incidents in this context are hypothetical, at the level
of probabilities. Scenarios are developed as a rule when the situation of the incident
outcome has not happened yet. Scenarios for adaptation and response are planned
and implemented by the probability of their occurrence and negative impact.

Interactive computations [5] involve principles of designing a human-machine
interface, especially for intelligent systems. Such systems operate with a consid-
erable amount of data from various sensors, programmable agents, networked
devices and the quality and quantity of information significantly affect a staff
awareness in decision-making. A large amount of data about incidents does not
mean that the user has more incident awareness. On the contrary, the user may be
misled about the actual situation. Proper human-machine interface must present
information in such a form as to ensure the fulfillment of the desired goals and
objectives needed to the user. The registering and management functions about rail
incidents are performed by the unified corporate automated infrastructure man-
agement system of JSC “Russian Railways”, or briefly, the Railway Infrastructure
Management System (RIMS). RIMS is a tool to address management problems and
information support business processes of the current operational infrastructure
content JSC “Russian Railways”. Nowadays, JSC “Russian Railways” is continu-
ously implementing of the development of multilevel intelligent control systems on
transport, which realize various new classes of control algorithms and technologies.
RIMS is a core part of any subsystem within intelligent control systems on transport,
which performs a data storage about numerous railway infrastructure objects,
planning repair jobs, violation safety incidents, and other incidents [6]. The rest of
the current paper is organized as follows. Section 2 contains related work and
analysis of information model of RIMS. Then we define an interactive incident
processing cycle. Section 3 proposes an approach to the design of the
human-computer interface for interactive information processing within RIMS.
Section 4 present an implemented human-computer interface for mobile devices
connected to RIMS and some statistics data about incidents and situation awareness.
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2 The Information Model and General Incident
Processing

The information model of railway infrastructure, which is shown in Fig. 1 consists
of three parts: (1) Storage of Infrastructure Objects (SIO); (2) Incident Management
System (IMS); (3) System of Incident Processing (SIP). SIO is the first and main
component, which is designed to store the characteristics of infrastructure objects
and relationships with their classification by purposes and functions. SIO contains a
detailed description and relationships among various rail infrastructure objects, rail
track schemes, their characteristics, and parameters, sequences of states of infras-
tructure objects, as well as their dependencies at logical and physical levels.

The second component of the information model is IMS, which is aimed at
automation and management of technical failures and other incidents from various
rail process intelligent and control systems. IMS performs such tasks as information
support for incidents monitoring and accounting, formulation of the incidents
specifications, the supply of the information about the ways of troubles resolving
and timing control of removing the negative effects of incidents. The third com-
ponent of the information model is an SIP, that is intended for automation of control
processes of incidents monitoring and failures and troubles eliminations at the
whole of the railway infrastructure objects.

Rail Tracks Schemes

IMS – Incident Management System

Identification Data

Characteristics 
and Parameters

States of 
Objects

Organization 
Structure

Infrastructure 
Objects

SIO – Storage of Infrastructure Objects

Incident
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Classifiers and 
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Incident Processing 
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Qualifications
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Domains and 
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Decision-support 
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Maintenance 
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SIP – System of Incident Processing

Operations

Periodicity/
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Fig. 1 The information model of RIMS

An Approach to Interactive Information Processing … 315



These three components are viewed as unified platform for a specialized data-
base of rail infrastructure objects. The process of incidents control is directly related
to the process of monitoring and diagnosis. The incidents processed can have a
different base. They may be based on the data from automatic monitoring and
diagnosis system, and also on the data entered manually. The incidents as them-
selves may be regarded as important and requiring action to restore and requiring
actions for adjusting maintenance plans. The RIMS as a whole is as a
business-critical system. RIMS operation does not affect the operation of other
systems. The above system operates 24 h of the day, 7 days of the week and
365/366 days of the year without a time of maintenance.

We describe theRIMS as a system for a situation awareness and below in Fig. 2 we
reviewed and designed a general flowchart of incidents processing cyclewithinRIMS.

Several rail departments involved into interactive information processing cycle
about incidents, namely: railway track and engineering and civil engineering
buildings; electrification and electricity supply department; automatics and tele-
mechanic department, and, finally, the rolling stock department. They perform the
following functions, concerning the registering and monitoring incidents: the
forming and maintaining the unified information model of the exploited rail
infrastructure; the forming of the unified description of objects and the set of
relations among them; the forming and the managing of unified normative and
corporate help documentation, including geolocation data; provision of the unified
user interface to processed datasets.

Fig. 2 A general flowchart of incidents processing cycle
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The RIMS has a powerful hardware to maintain the incidents processing cycle
above. The hardware consists of

• two database servers, IBM zSeries with parameters adopted by JSC «Russian
Railways» and connected in the fault-tolerant cluster;

• two application servers (each of them contains a dual Intel Xeon 3 GHz pro-
cessor, 16 Gb RAM, 4*146 Gb Ultra-fast RAID, 2*1Gbit/s network interfaces),
which is forming a network load balancing cluster;

• one report server and one web server with parameters the same as above,
connected to the high-speed local area network;

• over 12,000 workstations of various employees of JSC «Russian Railways».

The software of RIMS has been designed using the IBM Maximo platform with
Oracle Database Server, IBM WebSphere as an application server and web portal.
The workstation of RIMS is a thin client with only requirements a Java Runtime
Environment and web browser.

3 Proposed Approach

In the previous section, we briefly outlined a technical architecture of RIMS, its
hardware and software platform and general incident processing cycle. Next we pay
more detailed attention to principles of interactive human-computer processing of
incidents. Our approach will be using the human-centric granular computing [7, 8]
principles. The proposed approach involve several strategic principles of infor-
mation granulation for situation awareness as following.

1. The source of incident granulation:

(a) The granule of events category “Complex”, registered in the objects by
Departments;

(b) The granule of events derived from automation monitoring systems by
Departments, the category “Technical”;

(c) The granule of incidents initiated by various employees, the category
“Request”.

2. The incident registration granulation:

(a) The granule of registration unification—the same treatment is related to only
one incident;

(b) The granule of registration singularity—a single incident cannot be linked
more than one source of incident granulation;
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3. The incident processing granulation:

(a) The granule of processing execution—a uniquely Responsible Officer for
“Technical” incident;

(b) The granule of processing control—a uniquely Senior Officer for “Request”
incident;

(c) The granule of processing workgroups—a Head of the Workgroup is
responsible for “Complex” infrastructure incidents.

4. The efficiency metrics granulation:

(a) The granule of infrastructure incidents solution rapidity;
(b) The granule of user requests incidents solution rapidity;
(c) The granule of information awareness about incidents grouped;
(d) The granule of mean time to maintenance jobs about incidents grouped.

The main flowchart of proposed approach to interactive information processing
about incidents in Rummler-Brache notation [9] is shown in Fig. 3. The

Fig. 3 A general flowchart of incidents processing cycle
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methodology used to detail the business processes and is a modification of the
widely known WFD and DFD standards. The diagram of the business process is
divided into tracks. Each track corresponds to the structural unit or positions
involved in the business process. Both operations are performed a structural sub-
division, located in its area of the track. Rummler and Brache proposed [9] to divide
the chart on the track on the following principles: the first track—to display the
cooperation of the customer and process; the latter path—to display support
external processes; the central walkway—relevant structural units or positions
involved in the process.

Let us detail some math background of proposed approach. As we mentioned
above, our approach is based on granular computing principles. We consider
granulation problem as topology problem what distinguishes our approach from the
others.

Let us expound the topological approach related to the notion of similarity,
which is one of the basic when considering the information granules. The approach
is applicable in situations that were expressed in the discrete nature (e.g., when the
many universal courses and admitted). Let U—the arbitrary universal set and
k; n 2 N.

Also, we define in U the fuzzy set CðnÞ
l , which has a type n, CðnÞ

l ¼
ðu; lðuÞÞ : u 2 Uf g, n 2 N, where lðuÞ—is arbitrary mapping the U into the set of

fuzzy sets U of type n� 1.

Definition 1 Let’s define that the fuzzy set CðnÞ
l1 is k-similar to a fuzzy set CðnÞ

l2 if in
cuts of these sets coincide, at least, k elements.

The relation k-similarities is the tolerance relation on a set ½0; 1�Un . It is easy to be
convinced that so that the relation to be k-similar was the equivalence relation on
½0; 1�Un , is necessary also enough that the set U was final and the number of its
elements equaled k. Let’s note that situations when tolerance appears equivalence,
there is no need to exclude from consideration though in such cases, and there is a
weakening of “illegibility” of sets. At further specification of the thoughtful
questions, the relation of equivalence can also be demanded.

Definition 2 Let’s define that the fuzzy set CðnÞ
l1 is k-similar to a fuzzy set CðnÞ

l2 if
cuts of these sets differ no more than k � 1 elements.

The relation k-similarity also is the tolerance relation on a set ½0; 1�Un . At k = 1
similarity of fuzzy sets means coincidence of their cuts. For final universal sets of
the concept of similarity and similarity of fuzzy sets coincide, if N—the number of

all elements U, then so that sets CðnÞ
l1 and CðnÞ

l2 (at any fixed n) were k-similar, is
necessary and enough that they were ðN � kÞ-similar. If U it is infinite, then two k1-

similar to some k1 sets CðnÞ
l1 also CðnÞ

l2 can not be k2-similar at any k2. At the same
time, two k2-similar to some k2 sets are k1-similar at any k1. Thus, the relation of
similarity is, generally speaking, narrowing of the relation of similarity.
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Traditional creation of the theory of fuzzy sets uses the set-theoretic algebraic
structure of a lattice. It is natural to attract to cases in point and the topological
structures in the most general view expressing the concept of proximity.

Definition 3 Let’s define that fuzzy sets CðnÞ
l1 and CðnÞ

l2 are e-proximity ðe[ 0Þ if the
distance between cuts of these sets in the considered metric functional space does
not surpass number e.

The relation e-proximity also is the tolerance relation on a set ½0; 1�Un . For
example, addressing one of the standard metrics, it is possible to say that fuzzy sets

CðnÞ
l1 and CðnÞ

l2 are e-proximity if in cuts of these sets the absolute value of a dif-
ference of degrees of the accessory of each element u 2 U does not surpass e. Such
form of proximity belongs to the topology of uniform convergence.

The relations entered above are k-similarities, k- and e-proximity we will unite
similarity e one term—a resemblance.

Definition 4 An information granule in ½0; 1�Un is called its subset C such that any
two elements belonging to it are constitutes a resemblance.

Each subset of a granule consisting, at least, of two elements is also a granule.

Definition 5 The granule in ½0; 1�Un is called finished if it does not contain in any
other granule.

Thus, the finished granules are the maximum elements in the partially ordered
set (rather set-theoretic inclusion) of all granules in ½0; 1�Un , that is that and only
those subsets ½0; 1�Un which coincide with the crossing of classes of tolerance of all
elements belonging to them.

The set of all fuzzy sets in any three-element set U is geometrically identified
with a single cube of space R3. For the relation of similarity the class of tolerance of
any fuzzy set representing some point of a cube is an association of three pieces
which are lying in this cube, passing through this point and such that one of them is
parallel to abscissa axis, another—ordinate axes, the third—axes of z-coordinates.

4 Some Practical Results

In this section, we present some practical results concerned to the human-computer
interface of mobile devices connected to RIMS. To show the scale of the control
task incidents on the railways in Fig. 4, we present statistics on reported incidents in
recent months in 2015. Next, In Fig. 5 a couple of sample screenshots of the
interactive incident processing on a mobile device are presented.

The mobile interface also consists much-supporting functions for operational
staff, such as information about incident location tracking, detailed incident spec-
ification, incident processing status, etc.
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Fig. 4 The types of RIMS incidents registered in 2015

Fig. 5 A human-computer mobile interface to interactive incident processing
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5 Conclusion

Finally, we conclude the paper by describing some advantages of our approach. The
first advantage consists the fact that proposed approach is consistent with the
general structure of new classes of modern intelligent transportation systems, such
as RIMS, which is exploited by the JSC “Russian Railways” nowadays. The second
advantage is that we use a strategy and principles of information granulation. This
strategy allows us to maintain a situation awareness about a huge number of
incidents, of the order 70 thousand various incidents in a month. Moreover, finally,
as the mathematical background of our approach, we applied original topology
definitions of fuzzy granules similarity, proximity and as a whole concept is a
tolerance and resemblance relations of information granulation.
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Stochastic Traffic Models for the Adaptive
Train Dispatching

Vladimir Chebotarev, Boris Davydov and Aleksandr Godyaev

Abstract Adaptive dispatching allows you to adjust the movement of vehicles
which improves transport service and reduces costs. Optimal dispatching decisions
are taken on the basis of modeling the disturbed traffic. The paper presents the
foundations of the stochastic model creation and the methodology of its use in
online traffic rescheduling. The authors investigate the base principles of the train
traffic stochastic models which are used for the effective dispatching. The paper
propose the practical method of macro regulation the train flow which prevents
local conflicts between services based on the probabilistic forecasting the headway.
Computational results based on experimental data confirm effectiveness of the
stochastic model when predicting and solving conflicts in the mixed traffic on the
main line.

Keywords Train traffic � Stochastic model � Operative management �
Rescheduling

1 Introduction

Stochastic modeling of train traffic is widely used for the creation of effective
annual (normative) timetable or when searching for ways to develop the rail
infrastructure. Modeling allows you to obtain a stable schedule of through proper
allocation of trains on the network and by the optimal distribution of time surpluses.
Predictive model of the traffic in a large railway network has an approximate
character, since used much averaged baseline conditions of functioning. There are
often situations in the real train traffic that differ greatly from the averaged option.

V. Chebotarev
Computing Centre, Far Eastern Branch, RAS, Khabarovsk 680021, Russia
e-mail: chebotarev@as.khb.ru

B. Davydov (&) � A. Godyaev
Far Eastern State Transport University, Khabarovsk 680021, Russia
e-mail: dbi@rambler.ru

© Springer International Publishing Switzerland 2016
A. Abraham et al. (eds.), Proceedings of the First International Scientific Conference
“Intelligent Information Technologies for Industry” (IITI’16), Advances
in Intelligent Systems and Computing 451, DOI 10.1007/978-3-319-33816-3_32

323



This is due to the presence of many independent influencing factors. The conflicts
between trains are local in character and tend to propagate in a confined
time-distance space. Conflict resolution is carried out by online regulation that
provides the train manager. You must have an adaptive control system to imple-
ment a qualitative adjustment of movement in disturbed conditions. This system
uses a large volume of the actual information and makes a decision on conflict
prevention.

Rescheduling when used the adaptive control begins at a moment when happens
one of the events, such as coming the signal of the train trajectory deviation. In this
case, the problem involves the detection of first the nearest conflict (in time) and
then, in determining the chain of secondary conflicts. The train traffic is modeled
using probabilistic directed graph when there are the random impacts. Such a
representation of the process leads to the unification of operations that used for
cumulative delay formation on the basis of partial distributions the activity inter-
vals. The research has shown the convolution function of the initial distribution is
the basis of any particular act of delay formation. This method is used in the prior
probabilistic analysis of delay propagation which appears due to disturbed process
of connections. In reality, the majority of disturbances occur in the movement of
trains at open tracks. Therefore there is a need to create a comprehensive model
which adequately reflects all kinds of intertrain conflicts. This problem is consid-
ered in Sects. 3 and 4 of this paper. The process of delay formation is represented as
a tree of interferences, nodes of which are the acts of conflicts between trains at
stations or at open tracks. The problem of local modeling the train conflicts is
significantly different from the creation of traffic model on a largely network. The
main features are a small number of trains that are experience troubles and a
presence of actual implementation the influencing factors.

Adaptive train traffic control involves the use of two fundamentally different
strategies. The first type of strategy used in the strict traffic regulation, which is
necessary for transit the passenger trains and the freight trains with rigid timetable.
The second kind of management is advisable to apply to freight traffic during
periods of weakening the intensity of the train flow. This strategy consists in
operative change the parameters of movement the train groups which carry out the
train manager. The manager can enlarge the departure interval of freight trains.
Time margins improve the local situation, i.e. reduce the number of nonscheduled
stops and their total duration. The problem of modeling the economical mode of
freight train traffic and determining its temporal place in the schedule is investigated
in Sects. 5 and 6.

2 Literature Review

The majority of published papers are considering the rescheduling as a deterministic
problem of train traffic on the congested network. The paper [1] provides an
extensive overview of recovery models and algorithms for real-time rescheduling.
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The main types of problems which are solved in searching for optimal adjust-
ments the disturbed flow are conflict detection and resolution (CDR) and train speed
coordination (TSC) [2]. In these problems, the best order of train movement
determined to reduce the deviations. Problem of finding the optimal schedule is
very time-consuming. Most frequently, the branch and bound algorithm is used as
the optimization framework to trains’ rescheduling. To speed up the solution often
apply different heuristics and greedy algorithms. One of the most efficient algo-
rithms described in [3].

The well-known works employ microscopic models that describe the process of
moving in detail, but more time is needed to determine the optimal solution. Many
authors have used more productively mesa-model [4], which deals with the running
operations on relatively long sections and with the stops at stations. It allows you to
develop a schedule for a large rail network in a shorter time.

The main disadvantage of deterministic models used for rational dispatching, is
insufficient consideration the risk of accidental disturbances. This drawback is
largely compensated by using the stochastic models. In one of the first papers
considering this problem [5] proposed analytical method for delay calculation by
use the convolution of distributions the input and current disturbances. The sta-
tistical model of train traffic on main line created in [6]. The approach is based on
regression models, built using training sequences for the main indicators such as
speed, duration of train processing etc. The model of formation the delays in the
train packet using a probabilistic approach proposed by Carey et al. [7], determines
the total running time as a sum of the partial random intervals at the elements of
site.

The most developed stochastic model of propagation the delay is created in the
paper [8]. This work examines the influence of the random scattering of running
time on the passenger waiting process at the interlinking. The authors use a discrete
representation of the probability distribution. Stochastic model which comes really
close to our approach is in [9]. The paper uses the mesoscopic model and stochastic
activity graph. The main purpose of the research is to determine the right cumu-
lative distribution function which is the result of convolution the initial
distributions.

The analysis shows that there are insufficiently studied issues in the problem of
stochastic modeling of train traffic. Effective implementation of adaptive traffic
management requires development of an overall probabilistic model.

3 The Tree of Interferences as the New Mesa-Model
of Delay Propagation

Rescheduling models which describe the passenger connections and the train
departure process at the stations are developed in many papers. In these models, the
nodes of an activity graph which reflect the process within the station corresponds
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to operations of arrival (Barr) and departure (Bdep) the trains. The nodes of the graph
represent the events of the beginning and end of the short stop, if examined the
model of the conflict at the open track. To combine both of these models, we are
using a new approach that involves an identical description of the processes the
delay accumulation at the stations and the interstations. Nodes of a simplified
activity graph correspond to conflicts of trains. The method of constructing a graph
based on the mesoscopic model of the traffic process [4]. The train movement
which disturbed by random influences, we present as a tree of interferences. Such a
model is a graph whose nodes represent the competition between the trains for the
occupation the element of infrastructure in conflict places (operating points-
according to the terminology of [8]). Some block-sections or level crossings at the
stations and on the open trucks may represent these conflict points. It is usually
assumed that conflict situations can be of two types. The first type corresponds to
the primary (input) disturbances and other to the secondary delays. Deviations from
the schedule, which is directly caused by the difficulties related to only one train,
belong to the primary disturbances. In particular, the delay of arrival to the
boundary point between the external and internal networks is considered to be the
primary one. The main part of primary disturbances which appears inside the
network is caused by equipment failures. Impact of the train-leader on the following
train is manifested in the conflict points of second type. This situation arises, for
example, if speed of the following train exceeds the same for train-leader.

The proposed model differs from the graph used in a number of papers to
simulate the situation on the railway section (we specify the paper [2], as the
example). The difference lies in the fact that the model includes only the points at
which the train scheduled activity is disrupted. There are some conflict situations, or
forced (preventive) change of the running mode are present at these points. The last
activity performed to eliminate the delay or satisfy requirements for limiting the
speed.

Often there is a type of conflict which occurs between a pair of trains at the
boundary station due to the late arrival of the leading train (see Fig. 1a) or of both
the trains (Fig. 1b). The primary delay can be spread over the next trains (Fig. 1c).
Thickened lines (that is, the arcs of the graph) reflect the running or the dwelling
activity, which are implemented with the delays regarding the timetable. The length
of each arc corresponds to the duration of the operation (or the group of operations).
This value is called an operating time. Train 2 gets additional delay after the act of
interaction with the train 1. This causes a delay of scheduled train 3 (Fig. 1c).

Figure 2 shows the components of the tree which correspond to the appearance
of secondary delays due to the speed difference of trains running. Figure 2a illus-
trates the delay propagation on the trains 2 and 3 due to unscheduled stop of the
train 1 at a site or at a station (at the point s1). Conflict situations when rapidly
moving train catches up a slower one at a certain point, depicted on the fragment
of Fig. 2b.

The tree of interferences also includes components that reflect the forced change
a mode of train run due to driver activity or the dispatcher order. In Fig. 2c you can
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see a model element in which nodes correspond to moments of switching-on (s1)
and switching-off (s2) the enhanced train speed. The delay disappears at the point s2
due to local high speed movement of the train.

The example shown in Fig. 3 reflects the delay propagation across the network
comprising various types of conflicts. The control site lies to the left of the input
station SIN (see Fig. 3a). When the late arrival of the leading train 1 occurs, conflict
with the followed train 2 arises. This train acquires a secondary delay. The schedule
is dis-rupted causing a new conflict, namely, the simultaneous arrival of the trains 2
and 3 in the intersection of A. The train 3 acquires a secondary delay as the result of
conflict resolved. This situation causes the propagation of disturbances the transfer
of passengers at the point B and as a consequence, the occurrence of delay the
train 4 (Fig. 3b).

Search for points at which the delays are changed due to conflicts, makes by
solving a chain of the two-train problems. This realizes the following algorithm.
You have to determine the nearest train (by the time) which may fall under the
influence of the disturbance. This operation is performed when a signal about the
actual deviation from the schedule comes. This may be a following train which
moves after the delayed one, or the potentially conflicted train at the crossing point.

Fig. 1 The element of conflict on the border of the section. The arrow indicates the direction of
train movement

Fig. 2 Elements of passing conflict and of forced change the speed mode
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The number of problems depends on amount the crossings which intersect the path
of belated train.

4 The Generic Stochastic Model of a Train Traffic

Here we describe the mechanism of formation the train delays and the headways in
the presence of random variations the operation times. Running time on the section
is formed by summing the values of duration the running and stopping operations.
We assume that the trains are moving in accordance with the schedule in the
absence of disturbances. Each of the scheduled operation time includes the mini-
mum allowable time and some supplements.

Influencing factors that are disrupted movement of the train, shifts the actual start
and stop times of operations relative to schedule. The train departure from the
station (or from the control point) in this case is delayed and scattered within a
certain interval Dtdep (see Fig. 4).

The train complies with the scheduled travel time tS in the absence of random
influences at each the elementary sites. In reality, the running time on the
section AB is exposed to random influences. These actions cause changes of speed
or emergence of short stop what leads to the scattering of arrival time. This time is
the sum of random variables, jointly reflecting a scattered time of the train departure
and running activities. This is depicted in the graph of Fig. 4 as a set of “packets”
the train traces.

The work [9] shown that the accumulation of delays can be described by a
probabilistic operational graph. Each node of the graph corresponding to the
planned stop. Parameters of the actual state are determined by a set of previous
operations. Some of them are the running operations at the segments adjoining the
station (arcs truni in Fig. 5), while others (arcs tdwelli) represent the passenger
transfer. Random moment of departure from the station B is determined by set of
their arrival times together with the strategy of changing the order of train departure
by having the delays.

The mentioned paper shows the convolution of the distributions of two random
variables Fac1ðtÞ and Fac2 tð Þ is the basic operation for the analysis of disturbances:

Fig. 3 Fragment of the tree illustrating a propagation of delays at stations and on intersections
Trains 3 and 4 are coming from lines which differ from the arrival directions of trains 1 and 2
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Fsum tð Þ ¼ Fac1ðtÞ � Fac2ðtÞ. These variables reflect operating delays at the inter-
connection. We offer the generic stochastic model in which a convolution operation
is considered as a universal (basic) element in the formation of partial delay.
A framework of processing the two random variables is independent of the type the
train interaction and of the chain of operations. A convolution operation is per-
formed as in the evaluation of the results that interaction, and in determining the
delays on the station.

The restrictions which are defined by the regulations of processes management
are involved in the forming of partial distributions. There are such a restrictions as

Fig. 5 Fragment of the
graph, which reflects the
impact of the interlinking

Fig. 4 Graphic interpretation of the stochastic model of a train traffic �—scheduled times of
arrival and departure; �—predicted arrival times
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the minimum values of speed and of headways at the open tracks. Dwelling times at
the station is also restricted by the limit values. Now we show the scheme for
calculating the output probability distribution of moments of departure the train 1 in
the situation displayed by the graph fragment on the Fig. 5:

Fout1 tð Þ ¼ Frun1 tð Þ � Fdwell1 tð Þð Þ � Frun2 tð Þ � Fdwell2 tð Þð Þ½ � � Frun3 tð Þ � Fdwell3 tð Þð Þ

The structure of this formula emphasize the fact that the basis for each ele-
mentary calculation is two-train model, and composition of distributions is deter-
mined regardless of what kinds of operation are processed together.

5 Two Strategies for Conflict Detecting and Resolution

Prevention of conflicts between trains during disturbances is a major problem of
operative traffic management. Rescheduling in different flows of trains may have a
certain type. The main requirements are to ensure the accuracy of the arrivals and
the quality of the transfer process if is regulated the flow of passenger trains. The
same requirements apply also to freight trains, are moving on a hard schedule.
These conditions assume the use of a control strategy in which the manager detects
and resolves every conflict individually. This framework we call the strategy of
local management.

At the main railway with mixed traffic, there are the periods when are moving
large packets of conventional freight trains. Quite often there are periods of 2-3 h,
when the intensity of freight flow is low. During these periods there are additional
time reserves, which can eliminate many conflicts. An increase the train running time
is one of the main methods to reduce the level of delays [10]. The regulatory action
is that the dispatcher purposefully assigns the group of trains that travel in economy
mode. The combination of economic and intensive modes is illustrated in Fig. 6.

Fig. 6 Fragment of schedule with the economical and intensive train traffic
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We are showed the using a stochastic model of train traffic to solve the problem
of detection and resolution the set of conflicts. There are use the model the prop-
agation of disturbances at the chain of train that occur after the occurrence of a
random primary delay. We consider the methodology for analyzing the features of
train flow and rational choice of a traffic mode as the on-line integral flow
adjustment.

6 The Boundary Interval for Appointment the Economy
Mode

We consider the problem of propagation of a nonscheduled small stop having a
probability density gðtÞ, when a dense flow of trains is moved. A primary delay can
generate a chain of nonscheduled deviations. Because the moments of the train
departures usually deviate from scheduled ones, they can be considered as random
ones. We assume the departure time intervals between the trains following are
independent and have the same density function w tð Þ.

We solve the following problem: for arbitrary k� 2 to find the distribution
function WkðtÞ � WB;kðtÞ of the arrival interval between (k − 1)th and kth trains to
the B. Regularities which are described in Sect. 3 are used to create model of delay
propagation. We deduce the expression for the output distribution in the following

form:Wk tð Þ ¼ I t[ t0ð Þ Rt	t0

	1
wðzÞ dzþ R1

	1

R1
t	t0

R1
zþ u	tþ t0

gðxÞ dx
 !

wðzÞ dz
" #

w�ðk	2Þ
(

ðuÞ dug2
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 n, where t0 is the least safe time interval between trains,
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	1

f1ðu	 yÞf2ðyÞ dy is the convo-

lution of two arbitrary densities f1 and f2.

Let, as the example, g tð Þ � I t [ t0ð Þke	kt, wðtÞ ¼ 1
r
ffiffiffiffi
2p

p e	ðt	TÞ2=2;

I x 2 Að Þ ¼ 1 if x 2 A;
0 if x 62 A;

�
where T is a scheduled departure interval and r is sufficiently small: 4rþ kr2\T

Graphs of the functions Wk tð Þ (Fig. 7), calculated taking the real-type distribu-
tions mentioned into account. The curves show that with increasing the number of
delayed train the form of distribution approaches to a single jump. This demon-
strates the decreasing trend of secondary delay up to its complete disappearance.

Now we consider an example that defines the critical headway to assign the
economical mode of freight flow. Express headway Tdep as the sum of the unknown
parameter T and a fixed amount of the minimum safe interval t0: Tdep ¼ T þ t0.

Consider the following scenario as an example for estimate the duration of
critical departure interval Tdep at the station A. It is expected an increase in the flow
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density of freight trains on the railway section. Manager must appoint such an
interval, that the amount of delays mk is not exceed two units with a probability
p less than 0.1. We show an additional interval T in the case when Tj ¼ const and
the exponential behavior of g tð Þ must satisfy the following condition
T � mkð Þ	1ln pð Þ	1. Graph of the function T mkð Þ where mk is the number of
permissible secondary de lays are shown in Fig. 8. Dependences obtained for the
real parameters which are valid for the main railway directions of Russian railways.

The calculation shows the time margin (to the value of safe interval t0) is equal
to 4.5 min for m = 2. Total duration of the minimum interval between trains is
9.5 min. It should be noted that the headway of heavy freight trains at the Russian
railways lies in the range from 10 to 14 min. Obviously, this decision is due to the
need to obtain a small amount of unplanned delays. Indeed, when mk is equal to 1,
the interval which is calculated by our technique, represents 13 min.

Fig. 7 Graph of distribution the output headway for different numbers of delayed trains

Fig. 8 Dependence of headway on the number of expected unscheduled delays
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7 Conclusions and Future Work

The described approach to stochastic modeling of trains allows you to create
algorithms for online management. The most important feature of these algorithms
is the adaptive adjustment of parameters of the model, taking into account the actual
situation. This approach is used to solve practical problems for intensity regulation
the freight trains flow. The calculated critical headway values are correspond well
to the actual ones. In a further study is necessary to develop an algorithm for the
forming the statistical feature of the main model elements such as running and
dwelling times.

References

1. Cacchiani, V., Huisman, D., Kidd, M., Kroon, L., Toth, P., Veelenturf, L., Wagenaar, J.:
Overview of recovery model sand algorithms for real-time railway rescheduling. Transp. Res.
Part B 63, 15–37 (2014)

2. D’Ariano, A., Pranzo, M., Hansen, I.A.: Conflict resolution and train speed coordination for
solving real-time timetable perturbations. IEEE Trans. Intell. Transp. Sys. 8(2), 208–222
(2007)

3. Törnquist Krasemann, J.: Design of an effective algorithm for fast response to the rescheduling
of railway traffic during disturbances. Transp. Res. Part C 20, 62–78 (2012)

4. Hansen, I., Pachl, J.: Conclusions. In: Railway Timetable and Traffic. Analysis, Modelling,
Simulation, Hamburg: Eurailpress, pp. 209–211 (2008). ISBN: 978-3-7771-0371-6

5. Muhlhans, E.: Berechnung der Verspatungsentwicklung bei Zugfahrten. Eisenbahntechnik
Rundschau 39(7/8), 465–468 (1990)

6. Shapkin, I.N., Usipov, R.A., Kozhanov, E.M.: Modelling of train operation on the basis of
multi-factor valuation the process operations. VestnikVNIIZhT. 4, 30–36. Шaпкин, И.H.,
Юcипoв, P.A., Кoжaнoв, E.M.: Moдeлиpoвaниe пoeзднoй paбoты нa ocнoвe
мнoгoфaктopнoгo нopмиpoвaния тexнoлoгичecкиx oпepaций. Becтник BHИИЖT, 4,
30–36 (2006)

7. Carey, M., Kwiecinski, A.: Stochastic approximation to the effects of headways on knock-on
delays of trains. Transp. Res. Part B 28(4), 251–267 (1994)

8. Berger, A., Gebhardt, A., Müller-Hannemann, M., Ostrowski, M.: Stochastic delay prediction
in large train networks. In: Caprara, A., Kontogiannis, S. (eds.) 11th Workshop on
Algorithmic Approaches for Transportation Modelling, Optimization, and Systems. ATMOS
2011, pp. 100–111 (2011)

9. Bueker, T., Seybold, B.: Stochastic modelling of delay propagation in large networks. J. Rail
Transp. Plann. Manag. 2(12), 34–50 (2012)

10. Davydov, B.I., Chebotarev, V.I.: Optimal modes of the freight train traffic. Transp. Sci.
Technol. Manag. 1, 65–67. Дaвыдoв, Б.И., Чeбoтapeв, B.И.: Oптимaльныe peжимы
движeния пoтoкa гpyзoвыx пoeздoв. Tpaнcпopт: нayкa, тexникa, yпpaвлeниe, 1, 65–67
(2015)

Stochastic Traffic Models for the Adaptive Train Dispatching 333



Usage of Digital Image Processing
Methods in the Problem of Determining
the Length of the Rail Joints

Anatoly Korobeynikov, Vera Tkalich, Sergey Aleksanin
and Vladimir Polyakov

Abstract Methods and techniques of digital image processing are commonly used
for various problems of defectoscopy. Usage of digital image processing methods
for automated determination of length of the rail joint is described. There are many
of such methods. Among them are filtering methods, image enhancements methods,
deblurring methods, methods or regulation, morphological filtering methods, edge
detection methods, image analysis methods. Automated procedure for determina-
tion of length of the rail joint has been proposed. Also specific example of deter-
mination of length of the rail joint has been adduced.

Keywords Defectoscopy � Rail joint � Blur image � Image analysis �
Convolution � Deblurring � Image enhancement � Image processing toolbox �
Morphological filtering

1 Introduction

Nowadays many millions of different rails like tram and train ones are laid in the
world. Some of these tracks relates to specific transportation facilities, such as
subways, crane runways, carriers, trolleys, etc. Vulnerable point of tracks is a rail
joint, which has various gaps. Further impact forces by passing rolling stock
reaches the maximum value due to the lack of continuity in the joints of the track
way. In other words, a sufficiency large wheel impact occur, resulting in decreased
reliability of the track structure and carriages moving thereon.

A. Korobeynikov � V. Tkalich � S. Aleksanin � V. Polyakov (&)
ITMO University, Kronverksky Pr., 49, 197101 Saint Petersburg, Russia
e-mail: v_i_polyakov@mail.ru

A. Korobeynikov
e-mail: office@izmiran.spb.ru

A. Korobeynikov
SPbF IZMIRAN, University Emb, Building 5, letter. B., 199034 Saint Petersburg, Russia

© Springer International Publishing Switzerland 2016
A. Abraham et al. (eds.), Proceedings of the First International Scientific Conference
“Intelligent Information Technologies for Industry” (IITI’16), Advances
in Intelligent Systems and Computing 451, DOI 10.1007/978-3-319-33816-3_33

335



The rail ends in the joins deflect under load and form an angle. Thus, wheels hit
the surface of the receiving rail ends at a slight angle to the vertical direction. The
horizontal component of these forces creates running-away in the direction of the
force directly proportional to the load.

However, the horizontal component of the force may not cause a noticeable
running-away of rails (i.e. longitudinal movement of the rail by passing train
wheels), because receiving rail ends are already pressed by collided wheels. The
main reason for the running-away from hits in the joints lies in the fact that track
way shakes and obtained partial discharge of the temperature stress happened in the
receiving rail. Due to this, it changes the length and the opposite not clamped end
slightly slips forward.

Based on the foregoing, the control of the length of rail joints is a prerequisite for
ensuring the safe operation of rolling stock.

2 Digital Processing Methods Used for Image
Enhancement in the Problems of Defectoscopy

Reliable identification of defects depends on the quality of the analyzed image.
Poor quality can lead to misidentification or unreliability of the characterization of
defects. In this case, reliable quality enhancements of such images is an important
task that must be addressed in a low contrast and low sharpness images.

Image Enhancement—is the process of manipulating the image, in which it
becomes more suitable for a particular application than the original one It is
important the word “particular” because it establishes from the outset that the
methods of image enhancement are problem-oriented [1, 2]. For example, a method
that is quite useful for improvement of X-ray imaging, may not be the best approach
to improve satellite images taken in the infrared range of the electromagnetic
spectrum.

There is no general theory of image enhancement. If the image is processed to
visual interpretation, then the appraisal how well a particular method works pro-
vides an observer. Improvement methods are very diverse and using so many
different approaches to image processing, that it is difficult to collect meaningful set
of appropriate techniques to improve in one article without making a separate
extensive research.

The term filtration is quite often used for image enhancement, taking not only the
removal of or compensation for noise and interference, but also directly to the
selection of image information on the characteristics of locally heterogeneous
objects. But it is necessary to consider that methods of image enhancement often
lead to distortion of information about the objects present to them, for example,
contrast enhancement and edge enhancement can lead to distortion of the shape and
size of the object flaw, which is unacceptable.
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A possible solution to this problem is to use not methods of image enhancement,
but filtering techniques of useful signal, that can be interpreted here as image
defects. The signals from the defects can be interpreted as two-dimensional local
inhomogeneities of the final non-stationary stochastic signal. Then the problem of
local inhomogeneities filtering image noise background occurs.

Formally, the process of distortion of the original image f(x, y) can be presented
in the following way:

gðx; yÞ ¼ H f ðx; yÞð Þþ gðx; yÞ; ð1Þ

where
g(x, y) distorted image;
η(x, y) additive noise;
H(*) distorting operator

Based on (1) it is possible to formulate the problem as follows:
Initial point:

• distorted image g(x, y);
• information about the operator H(*) and its main parametersη(x, y).

Required:
• an approximate image f’(x, y) as close to the original image.

2.1 Blur Processing

In real terms during solving the problem of determining the length of the rail joints
due to quite a high speed movement of the platform with the installed imaging
equipment, there is often a distortion of the digital image, called blur.

It is widespread that the operation is irreversible and blur information is irre-
vocably lost as each pixel is converted into a spot, everything is mixed. Moreover a
uniform color obtained throughout the image with a large radius of blur. It is not so,
because all the information is distributed to a certain law and can be unambiguously
restored with some reservations. The only exception is the edges of the image width
of the blur radius where a full recovery is not possible.

In the process of distortion each pixel of the original image is converted into a
spot in the case of defocus and in the segment for the case of a simple blur. It can be
also presented as each pixel of distorted image is “aggregating” from a neighbor-
hood pixels of the original image. All of this is superimposed on each other and as a
result there is a distorted picture. Thus distorted function (or distortion) is the law
how one pixel is blurred or aggregated to. Other synonyms are PSF (Point spread
function), the core of distorting operator, kernel, and others. The dimension of this
function is usually less than the dimension of the image.
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Operation applying a distorting function to another function (an image in this
case) is a convolution, i.e. some area of the original image is minimized to a single
pixel of a distorted image. It is designated as an operator “*”. Operation, which is
opposite to convolution, called deconvolution and the solution of this problem is
quite trivial.

A mathematical formulation of this problem should be given to improve the
image (removal of a blur).

Let the camera with CCD-matrix makes uniform and rectilinear displacement
(shift) by the time τ at a speed ν = const along a certain direction by the amount
Δ = ντ. A fixed rectangular coordinate system ηOξ should be defined. The direction
of the axis ξ is compatible with the direction of the shift. In this case, the image on
the CCD-matrix will become blurred (offset shifted) along the axis ξ. After that the
problem of the restoration (reconstruction) of the real (non-distorted image) arises
by using known the blurry image, the direction and amount of blur Δ.

One more movable rectangular coordinate system xOy should be defined for the
mathematical formulation. Let the initial coordinate system xOy coincides with the
coordinate system ηOξ, and the axis x is directed along the axis ξ. Further assume
that on the selected point of CCD-matrix with coordinates (x, y) exposure time τ is
projected continuous set of points P with abscissas ξ = x starting from ξ = x + Δ
with different intensity f(ξ, y). The integrated intensity g(x, y) at a point (x, y) equal
to the sum (integral) of intensities f(ξ, y), ξ 2 [x, x + Δ]:

gðx; yÞ ¼ 1
D

ZxþD

x

f ðn; yÞdn: ð2Þ

Factor 1
D placed before integral to performs g(x, y) → f(x, y) in the absence of

blur (Δ → 0). Furthermore in the case of constant image (f(x, y) = const) condition
g(x, y) = const will always be correct.

The Eq. (2) can be presented as follows:

1
D

ZxþD

x

f ðn; yÞdn ¼ gðx; yÞ: ð3Þ

The Eq. (3) is the base for the task of reconstruction of blurred images [3–5],
where the function g(x, y) is the measured image, axis x is directed along the blur,
Δ—the value of blur, f(x, y)—the desired intensity distribution in the undistorted
image (means, of the intensity that would have been in the absence of blur, when
Δ = 0).

The Eq. (3) is a homogeneous integral equation of the Volterra type relating to f
(ξ, y) for each fixed value y, which plays the role of a parameter. In other words, (3)
there is a set of one-dimensional integral equations. Therefore, given the noise in
the image, (3) can be written as [5]:
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1
D

ZxþD

x

f ðnÞydn ¼ gyðyÞþ dy; ð4Þ

where δy—noise
Based on the terminology of article [6], this equation is the classic equation of

Volterra type I, since both variable limit of integration.
The integral Eq. (4) can also be called unusual, since it does not contain the

kernel explicitly (or the kernel can be considered as 1
D ¼ const).

It is necessary to draw attention, that value Δ is often not known a priori and is
usually determined by the selection based on visual assessment of the values
obtained for a number of decisions f(ξ, y) [7]. In addition, it is possible to determine
the magnitude and direction of the blur of the strokes in the picture, especially if at
least one of these strokes are the result of blurring bright points in the image.

As a result solution to the integral Eq. (3) can be defined (more precisely, the set
of equations), undistorted (real) image f(x, y) can be reconstructed from a distorted
snapshot-image g(x, y) by selecting the axis x direction (along the blur) and the
amount of blur Δ, i.e. by defining the parameters of the blur.

2.2 The Choice of Method Solution in the Problem of Image
Reconstruction

The computational experiments have been made to select a method for deblurring
task.

The image shown in Fig. 1 was taken for the experiment. This image has been
processed the procedure of blurring the length of 10 pixels. The one percent of
Gaussian noise was added to the result (Fig. 2). Reconstructing the image is done
by two modifications of the quadrature method with Tikhonov regularization: 1—
with blurred edges and overdetermined system of linear algebraic equations
(SLAE), 2—with truncated edges and certain SLAE.

The relative standard deviation σrel = (α) was calculated in an experiment to
quantify the error of the reconstructed image of the original by the formulas:

rrelðaÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

Pm
j¼1

faði; jÞ � f ði; jÞ½ �2
s

Pn
i¼1

Pm
j¼1

f ði; jÞ2
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where
α regularization parameter;
f(i, j) original image;
fα(i, j) reconstructed image at a given α.

Figure 3 logarithmically (more clear in this case, of visual perception) shows the
dependence of σ on the regularization parameter α. Method 1 represented by curve
1, and, accordingly, method 2 represented by curve 2. As can be seen from the
graph, the optimum value α for the method 1 equals α1opt = 0.1 and σrel(α1) = 0.26.
The optimum value α for the method 2 equals α2opt = 0.02 and σrel(α2) = 0.11.

According to the deblurring results is recommended to apply the method 2 with
regularization parameter α = 0.02.

Fig. 1 Original image

Fig. 2 Noisy image
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3 Automated Determination of the Length
of the Rail Joint

Let review the developed method of digital image processing. It allows operator
serving the instrumentation automatically determine the length of the rail joints.
This technique is based on a morphological image processing techniques, namely
dilation and erosion operations, as well as their different set of consecutive impacts
called morphological closing and morphological opening operation [8].

It should be noted that the measurement of the length of the image in pixels
occurs. Therefore, to convert to meters, or derivatives thereof, requires binding. In
the present experiment, it will be equal to the width of the railhead 75 mm.

3.1 The First Stage

In the first stage the crop of the original image (Fig. 1) processed in order to
highlight areas where there is a railway joint (Fig. 4).

Further, “thermal treatment” to minus 95 °C applied to better highlight the area
of rail joint 95 °C (Fig. 5).

The first stage finalized with binarization, i.e. transfer of “cold” image in
black-and-white (binary) image with a threshold 0.09 (Fig. 6).

Fig. 3 Results of computational experiment
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Fig. 4 Cropped image

Fig. 5 “Cold” image

Fig. 6 Binary image
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3.2 The Morphological Processing Stage

At this stage the consistent application of morphological opening and closing
operations to remove dark spots in the light area and the removal of the bright spots
in a dark area. A generator of “Line” is taken to do this. This choice is dictated by
the assumption that the area of rail joint can be considered almost rectangular.

Then the connected components are counted. In this example, the number was
21. In other words, 21 binary image areas are detected.

After that there is the calculation of these areas, except the area marked as 0
(zero). It is considered background. A region with a maximum area is taken. The
intensity of the remaining areas translated into the background. The result of this
step is presented in Fig. 7.

3.3 Determination of the Length of the Rail Joint

At this stage the maximum Euclidian distance is calculated in the pixel area in the
X-axis shown in Photo 6 based on the assumption of a rectangular region of the rail
joint. Result is 12.5 px.

Let use the assumption that format is the same for all images and translate to the
absolute values of length. In this case, the width of the head of the rail is 75 mm
corresponds to 155 px. Then the length of one pixel in the image always corre-
sponds to 0.48 mm. These data can always be obtained before measurements. Thus
in the image shown in Photo 1 determination of the length of the rail joint is 6 mm.

4 Conclusion

This article deals with the usage of digital image processing for automated deter-
mination of the length of the rail joint. Briefly discussed formulation of a method
for deblurring task on the image. This problem occurs because the dynamics of the
camera. The solution to this problem is proposed to conduct on the basis of

Fig. 7 Result of the
morphological processing
stage
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regularization method. A numerical example of the calculation of the regularization
parameter is presented.

The stages of the automated determination of the length of the rail joint are
described. Specific example of the image processing is adduced.

Based on the considered methods automated procedure for solving the problem
of determination of the length of the rail joints can be created. This will increase the
efficiency of operator serving the instrumentation. This, ultimately, will necessarily
lead to an increase in the safety of rolling stock.

Also all numerical experiments were done using MATLAB system [9].
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Automatic Control of Train Brakes
with Fuzzy Logic

Yurenko Konstantin

Abstract Automation of control pneumatic brakes allows improve safety by
eliminating the human factor and to ensure energy-optimized operation of train
motion. Subsystem of automatic control pneumatic brakes is part of the on-board
autopilot system of the train. Based on the analysis of existing relay systems of
automatic control of the brake is proposed and studied the control algorithm that
uses nonlinear feedback from pressure in the brake cylinders and derivative of error
speed control. To calculate the feedback signal used mathematical apparatus of
fuzzy logic. Computational experiments were conducted using a software simulator
of driver of the freight locomotive that is part of the teaching-research laboratory
and training complex “Virtual railway RSTU”. In paper investigated the stabi-
lization mode the velocity of the train on long downhill with a slope of 9 % with
application of the pneumatic brakes. Shows efficiency of the proposed algorithm in
comparison with known.

Keywords Train brakes � Control � Fuzzy logic � Simulation � Computing
experiment

1 Introduction

On Railway transport pneumatic brake is one of the major devices for ensuring
safety of trains. It’s using in Russian Railways regulates by the Rules of technical
maintenance of the brake equipment and control of the brakes of railway rolling
stock [1]. In the process of driving freight and passenger trains pneumatic brakes
are used to implement different modes of reference of the train.

These include: reduction in the rate to perform permanent or temporary speed
restrictions, defined by the lights (white or yellow); stopping braking at the station
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or before forbidding signal of a traffic light; to stabilize the speed when driving
downhill and the emergency braking.

Brake control requires consideration of the plan and profile path, the location of
trains on the sections, the characteristics of the braking freight trains related to the
effect of “braking wave”, the restrictions of acceleration and the longitudinal
dynamic forces in the train, and other factors. Execution these functions directly
relates to traffic safety. Also should strive to reduce braking losses accumulated the
kinetic energy and the motion time.

To reduce the influence of the human factor in the security and taking into
account a numerous factors in the implementation of energy-optimal mode of
conducting the train uses the automatic brake control subsystem [2], which are part
of a complex hierarchical locomotive control system.

2 Automatic Control System of Train Brakes

2.1 Analysis of Existing Systems

The problem of brake control automation dedicated many works both in Russia and
in other countries [2–7]. However, their analysis shows that most of them are
devoted to the brake control automation speed and commuter trains as well as
passenger trains. They use electric braking with continuous or step control or
electro-pneumatic braking. However, the pneumatic braking freight train has its
own characteristics that must be considered in the design of structures and simu-
lation system. The braking of freight train evolves over time and over the length of
the train. When setting the emergency or service brake mode begins pressure drop
in the brake pipe, which extends to the finite speed of the locomotive to the tail of
the coach. This causes sequential activation of brakes in the train cars. Similarly
done and brakes release.

Currently, pneumatic brake control function in case of violation of traffic safety
have onboard security CLUB and the SAUT, in the normal mode brake control,
brake system control subsystem onboard the train automatic driving [2].

2.2 Functional Diagram of the System

Structure. General functional diagram of control system of pneumatic brakes of the
train is shown in Fig. 1.

General functional diagram of the system controlling the pneumatic brakes of the
train are shown in Fig. 1. The program block that is part of an onboard autopilot
based on the information of speed limit, the coordinates of stations and traffic
signals, stored in the onboard database, and codes of signals calculates the braking
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programs VðSÞ. The error of speed regulation is defined as the difference between
the desired and actual speeds:

DV ¼ Vz � Vf ð1Þ

In addition, calculate the change (or derivative) of the error

dDV ¼ DVi � Vi�1: ð2Þ

Control unit pneumatic brakes is a relay element, which on basis of DV and
additional correction signals: dDV and the current value of the pressure in the brake
cylinders Pbc sets the work mode brakes—braking, hold or release. Depending on
the mode of operation of the brake equipment is provided filling or emptying of
brake cylinders. This determines the value of Pbc. Depending of Pbc makes the
braking force b, which along with the main forces of the resistance w and
the additional resistance from the slope and the curves of the way i determines the
nature of the motion of the train [8].

Relay control. In accordance with a known algorithm of the relay element [2]
the mode of brake operation is calculated according to the following Eqs. (3), (4)

RðuÞ ¼
brake; if u[ b1;
hold; if b2 � u� b1;
release; if u\b2;

8
<

: ð3Þ

u ¼ DV þ k1 � Pbc þ k2 � dDV ; ð4Þ

where k1 and k2 are the parameters of corrective feedback on Pbc and dDV ; b1 and
b2 are parameters defining the switching characteristics of the relay element. This
algorithm is used in the SAUT system. To use it requires accurate selection of
parameters k1, k2 and b1, b2.

However, the selected values for one mode may not provide the necessary
quality control in other modes. So, in [2] considered the use of this relay element for
braking to reduce speed. To maintain speed using the pneumatic brakes on the slope
may be requires other settings.

Program 
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Pneumatic 
brakes control 

unit

Pneumatic 
equip 

Mechanical 
brakes

Vf, Sf

vf

vz

Δv
mode

(braking, 
hold, 
release)

Pbc

Object of 
control - train

b

w i
dΔv Pbc

Sf

Vrist

light 
signal

Fig. 1 Functional diagram of the automatic control system of train brakes
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This, in particular, is shown a imperfection of rule (4) based on the linear
relationship. Therefore, improvement of the structure, operating principles and
algorithms of automatic brake control system is an urgent task.

2.3 Fuzzy-Logic Controller

Input and output. In this paper we propose to use the mathematical apparatus of
fuzzy logic and fuzzy inference method Mamdani [9]. In this case u for the formula
(3) will find as,

u ¼ DV þKcfbðdDV ;PbcÞ; ð5Þ

where Kcfb- corrective feedback. Thus obtain a fuzzy-logic controller (FLC) with
two inputs and one output (Fig. 2).

Linguistic variable. Introduce the linguistic variables corresponding to a simple
variable dDV , Pbc, and Kcfb with the following membership functions (see Figs. 3, 4
and 5), there NB—negative big, NM—negative medium, NS—negative small,
ZE—zero equation, PS—positive small, PM—positive medium, PB—positive big.

FLC
dΔv

cfbK
bcP

Fig. 2 Inputs and output FLC

1 ZENSNM PS PM PBNB

0 0.15 0.33 0.75-0.15-0.33-0.75
0

( )VdΔμ

s

h/km
,VdΔ

Fig. 3 Term-sets for linguistic variable dDV

ZE PS

0 0.8 1.6 2.4

PM PB
1

0
2sm/kgf,Pbc

( )bcPμ

Fig. 4 Term-sets linguistic variable Pbc
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Table of rules for FLC. For the fuzzy controller Mamdani developed the
following rule base (Table 1).

2.4 Computational Experiment

The goal of computational experiment was to compare at the same parameters of
the object (freight train) quality of control, that achieved in system with a known
calculation algorithm corrective actions and proposed in this paper based on fuzzy
logic controller.

To simulate the data were collected on the site of “Rostov-Tovarny” -
“Kiziterinka” North-Caucasian railway. This section of track is a downhill slope
with 9 %. In carrying out computational experiments used the software simulator
freight locomotive driver, a member of the teaching and research laboratory and
training complex “Virtual Railway RSTU” [10]. it implements the model of train
motion including calculation longitudinal dynamic response [11]. The graphics of
velocity and pressure in the brake cylinders in each case are shown in Fig. 6.

Analysis of the simulation results shows that in the first case, the average speed
on the descent was 55.9 km/h, while the second—57 km/h. Thus, due to the effect
of the proposed approach achieved electricity savings in traction due to the fact that
in the future less energy will be spent on the acceleration of the train. Another

Table 1 Rules for
fuzzy-logic controller

№ dDV Pbc Kcfb

1 ZE ZE ZE

2 NS ZE NS

3 NM ZE NM

4 NB ZE NB

5 PS ZE PS

6 PS PS PM

7 PS PM PB

8 PM PS PB

9 PM PM PB

10 ANY PB PB

0 1 2 3-0.33-0.66-1

1

0

( )cbfKμ

cfbK

ZENSNM PS PM PBNB

Fig. 5 Term-sets linguistic variable Kcfb
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qualitative result is reduced wear of bandage wheel pair by reducing the total
braking forces. However, quantify the results needs further investigation.

3 Conclusions

1. The results demonstrate the fundamental possibility of increasing the efficiency
of pneumatic freight train brake control system through the use of non-linear
correcting feedback on the pressure in the brake cylinders and the derivative of
the speed control error which calculated using the mathematical apparatus of
fuzzy logic.

2. A useful effect compared with the method of calculating the corrective effect
linearly in stabilization mode speed on downhill is to increase the average speed,
which helps to reduce power consumption due to increased time reserve for the
remaining motion. An additional qualitative effect is to reduce wear bandages
wheel sets due to the overall reduction of braking forces.

3. Positive results of the study reveal potential application of fuzzy logic to control
in other modes of conducting a freight train.
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Indoor LiDAR Scan Matching Simulation
Framework for Intelligent Algorithms
Evaluation

Jaromir Konecny, Michal Prauzek and Jakub Hlavica

Abstract Localization in mobile robotics is one of the most challenging concerns,
taking into account the demand on perfect accuracy and quick response. However,
high-performance approaches in conjunction with cutting-edge technologies are not
necessarily applicable in every case, and thus an optimized localization algorithms
suitable for implementation in low-end hardware applications are to be favorable to
fill the market niche. Simulation framework, introduced in this contribution, is
capable of performing simulations of systems with LiDAR and model an ambient
environment by means of user-defined vector maps. Modeled laser sensor is
SICK LMS 100. The framework, developed in C# language, enables the user to
generate laser scans from user-defined vector maps and trajectories. Scans can
subsequently be used for simulations. Computational method considered in this
study is particularly Scan Matching.

Keywords Localization � Scan matching � Simulation framework � SLAM

1 Introduction

Accurate and efficient localization is one of the major aspects in mobile robotics. It
enables the robot to determine its position in diverse environment (e.g. waste rock
exploring [8]). There are basically two localization approaches: obtaining the exact
position by receiving signal from a beacon, such as Finger Printing algorithms [12],
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or employing localization subsystem that provides the robot with information about
its ambient environment. The latter is investigated in detail within the scope of this
study. Commonly used devices for localization are, for instance, wheel sensors
(odometers) and ultrasonic or optical rangefinders [6].

Optical rangefinders create two dimensional laser scans of the ambient envi-
ronment and provide very accurate measurements with high sampling frequency.
Unfortunately such data processing is considerably demanding and in most cases
requires high computational power [11] in order to facilitate orientation in
large-scale maps [2] or in high-speed navigation applications [5].

Control systems of mobile robots are mostly embedded systems with low con-
sumption, having limited power and memory [9] and employing low-cost sensors
[3]. For these reasons, there is a need to develop and optimize fast and efficient
algorithms applying modern methods. Currently, there are several simulation and
evaluation frameworks, for instance Open Source Software Platform for Web-based
Management, Visualization and Analysis of LiDAR Data [7] or Framework for
Applying Point Clouds Grabbed by Multi-beam LiDAR in Perceiving the Driving
Environment [10].

Our study introduces an extension in form of Simulation framework that facil-
itates verification and development of intelligent method for indoor environment
laser scans processing.

This paper is arranged in five sections. Section 2 describes essential principles of
relative localization. Section 3 introduces the developed Simulation framework.
Section 4 comments on results and license policy. Finally, the major conclusions
and the focuses of future work are presented in Sect. 5.

2 Background

2.1 Intelligent and Adaptive Scan Matching Methods

There are several Scan Matching methods suitable to use for relative localization,
from which particularly Intelligent Scan methods are being applied recently. These
localization methods are based on learning and adaptive algorithms, namely,
Perimeter-Based Polar Scan Matching (PB-PSM) [4] or Adaptive Iterative End
Point Fitting (IEPF) [1]. Evaluation is performed in individual iteration steps in
time-invariant environment [14]. Consequently, it is necessary to use a tool able to
generate laser scans on a defined trajectory and include exact description of the
presented task.

2.2 LiDAR Sensor

Simulation framework, described in this contribution, uses principally a 2-D
mathematical model of laser sensor SICK LMS 100 in order to generate data [13].
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Measuring beam of this sensor oscillates in horizontal plane at the angle of 270°
(ranging from �45� to 225�) and measures distance to the nearest obstacle. Angular
resolution is 0.25°. The minimum measurable distance is 500 mm while the
maximum is limited to 20 000 mm. Figure 1 depicts LiDAR measurement model
describing operating range and angular resolution. The output from sensor is a
clockwise vector R ¼ ðR0;R1; . . .;RkÞ, where k is the number of measured distances
(for SICK LMS 100 k is equal to 1082) and Ri is distance to the nearest obstacle
within the angle ð�45þ 0:25 � iÞ�.

2.3 LiDAR Scan Model

To create the laser scan described in Sect. 2.2, a model of environment in form of a
vector map needs to be defined. Map M is a vector of objects Oi. Object can be any
geometric primitive, such as a segment line. Laser scan generating process (rep-
resented in Fig. 2) is described as follows:

(a) Model total detection area using the following parameters: operating range and
aperture angle.

(b) Position the scan onto the map with objects according to the coordinates of
sensor’s shift and rotation.

(c) Crop the detection area with respect to the position and shape on the map.
(d) Shift and rotate the scan back into the origin of coordinates, delete

non-cropped detection area, edit the points with minimum distance and add a
noise.

To be able to perform this sequence, a set planar operations have to be applied.
In particular, conversion into Cartesian coordinates system and affine

Fig. 1 LiDAR measurement
model
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transformation. The conversion from polar coordinates system into Cartesian is
described by formula 1:

C :
x
y

� �
¼ rðUÞ � cosU

rðUÞ � sinU
� �

; ð1Þ

(a) (b)

(c) (d)

Fig. 2 Laser scan generating model. a Model of total detection area, b Shift and rotation of total
detection area in the map according to coordinate system and rotation of the sensor, c Cropped
detection area with respect to object on the map, d Shift and rotation back into the system of
coordinates, deletion of non-cropped detection area, editing of the point with minimum distance,
and noise addition
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where r is distance of the point from the origin of the coordinates, U is an angle,
x and y are Cartesian coordinates.

Affine transformation, TðpÞ, based on vector of parameters p ¼ ðpx; py;xÞ, is
defined as:

TðpÞ : bx
by

� �
¼ cosx �sinx

sinx cosx

� �
� ax

ay

� �
þ px

py

� �
; ð2Þ

where ðax; ay) and ðbx; byÞ are the coordinates of a point, (x, y), A and B,
respectively.

White noise is added in the final step. The noise is there to illustrate an
imperfection of the sensor. The said white noise is manifested in the measured value
in form of measured distance error. Random number generator is used to generate
the white noise. The maximum magnitude of the noise is, considering the employed
sensor, set to 30 mm.

3 Scan Matching Simulation Framework

Scan matching simulation framework is a tool that enables the user to create laser
scans of LiDAR and model an ambient environment by means of user-defined
maps. Vector map files contain a set of defined trajectories that are applied in a
device with mounted LiDAR. Laser scans, stored in CSV/DSV files, are generated
from user-defined vector maps and user-defined trajectories. These scans can then
be utilized in testing and validation of intelligent algorithms.

3.1 User-defined Vector Maps

Vector maps are stored in XML files, and therefore can be generated and edited
using commonly available tools. Table 1 describes structure of vector map. Two

Table 1 Vector map XML
structure

Element Sub-elements Attributes

Map Base, entities, routes –

Entities Entity –

Base – Position

Entity Points Name, type

Points Point –

Point – Loc

Routes Route –

Route Track Name

Track – Start, steer, speed, steps, type
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components represent elements in vector map file. The first component (entity)
is an individual object on a map. This component supports polygonal chain
(polyline). The map of obstacles is therefore composed of a set of polygonal
chains. The second component (routes) comprises predefined trajectories which
are followed by a device (e.g. robot) having laser sensor.

Two approaches are implemented when it comes to definition of trajectory.
Absolute positioning is characterized in that the sensor is shifted from a defined
start point (or from its previous position in case the point is not specified) to an end
point following a straight line. The individual shifts are executed in defined steps
with constant length.

Relative positioning, on the other hand, is characterized in that the sensor is
shifted from a defined start point (or from its previous position, respectively) at
specified speed in defined steps with constant length towards direction given by the
orientation of the sensor.

The selection of these positioning methods principally depends on kinematic
model of the robot whose motion is defined.

3.2 Vector Maps Processing

Computer processing of vector map M ¼ ðO1;O2;O3; . . .;OkÞ generally utilizes
object-oriented feature, particularly Interface. Vector map is constituted of
array of elements IBeam. IBeam is an interface implementing CutBeam method.

bool CutBeam(DVector start,
DVector end,
out DVector intersection);

returns: true, when intersection is found
start: start LiDAR position
end: end point of particular laser beam
intersection: calculated intersection

Every vector map object implements interface IBeam, and is therefore a gen-
erator of laser scan, capable of handling with any other object on map, that can
return an intersection with laser beam. Hence, each object on vector map can
become an obstacle to the laser beam.
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3.3 Laser Scan Generating Algorithm

The algorithm can be described as follows:

1. Create scan S ¼ ðA0;A1; . . .;AkÞ, where k is the number of measured beams.

• For measured angle Ui of laser scan S: Ai ¼ TðpÞ � C � ½lMAX;Ui�, where
p ¼ ðpx; py;xÞ, lMAX is maximum measured distance of laser sensor, x is
rotation and P ¼ ðpx; pyÞ is position of laser sensor. px is x position and py is
y position.

2. For each point Ai of laser scan S:

• For each object Oj on map M:
• Find an intersection with line having start point in P and end point Ai with

map object Oj.
• If the intersection is found, substitute point Ai with the said intersection I.

3. Shift and rotate the cropped scan S into origin of coordinates ½0; 0� using affine
transformation TðpÞ, where p ¼ ð�px;�py;�xÞ

4. Aggregate noise N : wðtÞ
5. For each point Ai from S calculate the distance from [0, 0] and insert it into array

R ¼ ðR0;R1; . . .;RkÞ
6. For each point Ri from R : IF Ri\lMIN, THEN Ri ¼ lMIN, where lMIN is the

minimum distance measurable with the sensor.
7. For each point Ri from R : IF Ri ¼ lMAX, THEN Ri ¼ 0:

3.4 Output Data

Scan is stored in CSV/DSV file. Structure of one row of the CSV/DSV file is
defined by formula 3:

x; y;U;R1;R2;R3; . . .;Rk; ð3Þ

where values are separated by semicolon, x and y represent the sensor’s position on
map, and Rk are individual distances of laser scan.

The output data are arranged in directory structure. Every directory includes
CSV/DSV file containing created values and XML file containing identification of
said values along with user’s description of the data.
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4 Results

The application is composed of one .exe file and was developed in C# pro-
gramming language in .NET Framework 4.5.1. It is executable in Windows 7
platform or higher. This application collaborates with the directory-structured
database along with directory containing maps (XML files).

4.1 Framework Functionality

The described application enables user to open a predefined or user-defined vector
maps, and also examine already generated laser scans. Collaboration with external
tools allows to draw maps in AutoCAD and subsequently generate output in XML
file using extension. AutoCAD extension, however, is not part of Simulation
framework. Using the said maps, user can simulate motion of a robot on map and
then generate laser scans.

Figure 3 shows application’s functionality preview of robot’s motion in a room.
The robot is illustrated with a white arrow; the modeled trajectory is represented by
the thick gray line while the thick black line represents the edges detected by the
sensor. The resulting laser scan is then created from detected edges.

The application is also capable of recording scans from the connected laser
sensor SICK LMS 100 stored in CSV/DSV file. When connecting the laser sensor
the user needs to manually enter its exact position and space orientation. Neither
Scan Matching nor SLAM algorithm are implemented due to the fact that data are

Fig. 3 Graphical representation of robot’s motion on map following defined trajectory. Thin black
lines represent walls and furniture, thick gray line illustrates robot’s trajectory and thick black line
depicts the resulting laser scan
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primarily used for validation of the algorithm, and therefore the information has to
be inputted manually.

4.2 Downloading and License Policy

Simulation framework is available at http://homel.vsb.cz/*kon430/smsf/, includ-
ing source codes, compiled executable application, reference maps and generated
laser scan models stored in CSV/DSV file. It is licensed under the Academic Free
License version 3.0. Cite this paper in references in case you use this Simulation
framework.

5 Conclusions and Future Work

This study presents a Simulation framework based on Scan Matching method. It is
principally designed for testing and verification of an algorithm implementing the
above mentioned method. However, the framework is also applicable for tests and
simulations of localization algorithms that utilize two dimensional LiDAR.
Resulting laser scans are stored in CSV/DSV files. Simulation framework has been
developed in C# language and is available for download of a compiled program and
source codes, along with sets of sample data and basic maps.

Future work will now focus on extending the capabilities of the framework,
particularly by supplementing arc-shaped and elliptical objects to the map. This
way, the rounded objects will be supported and performance of the framework will
be enhanced. Also, considering the fact that there is currently no tool for map
design, the framework will be extended to provide a possibility to create
user-defined maps.

Acknowledgement This work was supported by the project SP2016/162, ‘Development of
algorithms and systems for control, measurement and safety applications II’ of Student Grant
System, VSB-TU Ostrava.
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Tail-Assisted Active Controller of a Mobile
Unmanned Aerial Vehicle

Andrey S. Solovyov and Valery A. Kamaev

Abstract This paper introduces a control scheme for a quadcopter with 3-degree of
freedom tail. There are some works in manipulating mobile robot stability at this
moment. However, in the field of aerial vehicle control, it needs an advanced
investigation to present an experience of flight correction in one time with moving
the manipulators. We present the results of modeling of a control scheme for a
quadcopter with manipulator and analysis of efficiency.

Keywords Mobile � Manipulating � Unmanned � Aerial � Vehicle � Maneuver �
State � Quadcopter � Model

1 Introduction

The large segment of last research papers is studying of robust moving of quad-
copter at various environment conditions. The main direction of that research
segment is the application of various techniques of attitude stabilization, influence
configuration of devices mechanics and their flight control style. The novel point of
view is that the complex dynamic system Body-Payload has to be investigated.
However, the payload can be kinematically active equipment as well as passive. In
the first case, the movement of quadcopter can be nonstable and not robust.

The development of various use cases for quadrotors producing new system
component—manipulators. The problem of robust movement with manipulator is
already studied for ground mobile robots. In some works [4–6] authors are applying
their solutions to compensate deviated properties of the dynamic and static model.

Several authors have examined manipulation process of UAV in the context of
sustainable trajectory tracing and attitude position. However, periods of flight when
quadrotor is not using manipulator processed only in stabilization plate. In this
paper, we are considering manipulator as a mechanical “tail” in flight periods when
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it’s not used for the intended purpose. For example, we are analyzing periods of
transportation to and from the object of manipulation. A static and kinematic model
of “tail” is described in Sect. 2. The simulation of introduced model is presented in
Sect. 3. The dynamic system presented in this paper successfully showed positive
results in adaptive control in-flight maneuver.

2 Mathematical Model

2.1 Manipulator Kinematic Model

For describing the kinematic model of a chain of the manipulator, we choose
Denavit-Hartenberg parameters (DH-parameters). The set of parameters values
described in Table 1. Parameters θ, d, α, and r are given in standard DH convention.

Parameters q1, q2, r1, r2 and re are joint angles and constant distance between
joints respectively. To simplify the model we set r1 = r2 = re. Details of parameters
are described in Fig. 1.

In Fig. 1 Xb-Yb-Zb system is body local coordinate system; Xw-Yw-Zw—
world system; the 1 and 2 are indexes of joints; 0—is a point of fixed contact with
quadcopter body.

According to direct kinematics, result transform function obtained by multi-
plying the transformation matrices:

Te
b ¼ T0

bT
2
0T

e
2 ð1Þ

Described transformation (1) made in quadrotor local frame. If we need to
calculate result E position, we should apply additional transformation Tw—world
frame matrix [1]. The model of manipulator dynamics is obtained from the RR
model using the recursive Newton-Euler approach [1, 2]. Total equations are cal-
culated by adding quadcopter dynamics to the base frame [3]. In addition, to
simplify our model we set up conditions only for low-level attitude aircraft [4]. The
necessary forces are obtained after forward step calculations of joint speed and
accelerations, applying Newton-Euler laws.

Table 1 Denavit-Hartenberg
parameters for the tail model

Link θ d r α

B-0 π/2 0 0 0

0 0 0 0 0

1 q1− π/2 0 r1 − π/2

2 q2 0 r2 π/2

E 0 0 re 0

366 A.S. Solovyov and V.A. Kamaev



2.2 Main Body Dynamics

As it was mentioned in the introduction of this paper, we are focusing on
researching of manipulator dynamics and its influence on quadcopter dynamics and
robust characteristics. That is why we are dropping aerodynamic effects.

The quadcopter dynamics are introduced in many works by now [1, 4]. Because
we represent manipulator dynamics through the recursive Newton-Euler method, it
is possible to setup body motion as a separate model from the manipulator. In [1],
the authors present the following model:

F
s

� �
¼ mqI 0

0 Jq

� �
_#
!
_x
!

" #
þ 0

xq
�!� Jq xq

�!
� �

ð2Þ

The propulsion system torque and thrust can be estimated using
NACA-standardized thrust and torque coefficients CT and CQ as rotor thrust and
torque respectively. We used measuring results for various propellers used in
unmanned aerial vehicles described in [5].

Fig. 1 Reference frames for system body-tail
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CT ¼ T
qn2D4 ;CQ ¼ Q

qn2D5 ð3Þ

The air density marked as ρ; n is rotor speed; D is a rotor radius. Forces and
torques of each propeller calculated to standard quadrotor propulsion system
equations [1] as shown in (4–7):

Ftot
�! ¼ T1

�!þ T2
�!þ T3

�!þ T4
�! ð4Þ

stotx ¼ s2x þ s3x � s1x � s4x ð5Þ

stoty ¼ s3y þ s4y � s1y � s2y ð6Þ

stotz ¼ s2z þ s4z � s1z � s3z ð7Þ

The stability analysis of given dynamic model (body and manipulator chain) is
utilized to establish stability criteria for the complete system. Most of the works in
this area operates with synchronized quadrotor center if mass and geometric center.
As it is shown in Figs. 2 and 3, the center of mass QCM has downward offset in the
Z-direction. Movement of the manipulator also moves the center of mass of our
system.

Fig. 2 Kinematic scheme of system quadcopter-manipulator in Z-X
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Kormela and team in [1] present a simplified kinematic model for moving arms.
The simplification of the model allows describing varying center of mass (CM):

CM ¼ QcmmQ þAcmmA

mQ þmA
ð8Þ

In (8) QCM is a vector of a quadcopter center of mass; ACM—vector of
manipulator CM; mA—mass of manipulator; mQ—mass of quadcopter body.
Vector ACM is changing due to manipulator movements. Using Parallel axis the-
orem the overall moment of inertia CM changes can be delivered:

ICM ¼ IQ þ IA þmQDQ
2 þmADA

2 ð9Þ

where ΔQ, ΔA represent the center of mass of each body with respect to the overall
center of mass CM (10).

Fig. 3 Kinematic scheme of system quadcopter-manipulator in Z-Y
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DQ ¼ mA ACM � QCMð Þ
mQ þmA

ð10Þ

DA ¼ mQðQCM � ACMÞ
mQ þmA

ð11Þ

The target coordinates of center of mass are obtained with trigonometry rules
from vector system. Due to complicity of analytic form of the solution, we plotted
result on the diagram. The result of calculation of CM changes relative to the
quadcopter moment of inertia IQ presented in Fig. 4.

The image is plotted relatively to quadrotor moment of inertia Iq. The shown
effect in the Fig. 4 is similar for both joins, but Joint 1 has greater shift speed.
Quadrotor Changes of the moment of inertia caused by a manipulating process
usually processed as disturbances to the quadcopter model. In this paper, we tried to
use gained rotation effects, caused by moving of center of mass, as an additional
instrument of the control system.

3 Adaptive Controller for Center of Mass Displacement
Manipulation

The most popular way to organize flight controller is to create and tune
PID-controller to level control error oscillations [7–9]. In this experiment, we
choose adapted PID controller. Applying of observed in Sect. 2 effects needs to add

Fig. 4 Variation of moments of inertia respect to joint angle changes
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additional input signal—the information about the kind of current maneuver. We
used digital input signal, which indicates current movement state.

The model of maneuvers contains the chain of states:

1. Preparing state
2. Active maneuver state
3. Stabilization state
4. Post-maneuver state

The illustration of the states presented in Fig. 5. It shows rotation maneuver
around Z-axis to 90 degrees.

The dynamics of moving in interval #2 includes centripetal force. In this case,
we need to create an additional moment of rotation in roll direction to create an
additional force in opposite to centripetal force direction. Implementing of this
feature needs to the synthesis of control for servos model of the manipulator. To
simulate this schema we added manipulator regulation to the controller layout
scheme. The layout scheme of control system is presented in the Fig. 6.

The result matrix of F-τ values transfers to quadcopter model through transfer
function. We choose the transfer function introduced in [1]. The tail model block
uses current joints angles, maneuver state information and current dynamic char-
acteristics from quadcopter to produce target transfer function for servomotors. Tail
servo-dynamics block capturing gained transform to move manipulator to target
configuration. Movement of the tail produces additional changes to the force and
thrust matrix to be applied in the quadrotor model.

The focus of this paper is to show the ability to control the dynamic of quadrotor
via manipulating of the “tail”. Full dynamic model of the quadcopter and its rotors
are not included into the scope of this paper. We implemented an experiment in
Scilab environment to simulate quadcopter rotation maneuver. The trajectories of
the flight are plotted in Fig. 7.

As it is shown on the image, applying of tail-assisted control gives faster
maneuver state flight and lower amplitude of stabilization state. However, second
active interval is followed by altitude reduction.

Fig. 5 The structure of
quadcopter maneuver
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4 Conclusions

In this paper we presented a single-arm manipulating quadcopter model. The main
goal of this research is to show the possibility of tail-assisted active flight correc-
tion. The introduced experiment illustrates kinematic and dynamic link of the
manipulator model and quadrotor model. Introduced controller scheme can be
extended by new maneuvers to support more flight situations. Simulation results
confirmed the model and controller system.

Fig. 6 Adapted controller layout scheme

Fig. 7 The resulting
trajectory of maneuver
simulation
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In the future, we plan to test proposed results on read quadcopter model and
create high-level control model for planning and recognition of maneuvers. In
addition, we need to make some investigations in the field of control stability
analysis.
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Intellectualization of Industrial Systems
Based on the Synthesis of a Robotic
Manipulator Control Using
a Combined-Maximum Principle Method

Andrey Kostoglotov, Sergey Lazarenko, Zoya Lyashchenko
and Igor Derabkin

Abstract Modern processes of intellectualization and industrial automation of
systems based on the application of algorithms for controlling dynamic mechanical
systems, which include robotic manipulators usually described as a two-section
mathematical pendulum with sufficient accuracy. An important issue encountered
during the development and implementation of algorithms for dynamic objects
control is constituted by a challenge of ensuring the motion of such mechanical
system according to a given law in a position of unstable equilibrium. This paper
presents an option for a synthesis of optimal control in a position of unstable
equilibrium with the use of a new approach known as a combined-maximum
principle, which is expressed in a maximum value reached by a generalized power
function during optimal controls. The dependencies that determine the hypersur-
faces for switching control are established. Analytical solutions for the laws of
control are obtained.

Keywords Synthesis � Optimal control � Pendulum � Manipulator �
Combined-maximum principle

1 Introduction

Intellectualization of industrial robots is based on the use of an expert system that
provides for selection of a control algorithm in the form of solving a problem of
synthesis, which, in accordance with the set criterion, is most effective in the current
situation. This requires the solution of famous problem of a need to choose
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feedback as dependence on the phase coordinates. Traditionally, for these purposes,
Pontryagin’s maximum principle is used to make it possible to obtain optimality
conditions in the form of a boundary value problem [1]; at the same time, the
control law synthesis requires a phase space structure to be deeply analyzed, what
does not always lead to efficient solutions with regard to multijoint manipulators
when using the approximation. The existing approaches to solving the problem of
control synthesis, that are based on decomposition methods, use of the prescribed
program trajectory and the construction of Lyapunov’s function [2–4], require
assumptions that can hardly be always tenable.

The use of the Hamilton-Ostrogradskii principle [5]—when searching for a
minimum of objective functional-allows to get a direct solution to the problem of
optimal control synthesis. The optimality conditions are presented in the form of a
generalized power maximum principle [6–9]. Synthesis of optimal control is based
on the analysis of the phase space structure. At the same time, analytical depen-
dence of controls on the phase coordinates and communication with objective
functional are established.

The object of the research held is a two-section mathematical pendulum.
Equation of state of such dynamical system is a simplified non-linear model of
mechanical two-section robotic manipulator with gearless drives and absolutely
rigid assembly components. Such object is controlled through changing the torques
in the device hinges.

The research is aimed to synthesize control of robotic manipulator based on the
combined-maximum principle and to analyze the solution efficiency.

2 Formulation of the Problem

Motion of the system under control is subordinated to the principle of
Hamilton-Ostrogradskii at a finite time interval t 2 ½t0; tk� [5]

d0R ¼
Ztk
t0

ðdT þ d0AÞdt ¼ 0;

t ¼ t0; qðt0Þ ¼ q0; _qðt0Þ ¼ _q0; t ¼ tk; qðtkÞ ¼ qk; _qðtkÞ ¼ _qk;

ð1Þ

The objective functional is selected as a measure of quality of the process under
control

J1 ¼
Ztk
t0

Fðq; u; tÞdt ! min: ð2Þ
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Herein q 2 ½q1; . . .; qn�; _q 2 ½ _q1; . . .; _qn�—generalized coordinates and veloci-

ties; Fðq; u; tÞ—positive-definite function; T ¼ 1
2

Pn
s;k¼1

ask _qs _qk—kinetic energy;

d0A ¼ Pn
s¼1

Qsdqs—elementary work of generalized forces depending on the controls,

Qs ¼ Qsðq; _q; u; tÞ ¼
PM
m¼1

usm/msðq; _q; tÞ; u ¼ fusmg 2 �Gu, s ¼ 1; n—controls

selected from certain closed field �Gu, M—number of required parameters.
Lagrange equations of the second kind follow from principle (1)

d
dt

@T
@ _qs

� @T
@qs

¼ Qs; s ¼ 1; n: ð3Þ

3 Combined Maximum Principle

Form the extended functional

J ¼
Ztk
t0

½kðT þAÞþF�dt: ð4Þ

where k—undefined Lagrange multiplier.

Theorem 1 In order that generalized force Qðq; _q; u; tÞ � �GQ and trajectory
corresponding to it ðq; _qÞ 2 R2n afford a minimum to the extended functional (4), it
is necessary to meet the maximum conditions for generalized power [6–8]

Uðq; _q;Q; kÞ ¼ max
Q��GQ

Xn
s¼1

½kQsðq; _q; uÞþVs� _qs ð5Þ

furthermore k ¼ const[ 0, and at the ends of the trajectory t ¼ t0; t ¼ tk
transversality conditions are met

kðA� TÞþF ¼ 0; ð6Þ

herein Vs ¼ d0F
dqs
—fictitious force, which depends on the form of objective functional

representation.
Theorem allows to determine the required generalized forces with an accuracy of

negative sign synthesizing function lsðqs; _qsÞ [9]
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Qs ¼ k�1½lsðqs; _qsÞ _qs � Vs�; s ¼ 1; n: ð7Þ

In the phase space of control switch hypersurface, generalized force is equal to
zero [7], therefore the transversality conditions (6) are converted into a condition of
constancy of generalized kinetic potential at a given time

Lðq; _q; tÞ ¼ kTðq; _qÞ � Fðq; _qÞ ¼ l ¼ const: ð8Þ

This equation is a hyperbolic paraboloid surface in the Lagrange variables phase
space qs; _qsðs ¼ 1; nÞ.

Legendre transformation [5] of function Lðq; _q; tÞ via variables _qsðs ¼ 1; nÞ is a
Hamilton function representing the ellipsoid surface in the variables of Hamilton
qs; psðs ¼ 1; nÞ

Hðq; p; tÞ ¼ kT þF ¼ 1
2
k
Xn
s;k¼1

Ask

D
pspk þF ¼ h ¼ const; ð9Þ

at the same time, when transforming the value q; t play the role of parameters.
Herein Ask—cofactor of the element ask of the kinetic potential Hessian matrix.

The problem of constructing the synthesizing function lsðq; _qÞ is to find the
switching lines and the angular coefficients for it. The synthesizing function can be
constructed based on research of Lagrange equations of the second kind at the
switching lines by analogy with [8]. It is determined by formula

l̂s ¼ �k
dps
dqs

����
���� ¼ �k �

@H
@qs
@H
@ps

�����
����� ¼

Vsj j
Pn
k¼1

Ask
D pk

����
����
¼ Vsj j

_qsj j ; ð10Þ

where function l̂s is a modulus of the tangent to the phase trajectories qsðtÞ at the
surface of switching Hðq; p; tÞ or Lðq; p; tÞ with a deformation factor k. Depending
on the initial conditions, constant-energy surfaces (8), (9) form a family which
degenerates into point in case of ls ! 0; hs ! 0. That’s why any switching line
which intersects said constant-energy surfaces must have its direction towards the
focus. However, it is possible, if the modulus of tangent to the switching line ls the
modulus of tangent to the constant-energy surface l̂s are in the ratio

l̂sls ¼ � 1
Ls

; Ls [ 0: ð11Þ

Then, according to the property of N. Luzin’s measurable functions, the law of
changing the optimal generalized force on the phase trajectory of the true motion
shall look as follows:
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Qs ¼ k�1 � _qsj j _qs
Ls Vsj j þ es

� Vs

� �
; s ¼ 1; n; ð12Þ

where k; Ls; es—the constants determined from solution of control boundary value
problem.

According to (11) the respective family of tangents to the switching lines

dps
dqs

¼ _qs
LsVs

¼ 1
LsVs

Xn
k¼1

Ask

D
pk; s ¼ 1; n; ð13Þ

where the values ps; qs;Vs and derivatives are calculated along the switching line. In
the simplest cases, the Eq. (13) is integrated. In case of L ¼ 2; C ¼ 0—this is
equation of parabola passing through the coordinate origin and corresponds to the
problem of transferring the phase point to the coordinate origin. There are two
possible solutions to the equations:

1. If the trajectory of the point coincides with the switching line

u ¼ k�1 � _qj j _q
k�1L qj j þ e

� q

� �
; u 2 Gu; ð14Þ

2. If the trajectory of the point crosses the switching line

u ¼ k�1 � k _qj jL�1 _q

2k�1 � q

" #
; u 2 Gu: ð15Þ

Equation (15) matches the solutions of L.S. Pontryagin and A.T. Fuller [1, 6].

4 Laws of Optimal Control in a Position of Unstable
Equilibrium

Flat two-rod system is reviewed [5]. Angles u1;u2 of the OA and AB rods formed
with the Ox axis are taken as generalized coordinates. Moments of inertia of the OA
and AB bars in relation to the axes perpendicular to the Oxy plane and passing
through the O and A hinges are designated as I1 and I2. Weights of the rods m1 and
m2. Length of the rods l1 and l2. Distance from hinges to the center of gravity of the
rods s1 ¼ 0:5l1, s2 ¼ 0:5l2.

Position of the system in case of u1 ¼ u2 ¼ 0—stable equilibrium; in case of
u1 ¼ pþ a; u2 ¼ pþ b; a[ 0; b[ 0—unstable equilibrium, if the angles
a; b meet the condition of static stability of the system relative to the pole O
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sin b ¼ � l1
l2

m1

m2
þ 2

� �
sin a: ð16Þ

Upon arbitrary angles a; b the state of the system is non-equilibrium.
The O hinge is attached the torque u1 ¼ M0, the A hinge—the torque u2 ¼ MA.

Via said torques, the equilibrium and motion of the rod system is controlled.
The research objective: synthesize the laws of bounded controls ðu1; u2Þ 2 �Gu

enabling the system being subject to external uncontrollable exposures y1ðtÞ; y2ðtÞ
to be transferred from an arbitrary initial position t ¼ 0; usð0Þ; _usð0Þ ðs ¼
1; 2Þ into a position of unstable equilibrium u1ðtkÞ ¼ pþ a; u2ðtkÞ ¼ pþ b, or any
non-equilibrium position and be held in a state of static equilibrium for a prescribed
time tk; or manage the prescribed motion x1ðtÞ; x2ðtÞ relatively to such new
equilibrium position. At the same time, the functional of assessing the control
quality

J ¼ 0:5
Ztk
0

u1 � p� a� x1ðtÞ½ �2 þ u2 � p� b� x2ðtÞ½ �2
h i

dt ! min ð17Þ

takes a minimum value.
For the solution of problem, the theorem of combined-maximum principle is

applied.
Kinetic energy of the system

T ¼ 1
2

I1 þm2l
2
1

� �
_u2
1 þ l1l2m2 cos u2 � u1ð Þ _u1 _u2 þ I2 _u

2
2

	 

: ð18Þ

Potential energy of the system

P ¼ g l1 0:5m1 þm2ð Þ 1� cos u1ð Þþ 0:5l2m2 1� cos u2ð Þ½ �: ð19Þ

Elementary work of the controlling and external forces

d0A ¼ u1du1 þ u2 tð Þþ y1 tð Þdu1 þ y2 tð Þdu2: ð20Þ

Expanded form of Lagrange equations of the second kind

I1 þm2l
2
1

� �
€u1 þ 0:5m2l1l2 cos u2 � u1ð Þ€u2

� 0:5m2l1l2 sinðu2 � u1Þ _u2
2 þ gl1 0:5m1 þm2ð Þ sin u1 ¼ u1 � u2 þ y1 tð Þ;

0:5m2l1l2 cos u2 � u1ð Þ€u1 þ I2€u2

þ 0:5m2l1l2 sin u2 � u1ð Þ€u2
1 þ 0:5gl2m2 sin u2 ¼ u2 þ y2 tð Þ:

ð21Þ
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In accordance with theorem of combined-maximum principle, the formula
regarding the function of generalized power (5) shall be recorded as the maximum
condition

Uðu; _u; u; kÞ ¼ max
u2�Gu

X2
s¼1

k u1 � u2ð Þþ u1 � p� a� x1 tð Þð Þ½ � _u1½

þ ku2 þ u2 � p� b� x2 tð Þð Þ½ � _u2�:
ð22Þ

Based on this condition the laws of controlling exposure have been obtained

U1 ¼ u1 � u2 ¼ k�1 � _u1j j _u1

L1 u1 � p� a� x1ðtÞj j þ e1
� u1 � p� a� x1 tð Þð Þ

� �
¼ k�1a;

u2 ¼ k�1 � _u2j j _u2

L2 u2 � p� b� x2ðtÞj j þ e2
� u2 � p� b� x2 tð Þð Þ

� �
¼ k�1b:

ð23Þ

The torque values are equal

M0 ¼ U1 þ u2; MA ¼ u2: ð24Þ

The controls are selected from the range of piecewise continuous functions.

�Gu : � k�1a
	 
� u1 � u2ð Þ� k�1a

	 

; � k�1b

	 
� u2 � k�1b
	 


; ð25Þ

where k�1a
	 


; k�1b
	 


—admissible values of controls in the range of saturation.
In the internal points, the ranges of �Gu control are computed according to

formulas (23), and in the range of saturation they are taken to be equal to admissible
values.

For the purposes of numerical modeling of the control process, the following
system parameters are selected: m1 ¼ 2; m2 ¼ 9; l1 ¼ 1; l2 ¼ 2. Initial
conditions: t ¼ 0; u1ð0Þ ¼ 0:75; _u1ð0Þ ¼ 0; u2ð0Þ ¼ �1:75; _u2ð0Þ ¼ 0.
Prescribed motion is modeled under harmonic law: x1ðtÞ ¼ X1 sin t; x2ðtÞ ¼
X2 sin t: External uncontrollable exposure is modeled by rectangular pulses
y1ðtÞ ¼ Y1h ðt � 5Þð7� tÞ½ �; y2ðtÞ ¼ Y2h ðt � 15Þð17� tÞ½ �, where hðtÞ—Heaviside
step function. The angles that determine a broken system configuration are deter-
mined by the condition (23) a ¼ 0:785; b ¼ �0:904. The modeling results are
presented in Figs. 1 and 2. The figures show the structure of optimal control and
phase portrait of the system’s motion.

Figure 1 gives solutions of the problem of the system transfer into a position of
unstable equilibrium u1ðtkÞ ¼ pþ a; u2ðtkÞ ¼ pþ b. Prescribed motion x1ðtÞ ¼
x2ðtÞ ¼ 0; external exposure y1ðtÞ ¼ y2ðtÞ ¼ 0. Admissible controls k�1a

	 
 ¼
650; k�1b

	 
 ¼ 650.
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Figure 2 gives solutions of the problem of the system transfer into a position of
unstable equilibrium u1ðtkÞ ¼ pþ a; u2ðtkÞ ¼ pþ b, of the controlling motion
under the prescribed law x1ðtÞ ¼ � sin t; x2ðtÞ ¼ 0:5 sin t and in case of external
load exposure y1ðtÞ ¼ 650h ðt � 5Þð7� tÞ½ �; y2ðtÞ ¼ �650h ðt � 15Þð17� tÞ½ �.
Admissible controls k�1a

	 
 ¼ 650; k�1b
	 
 ¼ 650.

The results analysis suggests: structure of control laws is different and in a state
of unstable equilibrium the shape of control pulses is close to rectangular. The
non-equilibrium state triggers the emergence of a series of pulses of different
duration; the control is stable even in the presence of perturbations of large
amplitude.

Fig. 1 The modeling results

Fig. 2 The modeling results
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5 Conclusion

The method of optimal control synthesis—combined-maximum principle—has the
versatility and simplicity what demonstrates the effectiveness of the practical
application of the algorithms synthesized on its basis in the problems of automation
and intellectualization of technological processes. Synthesized controls do not
require a lot of computational costs, have differences as compared with traditional
ones that are expressed in the simple nonlinear structure of feedback, which is that
in particular cases lead to certain solutions.

Acknowledgments The paper has been supported of RFBR grants No. 15-08-03798,
15-38-20835, 16-37-60034, 16-38-00665.
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System Reconfiguration Using Multiagent
Cooperative Principles

Eduard Melnik, Vladimir Korobkin and Anna Klimenko

Abstract The paper is devoted to the problem of fault-tolerant informational and
control systems (ICSs) design. The class of ICSs for the hazardous objects with the
criticality of error is considered. An approach to the fault-tolerant ICS design is
based on performance redundancy and decentralized monitoring and control. It
increases the fault-tolerant possibilities of the system, but requires the design and
development of new models, methods and algorithms of system recovery. A new
model of the reconfiguration problem and the problem solving algorithm based on
cooperative principles of multiagent systems are given. Also some simulation
results are represented and discussed briefly.

Keywords Reconfiguration � Transport � Power plant � Hazardous objects �
Informational and control system � Simulated annealing � Cooperation �
Cooperative search

1 Introduction

Informational and control systems (ICSs) are used in various complex objects.
Special ICS class, operating on most hazardous systems can be defined. Failure

of such an ICS can lead to environmental disaster or numerous casualties.
Hazardous systems primarily include power systems (power plants, including

nuclear power plants), transport (civil andmilitary aviation), objects of space industry
[1]. These systems have high requirements of reliability and fault tolerance. Since ICS
isan integral componentof these systems, the same requirements areapplied to the ICS.
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Building resilient ICS is an actual contemporary scientific problem.
A new approach to the design of fault-tolerant ICS is described in [1–3]. This

approach is based on the principles of performance redundancy instead of the
structural one and decentralization of ICS architecture.

The system failure is compensated by the reconfiguration, which, broadly
speaking, is the process of re-executing the failed control tasks on the operational
computational units (CUs) instead of failed ones. As the system is decentralized, the
monitoring and control are implemented by the equal software agents. Every agent
controls its own CU exchanging messages with other agents. When one agent does
not send the “presence” sign to the communication network (CN), other agents
begin the system reconfiguration, making decision about the new configuration in a
cooperative manner. An agent is represented like an additional control task running
on the CU.

This paper contains:

• a new model of the reconfiguration problem for the ICS with the performance
redundancy and decentralized monitoring and control;

• a new multiagent cooperative algorithm, which obtains the problem solution in
an acceptable time frame;

• some simulation results representing the effect of the algorithm developed on the
solution quality.

The Sect. 2 of the paper contains a brief review of the redundancy and moni-
toring and control methods. Section 3 is devoted to the problem formalization with
the respect to the reconfiguration issues. The cooperative algorithm of the problem
solving is given in Sect. 4. Section 5 contains simulation results discussed shortly.

2 Performance Redundancy and Decentralized
Monitoring and Control

The basis of the approach to fault tolerant ICS design is the performance redun-
dancy and decentralized architecture. The CUs are represented by the software
agents, which are the equal elements of the community. This approach is free of the
disadvantages of structural redundancy, since there are no unused nodes in the
system and it is possible to balance the load of CUs [3, 4].

The load balancing, in turn, increases the no-failure operation possibility [2–4].
Classifying ICSs on the basis of system monitoring and control, the following

basic classes can be distinguished:

• Centralized ICSs, which uses a central controller (manager) to manage the
operation of ICS;

• Hierarchical ICSs, where the system performs like a tree structure, and a ded-
icated controller manages “his” personal branch;

• Decentralized ICSs, where the system consists of equal CUs.
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Comparing the ICS classes with dedicated monitoring and control elements and
decentralized one, ICS with decentralized architecture provides the best perfor-
mance in terms of reliability and fault tolerance [1], introducing, at the same time,
the need to design and develop new methods and tools for equal elements
collaboration.

Decentralized ICS is represented by the multiagent system [1]. It can be said, that
ICS is managed by the community of equal, peer-to-peer software agents (Fig. 1).

While performance redundancy assumes no dedicated reserve elements, subtasks
are performed on the failed node can be relocated to the operational nodes by the
reconfiguration procedure.

Subtasks from the failed node can be performed by more than one operational
CU, depending on the performance reserve availability.

Management subtasks are conditionally divided to critical (to ensure the basic
functionality of the system) and non-critical. Let’s assume that some of the
non-critical subtasks can be eliminated from the system during the reconfiguration
procedure.

3 Reconfiguration Problem Formalizing

In the context of this paper the first objective function of the problem is load
balancing of CUs. The importance of this criterion is proved in [2–4].

Let the input data be the following:

1. A set of control subtasks G = {xi}, i = 1…N, where xi—the size of subtask i, N
—the number of subtasks.
Let G ¼ Gc [Cnc, Gc \Gnc ¼ ;,where Gc—a subset of critical subtasks, Gnc—
a subset of non-critical subtasks, which can be eliminated from the system. The
number of critical tasks is Nc, and the number of non-critical tasks Nnc;

Fig. 1 Performance redundancy and representing the CUs by software agents
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2. A planned completion time for the set G Tplan.
3. Number of CUs is M with the performance p.

Let the resource allocated by CU j for the subtask i be kij.
Subtasks distribution will be described by the matrix R.

R ¼
r11 r12 r1M
. . . . . . . . .
rN1 . . . rNM

������
������ ð1Þ

where

rij ¼ f ð xi
kijp

ÞgðxiÞ; ð2Þ

f
xi
kijp

� �
¼

xi
kijp

; if xi is running on CU j;
0; otherwise:

�
ð3Þ

gðxiÞ ¼
0; if xi 2 Gnc and eliminated from the system;

1; otherwise:

�
ð4Þ

Herewith the constraint described below must be satisfied:

8j :
XN
i¼1

rij � Tplan; j 2 ½1. . .M� ð5Þ

Eventually, the first objective function will be as following with the constraint (5):

8k; l : MIN
R

ð
XN
i¼1

kik �
XN
i¼1

kilÞ ð6Þ

In other words, we need to find subtasks allocation with respect to load bal-
ancing objective function.

One more objective function must be considered. It is related to the desirable
option to keep running as much non-critical tasks as possible. It is interconnected
with the system vitality term: a number of non-critical subtasks can be eliminated,
but obviously, it will be better to keep them running.

While the desirable option is to keep running as much subtasks as possible, the
second criteria should be formed. The maximum number of non-critical tasks
running equals to the maximum summa of all g(xi) in the matrix R.
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The second criteria will be as following:

MAX
R

XN
i

gðxiÞ; ð7Þ

Let’s formalize the reconfiguration problem objective functions and constraint.

8k; l : MIN
R

ð
XN
i¼1

kik �
XN
i¼1

kilÞ ð8Þ

MAX
R

XN
i

gðxiÞ;

8j :
XN
i¼1

rij � Tplan; j 2 ½1. . .M�:

So, we have a problem with two criteria to solve in the circumstances of defi-
ciency of time. The next section of this paper contains the multiagent method of the
problem solving on the parallel simulated annealing basis.

4 Multiagent Reconfiguration Algorithm

Let’s form the general scalar objective function. We assume both objective func-
tions equivalent in the term of importance. The Eq. (6) is transformed as following:

8k; l : MAX
R

ð�ð
XN
i¼1

kik �
XN
i¼1

kilÞÞ ð9Þ

H the number is big enough.
After scalarization procedure the scalar objective function will be as following:

F ¼ 0; 5ð
XN
i;

xiÞþ 0; 5ðH� ð
XN
i¼1

kik �
XN
i¼1

kilÞÞ ! MAX
R

: ð10Þ

With respect to the satisfaction of constraint (5).
In the scope of this research the simulated annealing (SA) with the “quenching”

temperature was chosen as a method of solution obtaining [5, 6].
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SA method is iterative and serial, and difficult for parallelizing. Nevertheless,
independent parallel launches with different points of initialization, various laws of
cooling, etc. are well-known ways to speed-up the algorithm convergence [7–9].
Within such strategies of speed-up the global optimum can be never reached, but
the solution is obtained in the reasonable time.

With the shortage of time and the decentralized ICS architecture using, it is
appropriate to initiate a search for a new configuration at all operational nodes
(which are represented the agents).

The idea of multiagent cooperation begins with works [10–12]. The results of
studies mentioned are show the advantages of cooperative problem solving and
cooperative constraint satisfaction problem solving too.

So, the following scenario makes sense: as soon as one of the agents finds
allowable configuration, solving, in fact, a constraint satisfaction problem, it notifies
other agents, which take the solution found as a new configuration proposed to
perform.

Generalized multiagent algorithm based on a parallel simulated annealing will be
as following:

1. Set the initial parameters: temperature, quenching ratio, etc
2. Generate solution R. g(xi) is generated in a random manner
3. beginning of the cycle
3:1 If there is a signal of the end of the calculation

3:1:1 send to the communicational network the current solution
3:1:2 Range the solutions in the communicational network and choose the

best one from the point of view of the value F
3:1:3 Go to step 4

3:2 Generation of new solutions: R
3:3 Calculate the value of F
3:4 Check to limit the admissibility of F
3:5 If the current solution is acceptable, put into the communication environ-

ment the solution and a signal about the end of the calculation
3:5:1 Choose the best solution from the communication environment
3:5:2 Go to step 4

3:6 Temperature correction. Go to step 3
4. Adopt the selected configuration to run
5. End

5 Experimental Results

We conducted a simulation for the following initial data: | G | = 50 (subtasks) with
random xi. The values of the number of CUs = 5, 10, 15. Assessment opportunities
for local minima of the objective function was produced in the first pilot study for a
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variety of quenching ratios: 0.6; 0.7; 0.8; 0.9. The experimental results suggest that
the average use of simulated annealing with low values of the quenching ratio
makes possible to obtain a local minimum for a time of about 20–30 iterations
(Fig. 2). It should be noted that the results improvement is expected with the usage
of multiple peer agents. The first agent which is found a permissible solution
interrupts the calculations of other agents.

For the further simulation we choose combinations of the 5, 10, and 15 software
agents. Number of runs of the algorithm for each situation = 20. The results are
shown in the Figs. 3, 4, 5.

The results of the first experimental study is on the Fig. 3. The lower border of
the simulated annealing iterations number is approximately 18, the best objective
function value is approximately 100.

With the software agents number growth (Fig. 4) the best objective function
value becomes better (88), and the number of objective function calls for the
“fastest” agent reduces to 12.

With the further agent number growth (Fig. 5) number of iterations of the
algorithm keeps the tendency to reduce with the objective function value freezing
(because minimas found can’t reduce more).

The simulation results confirm the trend of improving both the quality and speed
of the solutions obtained. It should be noted that this trend is expected, because with
the start points increasing, initiating a random search increases the likelihood of
getting into the most “successful” point.

Fig. 2 Simulated annealing with quenching ratios: 0.6, 0.7, 0.8, 0.9
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It should also be noted that the application of the cooperative principles of the
multiagent system during reconfiguration, promotes a significant reduction of
search time (in the best cases—up to 10 iterations). With the increasing of the agent

Fig. 3 Simulation results for 5 software agents

Fig. 4 Simulation results for 10 software agents
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number the improvements of the results are expected, at least in terms of rate of
solution obtaining. However, it does not taken into account the communication
overhead in the context of this article. For this reason, one of the future research
directions is to obtain estimates of the optimal number of agents with respect to the
communication overhead.

6 Conclusions and Future Work

ICSs with the performance redundancy and decentralized monitoring and control
are the prospective branch of the area. Such systems are considered to be
fault-tolerant because of system reconfiguration possibilities, but the reconfigura-
tion problem iscomplex and requires additional methods, models and algorithms
research and development.

In the scope of this paper the effect of co-operative principles of multi-agent
environment in relation to the problem of ICS with a performance redundancy and
decentralized monitoring and control reconfiguration was investigated. Within this
paper a new problem model was designed, with respect to the chosen ICS class
problem. Also the multiagent algorithm was synthesized.

The simulation of some quantitative compositions of multi-agent systems is
done. The simulation results confirm the trend of improving the speed of solution
obtaining with a usage of cooperative principles of multiagent society. The

Fig. 5 Simulation results for 15 software agents
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cooperative problem solving allows to improve speed and quality of the solutions
obtained. As a further areas of work it is planned to assess the optimal number of
agents, taking into account the communication costs.
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Intelligent Agent System to Analysis
Manufacturing Process Models

Alexander Afanasyev and Nikolay Voit

Abstract Business process and workflows represent diagrams as Business Process
Model Language (BPML), Unified Model Language (UML), which may contain
errors made by a designer. In order to check that errors, we developed a new
grammar (called RV-grammar) that allows us to increase quality of business pro-
cess management and workflow systems by 20 % oppositely with a reserved graph
grammar, a positional grammar, and a relational grammar. Thus, we propose an
intelligent agent system based on RV-grammar to analysis business-process models
for manufacturing. The system has linear time in order to facilitate the automatically
identification of a variety of syntax and semantical errors in workflow models,
which enables the analysis of 4 additional types of errors.

Keywords Automaton grammars � Visual languages � Agent approach

1 Introduction

Manufacturing sector interests application areas since 1980, and at that time the
research area was summarized by the term Distributed Artificial Intelligence (DAI).
The first DAI book by Huhns [1], the work by Parunak [2], Fischer and colleagues
[3] and witnessing commercialization driven by companies such as Whitestein
Technologies and Magenta Technologies describe manufacturing as a major
application domain. Indeed, references collected for this paper over the whole
period which we used as a cut of year for collecting data. Manufacturing covers the
supply chain of production. Therefore, aspects such as virtual enterprises, business
process management and workflow systems, and information systems/agents are
prominent in this vertical sector.
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Whitestein Technologies and Magenta Technologies note that first-generation
static workflow product lifecycle management systems no longer fit the needs of
many companies, the approach of standardizing process with first-generation static
workflow automation tools has reached its limits, and the consequences are
ill-fitting processes and soaring process development and improvement costs [4].

Industrial deployment of agent-based systems covers business process manage-
ment of manufacturing as well as workflow systems. We use the agent architecture,
called Distributed Control Architecture (DCA), for instance in [5], but we replace its
components with agent RV-grammar, agent diagram model, agent planner, agent
execution control, and agent diagnostic. Agent RV-grammar creates a grammar to
describe a diagram. Agent diagram model contains a XML description of a diagram.
Agent planner is a major agent to manage the intelligent agent system. Agent exe-
cution control performs actions getting from agent planner. Agent diagnostic checks
a diagram for errors. We use the Foundation for Intelligent Physical Agents (FIPA)
to develop the standard implementation of the open, heterogeneous and interoper-
able agents, which consists of Announcement Protocols, Ask-about Protocols,
Task/Action Agreement Protocols that are described in the paper [6].

There is the modern theory of graphical and visual languages to represent the
diagrams, that consists of syntax models as spatial and logical, including the
attributes of graphical objects (for example, a rectangle, a circle), and link types.

The spatial model has relative or absolute coordinates of a graphical object. The
use of the spatial model is difficulty to control and analysis a structure, addressing
to topology (syntax), and the attributes of diagrams.

As a rule, the logical model is used to describe the syntax of diagrams, which has
the basis of the graphical grammar.

John L. Pfaltz and Azriel Rosenfeld proposed a web-grammar [7]. Zhang and
Costagliola [8] developed the positional graphical grammar [7], relating to the
context-free grammar. Wittenberg and Weitzman [9] developed a relational
graphical grammar. Zhang and Orgun [10, 11] described preserving graphical
grammar in their papers.

The mentioned graphical grammar has the following shortcomings.
Most tools, supporting computer-aided design (IBM Rational Unified Process,

ARIS [12]), has a direct method of an analysis that requires a lot of iterations to check
diagrams for errors. However, they cannot detect errors, called separate context,
related to the use of logical links as ‘AND’, ‘OR’, ‘XOR’, etc. The context-sensitive
semantic errors may be into a text (a notation) of any diagram, which have not been
fund with the tools, and become “expensive” errors in a design.

Business process and workflows can be presented in IBM Rational Software
Architecture [12], MS Visio [13], Dia [14], ARIS with the help BPML [4], UML,
and represented by diagrams, including errors that made by a designer. Thus, to
check the diagrams for the errors we create the intelligent agent system that consists
of the agents mentioned above.

In section Grammars models, we describe grammars, and a new grammar
RV-grammar [15]. For instance, we take UML diagram to represent business
process, although RV-grammar can check and fix errors into BMPL, IDEF0 [16],
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IDEF3, Petri net diagrams. Section Checking diagrams consists of authors methods
to analysis the diagram for errors. Intelligent agent system is suggested by authors
in section Intelligent agent system. In Results, we assess efficiency of applying the
intelligent agent system.

2 Grammar Models

2.1 Review of Grammars

We review a reserved graph grammar, a positional grammar, a relational grammar,
and a web grammar to represent business process and workflow as diagrams with
the help the tools.

1. A positional grammar: uses a plex-structure, which has not attaching points, and
does not consider dynamically links of inputs\outputs, therefore, it cannot be
used for graphical languages by a designer.

2. A relational grammar: generates a non-exhaustive list of errors that cannot be
defined to analysis.

3. A reserved graph grammar, and a web grammar: save sentential form of a
diagram, that takes a lot of time to analysis it.

4. For reviewed grammar, we summarize problems as:
5. Increasing rules to describe the grammars takes much time for an analysis, and

has exponential or polynomial requires of time.
6. Reviewed grammars has a sentential form to represent a diagram.
7. There are not tools for the semantic analysis of diagram attributes.

2.2 RV-Grammar

The authors have developed automaton grammar, called RV-grammar, to analysis
and check (control) diagrams for the tools, described in the papers [17–19].

RV-grammar has a basis of the L (R) language grammar [19], which can be
written as:

G ¼ ðV ;R; eR;R;R; r0Þ ð1Þ

where V ¼ fvl; l ¼ 1; Lg is an auxiliary alphabet (the alphabetical operations with
the internal memory); R ¼ fat; t ¼ 1; Tg is a terminal alphabet, which is the union

of its graphic objects and links (the set of primitives); eR ¼ f~at; t ¼ 1; eTg is a
quasi-terminal alphabet, extending the terminal alphabet. The alphabet includes:
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• quasi-terms of graphic objects,
• quasi-terms of graphic objects with more than one input,
• quasi-terms of links, marked with the specific semantic,
• quasi-term for the end of an analysis,
• R ¼ fri; i ¼ 1; Ig is the scheme of the grammar (a set of rules, where each

complex ri consists a subset Pij of rules, where ri ¼ fPij; j ¼ 1; Jg),
• r0 2 R is an axiom of RV-grammar (the initial complex of rules), rk 2 R is a

final complex of rules.

The complex of rules Pij 2 ri is given as:

~at �!Wcðc1;...;cnÞ
rm ð2Þ

where Wcðc1; . . .; cnÞ—n-ary relation, defining an operation with the internal
memory depending on γ 2{0, 1, 2, 3};

Ωµ is a modification operator, changing the type of the operation with the
memory, and µ{0, 1, 2};

rm 2 R is the receiver of rules.
The internal memory is presented by a stack for processing the graphic objects

that have more than one output to save the information of link-marks, and elastic
tapes for processing the graphic objects that have more than one input to mark the
number of returns to a given vertex, and hence the number of incoming links. It
should be noted that the elastic tape reads data from cells of the internal memory
without a content destruction, and the cells of elastic tapes operates on data as a
counter defined on positive integers.

The chain of u ¼ at1; at2; . . .; atk is called RV-output atk of at1 and it is denoted

at1 )
RV

atk if for any n\k and re 2 R are as atnþ 1 2 re at �!Xl½k1;...;kn�
re

� �
2 ri:

RV-output is considered to be complete (it is denoted as at1 )
RV

atk), if atk is
generated by rules with rk on the right-hand side.

RV-grammar is effective both for generating and recognizing.
The application of any complex of rules r0 (RV-grammar axiom) generates some

chain of language L on its RV-grammar. The complex of rules determines both the
initial symbol of generated chain, the operation on the internal memory, and also
the name of receiver of rules. The generation is completed using a complex of rules
with rk on the right-hand side.

The recognition of the chain runs verifying the first symbol using rules r0, while
next symbol appearing, and the last symbol of the chain must belong to a complex
of rules with rk on the left-hand side.

The use of rules is accompanied with appropriate operations on the internal
memory. The internal memory is empty at the start, and at the end of these pro-
cesses, the memory contains operations of rules with rk on the right-hand side.
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3 Intelligent Agent System

In the previous section we describe mathematical models RV-grammar that is a core
of our intelligent agent system to check for errors of diagrams. In this section, we
review papers about industrial deployment of multi agent system (MAS) [20] to
build our intelligent agent system. MAS is used in following domains usually:
Manufacturing, Logistics, Air Traffic, Space Exploration, Training, Automotive,
Supply-chains, and Networking. We focus on Manufacturing for business process
models and workflow, and also review concepts for building MAS as: BDI,
negotiation, simulation, interoperability, coordination, distributed control and
diagnostics [3], therefore, we take a concept for the distributed control and diag-
nostics. Manufacturing agent systems have following functional: control and
diagnostics. For instance, in [20], we review DCA architecture as an example, and
create our architecture to control and diagnose diagrams, that depicts in Fig. 1.

Design and reengineering of application systems: develop business process model
and workflow to describe process for making manufacturing (industrial) equipment.

MS Visio, IBM Rational Software Architecture, Dia, ARIS: help to represent
business process model and workflow as diagrams.
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Fig. 1 Our DCA architecture of the intelligent agent system
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Agent diagram model (1): contains a description of a diagram as a table of rules.
Agent RV-grammar (2): creates a grammar to describe a diagram of a business

process.
Agent planner (3): manages agents.
Agent execution control (4): performs actions getting from agent planner.
Agent diagnostic (5): checks a diagram for errors.
Application systems as CAD, CAE, CAM, PDM, ERP: use the diagrams to plan

and develop manufacturing equipment.
Any of the agents can proactively start to plan an action. The planning process

have three phases: Creation, Commitment, and Execution. During the Creation
phase, an agent recognizes the current situation, creates a plan template (using
Announcement Protocols, and Ask-about Protocols) with other agents to cover the
whole plan template. In the Commitment phase, the agents commit their resources
to fulfill the task. In the last, Execution phase, the plan is executed by all partici-
pating agents (using ask/Action Agreement Protocols).

Announcement Protocols: the agent with the task sends out an announcement of
the task as a specification that must encode a description of the task, and any
constraints. Ask-about Protocols: agents that receive the announcement decide what
to do to solve the task. Ask/Action Agreement Protocols: agents execute the plan.

The agents communicate to each other using a Job Description Language
(JDL) [21] as a content language for FIPA-ACL. Intelligent agent system supports
Directory Facilitator (DF) that provides matchmaking (to locate agents by capa-
bilities) and the Agent Management Services (AMS) functionality (to locate agents
by addresses). Communication between agents depicts in Fig. 2.

Agent 3 Agent 2 Agent 1 Agent 4 Agent 5

Send diagram

Send rule

Return rules

Send request to control

Send results 
of checking

Return correct 
diagram

Fig. 2 Sequence diagram for communication between agents
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We use WADE platform [22] to create the intelligent agent system that may
integrate with MS Visio, Dia.

The agent allows to perform follows:

• analyses any diagrams (BPML, UML, IDEF0, IDEF3, Petri net) using
RV-grammar;

• be integrated as plug-ins into MS Visio, Dia;
• checks 20 types of errors, and 4 additional errors;
• gives recommendations to a designer for improve a diagram;
• supports a distributed design as a part of DAI.

4 Results

We review industrial areas that has an interest in application tools to control and
diagnose business process and workflow as diagrams. So, we define BPML, UML,
IDEF0, IDEF3, Petri net, and extract 20 types of errors that may occur into them.
Modern tools can only check 16 types of errors. Thus, we develop a new
RV-grammar to check and fix all type of errors, which has a linear require of time to
analysis oppositely with other grammars with exponential and polynomial requires
of time. Figure 3 shows the efficiency. Graphic objects are graphic figures as a
circle, a rectangle, a rhombus, a square, a line and etc. We use a formula [17–19] for
calculation of the efficiency that cab be written as:
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Fig. 3 Efficiency of checking and fixing errors with the help RV-grammar into diagrams
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Required time ¼ c � Ls; ð3Þ

Ls ¼
Xm

i¼1

XVi

j¼1
vinij þ

XVi

j¼1
voutij

� �
þ

Xt

i¼mþ 1
Vi þ

XVi

j¼1
v outij

� �
þ no label

ð4Þ

where
c the constant of realization of algorithm, which determines a quantity of

time (operators) that are spent to analysis one graphic object;
Ls the number of graphic objects;
Vi the number of graphic objects of i-type;
v inij the number of inputs to j-graphic objects of i-type;
v outij the number of outputs from j-graphic objects of i-type;
t a total of object types;
m a quantity of object types that have more than one output.

We review a lot of paper and tools, and find that there are no tools to check and
fix semantic errors in diagrams of workflow and business process. We investigate
and develop intelligent agent system, supporting DCA architecture, FIPA protocols,
and using WADE platform, that is distributed and helps to control and diagnose
workflow diagrams of distributed industrial corporations. It offers to remove a lot of
errors, including semantic, when designed equipment.

5 Conclusion

We found interesting that is specific sectors of industry, especially those that are
motivated to streamline their business process and cut the costs, require solutions to
be delivered in the short amount of time [23]. Many business process cab be written
with diagrams. When we may control the diagrams for errors and fix them, we
increase a quality of the diagrams. Any diagram has a grammar that can be used to
check and fix errors. So, we develop a new RV-grammar to analyses and control of
the diagrams, which offers to check and fix 20 types of errors (4 additional errors).
Therefore, RV-grammar check and fix 20 % more than a reserved graph grammar, a
positional grammar, and a relational grammar.

A lot of concerns, consisting of corporations and plants, want to have distributed
tools to control and diagnose workflow as diagrams. We thought that RV-grammar
can be written with the help MAS to create distributed systems for manufacturing,
that can efficiency check, and fix errors, and improve a quality of business process
and workflow for industrial corporation. Thus, we create intelligent agent systems,
based on RV-grammar, for manufacturing, that contains our DCA architecture,
supporting FIPA protocols, 5 new agents, communication protocols, and the use of
WADE platform.
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The intelligent agent system will deploy on industrial corporation to remove
ill-fitting processes, and soaring process development, and improvement costs.
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Use of Numerical Methods in the Analysis
of Traction Energy Systems—An
Overview of the Practical Examples

Mikołaj Bartłomiejczyk

Abstract A characteristic feature of trolleybus transport is the random nature of
traffic caused by congestion. It predestinates statistical and numerical methods for
the analysis of trolleybus energy system. There are presented 3 methods of trol-
leybus traction system analysis: simulation of supply system based on Monte Carlo
method, analysis of energy recovery potential based on statistical data analysis and
benchmark of trolleybus supply system by one of Multiple Criteria Data Analysis—
Data Envelopment Analysis (DEA) method.

Keywords Electric traction � Supply system � Data analysis � MCDA � DEA

1 Introduction

Trolleybus, as opposed to rail public transport vehicles, in most situations uses
public roads shared with other vehicles. The result of this is exposed to the con-
gestion, which is the problem associated with heavy traffic of road vehicles. Results
of this the movement has an irregular nature, even if the timetables are based on the
constant intervals, the real traffic of vehicles is irregular. The impact of other road
users on trolleybus movement is very significant. As a result, the power load of the
trolleybus power system also has a stochastic nature and a trolleybus power system
must be treated as a stochastic object [1].

The influence of road congestion on the load of supply system is presented on
Fig. 1. Load of an exemplary supply system with two vehicles is presented. The
same figure depicts the situation, when the vehicles run with constant intervals and
the load is regular. But may occur in traffic delays the imposition of currents of both
vehicles. As that result, the instantaneous value of total load can increase up to two
times. Random movement disorders may significantly affect the load supply.
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This situations have random nature and they are difficult for simulation mod-
elling. Popular methods of supply system analysis are based on analytic methods or
time-simulation and differential equations. Due to, it is very difficult to take into
account the random nature of their supply. Alternative methods of analysis are
based on statistical methods, which are presented in the paper.

2 Trolleybus Supply System Calculations

Trolleybuses are supplied with direct power from overhead lines—catenary. The
energy used to supply the municipal overhead lines is drawn from the public HV AC
grid and is converted to DC in traction substations, where voltage reduction occurs.
After transformation and rectification, the energy from traction substations is supplied
into power supply points of the overhead lines using power cables (feeders). The
overhead lines are divided into traction power supply sections so that it is possible to
turn off a part of the line while maintaining supply to the remaining part [2].

2.1 The Monte Carlo Method

Solution for many computational problems bases on an algorithm (list of actions),
that leads to finding the value f, either precisely or with a specified error. Shall we
label with f1, f2, …, fn results of subsequent accumulations of an algorithm, then

f ¼ lim
n!1 fn ð1Þ

Fig. 1 An example of the possible impact of irregular movement on load substation current:
a vehicles move according to a timetable in fixed intervals; b irregular movement; i1, i2—current
vehicles, it—current power supply
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Process performs a limited number of iterations before it is stopped. This process is
strictly determined: every algorithm results in an identical solution. There are problems
for which it is complicated to define such an algorithm. In such situation the task is
modified, basing on the law of large numbers (LLN) from the probability theory.
Utilising the stochastic analysis related tomultiple random samples evaluations f1, f2,…,
fn of the searched variable are obtained. This requires the random variable fn to be
stochastically convergent to the searched value f. Therefore it is valid for any ε > 0:

lim
n!1P f � fnj j\eð Þ ¼ 1 ð2Þ

where P stands for probability of the given event. Choice of the variable f depends
on each problem’s specifics. Frequently the searched variable is considered as an
occurrence of a particular event. Such computational process is not deterministic as
it is defined by set of random samples’ outcome [1].

Methods using algorithms that rely on repeated random sampling to obtain are
called Monte Carlo methods. In this method, precise assessment of various rela-
tionships between the input data and searched values is not necessary to precisely.
That states for a great advantage of such approach thus enabling multiple factors’
impact analysis.

2.2 Simulation of Supply System

The simulation model [1] is based on the following initial data: trolleybus
timetables, deviations in timetables, the trolleybus speed profile (a relationship
between expected vehicles speed and their location), traction characteristics of
trolleybuses. On the basis of timetables and deviations from their realization there
was indicated a probability histogram of the number of vehicles operating simul-
taneously on the power supply section. A number of vehicles being on the power
supply section at the very moment is indicated on its basis. The speed profile
(Fig. 2) is the basis for indicating the layout of specific vehicles location probability
along the power supply section (Fig. 3).

Probability P(s1, s2) to find the vehicle between points with coordinates s1 and s2
is proportional to the time of travel between these two points, which can be written:

Pðs1; s2Þ ¼ k � s2 � s1
vsr

ð3Þ

where: vśr—average speed on the road between points s1 and s2; k—coefficient of
proportionality. This probability is equal to the integral of the probability density p(s):

Pðs1; s2Þ ¼
Zs2
s1

pðsÞds ð4Þ
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marking the difference s2 − s1 as Δs we can write:

Pð0;DsÞ ¼ k � Ds
v0sr

¼
ZDs

0

pðsÞds ð5Þ

on Δs → 0 this equation takes the form:

pðsÞ ¼ k � 1

vðsÞ0 ð6Þ

which means that the density of the probability of finding a vehicle in a given point
is inversely proportional to its speer [1].

Fig. 2 An exemplary speed profile; s—the vehicle location, v—speed

Fig. 3 A layout of the vehicles (s) location probability (p)
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A basic simulation cycle (Fig. 4) includes the following phases:

1. indicating the number of trolleybuses being on the power supply section on the
basis of timetables and deviations from their realization,

2. determining the location of vehicles on the basis of the vehicles location
probability layout,

3. determining the currents absorbed from the traction network by vehicles,
4. calculating currents and voltage outflow in the power supply system.

This cycle is numerously repeated and as a result one acquires currents and voltage
probability layout in the power supply system. The current of specific trolleybuses is
determined on the basis of the trolleybus speed and its derivative dv/dt in a defined
place, which determines the phase: accelerating, breaking, or inertial ride.

2.3 Verification of the Monte Carlo Method

The simulation research was carried out in Scicos/Scilab program. The Fig. 5
shows the layout histograms of currents value density probability resulting from a
simulation run for scheduled and irregular traffic on the power supply section. In
both cases these histograms related to identical measurements data recorded in
realistic conditions, namely irregular traffic.

The Fig. 5 and Table 1 depicts an influence of the traffic punctuality on the
feeder load current value visible in the increase of the maximum feeder current
value while taking into account in irregularity of the trolleybus rides. The effect of
irregular trolleybus running is simultaneous occurrence of a large amount of
vehicles on the power supply section in relation to the regular traffic. As a result of
it, the probability of simultaneous start-ups of several trolleybuses is on the

Fig. 4 A basic diagram of a simulation model
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increase. It is evident from the data mentioned above, that taking into consideration
the irregularity of traffic in simulation has significant influence calculation results,
especially on the maximal load current value. For this reason the Monte Carlo
method of simulation is better than standard analytic method [3].

3 Analysis of Recuperation Increase Potential

Every electrical machine is characterized by its capability of operating with a
bidirectional energy flow. For traction motors it means that braking enables
regenerative operation, which consists in converting the vehicle’s kinetic energy
into electrical energy, which in turn generates braking torque [4].

In a classic supply system, where substations are not equipped with
energy-storing devices, the recuperative braking energy can be absorbed only by
the second vehicle in the power supply section, i.e. the vehicle is in motion.
However, in common situations in the power supply areas there are no vehicles
present ability to absorb the energy. When this situation occurs, the recouped
energy is dissipated in the braking resistors. It results is under-utilization of the
potential for recuperation. In order to avoid such situation, the storage energy
systems can be installed. Moreover, installation of systems of that type connected
with the significant financial investments and it is necessary to perform analysis of
potential of not-used recuperation energy. It can be realized by theoretical

Fig. 5 The histograms of the feeder current, a simulation for: a the traffic consistent with the
timetable; b irregular traffic

Table 1 Current load measurements and results of simulation of Kołłątaja supply section

Measurement Regular traffic Traffic with
disturbations

Simulation δ (%) Simulation δ (%)

Average current 236 A 209 A 11 208 A 11

Maximal current 1075 A 911 A 15 1090 A 1

412 M. Bartłomiejczyk



simulation, but due to numerous random parameters which affect traffic movement
this simulation is fraught with significant error [2]. Another method is to provide the
measurement of energy dissipated in breaking resistors in vehicles [2], but it
requires vehicle to be equipment with measurement system. The simplest method is
to analyze the load of traction substations.

The analysis is based on the example of two traction substation in Gdynia
trolleybus system: Traction Substation Grabówek and Traction Substation Sopot.
These two substations are significantly different in terms of traffic intensity. TS
Grabówek supplies large supply area with high density of traffic (every 3 min), TS
Sopot supplies sub-urban line with a minor traffic intensity (30 min).

3.1 Statistical Substation Load Analysis

In order to recover braking energy it is necessary to ensure the receivers for the
generated energy. In classical supply system without storage energy systems with
one-side supply of catenary and without taking into account transmission losses this
means that substation load PTS must be larger than the power Prec generated during
recuperation by vehicles in supply area of substation. It can be written by equation:

PTS �Prec ð7Þ

If this condition is fulfilled, all generated energy is absorbed in supply system.
Substation load has randomly character as a result of the influence of congestion,
Fig. 6 shows the histogram of TS Grabówek and TS Sopot load. The different
character of the trolleybus traffic in the areas of both power substation is reflected in

Fig. 6 The histograms of load of substations TS Grabówek and TS Sopot
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histograms. In case of TS Sopot most of the values is cumulated in the left side,
what is caused by the much lower load of TS Sopot than TS Grabówek.

Fulfilling of the condition (7) can be analyzed basing on the cumulative distri-
bution on the traction substation load (Fig. 7). Value d of cumulative distribution
corresponding of the particular value P of load means, that substation load will be
smaller than P with the probability d. Basing on the (7) can be said, that recovery
breaking power of the value P will be fully consumed in supply system with the
probability d. The average power generating during breaking equals 100 kW, so in
case of TS Grabówek the probability that the power generated during regenerative
breaking will be completely consumed is 0.8, in case of TS Sopot it is 0.2 (Fig. 7).

If condition (7) is not fulfilled, only a part of recuperated power, equals the load
PTS, can be re-used. The remaining energy is lost in breaking resistors. Therefore,
due to limited load power PTS of substation is possible to use only a part generated
energy.

It was analyzed how much energy from the source with power Pgen is able to
absorb the supply system with changeable value of load PTS(t). Source Pgen is an
equivalent of vehicle during regenerative breaking. The calculations were based on
registrations of loads PTS(t) of traction substations in Gdynia.

For this purpose the function e(Pgen), which expresses the relative amount of
generated energy from the source Pgen in time T has been defined:

e Pgen
� � ¼

RT
0
PCh Pgen; t

� �
dt

Pgen � T ð8Þ

Fig. 7 The cumulative distribution of load of substations TS Grabówek and TS Sopot. The
average value of recovery breaking power, equals 100 kW, is marked with green
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PCh(Pgen, t) expresses the limit of absorption of generated energy:

PCh ¼ Pgen\PTS ! PCh ¼ Pgen

Pgen �PTS ! PCh ¼ PTS

�
ð9Þ

On the Fig. 8 the values of relative usage of generated energy is presented. As it is
observed, in case of TS Grabówek substation 80–90 % of generated energy during
recuperation can be absorbed by supply system. In case of TS Sopot substation the
level of recuperation usage is only 20–30 %. It can be explained by the fact, that
with the bigger number of vehicles in substation supply area the probability of
founding receiver for recuperated energy increases and as a result of this the effi-
ciency of breaking recovery increases too.

4 Benchmark of the Trolleybus Supply System

In various situations it is necessity to make a benchmark of existing technical state
of the supply system. It can be useful e.g. for feasibility studies of modernization of
trolleybus infrastructure. The main element is the technical evaluation of individual
elements of the supply system [3].

The main electrical and motion parameters, which describes the load and usage
of supply sectors are: average value of feeder current Iav, maximal value of feeder
current Imax, length of the supply section l, trolleybus traffic interval: Δt.

Fig. 8 Relative usage of recuperated energy in function of value of recuperation power for two
substations: TS Grabówek and TS Sopot. The average value of recovery breaking power, equals
100 kW, is marked with green line
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In order to perform benchmarking and comparison of analyzed supply sections
there is need to create one complex index, which splits these four independent
parameters into one value. It can be performed by application of Multi Criteria
Decision Analysis. One of these methods, which is used, is Data Envelopment
Analysis (DEA).

4.1 Data Envelopment Analysis (DEA)

The DEA model is used to estimate and analyze efficiency of multiple units and
multiple outputs, which can have very different units of measurement [3].
A common measure for relative efficiency is:

Efficiency ¼ weighted � sum� of � outputs
weighted � sum� of � inputs

ð10Þ

For each analyzed option the efficiency is defined as a ratio of the weighted sum of
outputs to the weighted sum of inputs [3]. In the DEA model for a particular option
in the data set of n options (j = 1, 2, …, n) a ho value is determined using a set of
the best indicator weights ur and vi which ho value of each option satisfies the
restrictions. Each option is described by r values, v1 − vr are the inputs and u1 − ur
are the outputs:

max h0 u; vð Þ ¼
P
r
uryr0P

i
vixi0

ð11Þ

s:t:

P
r
uryrjP

i
vixij

� 1; j ¼ 1; 2; . . .; n ð12Þ

ur; vi � 0; for all i and r ð13Þ

To make it more clear, DEA is a linear programming model, where each entity
selects a set of weights which are most favorable for itself to give a standardized
efficiency score (between zero and one). The DEA model (8–10) allows to choose
“the best” set of weights to use.

4.2 The Analysis of the Load Flow by DEA

In the subject of analysis the inputs will be the motion parameters of the network:
Δt and l. The values of load flow Iav and Imax will be taken as the output parameters.
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The efficiency estimated by DEA implies how big is the load flow of each supply
section in relation to the motion parameters. A bigger value of efficiency means
bigger values of the supply section currents compared to motion parameters, con-
sequently it means worse traffic conditions (stronger congestion). In the Fig. 9 there
are presented the results of the calculations, h is the values of efficiency.

The performed DEA analysis proves the relationship between the intensity of the
road traffic and the value of calculated efficiency. The highest values of efficiency
h are visible for sections I, VI, VII, VIII, XI, XII. This result can be easily explained
on the basis of traffic observation. The sections VI, VII, VIII, are located on the
Morska street, which is one of the most important and most crowded streets in
Gdynia. The sections XI, XII ale placed in the very center of city with many stops
and crossings. Also section I can be characterized as a section with high intensity of
the trolleybus traffic as there is localized one of the biggest trolleybus stations. On
the other hand the lowest value of efficiency is reached in section V which is located
in the suburbs of the Gdynia.

By means of DEA can be created a numerous benchmark of the traffic con-
gestion in the electrical traction, which provides a quantitative assessment of a
complicated phenomenon. Multi-attribute decision methods allow for the analysis
of various not connected with each other and difficult indicate elements.

5 Conclusions

The presented methods are results of practical experiences of the paper author
gained during his work in the trolleybus transport system of Gdynia. Numerical
methods allow you to perform analysis of the trolleybus power supply system

Fig. 9 The inputs, outputs and the values of supply sections efficiency
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including the impact of random factors [5–9]. Main contribution of paper is prac-
tical aspect of presented research. Tasks shown in the paper were base on technical
problems which have appeared in the practical exploitation of trolleybus supply
system and the sophisticated numerous tools were used to solve them.
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Application of Vector Control Technology
for Linear Reactive Reluctance-Flux
Reciprocating Generator

Pavel G. Kolpakhchyan, Alexey R. Shaikhiev
and Alexander E. Kochin

Abstract The article deals with application of vector control technology for linear
reactive reluctance-flux reciprocating generator. The applying of Park’s equations
to describe the processes in the electrical machine at issue is justified. The results of
mathematical modeling of processes in the system composed of the free piston
combustion engine and the linear reactive reluctance-flux generator when using
method of regulation at issue are given.

Keywords Reluctance-flux electrical machine � Linear electrical generator �
Vector control

1 Introduction

One of the ways to improve the autonomous electrical generators based on internal
combustion engines is the use of linear reciprocating electrical machine. The
common use of such electric machines with the free-piston engine allows avoiding
the use of a crank mechanism. It makes possible to eliminate the heavily loaded
hinges, to adjust the degree of compression and to change the stroke time of engine
cycle. As a consequence, the engine can be adapted to any liquid or gaseous fuel
and its work is optimized under different loading [1].

The free-piston engines systems have a number of advantages compared with
crank mechanism engines. They have a simple structure with a small number of
moving parts. It reduces friction losses and simplifies system maintenance. High
speed of the piston when it passes the top dead center and a high rate of expansion

P.G. Kolpakhchyan (&) � A.R. Shaikhiev
Science and Production Association “Don Technology”, Novocherkassk
Russian Federation
e-mail: kolpahchyan@mail.ru

A.E. Kochin
Rostov State Transport University, Rostov-on-Don, Russian Federation

© Springer International Publishing Switzerland 2016
A. Abraham et al. (eds.), Proceedings of the First International Scientific Conference
“Intelligent Information Technologies for Industry” (IITI’16), Advances
in Intelligent Systems and Computing 451, DOI 10.1007/978-3-319-33816-3_41

419



during the power stroke improve formation of fuel-air mixture, reduce heat loss and
reduce the harmful substances emissions that envy of the temperature [2, 3].

In this article we will describe the new construction of the linear electrical
machine working as electrical generator in conjunction with a free-piston com-
bustion engine.

The paper organized as follows. The analysis of existing developments in the
area of application of linear electrical generators intended to the work in con-
junction with a free-piston combustion engine is presented in Sect. 2. The con-
struction of linear reactive electrical machine is describes in Sect. 3. Section 4 deals
with the modeling of electrical machine under consideration with the use of Park
equations. In Sect. 5 the control problem formulation is accomplished. In Sect. 6,
an illustrative example is presented, which clearly demonstrates the correct apply of
the electrical machine control methods. Section 7 contains conclusions.

2 Known Research in the Field of Electric Generators
on the Basis of Free-Piston Engines

Various research teams and industrial companies are engaged in the problem of
creating the linear electric machines to be used as power generators in conjunction
with the free-piston engines. České vysoké učení technické v Praze (Fakulta
elektrotechnická) [4, 5]; Newcastle University, UK [2, 3, 6–8]; Sandia National
Laboratories. Livermore, USA [9]; Toyota Central R&D Labs Inc., Japan [10, 11]
present the most interesting workings.

Experience in development of linear reciprocating electrical machines allows
revealing a number of factors that impair their effectiveness. Their account is
required in the design. There are following: edge effect, the limited mass of the
movable parts of the construction, pulsating and discontinuous velocity dependence
on the time. The magnetic circuit construction imposes high requirements.

Synchronous electrical machine with permanent magnets on the movable ele-
ment is the most common type of linear electrical machines used as generators.
With high efficiency, good output characteristics, they are expensive and require
complex control systems. All this considerably affects the cost and manufactura-
bility of electricity autonomous source system in the whole. Therefore, the use of
reactive (reluctance-flux) electrical machines without the windings and the per-
manent magnets on the rotor is promising.

There are different types of linear generator conjunction with free-piston engine:
with free end, with gas spring, with opposed cylinders [12]. One cylinder and the
gas spring system is the most used and the most researched system. It significantly
reduces the impact of inertial forces of moving parts and is a compromise between
the desire to make a mechanically balanced system and the simplicity of control of
the combustion process in the cylinder [6–8].

420 P.G. Kolpakhchyan et al.



3 Design of the Linear Electric Machine and Control
Problem Formulation

Toyota Central R&D Labs Inc project is one of the most interesting workings in the
field of electric generators based on a free-piston internal combustion engines.
W-shape piston is the main feature of the proposed design (Fig. 1) [10, 11].
Location of the active parts of the generator on the outer side of the device and
reduction of its length by the arrangement inside the cylinder-piston group is an
advantage of this design. A large diameter of the piston of the gas spring is another
advantage. It allows improving the gas-dynamic processes, reducing energy losses
and heating.

This construction is the most rational to create electric generator based on the
free-piston engine, so this design was the prototype for a linear generator described
further [6–8, 10, 11]. Permanent magnets are located on the movable element in
close proximity to the combustion chamber in zone of the large mechanical loads
that are disadvantages of the described system. Therefore, we decided to use the
reactive electrical machine without winding and permanent magnets on the movable
element as electrical generator. Application of three-phase distributed winding on
stator allows a uniform force throughout the range of movement of the movable
element.

The preliminary engineering of the linear reactive electrical machine with
three-phase distributed winding was performed to assess the possibility of its use as
an electric generator operating in conjunction with a free-piston engine. This
electrical machine was designed to work with a single cylinder and the gas spring.

In the design, the following parameters of the internal combustion engine have
been taken:

Fig. 1 Sketch of Toyota Central R&D Labs Inc. linear electric generator based on the free-piston
engine
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The Work cycle Otto, two stroke

The Cylinder diameter 76 mm

The piston stroke 90 mm

Compression ratio 8.8

The pressure in the cylinder at the beginning of the expansion stroke 8.4 MPa

The operating frequency 50 Hz

The basic parameters of the electrical machine of the considered type were
obtained as a result of preliminary calculation:

The number of phases of the stator winding, m 3

The number of poles, 2p 8

The inner diameter of the stator, d1 140 mm

The outer diameter of the stator, D1 210 mm

The air gap above the middle tooth of the movable element 0.25 mm

The inner diameter of the rotor, d2 90 mm

The pole pitch, τ 90 mm

The number of turns per pole and phase, q 1

The gap above the rotor teeth is made uneven; increasing towards the edges to
1.0 mm. Figure 2 shows a sketch of the active area of the described electrical
machine.

Continuous work in the transient regime is one of the features of the recipro-
cating linear electrical machine work. The moving element performs sinusoidal
oscillations; its speed also varies according to the harmonic law. The electric
generator work on the basis of the free-piston internal combustion engine is largely
determined by the ability to maintain oscillation of the moving element with the
given parameters: amplitude and frequency. When this condition breaks down, the
work efficiency of electric generator drastically reduces or becomes impossible.
Maintaining waveforms are possible when the electrical machine can respond with

Fig. 2 Sketch of the active area of the reciprocating reactive reluctance-flux electrical machine
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the sufficient speed to the change of the force acting on the piston of the internal
combustion engine during the operating cycle. Therefore, the force control system
of the electromechanical transducer must be fast and accurate. The constant of the
electromagnetic force time control should not exceed 1.5–2.0 ms to maintain the
oscillation with an amplitude value corresponding to the pole pitch (in this case
45 mm) and an operating frequency of 50–60 Hz.

A large value of windings inductance is a feature of this linear
switched-reluctance electrical machine. The lack of the excitation winding increases
the influence of cross coupling between the currents and voltages in the longitudinal
and transverse axes and it is the cause of the large variations in the electromagnetic
force in transient mods. Therefore, it is necessary to apply the principle of vector
control for controlling electrical machine under consideration with a high precision
and a required speed.

The use of vector control for the reactive reluctance-flux electrical machine has
its own characteristics. The winding or permanent magnets on the rotor are absent
and only the reactive component of the electromagnetic force is used. However, the
system structure of the force control has no significant difference from similar
control systems of electrical AC machines (asynchronous or synchronous with
permanent magnets on the rotor) [12, 13].

The main idea of vector control is to divide flux control channels and electro-
magnetic force control channels. For this purpose, electromagnetic processes in the
electrical machine are represented by Park’s equations. Its use makes possible the
selection of the stator current components on the longitudinal and transverse axes
and the formation of control actions. Therefore, the application of vector control
principles requires that process in a controlled electric machine were described with
sufficient accuracy based on Park’s equations.

4 Mathematical Model of the Linear Reluctance Electric
Machine and the Free-Piston Engine

Park’s equations represent the processes in the reactive reluctance-flux electrical
machine under consideration [14, 15].

The processes are described in the d − q coordinate system rotating in electric
space synchronously with the magnetic flux vector. The three-phase stator winding
is presented by two diametrical disposed windings concentrated orthogonally along
the axes of the coordinate system. The transition from the natural three-phase
coordinate system to the d − q coordinate system is realized with the Clarke and
Park transforms [14, 15].

The equations for the currents of windings that are arranged along the axes d and
q can be written as:
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did
dt

¼ 1
Ld

Ud � Rsid þx0elLqiq
� �

;

diq
dt

¼ 1
Lq

Uq � Rsiq � x0elLdid
� �

;

ð1Þ

where Ud, Uq, id, iq—voltages and currents of the windings placed along the d and
q axis; Ld, Lq, Rs—inductance and resistance of windings placed along the d and
q axes; ω0el—radian frequency of rotation of the d − q coordinate system.

The rotation angular velocity of the d − q coordinate system in electric space is
related to the linear displacement rate of the moving element by the relation:

dc
dt

¼ x0el ¼ p
s
V ; ð2Þ

where γ—the rotation angle of the d − q coordinate system; V—linear speed of
moving element;

The electromagnetic force is calculated by the expression:

Fem ¼ 3
2
� p
s

Ld � Lq
� �

idiq ð3Þ

An approach based on the idea of the simulated device in the form of a multibody
system is used to describe the mechanical processes. The moving represents the
body having a mass m and a single degree of freedom (the linear motion). The
electromagnetic force, the force of the engine piston, the force of the gas spring,
resistance force act on the body. The Moving of the moving element is described by
the equation:

mx
:: ¼ Fp þFem � d � _x� Cs � x; ð4Þ

where Fem, Fp—electromagnetic and engine piston force; x—displacement from the
equilibrium position; m—moving element mass; Cs—spring stiffness; d—damping
coefficient;

Considering the complicated configuration of the active layer of the stator and
the rotor, the magnetic system saturation of the linear electric machine under
consideration, to determine the parameters included in the system of Eq. (1) it is
necessary to use the field theory methods. Design features a linear reactive
reluctance-flux electrical machines allow considering the problem of calculating the
magnetic field in axisymmetric statement.

The calculations were performed using the program FEMM (Finite Element
Method Magnetic © David Meeker). The value of the electromagnetic force and the
flux linkage of the stator windings according to the position the moving element
and winding current values are determined on the basis of information about the
distribution of magnetic fields in the computational domain. Figure 3 shows the
results of calculating the magnetic field distribution in the electrical machine
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(fragment) under consideration at the position of the moving element and the
currents ratio in the stator windings giving the maximum electromagnetic force.

Figure 4 shows the dependences of the flux linkage of the equivalent windings
located along the d and q axes, and their inductance determined on the basis of the
results of calculation of the magnetic field distribution.

Based on these parameters using Eqs. (1)–(3) the calculation of the dependence
of the electromagnetic force acting on the moving element in dependence of its
position and the comparison with the calculation results obtained by using the field
theory were performed (Fig. 5).

Comparison of the results shows that the mathematical model based on the use
of Park equations adequately describes the electromagnetic processes in this linear
reactive reluctance-flux electrical machine.

On this basis, the use of vector control methods for controlling the electric
machine under consideration can be considered as valid.

Fig. 3 Magnetic field distribution in a linear reactive reluctance-flux electrical machine

Fig. 4 Dependence of flux linkage (a) and windings induction (b) located along the d − q axes
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5 Control Problem Formulation

The efforts adjustment system could agree the following principles. The stator
current control on d-axis is difficult, since the inductance of the electrical machine
along this axis has a significant value. The control with high speed requires con-
siderable reserve of voltage. Therefore, the method of regulation when the stator
current is stabilized on the d-axis at a predetermined level, and force control per-
formed by changing the current on the q-axis is rational. q-axis inductance is
substantially low, stator current and efforts regulation along this axis can be per-
formed with high speed.

On the basis of accepted approach to power control system structure, we can
distinguish two parallel operating channels. One of them is a current control
channel on the d axes. The other is the channel of the power control by changing the
q-axis current. To compensate the currents cross impact on d and q axes the
cross-link’s compensation unit is entered into the system. Formation of the output
voltage of the three-phase inverter is carried out by using pulse-width modulation
[16].

Two external control circuits are incorporated in the control system structure for
regulating the speed and position of the moving element.

Figure 6 shows a block diagram of the control system of a linear reluctance-flux
electrical machine created with the outlined provisions.

6 Simulation Results and Analysis

The studies of electromechanical processes in the “linear reactive electrical machine
—a free-piston engine” system were carried out using the outlined mathematical
model. Figure 7 show graphs of changing the current and voltage components
along the d and q axes, an electromagnetic force and the engine piston power, the
linear movement of the moving element.

Fig. 5 The calculation
results of the electromagnetic
force acting on the moving
element
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Fig. 6 Block diagram of the automatic control system

Fig. 7 The process modeling results in the “linear reactive electrical machine—a free-piston
engine” system: Ud, Uq, Id, Iq—windings voltage and current (components arranged on d −
q axes); IA, IB,, IC—false current; Fem, Fp—electromagnetic force and the force acting on the
piston; x—the moving element displacement
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The calculations were performed for the frequency of 50 Hz. The electric gen-
erator output power is 14 kW in this mode. The electrical machine makes full use of
current and voltage in this mode. The results show that the use of vector control
methods allows controlling with good dynamics the reactive reluctance-flux elec-
trical machine. The use of proposed principles of the automatic control system
design allows to implement the control of the “linear reactive electrical machine—a
free-piston engine” system with high-energy performance.

In this example reactive reluctance-flux electrical machine with voltage limita-
tion [16]. Therefore, the stator current control channel on d-axis can not stabilize the
current at a predetermined level in the time intervals when displacement velocity
reaches the maximum. Analysis of the simulation results showed that this effect
does not lead to a breach of the system functionality in this example. It is achieved
by increasing the current component along the d-axis [14, 16, 17]. By increasing the
operating frequency, the stator current component on the d-axis is reduced and
electrical machine goes into weak field mode. The limit operating frequency of the
electrical machine with permanent magnets is limited by the EMF generated by the
magnets. The limit frequency can be much increased in reactive electrical machine,
which allows changing in a wide range the parameters of the internal combustion
engine working cycle.

7 Conclusions

Analysis of publications let confirm that the use of free-piston engines and gener-
ators on their base has advantages and prospects of use for the mobile systems of
the autonomous power supply. The conjugation of linear electrical machine and
free-piston engines with a gas spring (one cylinder) or an opposite scheme (two
cylinders) is rational. The single-piston schemes are most often used.

The reactive electric machine with three-phase distributed winding is an alter-
native to electric machine with permanent magnets on the moving element. The
processes in the selected type of the electrical machine are described by Park
equations with sufficient accuracy; it makes possible the use of vector control
principles to control the force. The stabilization of the stator current in a d-axis and
the power regulation by changing the stator current in q-axis is a rational method of
the linear reactive electrical machine control. The obtained simulation results show
that the used method of efforts regulation of electrical machine under investigation
allows organizing reliable operating of the “linear reactive electrical machine—
free-piston engine” system.
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One Model of Two-Sided Price
Coordination on the Transport Market

Nikolay Goryaev, Konstantin Kudryavtsev and Sergey Tsiulin

Abstract A mathematical model of determining the tariff systems of information
exchange between transport market participants is offered. The algorithm called
“the method of minimal concessions” allows to determinate the tariff automatically.
This article presents a comparison of simulated transportation tariffs and prices for
real applications; it shows the adequacy of the proposed algorithm and the process
of harmonization of prices between customers and transport carriers. Application of
game theory allows to automate the process of concluding carriage contracts, and to
improve significantly the efficiency of information exchange systems of the trans-
port market participants.

Keywords Mathematical model � Transport � Information system � Method of
minimal concessions � Mechanism � Matching contract

1 Introduction

During the organization process of long-distance haulage the determination of cargo
is always important for making complete routes. The way of making this research
belongs to information systems, which are used in cooperation between stake-
holders on the transport market. Recent studies by Goryaev [1] have shown that
using these systems on the Russian market allows completing more than 100
thousand daily freight requests. However, these systems are unable to make the
process automatic due to big variance in pricing. An example (July 3, 2014) is
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shown in the Table 1. Overall, this tendency is decreasing the intercity freight
efficiency in the Russian Federation (Goryaev, [2]).

According to the data represented below (Table 1), the average pricing value of
haulage from Moscow to Chelyabinsk for clients is 69,125 rubles, for carriers—
78,625 rubles. In addition, the minimum client’s offer was more than 2 times less
than the maximum carrier’s offer.

In order to automate the process of price determination we present a method of
minimal concessions which is described below.

2 Requirements to the Contracting Process

How the automation process should work and be shown in conditions of close
cooperation between stakeholders on the market? According to Hurwicz [3],
mechanism is defined as a process of interaction between the subject and the center
(arbiter) and consists of 3 stages:

1. Each subject i i ¼ 1; . . .; nð Þ determines the message xi transmitted to the arbiter;
2. The center calculates the expected result Y ¼ f x1; . . .; xnð Þ after acquiring all

n messages;
3. The center states the result Y and realizes it, if necessary.

Thereby, the mechanism of automated contracts between stakeholders can be
formalized as a non-cooperative strategy game. There are two types of participants
in this game: carriers and clients. The participants’ strategy presents offering pre-
liminary contract prices. The game goes as follows: each player makes an offer—
preliminary price of the contract, without discussing it with anyone, whereby a
situation is formed (profile of strategies)—a vector composed by the proposed
prices. Using this profile of strategies, the center defines a number of matching
(pairs between which the contract will be concluded), where a customer is matched
to a carrier and, according to some algorithm, generates the contract price for each

Table 1 Example of pricing facilities on the Moscow-Chelyabinsk direction

Client Client’s offer,
rubles

Carrier Carrier’s
offer, rubles

Chel-dostavka, LTD 72000 (41,2 r/km) Energiya, LTD 63000

Bogomolov Oleg, SP 77000 (43,2 r/km) Aspekt, LTD 78000

VITAR, LTD 72000 (41,2 r/km) Gruzovue perevozki, LTD 73000

Bogomolov Yan, SP 69000 (39,5 r/km) Moyi malenkiyi mir, LTD 72000

Yanus-Expediciya, LTD 43000 (24,6 r/km) VIS, LTD 90000

Kostrizin Aleksandr, SP 74000 (42,3 r/km) National Logistics Group, LTD 87000

Agat, LTD 72000 (41,2 r/km) Auto-411, LTD 79000

SZSK №7, LTD 74000 (42,3 r/km) TK7, LTD 87000
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pair. The goal of each participant (carrier) is the selection of preliminary price
where the price can be as minimum (maximum) as possible.

The algorithm controlling the center must be absolutely fair. In detail, none of
the participants should be subjected to disproportional (from his personal point of
view) deviation from the assigned initial price. If the condition fails, “unsatisfied”
players will simply refuse to participate in the proposed system. On the other hand,
the center has to eliminate (or at least minimize) the ability of individual players to
manipulate the price (we call this property stability). It is necessary to mention once
again, participants are unable to cooperate with each other, therefore, they are
unable to manipulate the system.

3 Sustainable Matchings

The first work made by Gale and Shapley in 1962 [4], which started a funda-
mentally new task concerning the optimal choice of contracts, was published by
David Gale and Lloyd Shapley [4]. In that article the concept of sustainable allo-
cation of contracts, “matching”, was introduced. The idea was developed in works
published by Alvin Roth et al. [5], Sotomayor and Roth [6], Gale and Sotomayor
[7], Hatfield and Milgrom [8], Perez-Casttrillo and Sotomayor [9], Sotomayor and
Ozak [10] and many others. However, the majority of these studies represent only
the mechanism of sustainable allocation of contracts. The procedure of price def-
inition was proposed by Perez-Casttrillo et al. [9]. Another procedure was proposed
in Faratin [11]. This article offers the alternative way of price definition (on the
logistics market).

Let A and B be two set of n elements. Elements of set A are clients A1;A2; . . .;An,
where set B includes all carriers B1;B2; . . .;Bn. A match is a bijection from A into B,
i.e. set of n contracts [12].

Let us assume that each client has a list of carriers ordered by descending their
“attractiveness” for him. Similarly, each carrier has a list of customers, ordered by
the same principle. Thus, the preference of both sides is represented by two
matrices with the size n� n.

Matching can be called unsustainable if a carrier and a client, while making the
contract, choose another partners. Otherwise, in case of reciprocal arrangement
from both sides, matching can be called sustainable [12].

Let each participant in tender Ai i ¼ 1; . . .; nð Þ bid his own provisional price for a
contract ai, and, at the same time, each carrier bj makes his own provisional price Bj

j ¼ 1; . . .; nð Þ. Furthermore, we assume that the conditions can be confirmed as:

i 6¼ j½ � ) ai 6¼ aj
� � ^ bi 6¼ bj

� � 8i; j ¼ 1; . . .; n;
ai\bj 8i; j ¼ 1; . . .; n:

�
ð1Þ
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The meaning of the assumption (1) is that all clients and carriers bid different
prices where carriers’ prices are always higher than the clients’ ones.

To maintain generality, we assume that the condition is

a1 [ a2 [ � � � [ an�1 [ an;
b1\b2\ � � �\bn�1\bn;

ð2Þ

otherwise, bidders can always be renumbered.
As a measure of “attractiveness” between a client Ai and a carrier Bj we can use

the difference between the initial contract prices

wij ¼ ai � bj:

In fact, this means that each client Ai i ¼ 1; . . .; nð Þ will prefer to deal with a
carrier whose price is the lowest. At the same time, each carrier Bj j ¼ 1; . . .; nð Þ
will prefer to deal with a client, whose price is higher.

Giving the fact of conditions (1) and (2), sets A and B are strictly separated by
preference. Hence, according to Gale’s and Shapley’s theory, there is a sustainable
matching for them.

Proposition 1 If conditions (1) and (2) for carriers and clients are satisfied, then
the sustainable matching would be:

A1B1;A2B2;A3B3; . . .;AnBnð Þ ð3Þ

As it follows from the Proposition 1, the contracts signed in pairs AiBi

i ¼ 1; . . .; nð Þ can be called sustainable. For these pairs there is a need to define the
price of the signed contract. Obviously, the average calculated price will be more
“fair” in the contract between a client Ai and a carrier Bi:

ei ¼ ai þ bi
2

;

As far as each side of the contract goes with the same step as another one, which
is equal to half of the difference bi � ai ¼ �wii, so both parties share the calculated
price equally.

However, there is one disadvantage in the approach presented above—instability
of the price formation. It can be avoided by using algorithm for pricing contracts
presented below. This method is called “the method of minimal concessions”,
which is based on the following rule: on each stage of the bidding the price should
be corrected in half of the difference of the price as far as the price of the most
preferable partner is reached.
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4 The Method of Minimal Concessions

We can assume below that sets of clients A ¼ A1;A2; . . .;Anf g and carriers B ¼
B1;B2; . . .;Bnf g are set. Each carrier and client at the same time announce their

preliminary price of contract independently from each other, where we get lots of
sets a1; a2; . . .; anf g and b1; b2; . . .; bnf g of preliminary prices from carriers and
clients as a result. Also, we suppose that conditions (1) and (2) are satisfied.

For formation of sustainable matching (3) and defining the price of signed
contracts the following algorithm can be used.

The algorithm of minimal concessions
Step 1. For each client Ai i ¼ 1; . . .; nð Þ the contract price is set

ai 1ð Þ ¼ ai � wi1

2
¼ ai þ b1 � ai

2
¼ ai þ b1

2
:

For each carrier Bj j ¼ 1; . . .; nð Þ the price of contract is appointed

bj 1ð Þ ¼ bj þ w1j

2
¼ bj � bj � a1

2
¼ a1 þ bj

2
:

Herewith the prices of client A1 and carrier B1 are matched, hence, the new
contract is going to be signed in pair A1B1 with the following price:

c1 ¼ a1 1ð Þ ¼ b1 1ð Þ ¼ a1 þ b1
2

:

Step 2. For each client Ai i ¼ 2; . . .; nð Þ it is more preferable to sign the contract
with B2 therefore, the price for them sets as:

ai 2ð Þ ¼ ai 1ð Þþ b2 1ð Þ � ai 1ð Þ
2

¼ ai 1ð Þþ b2 1ð Þ
2

:

Similarly, for each carrier Bj j ¼ 2; . . .; nð Þ client is more preferable, therefore,
for their contract the price is appointed as below:

bj 2ð Þ ¼ bj 1ð Þ � bj 1ð Þ � a2 1ð Þ
2

¼ a2 1ð Þþ bj 1ð Þ
2

:

As a result of the second stage, the conceded price is a2 2ð Þ, assigned to the client
A2, and a certain price for carrier B2 the price of the contract b2 2ð Þ. Hence, we have
the second contract in pair A2B2 with the price:

c2 ¼ a2 2ð Þ ¼ b2 2ð Þ ¼ a2 1ð Þþ b2 1ð Þ
2

:
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All the next steps follow the scheme which has been used for the first and the
second stages, and repeat n� 2 more times.

Step k (k = 3,…, n). For each client Ai i ¼ k; . . .; nð Þ the price of contract is set:

ai kð Þ ¼ ai k � 1ð Þþ bk k � 1ð Þ � ai kð Þ
2

¼ ai k � 1ð Þþ bk k � 1ð Þ
2

:

For each carrier Bj j ¼ k; . . .; nð Þ the price of contract is appointed

bj kð Þ ¼ bj k � 1ð Þ � bj k � 1ð Þ � ak k � 1ð Þ
2

¼ ak k � 1ð Þþ bj k � 1ð Þ
2

In pair AkBk the contract is signed with the price of

ck ¼ ak kð Þ ¼ bk kð Þ ¼ ak k � 1ð Þþ bk k � 1ð Þ
2

:

This way during the n stages the algorithm forms a sustainable matching (3) and
defines the price for each contract from (3).

Remark 1 The proposed algorithm, as shown in the Example 1, can be applied in
case if the 3rd inequality from the (1) condition becomes wrong:

ai\bj 8i; j ¼ 1; . . .; n;

If preliminary prices of some clients will be higher than prices announced by
certain carriers.

Remark 2 If the first two implications from the condition (1) are wrong

i 6¼ j½ � ) ai 6¼ aj
� � 8i; j ¼ 1; . . .; n;

i 6¼ j½ � ) bi 6¼ bj
� � 8i; j ¼ 1; . . .; n;

thus, if there are equal offers among preliminary prices from carriers and clients, it
acts on sets of preferences in the lax order. In this case we assume that among 2
equal offers we will accept that one which was received earlier.

As an example of the algorithm we define contracts by the data presented in table
below.

Example 1 After making the price list from the Table 1 we can define sets of clients
A and carriers B (Table 2).

Next, we apply the algorithm of minimal concessions (Table 3).
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The comparison of our results with actual contracts shows closeness between the
price made by the algorithm and prices on the market. The average price set in the
company LTD “YUTEP” is about 70,222 rubles considering standard deviation of
878 rubles. Also, minimal price is 69000 rubles, maximum—72000 rub. (in total,
by the 3rd of July, 2014 LTD “YUTEP” had registered 18 contracts).

The next example shows the sustainability of the method of minimal concessions
to price manipulation.

Example 2 Let carrier B8 from the example 1, in order to influence the final
contract (contract A8B8), offer the price two times higher than his initial offer
b8 ¼ 180000 rubles. The price of signed contract will be c8 ¼ 72207; 03 rubles.

Remark 3 In a real working system the quantity of applications from carriers and
clients is not the same. The sustainable matching followed by the algorithm, step by
step forms applications similar to each other. Thus, every attempt of manipulation
on the market will be threatened by high risks of not signing the contract (kicking
out of any matching).

Remark 4 In case of interruption into 3rd inequality from the condition (1)

ai\bj 8i; j ¼ 1; . . .; n ð4Þ

(preliminary prices of some clients can be higher than prices, announced by some of
the carriers), but there is a way of manipulation from the different side.

A carrier can announce a lower price in order to “punish” his rivals, it can
decrease the average price for the rest of participants. Similarly, the same thing can
happen with clients. The way to exclude manipulations is, for example, to ban the
access (4) to the market and to apply method of minimal concessions for these
participants.

The structure of assigning prices can be seen via algorithm of minimal
concessions.

Table 2 Defining clients A and carriers B

i Ai ai Bi bi
1 Bogomolov Oleg, SP 77000 Energiya, LTD 63000

2 Kostrizin Aleksandr, SP 74000 Moyi malenkiyi mir, LTD 72000

3 SZSK №7, LTD 74000 Gruzovue perevozki, LTD 73000

4 Chel-dostavka, LTD 72000 Aspekt, LTD 78000

5 VITAR, LTD 72000 Auto-411, LTD 79000

6 Agat, LTD 72000 National Logistics Group, LTD 87000

7 Bogomolov Yan, SP 69000 TK7, LTD 87000

8 Yanus-Expediciya, LTD 43000 VIS, LTD 90000
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Statement 2. Contract prices, which were formed after the process of minimal
concessions, can be calculated by the recurrence formula:

c1 ¼
a1 þ b1

2
;

ck ¼
ak þ bk
2k

þ
Xk�1

m¼1

ck�m

2m
k ¼ 2; . . .; nð Þ:

ð5Þ

Table 3 Applying the algorithm of minimal concessions

Step Client price Carrier price Contract Price of contract

1 a1 1ð Þ ¼ 70000
a2 1ð Þ ¼ 68500
a3 1ð Þ ¼ 68500
a4 1ð Þ ¼ 67500
a5 1ð Þ ¼ 67500
a6 1ð Þ ¼ 67500
a7 1ð Þ ¼ 66000
a8 1ð Þ ¼ 53000

b1 1ð Þ ¼ 70000
b2 1ð Þ ¼ 74500
b3 1ð Þ ¼ 75000
b4 1ð Þ ¼ 77500
b5 1ð Þ ¼ 78000
b6 1ð Þ ¼ 82000
b7 1ð Þ ¼ 82000
b8 1ð Þ ¼ 83500

A1B1 c1 ¼ 70000

2 a2 2ð Þ ¼ 71500
a3 2ð Þ ¼ 71500
a4 2ð Þ ¼ 71000
a5 2ð Þ ¼ 71000
a6 2ð Þ ¼ 71000
a7 2ð Þ ¼ 70250
a8 2ð Þ ¼ 63750

b2 2ð Þ ¼ 71500
b3 2ð Þ ¼ 71750
b4 2ð Þ ¼ 73000
b5 2ð Þ ¼ 73250
b6 2ð Þ ¼ 75250
b7 2ð Þ ¼ 75250
b8 2ð Þ ¼ 76000

A2B2 c2 ¼ 71500

3 a3 3ð Þ ¼ 71625
a4 3ð Þ ¼ 71375
a5 3ð Þ ¼ 71375
a6 3ð Þ ¼ 71375
a7 3ð Þ ¼ 71000
a8 3ð Þ ¼ 67750

b3 3ð Þ ¼ 71625
b4 3ð Þ ¼ 72250
b5 3ð Þ ¼ 72375
b6 3ð Þ ¼ 73375
b7 3ð Þ ¼ 73375
b8 3ð Þ ¼ 73750

A3B3 c3 ¼ 71625

4 a4 4ð Þ ¼ 71812; 5
a5 4ð Þ ¼ 71812; 5
a6 4ð Þ ¼ 71812; 5
a7 4ð Þ ¼ 71625
a8 4ð Þ ¼ 70000

b4 4ð Þ ¼ 71812; 5
b5 4ð Þ ¼ 71875
b6 4ð Þ ¼ 72375
b7 4ð Þ ¼ 72375
b8 4ð Þ ¼ 72562; 5

A4B4 c4 ¼ 71812; 5

5 a5 5ð Þ ¼ 71843; 75
a6 5ð Þ ¼ 71843; 75
a7 5ð Þ ¼ 71750
a8 5ð Þ ¼ 70937; 5

b5 5ð Þ ¼ 71843; 75
b6 5ð Þ ¼ 72093; 75
b7 5ð Þ ¼ 72093; 75
b8 5ð Þ ¼ 72187; 5

A5B5 c5 ¼ 71843; 75

6 a6 6ð Þ ¼ 71968; 75
a7 6ð Þ ¼ 71921; 88
a8 6ð Þ ¼ 71515; 63

b6 6ð Þ ¼ 71968; 75
b7 6ð Þ ¼ 71968; 75
b8 6ð Þ ¼ 72015; 63

A6B6 c6 ¼ 71968; 75

7 a7 7ð Þ ¼ 71945; 31
a8 7ð Þ ¼ 71742; 19

b7 7ð Þ ¼ 71945; 31
b8 7ð Þ ¼ 71968; 75

A7B7 c7 ¼ 71945; 31

8 a8 8ð Þ ¼ 71855; 47 b8 8ð Þ ¼ 71855; 47 A8B8 c8 ¼ 71855; 47
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As it is shown (5), during increasing number k k ¼ 1; . . .; nð Þ signed in pair
contract AkBk influence preliminary prices ak and bk goes down promptly. In fact,
that decreases the chance of price manipulation by bidding unreasonably low/high
prices to minimum.

5 Conclusion

The proposed “method of minimal concessions” allows defining sustainable
“client-carrier” matching and automates the order of price determination. In future,
we are planning to study the Nash equilibrium strategies of carriers and customers.
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Correlated Colour Temperature Changes
of the LED Sources Depending
on the Angle of Their Radiation

Tomáš Novák, Petr Bos, Richard Baleja and Karel Sokanský

Abstract The aim of the report is a description of an issue connected with sub-
jective perception of colours from the light of the lighting systems stepped by LED.
Subjective observation of the colour change on the light of the lighting systems
stepped by LED has been mostly related to extensive lighting systems where it was
possible to observe identical light source (LED) within various angles. This phe-
nomenon was manifested even more distinctively within lighting systems that made
use of optical systems located in luminaries (reflector, diffusers) in a minimal way.
Additional optical systems redistribute primary luminous flux coming from light
source (LED) and thus there is a blending of luminous flux radiated to a certain
angle of the illuminated space from various directions of the luminous flux radiation
itself. In case it is not like this and the luminaries are equipped only with LED with
a suitable luminous distribution curve, there is no blending of the luminous flux.
Thanks to this the observer can also perceive various colours of light within
individual luminaries perceived under various angles.

Keywords LED sources � Changes in correlated colour temperature �
Luminophor � The radiating angle

1 Introduction

The article is aimed on the issue of dependence of temperature changes within the
correlated colour temperature of the LED light sources depending on the angle of
their radiation. Each LED source is of various technical characteristics and
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construction and due to radiation angle some LED sources can have smaller or more
extensive changes within correlated colour temperature. These changes cause a
change in light colour which can lead to a collision with catalogue of the given LED
source and of course induce negative subjective perception of light from lighting
systems stepped by these LED sources.

Colour of the light of LED sources depends not only on a type of a luminescent
material but also on a length that has to be overcome by a ray coming through the
luminophor. The length can be defined by means of an angle of the normal, i.e.
from a ray coming through the luminophor upright and having the shortest track.
The longer the length of the ray coming through the luminophor the wider differ-
ences in it´s colour. This phenomenon can influence sensation visual in a negative
way. As it results from the article, the size of colour change is also influenced by a
luminophor type. If the luminaires with LED diodes have diffusers, there is a partial
blending of light and the colour change is smaller.

1.1 LED Construction

LED sources belong among electroluminescent light sources. They are semicon-
ductor components containing PN junction. Through excitation by electric current,
on PN junction there is an emission of optical radiation. LED notation comes from
the term Light Emitting Diode. These light sources can be very small however they
reach relatively high performance.

Nowadays materials with high cleanness are used for creation of semiconductor
PN junction. These materials are alloyed by a small amount of suitable ingredients.
These ingredients cause either excess of electrons (materials of N type) or con-
versely their deficiency and thus excess of holes (materials of P type). At the place
of contact of both semiconductor types there appears PN junction. By applying
direct voltage of a correct polarity on this conversion there appears a recombination
of electrons and holes and a certain amount of energy is released. This energy is
radiated out of the semiconductor material. Electric energy is thus directly changed
into light of particular colour according to the chosen type of LED. The choice of a
semiconductor determines a zone of the spectrum of radiation that can be almost
random, i.e. from ultraviolet up to infrared [1, 2] (Fig. 1).

LED principle implies that they cannot radiate white light directly. That is why in
the past an additive blending of radiation of three coloured RGB chips was used. By
means of their combination a necessary colour of light was obtained. Another (and
most widely used) possibility of getting white light is making use of phosphorescence
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of a luminophor applied on LED chip, see Fig. 2, which transforms a part of emitted
blue light from the LED into higher wave lengths with a result of white colour of light
in shades varying from cold white (6000–7000 K) up to warmwhite (2700–3300 K).
Figure 1 presents demonstration of emission spectrum of white diodes with various
values of correlated colour temperature [2–5].

Fig. 1 Spectral radiation of white LED with various correlated colour temperature [6]

Fig. 2 Sample of emission
spectrum of white LED [7]
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2 Catalogue Data of Applied LED

Two various LED sources were used for evaluation of the change in correlated
colour temperatures within LED sources depending on an angle of their radiation.
The first LED labelled SEUOL SSC Z5 SZW05A0B is used for day light in cars.
Second one used LED sources came from Philips company, i.e. Fortimo LED DLM
for interior usage (Fig. 3 and Table 1).

3 Verification of the Prediction Model

This chapter points out a principle what changes in colour of light within LED light
sources can occur. As mentioned above, there is a various length of the ray
transmission through the luminophor ensuring a shift of primary blue radiation into
areas of higher wavelengths. Due to increase of the length of the ray transmission
through the luminophor there is a transformation of larger content of primary
radiation by means of phosphorescence, see Fig. 2, and thus there is also decrease
of correlated colour temperature within higher angles of radiation. The following
relation for calculation of transmission lengths of light ray through the luminophor
was used. Its form is:

ln ¼ l1
cosan

½%� ð1Þ

Fig. 3 LED SEOUL SSC -
Z5 (on the left) and
Fortimo LED DLM Module
(on the right) [8]

Table 1 Catalogue data for used LED sources

Parameter Luminous
flux (lm)

Correlated colour
temperature (K)

Colour
rendering
index

Power
(W)Type of LED

SEOUL SSC - Z5
SZW05A0B

124 6000 70 1

Fortimo LED DLM
Module

3000 4000 80 44
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l1 … length of light ray transmission through the luminophor in vertical direction
αn … angle of LED turning on the photogoniometer

Length l1 is equal to thickness of the luminophor layer in the right section. As we
do not know its precise value, we depict its size as a percentage of thickness of the
particular layer, i.e. 100 %. We change the angle αn with a step 5° (Fig. 4).

The above figure shows a significant relationship between the length of light ray
transmission and the angular displacement of the photometric form and it causes
change in values of correlated colour temperature. Ideally, there would be constant
values of correlated colour temperatures within a change of angular displacement of
the LED source. Theoretically, it would be possible to reach such a status if there
was variable thickness of the luminophor layer. This problem could be solved for
example by a preparation or an equipment that would transform the outgoing light
ray in a desired way.

4 Spectral Characteristic of Individual LED

The aim of the measurement of the changes in correlated colour temperature
depending on the radiating angle is to verify assumed parameters of the mentioned
LED. During the measurement the following values were recorded: spectral char-
acteristic of LED, values of luminous flux and correlated colour temperatures. The
aim of the measurement is to find out if there is a change in correlated colour
temperature during the change of the radiation angle of the LED source and also the
scope of this temperature change.

Fig. 4 Light ray transmission through the luminophor layer
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4.1 The Process of Changes in Correlated Colour
Temperatures Depending on the Change
of the Horizontal Angle LED SEOUL SSC - Z5
SZW05A0B

See Fig. 5.

4.2 The Process of Changes in Correlated Colour
Temperatures Depending on the Change
of the Horizontal Angle Fortimo LED DLM Module
44 W/840

As a result of the measured values we can compare the prescribed value of cor-
related colour temperature within the catalogue data with the measured value of
colour temperature of the Ulbricht sphere (Fig. 6 and Table 2).

By means of the measurement the parameters of correlated colour temperatures
set by the producer for individual LED sources were verified. From the above
scheme it is evident that there are higher deviations for the sources LED SEOUL
SSC - Z5 SZW05A0B and Fortimo LED DLM Module.

The graphs show that measured correlated colour temperatures for the source by
Philips company are comparable with correlated colour temperatures measured in a
straight line at an angle of 0°.

Fig. 5 The changes in correlated colour temperature with regard to the changes of the horizontal
angle LED SEOUL SSC - Z5
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5 Changes in Correlated Colour Temperatures of LED
Luminaries Depending on the Radiating Angle

The aim of the measurement is to point out changes in correlated colour temper-
atures of LED sources, i.e. by means of radiation angle change. The measurement
was carried out at the photometric form and correlated colour temperatures were
measured at the step 5° by means of the spectrophotometer JETI.

The figures below show the resulting comparison of dependence of correlated
colour temperature on the radiating angle for individual types of LED sources.
Individual graphs contain spectral characteristics at the angle of 0°, 85° and char-
acteristics obtained by the measurement in the Ulbricht sphere with appropriate
values of correlated colour temperatures.

5.1 LED SEOUL SSC - Z5 SZW05A0B

See Fig. 7.

Fig. 6 The changes in correlated colour temperature with regard to the changes of the horizontal
angle Fortimo LED DLM Module

Table 2 Comparison of catalogue and measured values of correlated colour temperature from the
LED sources measured by the Ulbricht sphere

Parameter Catalogue TCP (K) Measured TCP (K)

Type of LED

SEOUL SSC - Z5 SZW05A0B 6000 6416

Fortimo LED DLM Module 4000 3394

Correlated Colour Temperature Changes of the LED Sources … 447



5.2 Fortimo LED DLM Module

The graphs show that due to the change of radiating angle there was the most
significant change on the LED SEOUL SSC - Z5 SZW05A0B, where the correlated
colour temperature changed by 3068 K and this change also caused a change in
colour of light that was different from the one prescribed on the catalogue. On the
second type of LED Fortimo DLM Module there were lower differences within
correlated colour temperatures, i.e. by 677 K (Fig. 8).

Fig. 7 Spectral characteristics for chosen types of angular displacement of LED and character-
istics from the Ulbricht sphere with appropriate correlated colour temperatures

Fig. 8 Spectral characteristics for chosen types of angular displacement of LED and character-
istics from the Ulbricht sphere with appropriate correlated colour temperatures
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6 Conclusion

The comparison of spectral characteristics of chosen LED sources depending on
angular displacement implies, based on executed measurements, a change of cor-
related colour temperature. In the graphs there are highest step changes of correlated
colour temperatures for angular displacement of 0°, 85° and for measurement in the
Ulbricht sphere. There is a conclusion for producers of luminaries—to secure a
superior immixture of light coming from the luminary.

The LED SEOUL SSC - Z5 SZW05A0B experienced the most significant
change in correlated colour temperature—8043 K was recorded as correlated col-
our temperature for radiating angle of 0° and 4975 K for the angle of 85°. Thus the
difference was up to 3068 K and it caused a change of colour of radiated light. The
second type of LED Fortimo DLM Module recorded lower differences in correlated
colour temperature, i.e. only 677 K.

A supposed reason for correlated colour temperature is the difference in length
within transmission of light ray during vertical and the largest angle of the lumi-
nophor. As a result of various lengths of transmission there can be extensive dis-
parity of correlated colour temperature during changes of the radiating angle. This
difference caused a change in correlated colour temperature on the order of 3000 K
for LED SEOUL SSC - Z5 SZW05A0B.

Acknowledgments This article was prepared with the support of the project “Intelligent lighting
control systems” SP2016/151, by institution of VSB-TU Ostrava.
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Potential Influence of Light Sources
on Human Circadian Rhythms

Karel Sokanský, Richard Baleja, Petr Bos and Tomáš Novák

Abstract The article deals with examining light sources used in households from
the point of view of their potential influence on circadian rhythms. Nowadays, there
are lots of different types of light sources available on the market with different light
colours. An inadequate choice of the colour of the light source can result in
worsening visual comfort, which can lead to disturbing circadian rhythms. When
choosing light sources, it is necessary to take into account the purpose of the room
for which the lights are chosen. Especially, it is a question whether LED sources
with similar quantitative and qualitative characteristics have stronger influence on
circadian rhythms than classical light sources or not. The reason is primary radia-
tion even of white LED in the blue part of visual spectra. The circadian receptors
are the most sensitive in the area.

Keywords Circadian sensitivity � Luminous flux � Correlated colour temperature �
LED sources

1 Introduction

This article was inspired by discussions which have been appearing more and more
recently. Their main theme is the question whether LED sources used in households
have a greater influence on human circadian rhythms in comparison with other light
sources such as compact fluorescent lamps, incandescent and halogen light bulbs.
In some media, there were even commentaries that LED sources can cause cancer.
So we tried to answer the following question. If we take light sources with
approximately the same luminous flux and correlated colour temperature, which are
used the most often to light households, and if we multiply their radiance spectra
by the curve of the spectral sensitivity of human sight controlling the circadian
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rhythm C, we should get relevant information about which light sources have the
greatest and the least influence on circadian rhythms. This comparison was done for
four types of light sources used in housing premises. It is an incandescent light
bulb, a halogen bulb, an LED filament and a compact fluorescent bulb.

2 Choice of Light Sources

Human circadian rhythms are influenced by the spectral composition of the radi-
ance of a light source, the intensity of radiance and the time during which a person
is exposed to this radiance. The spectral composition of radiance is defined by the
correlated colour temperature of a light source; this means that by changing the
correlated colour temperature, it is possible to influence the human circadian
rhythm. For example, light sources with a high correlated colour temperature are
not suitable for rooms where people want to relax. Light in shades from white to
blue wakes up human body and so it prevents it from a comfortable sleep. From a
long-term perspective, these light sources have a bad influence on production of
some substances (melatonin—a sleeping hormone), which are necessary for a good
sleep and relaxation. Sources with the higher correlated colour temperature are
suitable rather for spaces where an absolute concentration is needed. The choice of
the colour temperature is connected with the choice of the level of illuminance. This
dependence is described in Kruithof curve which is in the Fig. 1 and which
describes the dependence between the intensity of illuminance and the colour
temperature of the source. The Kruithof curve can be divided into three parts, down
from top, there are these areas:

Fig. 1 Kruithof curve—the
influence of colour
temperature and illuminance
on the feeling of visual
comfort [3]
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1. Upper part—The area of the feeling of flare and chromatic distortion (happens
very early with low colour temperatures).

2. Middle part—The area of a pleasant feeling from the lighting (visual comfort), it
is clear that especially cold light but also day light require high intensity of the
light.

3. Bottom part—The area of the feeling of insufficient lighting. Because of reasons
mentioned above, sources with low colour temperature are compared in this
article first of all [1, 2, 3].

When choosing light sources for comparison, the light sources used in lighting
systems in housing premises, where people are the most often, were preferred. They
are children’s rooms, living rooms and bedrooms. In these rooms, light sources
called “warm” are used the most often because consumers prefer visual comfort to
visual performance there when using relatively low illuminance. Therefore, light
sources with correlated colour temperature from 2700 to 3000 K, colour rendering
index superior to 80 and luminous flux around 400 lm were chosen for comparison.
Briefly, they are warm sources with a relatively low luminous flux and high colour
rendering index. For testing, light sources with following parameters were chosen.
(Table 1).

3 Behaviour of Circadian Receptors

Nowadays, the question of the influence of blue light on human organism has been
discussed more and more. The organ of sight not only transmits visual sensations
but also influences human circadian rhythm (a biological clock) and provides an
organism with information when it is a day and when it is a night. However,
scientists thought for a long time that both visual sensations and the distinction of
light and darkness are provided by the same retina cells (rods and cones). After a
series of experiments, it was discovered that circadian rhythms are controlled by
other cells—photosensitive ganglion cells. These cells are connected with
hypothalamus which controls the biological clock of the organism. The series of

Table 1 Light and electrical parameters of light sources

Light source LED
lamp

Compact
fluorescent bulb

Halogen
bulb

Incandescent
bulb

Luminous flux [lm] 420 430 405 420

Correlated colour
temperature [K]

2800 2700 2700 2700

Colour rendering index [-] ≥80 ≥80 100 100

Power input [W] 4 8 30 40

Power factor [-] 0,54 0,57 0,99 0,99
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experiments proved that these cells are the most sensitive to blue light whereas the
visual system of cones is sensitive mainly to yellow-green light.

New experiments done on blind people proved that even though these people
could not see, their circadian rhythm was not influenced at all. The eyes of a patient
were exposed to green and blue light of the wavelength 480 nm during the
experiment. Whereas the green light did not have any influence on the production of
melatonin, the blue light caused approximately 57 % fall of the level of melatonin.
This experiment was done by American and British scientists at Harvard Medical
School. For illustration, melatonin is a sleeping hormone which influences human
day-night cycles. The production of melatonin in the pineal gland is controlled by
the biological clock in the brain. The first one to discover this information was the
professor Helena Illnerová. Besides that, circadian rhythm influences the cycle of
physiologic processes, activity of brain, hormone production, cell regeneration and
other physiologic processes [4].

The ganglion cells are the most sensitive to the blue light at the wave lengths
from 450 to 482 nm with the maximum sensitivity at the wave length 455 nm. For
a visual image of how individual spectra intervene in the spectral sensitivity curve
of human sight controlling circadian rhythm, this curve with measured spectra of
assessed light sources was drew into a graph, see Fig. 2, with highlighting the
maximal sensitivity at the wavelength 455 nm [5, 6].

Fig. 2 Spectra of radiation of light sources, spectral sensitivity of human sight controlling
circadian rhythm and the curve of sensitivity of photopic vision [7]

454 K. Sokanský et al.



4 Description of Measurement and Calculation
of the Influence of Measured Spectra on Circadian
Rhythms

As it has been mentioned, “warm” light sources were chosen for the measurement,
with approximately the same luminous flux and the same correlated colour tem-
perature. To compare the influence of individual light sources on circadian sensi-
tivity, it was necessary to measure spectral radiation of light sources so that they
were comparable with each other. The spectra of individual sources were measured
in an Ulbricht sphere to ensure the same conditions for all light sources.
A spectrophotometer JETI Specbos 1211 was used.

With the help of the programme JETI LiVal, the measured spectra were trans-
ferred into the table editor Excel. In Excel, the spectra (curves) were depicted into
one graph together with the curve of spectral sensitivity of human sight controlling
the circadian rhythm Cλ and the curve of spectral sensitivity of photopic vision Vλ,
see Fig. 2. These curves are displayed from 400 to 680 nm, which is the range in
which circadian receptors are the most sensitive.

For comparison of the influence of individual light sources on the function of
circadian receptors, individual spectra of measured light sources were transferred by
the curve of spectral sensitivity controlling the circadian rhythm Cλ. By adding
these values according to formula (1), we got the final integral transmission of the
chosen light source transferred by circadian sensitivity. The same thing according to
formula (2) was used to get the final integral transmission transferred by the sen-
sitivity of photopic vision Vλ. Final transfer functions of chosen light sources,
which are transferred by circadian receptors, are in the Fig. 3. To describe the
influence on circadian rhythms, so-called relative transfer of radiant power trans-
ferred by circadian sensitivity compared with radiant power transferred by photopic
sensitivity of human eye according to formula (3) was used. This assessment was
based on assessing so-called S/P ratio, which is used to assess changes of influences
of light sources between scotopic and photopic vision.

C ¼
X

/ðkÞ�CðkÞ ½W=m2� ð1Þ

C final transfer function of chosen light source between wavelengths 400 and
680 nm transferred by circadian rhythms

/ðkÞ relative spectral density of luminous flux of light source at a given
wavelength

CðkÞ relative sensitivity of circadian receptors

P ¼
X

/ðkÞ�VðkÞ½W=m2� ð2Þ

P final transfer function of chosen light source between wavelengths 400 and
680 nm transferred by sensitivity of photopic vision
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/ðkÞ relative spectral density of luminous flux of light source at a given
wavelength

VðkÞ relative sensitivity of circadian receptors

C
P
ratio ¼ C

P
� 100 ½%� ð3Þ

C
P ratio Relative transfer of luminous flux transferred by circadian sensitivity to

luminous flux transferred by photopic sensitivity of human eye

The Table 2 shows counted values of the final relative transfer of luminous flux
transferred by circadian sensitivity to luminous flux transferred by photopic

Fig. 3 Final spectral transfer of chosen light source transferred by circadian sensitivity

Table 2 Final relative transfer of luminous flux transferred by circadian sensitivity to luminous
flux transferred by photopic sensitivity of human eye

Light source C
P ratio (%)

LED lamp 35,11

Halogen bulb 33,66

Incandescent bulb 32,67

Compact fluorescent bulb 24,67
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sensitivity of human eye. Final transfer values differ only slightly although it is
necessary to draw attention to the fact that if sources with different correlated colour
temperature were used, final values would differ more.

As it was mentioned, ganglion cells are the most sensitive to the wavelength
455 nm. Because of that, spectral density of luminous flux at this wavelength was
also compared for each light source. The values are in the Table 3.

From the point of view of evaluating the influence of the contents of blue light at
the wavelength 455 nm, where the effect of light transfer on circadian trains is the
highest, it is possible to state that LED diodes have the highest effect, see Table 3.
Measured and counted results imply that this effect is for example in comparison
with incandescent light bulbs approximately two times higher.

5 Conclusion

On the basis of above mentioned comparison, we came to the conclusion that even
though the radiance spectra of light sources used in housing premises are very
different, we can expect that their influence on circadian rhythms does not vary too
much. The peaks in areas of maximal sensitivity of circadian sensors produced by
LED lamps and compact fluorescent lamps are not so energetically important to
have a significant influence on exciting circadian receptors, compared to classical
warm sources. Our pilot measurement implies that an LED lamp has the greatest
influence on circadian rhythms. However, it is not distinctively higher that with
light bulbs. The least influence has from this point of view compact fluorescent
lamp, see Table 2 [6].

Nevertheless, it is necessary to stress that it was a comparison of sources with
approximately the same (low) colour temperature. In case there were light sources
with higher correlated colour temperature (LED or compact fluorescent lamps), it is
possible to expect that their transfer level of relative spectral luminous flux in the
area of sensitivity of circadian sensors will be much higher. Further measurements
will be done with light sources used in housing premises and having a higher colour
temperature.

Table 3 Relative spectral density of luminous flux transferred at the wave length 455 nm

Light source Relative spectral density of luminous flux transferred at the wavelength
455 nm [W/m2]

LED lamp 0,047

Halogen bulb 0,025

Incandescent bulb 0,023

Compact
fluorescent bulb

0,002
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Optimization of Antenna System
for MIMO Technology

Lukáš Wežranowski, Lubomír Ivánek, Zdeněk Urban
and Yahia Zakaria

Abstract This paper deals with the optimization of antenna system for MIMO
technology, assembled of two rectangular microstrip patch antennas. The rectan-
gular patch is by far the most widely used configuration. First, there is described the
initial shape of the antenna, further optimization of the rectangular patch and finally
is described optimization of the two antennas of this type. We are interested
radiation pattern and gain of the antenna system and the leakage of signals from one
antenna to another antenna. Optimization was performed using the software
COMSOL Multiphysics. Its Optimization module has implemented the following
optimization methods: Bound Optimization (BOBYQA), Nelder-Mead, Coordinate
search, and Monte Carlo.

Keywords Optimization module � COMSOL multiphysics � Antenna system �
MIMO technology patch antenna

1 Introduction

This article describes an antenna that is designed to MIMO technology. State of the
art of antennas for MIMO technology is documented in the literature [1–3]. MIMO
is an acronym that stands for Multiple Input Multiple Output. It is an antenna
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technology that is used both in transmission and receiver equipment for wireless
radio communication. There can be various MIMO configurations. For example, a
2 × 2 MIMO configuration is 2 antennas to transmit signals (from base station) and
2 antennas to receive signals (mobile terminal). It is basically an antenna system
consisting of two patch antennas. We were interested chiefly shape optimization of
antenna arrangement that allows the least leakage signal from one antenna to
another antenna. Calculation and optimization of antenna were performed using
COMSOL Multiphysics. Module optimization of this software includes two dif-
ferent optimization techniques Derivative-Free and Gradient-Based optimization.
Four droughts methods are available in the Optimization Module: The Bound by
Quadratic Approximation Optimization (BOBYQA) [4], Nelder-Mead [5], coor-
dinate search [6], and Monte Carlo methods [7].

The proposed shape of the patch antennas shown in Fig. 1. Electromagnetic field
distribution in the antenna shown in Fig. 2. 3D radiation pattern in Fig. 3.

2 Optimization of Antennas

2.1 Optimization of Antenna Rectangular Patch

Optimization of the dimensions of the patch antenna is performed as follows.
Dimension of power port, according to parameter S11, adjusts for ensure the best
possible transfer wave from the cable to the antenna. Optimization is performed
with respect to the complexity on the computing power for a first frequency 5,
6 GHz—identified as f_x. After a basic overview a calculation is made in an
optimization model for the given frequency range f_min to f_max.

Fig. 1 Shape of the patch
antennas
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Fig. 2 Electromagnetic field distribution

Fig. 3 3D radiation pattern
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Optimization of input power feed

f ¼ absðcomp1:emw:S11dBÞ

Setting up of the program allows us to seek maximum or minimum of objective
function, so we use the fact that best result of optimization provides the absolute
value of the S11 for one frequency f_x.

Optimizing by eFar
By eFar optimization—optimizing the size of the patch—W_patch, L_patch a

L_stub

f ¼ comp1:intop1ðcomp1:emw:gaindBEfarÞ

Type a search result—maximum. Searched solutions—the maximum of the
resulting objects. The method used—Nelder-Mead limited to a maximum value of
50 for calculations. Patch antenna after completing optimizing by eFar is showed in
Fig. 4. Further results of optimization by eFar are seen in Fig. 5.

Optimizing by S11
By S11 optimization—optimizing the size of the patch—W_patch, L_patch,

W_line a L_stub.

f ¼ absðcomp1:emw:S11dBÞ

Type a search result—maximum. Searched solutions—the maximum of the
resulting objects. The method used—Monte Carlo with the maximum limited to
500 random calculations. Patch antenna after completing optimizing by S11 is
shown in Fig. 6, (Figs. 7, 8).

Fig. 4 Shape and radiation pattern after eFar optimization
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Fig. 5 a Further results of optimization by eFar. b Further results of optimization by eFar

Optimization of Antenna System for MIMO Technology 463



Fig. 6 Patch antenna after completing optimizing by S11

Fig. 7 Dependence of S11 on frequency

Fig. 8 Dependence of impedance and S11 on frequency
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2.2 Optimization of Antenna Arrays
with Two Rectangular Patch

Adjustment of dimensional substrate
In the Global definition section, Parameters—at first we are resize the width of the
substrate at 120 mm in parameter table. Shift of the first patch antenna—we need to
reach location, in other words, shift of the patch antenna symmetrically to the
x-axis.

In Geometry—Patch we can find the section position and there we move patch
antenna in the x-direction of minus L/2, it means we moved patch antenna about
half of the distance L to the left. Click on the build selected for a redraw.

In Geometry—stub we can find the section position and the x-axis to
specify the displacement as above. New parameter of shift will be this:
−L/2 + W_stub/2 + W_line/2 and click to build all objects for a redraw.

The next patch antenna we draw as a copy of the original antenna. In the
Geometry menu, click on Transforms and choose Copy then we select dif 1 to the
section Input objects. Then at the Displacement and in the X-axis settings, we can
place the element at a distance L and click on Build All button for redrawing.

The illustration below shows the basic structure for the distribution of elements
in the configuration of 2 × 2. At first we place the components as close to each
other as possible. It is also possible mutual overlapping elements using a multilayer
board, but we greatly increases the complexity and cost of manufacturing, because
of that it will remain in the configuration on the two-layer board (Fig. 9).

Then, we draw the decomposition of network for calculating and check if in
MESH setting is highlighted edges with finer structure around power lines.
Softening of computer networks around the power line will allow us to refine the
calculation of the S11 parameter.

Setting the measuring probe
Setting the measuring probe—the aim of this calculation is to determine how much
energy is emitted with non-powered patch antenna and then to optimize the

Fig. 9 Arrangement of elements combinations
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distances between the antennas. First we will calculate the required variables on the
power port of patch antenna 2, on which is placed the probe for the calculation.

In Definition section, select Probes and select Global Variable Probe.
Under Expression section in the upper right corner, selectModel—Components—

Electromagnetic Waves, Frequency Domain—Energy and Power—emw.intWe—
Total electric energy and confirm. In section “table and plot units”, select the unit
μeV. Program offers the basic unit as Joule, but due to the expected size of the values,
the observed number would be very small. Because of that we choose electron volt.

Checking before calculating
In the electromagnetic Waves section we find Perfect electric conductor 2 and
check, whether we have selected all the copper surfaces, including newly added. At
the selection must be 15,20,21,50 and 51. For Lumped Port 1 in the section
Selection we retain only port 26 as a power source. For this simulation we erase
port 56—this port is not powered.

Own calculation we perform for a given range of frequencies by adjusting in the
Study section, Step 1: Frequency Domain. Optimization of the second patch
antenna distance—mutual positions. Objective of this calculation is to determine
how the position of patch antennas is affected to each other. This may happen in
two ways—by optimizing the S11 parameters, power ports, or by the values
obtained using probes placed on the patch antenna 2 or according to the total
amount of radiated energy.

At first we dealt with how the relative position is affects. We used the same
optimization function:

f ¼ abs(comp1:emw:S11dB)

3 Conclusions

The results of the data are in the table in Annex No. 5. Optimize of the parameter L
was performed by Monte Carlo method, which was limited to 500 calculations and
for distance L = 25 mm to 60 mm (Fig. 10).

In the figures above is shown the distribution of the field on two patch antennas,
when is soldered the left patch antenna and also show directional characteristics of
the antenna, which is evident from affecting to the radiation pattern of the second
unpowered patch antenna. Table 1 shows the values for optimizing the relative
position of the patch antennas 2 × 2 with a focus to achieving the best possible
parameter values of S11.

In the graph is like an optimization function used absolute value of the S11
parameter, so the best value is the highest positive value (Figs. 11, 12).
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Optimizing on the best parameters of overall radiated energy
For the optimization it is useful to examine the total amount of radiated energy from
antenna subsystem and relate it to the distance between patch antennas. We selected
the solution of the calculation according of the total amount—”Total electric
energy”. In the menu Optimization, we set the variable optimization according to
the above descriptions.

Fig. 10 a Display of layout field, b Directional characteristics 2 × 2

Fig. 11 Influence of location the second patch antenna to value of optimization function of the
first patch antenna

Table 1 The best achieved
adaptation with the second
patch antenna

freq (Hz) LP impedance (Ω) S-11, dB (dB)

5.6000E9 50.157–0.44870i −46.472
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Fig. 12 Graph of leakage dependence into the second patch antenna and distance elements

Fig. 13 3D simulation of radiation diagram with the one powered patch antenna and second
unpowered patch antenna
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Figure 13 shows a 3D view on the antenna radiation patterns. On the right side is
the obvious influence radiating characteristics for secondary patch antenna.
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Automation and Control of Energetic
Systems Using Cogeneration Unit
in Industry

Michal Špaček and Zdeněk Hradílek

Abstract Recently, we are trying to deal with energy as efficiently as possible.
When it comes with nature-friendly technologies and energy saving. One of the
possible solutions is to replace the cogeneration unit instead of gas boilers. The gas
is burned in a combustion engine which is connected the shaft and an electrical
generator that produces electricity. Heat energy is obtained by engine cooling and
flue gases. Another possible application of cogeneration unit is overlaying of
consumption peaks in power supply network when we are trying to reduce them.

Keywords Cogeneration unit � Electric output � Heating power � Accumulation
tank � Energy balance

1 Introduction

One of these energy savings is applied in engineering company in the Czech
Republic. Gas boiler and gas burners were replaced by cogeneration unit with
storage tank. Thermal and electrical energy are produced by using cogeneration
units burning natural gas. To cogeneration unit is connected a pipe for exhausting
hot water into the technology and accumulation tank (AKU). Part of the heat (1.3)
is thus supplied directly into the technology, and part of the heat (2/3) is supplied
into the accumulation tank. The diagram of cogeneration unit technology and
accumulation tank is displayed in Fig. 1. The technology uses produced heat is
shown in Fig. 2, which shows heat exchanger and heated tanks with chemicals.

Warm water of the main heating circuit of cogeneration unit operates with a
thermal gradient of 85/65 °C. For measuring of thermal energy is mounted col-
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orimeter. For accumulation of thermal energy was used accumulation tank with a
capacity of 60 m3. This accumulation tank is thermally insulated.

To achieve greater engine power of cogeneration unit is installed a turbo com-
pressor. Compressed natural gas is cooled using by closed warm water circuit with
dry cooler. In the cooling circuit is necessary to maintain the temperature gradient
of 38/35 °C.

Fig. 1 Visualization of technology of cogeneration unit with accumulation tank and other
auxiliary devices

Fig. 2 Visualization of adjacent technologies using thermal energy
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While designing has been calculated that in the company will be consumed all
electrical power. And there will be no supply into the network. For last six months
it has started to changeable electricity consumption in the company. Overflows of
electricity occurred from cogeneration unit into the network.

The company has requested the reserved power of 0 kW. Against of these
overflows company wants to realize the regulation of cogeneration unit to prevent
electricity overflows.

2 Technology Cogeneration Unit

2.1 Cogeneration Unit

There are in the company install cogeneration unit with electric power 199 kWe
and thermal power 263 kW. Basic data of cogeneration unit are in Table 1.

Important parameter of cogeneration unit is energy balance, constituting a
graphical representation of the energy flow. Energy balance shows the conversion
of primary energy (natural gas, 100 %) into an electrical and thermal usable energy.
Losses which occurs based on energy converting are also shown. Usable electrical
energy rise by combustion in a combustion gas Otto engine and its rotary motion is
converted in a synchronous generator to a current. Thermal energy rise also by
combustion process in a gas Otto engine. Gas Otto engine is operated as a com-
bustion engine with turbo blower and two-stage cooling of the mixture with the air
ratio lambda 1.6. It is divided into heat in flue gases, collecting piping, engine block
and engine lubricating oil and serves to heating e.g. heating water. The complete
efficiency level of cogeneration unit module is sum result of the electric and
thermally usable energy, and it is shown in Fig. 3 and Table 1 [1].

The module of block heat power station is unit ready for connection to a source
of gas, electric network and heating circuit. It includes an air-cooled synchronous
generator to produce three phase power with a voltage of 400 V, 50 Hz. The
heating circuit is operated with temperature gradient 85/65 °C. Cogeneration unit
module may be operated electrically or thermally, in the operating range of 50
−100 % of rated electric power (corresponding to 60−100 % of the thermal out-
put). Installed cogeneration unit in the company is shown in Fig. 4.

Table 1 Parameters of cogeneration unit [2]

Parameters Max. electric performance 199 kWe

Max. heat performance 263 kW

Engine performance 210 kW

Fuel consumption 53 Nm3/h

Min. total efficiency 89.60 %

Temperature gradient of heating circuit 65/85 °C

Max. heat performance 10/50 °C
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Fig. 3 Energy balance of module cogeneration unit

Fig. 4 Cogeneration unit 199 kWe/263 kW
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2.2 Storage Tank

Thermal energy is accumulated in a tank of circular cross section 3.40 m and a total
length of 60 m3, with the volume of 7.812 m. The casing of the tank is made from
steel with a 100 mm thermal insulation thickness. The tank is in upper and lower
part equipped with inputs and outputs for water. The tank is also equipped with six
temperature sensors. A temperature gradient of water is 85/65 °C. Inside of the tank
are input and output troughs, which ensure uniform inflow of water into the tank to
avoid cooking and subsequent mixing of water in the storage tank.

Temperatures are measured with the help of PLC control, which is recorded at
10 min intervals into the PC memory.

Charging process of the storage tank is on the Fig. 5. Temperature sensors with
which were recorded waveforms are spread over the entire height of the storage tank.
Temperature sensor labeled T1 is located most highly, but temperature sensor T6 is
located the lowermost. Temperature sensors T2, T3, T4 and T5 are located down-
wardly between the sensors T1 up to T6. From Fig. 5 you can see that at 9:00 am
cogeneration unit has been activated when the temperature began to rise at the highest
point of the storage tank. Depending on the time began to increase temperatures of the
individual sensors towards the bottom of the tank. Lowest temperature sensor T6 was
recharged only at 76 °C, to avoid overheating of cogeneration unit.

3 Connection of Cogeneration Unit

3.1 Connection of Cogeneration Unit into the Network

In Fig. 6 is shown connection diagram of cogeneration unit into the electrical. The
company is supplied from a distribution network 22 kV, via two transformers T1

Fig. 5 Charding of storage tank

Automation and Control of Energetic Systems Using Cogeneration … 475



and T2. Each of them has the performance of 500 kVA. These transformers can
operate in parallel or separately. Currently they are working separately, and for their
parallel collaboration is used longitudinal fuse switch F20. Transformers operate
separately, mainly because of the lasers, which have a very variable consumption
from the network, which causes fluctuations in line voltage. For this reason, the
company has two types of network, “dirty” and “clean”. Clean network is supplied
from the transformer T1 on which is connected the lighting, offices and other
appliances dependent on the quality of the network. To dirty network (transformer
T2) are connected to lasers, welding centers and the cogeneration unit.

3.2 Control of Electric Power of Cogeneration Unit

Regulation methods of the cogeneration unit may be large amounts. One of them is
continuous regulation that is used most often. Among other control methods
belongs jumping method, in which we perfume regulation in individual steps (for
example, 50, 60, 70, 80, 90 and 100 % of rated power). For cogeneration units is
necessary to keep power control between 50 and 100 % of rated power. Below

Fig. 6 Mono-polar wiring diagram of cogeneration unit into the network
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50 % of rated power unit has very poor efficiency. The best method of unit oper-
ation is at a maximum (100 %) power, in which has the largest ratio produced
electricity to heat energy. When designing units from the viewpoint of regulating
electric power it is better to propose more units, which would be triggered
sequentially according to the desired performance and would be regulated by the
rated power. In our case, the unit will be operated at nominal power.

Because unit has an output of 199 kW it falls in the Czech Republic into the
category of plants with an output of over 100 kW connected to distribution net-
work. In case of danger and reliable operation of the electricity system is necessary
for supervisory control to temporarily restrict or shut down active power supply
from the manufactory of electricity [2].

The source must be able to adequately (quickly and accurately) respond to
commands from the control room PDS to reduce active power gradually in the
mode 0, 50, 75 and 100 % of the installed capacity.

At source is applied smoothly (not stepped) voltage regulation and reactive
power (U/Q) according to the dispatcher or by system of automatic control.

To the cogeneration unit is also connected control unit, which provides to
control center, operator DS transmission of measuring and signaling about
cogeneration unit.

In the Fig. 7, dated 1.7.2015 is recorded cogeneration unit regulation using by
RTU control of switchboard emitting signals from the control room. At 10:43
cogeneration unit was turned on when in time 10:48 to nominal value. This
cogeneration unit worked in nominal mode until 11:30, when the command came
from the dispatcher to reduce the performance of the unit to 75 % of rated power.
After two minutes, the unit ran in the 150 kW and in this performance was operated
until 12:10, when came the command from the control room to reduce power to

Fig. 7 Performance regulation of KGJ using by RTU switchboard
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50 % of rated power (100 kW). Unit ran into this performance for one minute and
was operated until 12:23, when came the command for start-up the unit at 100 % of
rated power. This performance was achieved in a time of two minutes.

At cogeneration unit run at 75 and 50 % of nominal performance may be
observed a significant power changes. These are caused by a short operation of
cogeneration unit, when its performance is stabilized mostly after two hours of
operation.

This cogeneration unit is controlled by a heat regime. When is operated only at
100 % of rated power. This type of unit can be operated from 50 to 100 % of the
rated electric power. Regulation of electric performance will be performed fol-
lowing way. In the first phase on supply will be mounted current measuring
transformer about parameters of 800/5 A, accuracy class 0.5. This output current
will be connected to the transmitter simultaneously with the potentials from indi-
vidual phases. Converter will be convert the calculated electric performance to
4-20 mA. When 4 mA will be correspond to −200 kW and 20 mA−525 kW. The
output current loop will be connected to the control machine, which will give
impetus of operation of cogeneration unit. A simplified diagram is shown in Fig. 8.

Fig. 8 Simplified wiring diagram of regulation
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Further, to the control system will be connected individual information about the
operation of cogeneration unit. Among which will include: a power failure, gas
leaks, basic failure of cogeneration units. This information will be sent via GSM
communication in SMS form to preprogrammed numbers [3, 4].

4 Conclusions

This article aims at verifying regulation of cogeneration unit not only from a
theoretical point of view, but also from the practical. At the current regulating of
heat and electrical performance by one source always arise problems. The biggest
problem arises if we have total discharged an accumulation tank and we can’t run
the cogeneration unit because of the overflow of electrical power into the network.
This problem is solved by closing the old (original) heating equipment (gas boiler,
gas burners). For this reason there was installed accumulation tank which regulates
heat consumption. One of the important factors is devise an algorithm that will turn
on and then turn off running of the unit. Another factor is also the operation time at
which is not recommended turn off the unit under running time of two hours. The
aim of resolution is also the option of analysis of regulation regarding to variable
loads in the industrial network. It is necessary to devise an algorithm to regulate the
running of cogeneration source.
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Reliability Database of Industrial Local
Distribution System

Jiri Drholec and Radomir Gono

Abstract Calculatin of the supply reliability is impossible without trustworthy
input parameters. It is possible to find reliability indices of electricity transmission
or distribution system but there is hardly any of local distribution system at heavy
industry. The paper shows the way how to get reliable results—collection and
processing of information and documentation from the dispatcher logs on the
operation of the local distribution system within the premises of an industrial plant.
The first part focuses on development of equipment passportization and processing
of documentation for system operation. Additionally, the work deals with calcu-
lation of reliability indices of overhead lines and components. The final part brings
the comparison of reliability indices of the input overhead lines of the industrial
local distribution system with overhead lines of the distribution system of the Czech
Republic.

Keywords Reliability � Local distribution system � Industrial plant � Control
centre � Distribution plant � Failure rate � Mean time to repair � Faultless operation
probability

1 Introduction

This paper deals with collection and processing of data from control centre logs in
the company concerned with industrial power engineering [1], which is a complex
and extensive enterprise focused specially on the needs of metallurgical and steel
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industry. Its scope of activities includes provision of services within the fields of
water economy, combined heat and power production, gas engineering, power
engineering and production of technical gases. This paper further deals with
operation of the local distribution system (LDS) situated within the premises of the
company focused on production and processing of pig iron as well as the metal-
lurgical and machine engineering production [2]. The final part lays emphasis on
calculation of reliability indicators and their comparison against the reliability
indicators in the superior distribution system.

2 Collection of Data on Outages and Failures of Power
Supply

The most data on reliability of power supply within LDS can be obtained by
monitoring and evaluation of its operation [3]. Efficient records of downtime,
outages and failures with subsequent analyses of their consequences is based on
procurement of the set of data for evaluation of various reliability indicators.
However, application of the reliability theory requires gathering and processing of
large amount of monitoring data. That is why collection of primary data is vital to
ensure their further sorting and processing.

As far as the heating plant and operator of LDS is concerned, the primary data is
collected by the head supervisor of control centre maintaining permanent presence
at this site. The records contain mainly this type of data:

• information about the location and cause of failure,
• circumstances preceding the failure occurrence,
• course of the failure,
• cause of failure and its further impact operation of LDS,
• type of equipment/component affected,
• time of failure occurrence/extinction.

All events associated with operation of LDS are recorded by the Head
Operations Officer at the control centre manually, using the Operation Log that is
available to the Head Supervisor of Power Supply Control (HSPSC) as the material
for sign off during the shift in the Lotus Notes interface. The application is based on
a text document only and it is not designed for filtering of any items or events. The
report on a failure occurring during particular shift will be generated by the
attending supervisor, this report is necessary. Once completed, the report will be
forwarded to the person authorised and responsible for evaluation of reliable LDS
operation for further processing. That will help with prevention of accidental
omissions of less serious failures.
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3 Implementation of Methodology for Operation Data

The entire LDS is required to provide highly reliable service with a very low failure
rate to avoid any failures in supply of electric power to end users, supported by the
method of operation and backup employed [4].

3.1 Scope of Power Distribution System

Precise enumeration of potential reliability indicators shall be based on accurate
information about the number of elements and their voltage levels. That is why
these elements need to undergo the passportization process [5]. The local distri-
bution system in question contains approximately 1400 cells and MV and HV
power cabinets in 52 distribution plants within the LDS operated by the heat
production facility of this company.

1. Cable runs, cable ducts and bridges
Figure 1 shows an overview of cable lines 6, 22 and 110 kV. The lengths of
cable ducts are in kilometres and these include all the cable outlets, cable
connections and cables linked with the transformer for power transmission.
These do not include the cable lines to technological and distribution trans-
formers, motors and technological cable connections operated by other plants of
the industrial enterprise.

2. Equipment on MV and HV distribution plants
The summary of equipment on MV and HV distribution plants makes use of the
single-pole diagrams for these plants with subsequent passportization of all
switches, disconnectors and other fittings in particular cells. For the passporti-
zation chart, refer to Table 1. The number of elements and line lengths are
further complemented by other essential data for evaluation of failure rate of the
system concerned, i.e. which is the element age.

Fig. 1 Overview of the
scope and installation of cable
network rated for 6, 22 and
110 kV
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3.2 Processing of LDS Operation Documents

Gathering and subsequent analysis of a substantial amount of materials referring to
operation of the LDS for the period of 2010–2014 allowed compiling the 5-year
database to document the overall behaviour of the system with respect to its
operation, maintenance and failures, including time stamps for each occurrence [6].
Calculation of maintenance indicators has been performed using an approach dif-
ferent to the regular standard [7]. Using the actual completion of maintenance
operations on equipment, as initially defined by the record on shift changeover for
HSPSC is more accurate than using values contained in the charts of internal
regulations—the Revision Code to determine periodical performance of check-up
and revision operations.

The volume of materials processed comprises 5 478 (5 years times 365 days
(366 days in 2012) times 3 shifts per day) sheets in A4 format with “Shift
Changeover Logs for HSPSC” duly completed by the Head Supervisor of Power
Supply Control using the Lotus Notes interface.

The number of events linked to operation of the industrial LDS directly to be
processed amounts to approximately 2 000 each year. That is up to 10 000 over the
5-year period. This is evidently not just a routine transcription of records on shift
changeover by the HSPSC into electronic form, yet rather a specialised procedure
conducted by the expert familiar with the system wiring. He must be also able to
make a decision on specific categorisation of each event to filter anomalies that
remain concealed to anyone not skilled in the field of electric power engineering.

3.3 Calculation of Element Reliability Indicators

Modest mathematical tool was employed for enumeration of the essential reliability
indicators for elements over the 5-year period—Failure rate λp, Mean time to repair
τp, Maintenance rate λu, Mean time to maintenance τu. These are listed in Table 2.

Table 1 Passportization of equipment on MV and HV distribution plants

Device Quantity Device Quantity

Bus disconnector 6 kV 1438 Outlet disconnector 22 kV 72

Bus disconnector 22 kV 132 Outlet disconnector 110 kV 1

Bus disconnector 110 kV 12 Transformer 110/22 kV 9

Disconnector ZN 110 kV 6 Transformer 22 kV/LV 3

Power switch 6 kV 826 Transformer 22/6 kV 20

Power switch 22 kV 72 Bus bar 6 kV 826

Power switch 110 kV 5 Bus bar 22 kV 78

Outlet disconnector 6 kV 430 Bus bar 110 kV 11
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3.4 Expression of Reliability Indicators on Power Lines

Probability of failure-free operation of power supply lines is not considered abso-
lutely reliable, so the values will not be R = 1. The approach to this agenda is
therefore very different and respects the actual operating conditions of power supply
lines.

The actual values of R are not calculated using failure rates, maintenance rates,
mean times to repair and mean times to maintenance for individual elements,
because accurate information about reliability indicators of elements falling within
the operations of distribution company is not available to the LDS operator. These
values are calculated from outages recorded at the control centre without knowledge
of lines (Table 3).

Table 2 Essential reliability indicators within the LDS observed

Device λp τp λu τu
(year−1)a (h) (year−1)a (h)

Bus disconnector 6 kV 0.004 9.077 0.231 15.011

Bus disconnector 22 kV 0.008 7.450 0.241 48.790

Bus disconnector 110 kV 0.000 0.000 0.000 0.000

Disconnector ZN 110 kV 0.000 0.000 0.600 48.466

Power switch 6 kV 0.025 5.538 0.238 13.845

Power switch 22 kV 0.039 5.702 0.289 62.522

Power switch 110 kV 0.000 0.000 0.000 0.000

Outlet disconnector 6 kV 0.002 6.358 0.193 15.810

Outlet disconnector 22 kV 0.000 0.000 0.244 63.282

Outlet disconnector 110 kV 0.000 0.000 0.000 0.000

Transformer 110/22 kV 0.333 4.403 1.111 74.679

Transformer 22 kV/LV 0.200 0.361 1.733 23.132

Transformer 22/6 kV 0.130 0.481 0.970 90.282

Cable 6 kV 0.032 8.104 0.284 108.640

Cable 22 kV 0.022 11.417 0.209 53.474

Cable 110 kV 0.000 0.000 3.380 51.922

Power line 110 kV 0.037 0.700 0.186 47.443

Bus bar 6 kV 0.000 0.000 0.014 15.421

Bus bar 22 kV 0.003 3.900 0.054 14.011

Bus bar 110 kV 0.000 0.000 0.018 5.250
aCable lines are described by failure rate per km
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4 Reliability Results Comparison

The importance of failure database with the option to determine reliability indica-
tors is also based on the fact that there are actually certain databases showing
failures of distribution networks within the Czech Republic, yet there is absolutely
no failure database using data about industrial power distribution network to enable
calculation of the essential reliability indicators. Unlike the reliability indicators for
distribution networks within the Czech Republic, those are obviously different and
cannot be subject to mutual comparisons.

Industrial grids differ by pattern, the method for connection into the grid or even
geographical conditions, etc. Furthermore, power grids in heavy industry are also
exposed to many adverse effects, e.g. presence of water, jolts, shaking, vibrations,
heavier dust formation, high ambient temperatures or even occurrence of corrosive,
chemical or other contaminating materials. That is why the element reliability
results are very valuable for the existing voltage level of 6, 22 and 110 kV not
subject to analysis yet.

Table 4 provides comparison of selected reliability indicators that have been
enumerated by means of the operating design principles of 22/80 ČEZ for the
period of 1975–1990 [8], updated results from the period of 2000–2014 [9, 10] and
the 5-year period of 2010–2014 with respect to the local distribution system.

4.1 Comparison of Reliability Indicators for Power Lines

The level of quality in distribution systems is determined e.g. by the failure rate or
system average interruption indexes. Figure 2 shows the comparison of failure rate
at power supply lines V1–V7 into the LDS and the failure rate of the one Czech
distribution system operator (DSO). It shall be pointed out that the significant
differences between distribution grids operated by both entities prevent easy
comparison of failure rates, since the results depend on the profile of particular

Table 3 Essential reliability indicators of power supply lines

Line 110 kV λp τp λu τu R

(year−1) (h) (year−1) (h) (–)

V1 1.20 0.197 3.60 15.439 0.99999460

V2 0.80 0.350 3.60 15.997 0.99999361

V3 2.60 0.378 3.20 23.870 0.99997756

V4 3.00 0.458 4.80 29.659 0.99996866

V5 1.80 0.500 5.60 85.955 0.99997946

V6 2.00 0.423 5.00 67.891 0.99998068

V7 2.00 0.463 2.20 31.129 0.99997885
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systems and other circumstances. Monitoring of progress of particular indicators
over time is more important from this point of view.

The values of failure rate λp at the power supply line were approximately
constant and showed rather a declining tendency over the past 2 years. One of the
facts worth mentioning is the magnitude of failure rate on power line V4, which
rose in years 2010 and 2012, compared to other power lines. These increases were
due to the higher number of outages on line V4 caused by the superior grid.

Table 4 Comparison of results for essential reliability indicators

Damaged
equipment

ČEZ 22/80 Period LDS

1975– 1990 2000–2014 2010–
2014

Cable 6 kV λ (year−1) Not included in the
database

Not included in the
database

0.032a

τ (h) 8.104

Cable 22 kV λ (year−1) 14.5 4.661 0.022a

τ (h) 215 5.710 11.417

Transformer
110 kV/MV

λ (year−1) 0.04 0.058 0.333

τ (h) 1300 0.231 4.403

Transformer
MV/MV

λ (year−1) Not included in the
database

Not included in the
database

0.130

τ (h) 0.481

Transformer
MV/LV

λ (year−1) 0.03 0.006 0.200

τ (h) 2500 5.303 0.361

Power switch
6 kV

λ (year−1) Not included in the
database

Not included in the
database

0.025

τ (h) 5.538

Power switch
22 kV

λ (year−1) 0.015 0.012 0.039

τ (h) 30 23.580 5.702
aWith respect to the scope of LDS cable system, the resultant values of failure rate on cables rated
6 and 22 kV refer to each 1 km rather than 100 km, which is the case of the ČEZ cable system

Fig. 2 Progress of failure rate on power supply lines
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Value of mean time to repair τp indicators shown by Fig. 3 referring to power
supply lines V1–V7 were also almost constant and their overall tendency was rather
declining. Another thing worth mentioning is the mean time to repair on the line V4
with its value higher than other values in the year 2011. The increase was caused by
short-circuit on the current transformer on the line V7 in the distribution plant R
110 kV in the superior system, which had a substantial impact on the voltage
restoration period for the region supplied from V4 within the local distribution grid.

5 Conclusion

Gathering and subsequent analysis of a large amount of materials referring to
operation of the industrial LDS in the period of 2010–2014 allowed compiling the
database to document the overall behaviour of the system with respect to its
operation, maintenance and failures, including time stamps for each occurrence.
That will enable enumeration of the reliability indicators for significant elements
within the system and their comparison against reliability indicators for other dis-
tribution systems.

Calculation of some reliability indicators has been performed using an approach
different to the regular standard. Those are values of the maintenance rate and the
mean time to maintenance. Both values have been calculated using the actual
completion of maintenance operations on equipment, as initially defined by the
record on shift changeover for HSPSC. Our approach is more accurate than using
values contained in the charts of internal regulations—the Revision Code to
determine periodical performance of check-up and revision operations.

Acknowledgments This research was partially supported by the SGS grant from VSB -
Technical University of Ostrava (No. SP2016/95) and by the project TUCENET (No. LO1404).

Fig. 3 Progress of mean time to repair on power supply lines

488 J. Drholec and R. Gono



References

1. Prokop, L., Kral, V., Hradilek, Z.: Software OCENS—a tool for outage costs and energy not
supply calculation. Przeglad Elektrotechniczny 85(3), 227–230 (2009)

2. Drholec, J., Gono, R.: Operation of industrial local distribution system. In: 2015 International
Scientific Conference Electric Power Engineering (EPE), pp. 478–483

3. Kornatka, M.: Analysis of unreliability of low voltage power networks some branches of
Distribution System Operators. Przeglad Elektrotechniczny 88(10B), 303–306 (2012)

4. Barlow, R.E., Proschan, F.: Statistical Theory of Reliability and Life Testing: Probability
Models. Holt, Rinehart and Winston, New York (1975)

5. Szkutnik J., Gawlak A.: Optimization-based method of dividing the network development
costs. Electr. Eng. 93(3) (2011)

6. Todinov, M.T.: Reliability and Risk Models: Setting Reliability Requirements. Wiley,
Chichester (2005)

7. Brown, R.E.: Electric Power Distribution Reliability. Marcel Dekker, New York (2002)
8. Martínek, Z., Klor, T., Holý, J.: Reliability of the electrical power system. In: 15th

International Scientific Conference on Electric Power Engineering (EPE), pp. 81–84 (2014)
9. Gono, R., Rusek, S., Kratky, M., Slivka, M.: Component reliability parameters of distribution

network. In: 2015 International Scientific Symposium on Electrical Power Engineering (EPE),
pp. 376–379

10. Petráš, J., Kurimský, J., Balogh, J., Cimbala, R., Džmura, J., Dolník, B., Kolcunová, I.:
Thermally stimulated acoustic energy shift in transformer oil. Acta Acustica United Acustica
102, 16–22 (2016)

Reliability Database of Industrial Local Distribution System 489



Improved Search of Typical Projects
of Private Houses with Using Data Mining

Alexander Greshnov

Abstract The goal of this study is to determine the methods and algorithms for
solving search problems with uncertainty conditions for the selection of projects of
private houses according to customer requirements. The problem of reducing the
volume of the database sample is solved. The methods of data collection, storage
and reporting are presented. Inputs are described. It is proposed to use intelligent
analysis: segmentation, the search for associations, summarizing. The algorithms
and selection of the most appropriate one are presented. The task of construction of
the information system for the designer-analyst, providing a solution of this
problem, is placed here. There are the requirements for it and a description of
analogues in this paper.

Keywords Data mining � Search with uncertainty � Segmentation � The search for
associations � Patterns search � Typical projects of private houses � A decision
support system

1 Introduction

The construction of private houses is gaining great popularity in Russia and the
world in general. Detail statistics information is presented by Federal State Statistics
Service of the Russian Federation (web—http://gks.ru). The dynamics (2000–2014)
of volume of new private buildings is shown in Fig. 1. In most cases, the customer
has difficult problem to make the choice of specific design solutions for its future
house. Often customer is ready to provide information about only the cost and size of
the building, less often about the basic materials, and very rarely about the specific
square of the rooms, heating technology, ventilation and others. For the designer
there is the problem of selection of basic parameters of a private house and coor-
dination them with the customer. Having a database of finished projects or wishes of
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former customers with the addition of expert data we can get sample from it,
according to several of the requirements of the new customer. However, the result of
getting sample will be received with quite a large number projects (especially, if the
input data from the new customer will be minimum), which will require further
analysis and the choice of several best options. Therefore, having a large amount of
data about the projects of private houses, it is difficult to get useful information from
this wealth of experience, which can help to create a project for a new customer.

Because of problem of heterogeneity and high-dimensional data exists, the
solution is the use of data mining. To reduce the search results from the database
with conditions of uncertainty it is necessary to detect a possible relationship
between the characteristics (parameters) of house and choose the most common
sets. The solution of this problem is the method for finding association rules [1].

As part of this work there are the following tasks:

1. Determination of the required parameters of house and allowable values;
2. Determination of ways to collect and store information about the projects of

houses for the defined options;
3. Determination of ways to present the results of data analysis (recommended

projects, individual design and technological solutions);
4. Determination of necessary methods and algorithms for data analysis.

Additionally, the task of the development of computer information system is
presented. It will able to provide its users (employees of the design organization)
support in the selection of the project of house for the customer from process of data
collection to process of display the results of the analysis in an intuitive and
convenient way.

Also the overviews of alternative methods, algorithms, and analogs of the
proposed information system are presented.

Fig. 1 Number of introduced individual housing buildings
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This article is the first step in the description of the possible concept of the Data
Mining application in the construction sector of economics, in this case, for the
search of typical private houses projects.

2 Input and Output Data

2.1 Data for Analysis

During studying of construction of private houses 70 parameters has been identi-
fied, divided into 23 categories, which customers and designers pay more attention.
Their potential values were determined. These options by categories are:

1. The cost of the house: minimum, maximum;
2. House area (without garage space): minimum, maximum;
3. The occupied house (with garage) land area: minimum width and length,

maximum width and length;
4. Walls: type, cladding, color (facade) and coating (inside), the color coating

(inside);
5. Roof: type, roofing material, color, self-cleaning, the presence of solar panels;
6. Basement (optional): the area and the height, comfort, decoration;
7. Attic (optional): the presence of windows, comfort, decoration;
8. Floors: number of floors, the number of stairs, the type of interfloor stairs, stairs

material;
9. The climatic and other conditions: temperature, humidity, seismic resistance;

10. Rooms: amount, minimum and maximum area;
11. Kitchen: minimum and maximum area, compatible with the living room;
12. Hallway: minimum and maximum area;
13. Dressing room (optional): minimum and maximum area;
14. Bathrooms and wc: number of bathrooms, number of wc, type, arrangement;
15. Ceiling: level, coverage;
16. Flooring: floor covering, heated floor;
17. Windows: size, material profile, double pane windows, tinted, color, light

shading;
18. Doors: type, material;
19. Ventilation: cooling, filtering;
20. Heating (+ hot water): the type of heater, the type of heating;
21. Fireplace (optional): type, amount;
22. Balconies/loggias: amount, size, glazing, comfort;
23. Garage (optional): capacity, comfort, decoration.

The collected data for these parameters are the starting point for data mining, as
a result of which patterns and preferences of customers similarity of houses will be
revealed when searching with uncertainty. As the request the values of only some
house parameters may specified.
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2.2 Collection and Storage

To store information about projects of houses the database of the following
structure is proposed to use.

Tables for each house parameter with possible qualitative values include an
identifier (id) and embodiment names (name) of values for this parameter. For
example, the table “floor Heating” contains records (id–name): 1—water, 2—IR, 3
—cable, 4—without heating, 5—other, and the table “wall Type” contains records
(id—name): 1—brick, 2—concrete blocks, 3—gasblock, 4—board, 5—timber, 6—
sandwich panels, 7—monolith, 8—other.

Table for storing information about the projects of houses includes a record
identifier (id), the recording date (date) and field values for each parameter (nu-
merical or foreign key from table of entries described above). Thus, we have 70
fields that describe the design of the house as a set of values of previously allocated
parameters and two service fields (id and date). In this table entries are to be
analyzed in this study as input data for the algorithms.

Collecting of customer feedback method is proposed to conduct the survey on
the parameters, described above, followed by the recording of this information to
the database. Previously created projects houses information can also be entered
into the database. The more data is collected, then the result of the analysis is more
valuable.

Database management system should support the optimal storage and processing
of such data.

2.3 Presentation of Results

Results of the analysis data about house projects, during searching with uncertainty,
must be provided, eventually, in the form of several, corresponding for search
query, most typical projects of houses, described by set of values of the parameters,
identified above in this article. Also found connections and dependences between
the values of the parameters of the house will be useful for the analyst-designer. The
results should be presented in a clear way as tables and graphs.

3 Data Mining

Knowledge Discovery in Databases (KDD)—the process of extraction knowledge
from the data in the form of dependencies, rules, models that allow for modeling
and forecasting of various processes. The sequence of actions to be undertaken to
build the model in order to extract knowledge does not depend on the subject area.
Stages of analysis:
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1. Selection;
2. Pre-processing (cleaning);
3. Transformation;
4. Data Mining (Construction of models);
5. Interpretation/Evaluation.

The core of KDD is methods of Data Mining, enabling to detect patterns and
knowledge. Data Mining—the process of decision-making support, based on a
search for hidden patterns in the data, i.e., extracting information, which can be
characterized as knowledge [2].

To solve the problem of searching in the database of projects of houses, which
are relevant to customer requirements, it is proposed to use segmentation, the search
for associations and summarizing. These processes of data mining within this study
are described below.

3.1 Segmentation

Segmentation—selecting of segments of private houses. It is proposed to apply the
method of grouping data, using a description of the data in the class—the segment.
It is used for getting the original sample (filtering) data from the database, according
to the basic specifications by customer. The data about projects are divided into
segments by parameters, such as cost, space or processability, thus the amount of
information for later analysis is reducing.

The grouping data algorithm. The essence of it for segmentation of the data is:
for the selected parameter, e.g., home area of 150–250 m2, we select data, in which
the parameter coincides with a predetermined. Further, from these filtered data the
most frequently repeated values for each parameter are finding. The output is a set
of parameters with the corresponding values for the selected segment. Specifying a
number of alternatives (i.e., different values) and of the support (i.e., a greater
percentage (frequency of occurrence) to take the value of the parameter into
account), the description of the segment to obtain a specific parameter values with
their proportion (percentage) of all its values in the selected segment.

After receiving of a description of a certain segment of data, it can already be
used in the selection of the project for the client, if the resulting value of the support
options for the parameters are large enough, according to the analyst-designer. For
example, for a segment of the selected area, the value of “material window pro-
file”—“plastic” has support 89 %, it can be almost uniquely set for a typical project
of the house in this segment.
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3.2 Search for the Associations

To define common sets of objects in a large variety of sets it is proposed to use the
search method of association. It is used to detect dependencies between the values
of the house parameters, thus allowing to determine the most common variants of
the house components (design and technological solutions). Input data are the
results of filtering, which was received at step of segmentation.

Basic concepts. The ratio of the number of entries, which includes a set of F, to
the total number of records is called the support of F and denoted Supp (F). During
searching, analyst can specify the minimum support value of the sets he has interest.
Set is called frequent (large item set), if it has support more than the minimum
support value specified by the user.

The results, which are obtaining in solving this problem, were decided to present
as association rules. In this regard, for their search there are two stages: to find all
the frequent sets of objects and to generate association rules of the found parts of a
set of objects.

There are three types of association rules:

• Useful rules. They contain the actual information that was previously unknown,
but it has a logical explanation. Such rules can be used to make decisions that
benefit;

• Trivial rules. They contain real and easily explained the information that is
already known. Such rules can not benefit because either reflect the known laws
of the study area, or past performance. Sometimes these rules can be used for
verification implementation of decisions taken on the basis of previous analysis;

• Undetermined rules. They contain information that can not be explained. Such
rules may be obtained based on outliers, or latent sensitive knowledge. Such rules
can not be directly used for decision-making, as they is inexplicable and can lead
to unpredictable results. To better understand the additional analysis is required.

Support shows the percentage of records, which support the rule. Confidence
indicates the likelihood that the presence of recording in the set X implies the
presence there in set Y. If confidence is greater then rule is better, in the rules,
which was constructed on the basis of the same set. Unfortunately, the confidence
can not determine the usefulness of the rule.

Improvement indicates whether the rule is more useful than random guessing.
Improvement of the rule is the ratio of the number of records, which contain sets of
X and Y, to the product of the number of records, which contain a set of X, and the
number of records, which contain a set Y. If the improvement is greater than one, it
means that with a set of rules to predict the presence of Y likely than random
guessing, if less than one, then other [3].

Algorithms. A primitive way to find all sets of elements for association rules
(simple search) requires a lot of run-time (about a power function (2i), where i—the
number of elements). There are several well-known algorithms for the solution of
this problem, they are described below.
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The FP-growth algorithm—one of the most effective and avoids not only costly
procedure of the candidates generating, but also multiple scanning of the input set.
The method is based on a pre-processing of the input and converting it to a special
tree compact structure FP-tree (frequent pattern tree), and only then the computation
of the popular-sets is doing [4]. Disadvantages of this algorithm: the construction of
a tree—time consuming operation, in some cases, due to the large number of nodes
and links, the size of FP-tree can far exceed the size of the input data set.

The first step of Eclat algorithm [5] is data converting to a vertical plan view
(so-called set-TID), and next operations are working with it. In this representation
support value is the ratio of power of the set to the total number of records. The
steps of this algorithm are similar to the corresponding steps of the algorithm
Apriori (see below), except calculation functions for support of the candidate,
which now does not require scanning the database. Disadvantages of the algorithm:
TID-sets may be too large, so the operation with them can take a long time, a large
number of candidates is generating with low level of the minimum support value.

To solve this problem it is encouraged to use the most common algorithm for
mining association rules—Apriori. Input data can be used as either all records in the
database, or only the previously selected segment.

Apriori algorithm. The algorithm uses one of the properties of the support,
which states: support of any set of elements can not exceed the minimum support of
any of its subsets. The algorithm defines common sets by several stages. In the i-th
stage, the all common i-element sets are defining. Each stage consists two steps: the
first—the formation of candidates (candidate generation), the second—counting of
support values of candidates (candidate counting). The algorithm is completed either
at the completion of the specified number of steps, or in the absence of a certain step
of partial sets because of the further generation of candidates is not possible [6].
Algorithm Advantages: simplicity; a rapid decrease of the number of generated
candidates by setting high minimum support, or when relatively sparse basic set is
presented. Disadvantages: multiple scanning of base set; a large number of generated
candidates, when the data set is too large, or too low support value is set.

Input data for the algorithm of search for association rules (in this case, Apriori)
must be converted to a binary form. The number of columns in the transformed data
table equals the number of elements, which present in the set of records. In the
corresponding column value is 1, if the item is presented in the record, and 0—
otherwise. The number of columns, which are based on the possible values of the
house parameters, can exceed 200 items.

The choice of this algorithm is due to its relatively simple implementation and
the possibility of applying optimizations to reduce the number of scans of input
sets, reduce the number of generated candidates and parallelization [7]. One of the
most effective methods of implementation of the program is described in Borgelt
“Efficient Implementations of Apriori and Eclat” [8].
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3.3 Summarization

Summarization—a description of the specific groups of objects from the analyzed
data set. It is proposed to convert the received results of segmentation and search for
associations to linguistic form, using spreadsheets and other imaging agents.

Because of the summarization algorithm is more dependent on the results of the
previous steps of data mining, then there is no universal method. For the seg-
mentation results sentences are based in the form: “In the segment of private houses
projects with up to 250 m2 typical ones are following: Project 1 – the cost is 5
million rubles, the type of walls: gasblock, floors: 2, … Project 2 …”. For results of
search for associations—“Among the projects sample configuration sets of house
are following: 1) living area is 200–300 m2, 2 parking spaces in the garage, full
sized basement, 3 balconies, 2)….”

4 The Proposed System

System solutions for the problem of typical house projects search with uncertainty
conditions, which are based on the wishes of the customer, must provide the
following functions. The system should be easy to use and it is obliged to reduce
the time costs of analyst-designer. The basic requirements are following.

Database:

• Providing access to add (edit, delete) houses projects in the database, in the form
of parameter values described above;

• Providing access to clean database;
• Providing access to adding wishes of customers in the database with a ques-

tionnaire forms.

Data mining:

• Enabling the analysis of segmentation methods, research associations and
summarization based on the data from the database;

• Allowing to set the customer wishes to specify the parameters of the house
(search query);

• Enabling to set analysis algorithms;
• Analysis progress is showing.

Results of the analysis:

• Providing access to viewing the results of solving segmentation tasks, search for
associations and summarization;

• Access to view the consolidated result—the typical configurations of the houses
for the search query;

• Opportunity to save the results.
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Wishes of the customer should be compared with the parameters of the structural
elements of the house and their price (optional). The result is selected several
projects of house, which are described as the set of values of parameters of
structural elements, that are relevant to the customer’s wishes.

The famous buildings design systems (ArchiCAD, AutoCAD, ArCon and oth-
ers) do not have built-in data analysis functions to search for versions of the house
project or individual optimal design solutions, according to several customer
requirements, from previously collected data about the houses projects and cus-
tomers’ wishes.

To solve this problem, the program product for support of construction of private
houses, using the built-in analytics on the basis of Data mining, is proposed. The
system can be designed as a separate module to Computer-Aided Design
(CAD) systems for giving advices during creating a project of house.

5 Analogues of the Proposed System

Systems, which are designed to solve problems, which are above stated in the
proposed system, were not found in this domain during searching on the Internet.
Results of search for systems, which are used in the construction of houses, are
following.

There are construction management systems (e.g., ActiveMap Building from
web—http://gradoservice.ru), the systems to urban planning and tasks management
(e.g., Information systems of Scientific and Practical Center “The development of
the city” from web—http://gisa.ru). However, in their description there is not
information on the results, which are obtaining in the form of standard solutions
(projects of houses). Below analytics and statistics systems are presented, which can
solve some problems, using Data Mining.

5.1 1C: Enterprise

Among the universal data analysis systems it can be identified quite popular and
productive software 1C: Enterprise, which includes the data analysis component,
presented on web—http://1c-dn.com. On the information page, the software pro-
vides information on the basis of which we can judge that the system has a fairly
high functionality and has the ability to organize on its platform the proposed
system, because it implements the required algorithms, except segmentation (not
stated in the summary).
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5.2 STATISTICA

Also among the universal systems it can pay attention to the STATISTICA system
is powered by StatSoft (an example of segmentation) from web—http://statsoft.ru.
On the software information page it provides detailed information about the data
segmentation and usage of this Data Mining problem. The interface is quite simple
in appearance, but for the end user, i.e., for the designer-analyst, it may not be the
most convenient and informative, because a lot of specific data analysis parameters
are here.

It was not found similar analogues of the proposed system. For greater system
specifications it must be more detailed study and optimization of algorithms for the
building sphere and the construction of detached system for the most comfortable
perception of it by designer-analyst. In the system the emphasis should be done at
the convenience of the user perception, the data connection with the sphere of
building, particularly with projects of private houses.

6 Conclusions

For the problem of typical house projects search with uncertainty conditions, which
are relevant to customers’ wishes, from the available data about the projects for goal
to reduce the resultant sample such methods of intellectual analysis as segmenta-
tion, associations search and summarization were determined. Their algorithms,
input data, the method of collecting and storing output data were described. The
requirements for information system, realizing this task and designed for
the designer-analyst of private houses, were presented. Descriptions of analogues of
the proposed system were presented.

The test version of the software system of supporting the design of private
houses, which uses methods of Data Mining and allows the designer to reduce the
time costs in the selection of options for the customer’s house, was developed. It is
the.NET 4.0 solution (C#) with WinForms user interface and SQLite database.
Experimental input data was presented by 300 records of house projects. More than
100 search queries were done. For example, searching by 10 parameters of house,
the results volume was reduced average 80 %, compared with simply data filtering.
In the worst case, the analysis process takes about 2 minutes. Also more than 70
frequently occurring sets of house parameters (with different support value and size)
were found in all experimental input data.

The goal of the future work is to optimize the algorithms for a particular tasks
and the creation of a full-fledged software product as a decision support system for
designer-analyst of the construction company. It is also considering the possibility
of using some of the customers’ personal data such as age, family composition,
ethnicity, status in society, and others, during analyzing of the data for more per-
sonalized recommendations of house parameters values.
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