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Abstract Engineering design is increasingly recognised as a complex socio-tech-
nical process where the human and social aspects of the system require alignment 
with those focusing on technical product development. Social science research 
methods are therefore essential to conduct effective and holistic research into such 
processes. Accordingly, this chapter provides a grounding in the principles and 
methods of quantitative social science research. First, the measurement of vari-
ables in a reliable and valid manner is considered. Second, scientific principles and 
the nature of variable relationships are examined, including main effects, media-
tion effects, and moderation effects. Third, experimental and correlational research 
designs for exploring the relationships between variables are discussed. Fourth, an 
overview of statistical methods for analysing quantitative data is provided. Finally, 
participant sampling, ethical issues, and specialist methods are considered.
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3.1  Introduction

Historically, it was generally thought that engineering design was concerned 
solely with technical work, much of it solitary, grounded in sciences such as 
physics, mathematics, and chemistry (Pahl and Beitz 1984). While these founda-
tions are critical to product design, there has been a recognition in recent years  
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that the working processes and organisational systems in which such products 
are developed are quintessential examples of complex socio-technical systems 
(Baxter and Sommerville 2011). Accordingly, the human and social aspects 
require alignment with the technical product development processes (Crowder 
et al. 2012; Davis et al. 2014). Engineering design, as Bucciarelli (1988) noted, 
is a “social process”, one involving “distributed cognition” (Busby 2001) in 
team-working environments (Dong 2005). It is also a work domain involving 
complex problem solving (Goldschmidt and Smolkov 2006), creativity (Howard 
et al. 2008), and complex cognitive visualisation (Demian and Fruchter 2009). 
It is therefore an ideal domain in which to study human behaviour and cogni-
tion. Through my own research, for instance, I have found engineering design 
to involve socially interactive work some 40 % of the time (Robinson 2012), in 
complex team environments (Crowder et al. 2012), where the generation, pro-
cessing, and transfer of information are key (Robinson 2010), and where a range 
of technical and non-technical competencies underpin effective performance 
(Robinson et al. 2005).

In recognition of this change of perception, engineering design research is 
increasingly focusing on the human aspects of work in this field alongside its 
traditional focus on product development. Much of this research has been con-
ducted by researchers with engineering backgrounds, such as that explor-
ing expertise and task performance (Ahmed et al. 2003), creativity (Howard 
et al. 2008), problem-solving activities (Cash et al. 2014), information seeking 
(Aurisicchio et al. 2010), and the evolution of social knowledge networks (Štorga 
et al. 2013). Other research in this area has been conducted by researchers with 
social science backgrounds, such as that exploring job design (Lauche 2005), 
competencies (Robinson et al. 2005), and the role of trust in innovation (Clegg 
et al. 2002). Part 2 of this book provides examples of the application of psychol-
ogy, a discipline central to both social and biological sciences, to engineering 
design research.

However, despite many such examples of excellent, rigorous research, there 
remains a general lack of awareness of social science research principles in much 
of the work in this area. This is not due to any lack of ability—indeed, the quan-
titative methods used by engineering designers to develop and analyse their prod-
ucts are generally more advanced than social science research methods—rather, 
it is indicative of the lack of social science training in most formal engineering 
curricula. Thus, in this chapter, I aim to provide a solid grounding in key research 
principles and methods from social science for those with engineering design 
backgrounds conducting human-focused research in this area. To do so, I will 
draw on a hypothetical research study, gradually increasing the complexity of this 
example to illustrate key research principles. I will provide indicative supporting 
references for readers to consult, although these research methods are widely cov-
ered throughout the social science literature. Finally, I will also include examples 
from the engineering design literature of the application of such methods in previ-
ous research.



433 Quantitative Research Principles and Methods …

3.2  Measurement

A quantitative research study starts by identifying and defining the variables of 
interest, including how to measure them in a reliable and valid manner. In this sec-
tion, we will discuss the systematic steps researchers should take to achieve these 
objectives.

3.2.1  Identifying, Defining, and Measuring Variables

Let us assume, for example, that we wish to study the effects of communication 
on team performance in an engineering design company (for related research, 
see Patrashkova-Volzdoska et al. 2003). As both are complex constructs, we must 
first decide which specific facets to focus on. For instance, communication may 
encompass frequency, media, recipients, and sources (Patrashkova-Volzdoska et al. 
2003; Robinson 2012), while team performance may encompass time, cost, and 
quality (Atkinson 1999). Guided by the research literature and the nature of the 
practical problem we are addressing, we will focus here on the facets communica-
tion frequency and speed of team work (i.e. performing work in less time) as our 
research variables. Variables are so-called as they exhibit change, across both the 
unit of analysis (e.g. people, companies) and time, enabling research inferences to 
be made (Field 2013), as we discuss in Sect. 3.3.

Having established our specific focus, we must now decide how to measure 
each variable. To do so, we operationally define them by specifying the type of 
data we will use to represent and measure our variables in this research (Foster 
and Parker 1995). For quantitative research, we will be seeking numerical data, 
preferably of the type that enables us to determine which of the two measure-
ments of a variable is higher (ordinal data), and also the exact distance between 
these two measurements (interval data), and also using a measurement scale with 
a true zero (ratio data) (Field 2013). Either such quantitative data can be collected 
directly by the researcher specifically for the research, so-called primary data, or 
the researcher can use existing data that have been collected for other purposes, 
so-called secondary data (Cowton 1998).

Within quantitative social science research, questionnaires are a popular and 
effective method for collecting primary data. These involve participants responding 
to a number of questions or statements (“items”) about focal variables, using stand-
ardised measurement scales, to indicate the level of a variable in a particular con-
text or scenario (Hinkin 1998). For instance, Peeters et al. (2007) used a 55-item 
questionnaire to measure three types of design behaviour—creation, planning, and 
cooperation—in multidisciplinary teams, with a 5-point response scale ranging 
from “highly disagree” (coded 1) to “highly agree” (coded 5). We could use such an 
approach in our example, by choosing existing questionnaire items from the research 
literature. If we were unable to find suitable items to measure our variables, we could 



44 M.A. Robinson

develop our own, such as “How many times per week do you e-mail your team 
leader?” for the variable communication frequency, or “What percentage of your 
team’s projects are completed on schedule?” for the variable speed of team work.

A further option here would be to use existing secondary data available from 
the engineering design company to measure our variables. Although such data 
may not be readily available, they can often be more accurate, as we discuss 
below, and more efficient to use having already been collected. In our example 
here, a useful measure of communication frequency may be the number of e-mails 
that team members send to each other per week, recorded directly from the com-
pany’s computer systems, although there may be ethical issues with accessing 
such data, as we discuss later in Sect. 3.5.2. Indeed, such official e-mail records 
have previously been used in engineering design research investigating commu-
nication content and context (Loftus et al. 2013) and social knowledge networks 
(Štorga et al. 2013). For speed of team work, a useful measure could be calculated 
by comparing actual project duration to planned project duration for each team, 
with relevant dates obtained directly from official company records. Adopting a 
similar approach, previous research examining the work of electronics design 
teams used a company’s Gantt chart records to infer whether work was progress-
ing on schedule (Jagodzinski et al. 2000).

3.2.2  Reliability

Having identified potential measures of our variables, communication frequency, 
and speed of team work, we must now consider their appropriateness and accuracy 
further before deciding which to use in our example research study. Within social 
science research, appropriateness and accuracy of measurement are usually jointly 
considered from the perspective of reliability and validity. Broadly, reliability 
refers to whether a measurement method yields consistent results, and we consider 
it first here because it is a prerequisite of validity (Cook 2009).

The two types of reliability most frequently encountered in social science 
research are internal reliability and inter-rater reliability. Internal reliability refers 
to whether the different components of a measure, where they exist, measure the 
variable consistently (Gregory 2007). It is most commonly examined in research 
using questionnaires, where multiple statements or questions are used to measure 
each variable, such as communication frequency here. To do so, a long-standing 
and widely used statistical coefficient called Cronbach’s alpha (α, Cronbach 
1951) is calculated, using standard statistical software (see Sect. 3.4), to ascertain 
the consistency of participants’ numerical responses to each of the statements or 
questions measuring the same variable. The α statistic ranges from 0 to 1, with 
higher values indicating greater internal reliability, and a threshold of α ≥ 0.70 
considered sound (Cortina 1993). For instance, Peeters et al. (2007) calculated 
the internal reliability of their 5 items measuring the variable “reflecting on the 
design” to be α = 0.80 when first developed.
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Inter-rater reliability refers to consistency between multiple participants rat-
ing the same variable (Gregory 2007). In our example, if all the members of each 
team rate the speed of their team’s work, then there would have to be agreement 
or consistency between the ratings of each team member for there to be inter-rater 
reliability. There are several statistical coefficients that can be calculated using 
standard statistical software (see Sect. 3.4), of which the intra-class correlation 
coefficient (ICC, Shrout and Fleiss 1979) is one prominent example. Ranging from 
0 to 1, a value of ICC ≥ 0.60 would generally indicate acceptable inter-rater reli-
ability (Shrout 1998), although there are several different versions of this statistic 
for different purposes (Shrout and Fleiss 1979). For instance, Oman et al. (2013) 
used this method to assess the inter-rater reliability of judges’ ratings of the cre-
ativity of engineering design solutions, finding them to have acceptable average 
reliability of ICC = 0.80.

Most reliability measurements in social science are focused on the ratings of 
participants involved in studies collecting primary data. However, the principles 
of calculating reliability can still be applied to secondary data acquired from com-
panies. For instance, multiple measurements of the same variable drawn from the 
same secondary data source, such as the e-mail frequency data or project durations 
we have considered here, could also be assessed for reliability using either of the 
above two methods.

3.2.3  Validity

Validity refers to whether the measure used measures what it claims to (Cook 
2009). So, to be valid, the measure of communication frequency in our example 
would need to truly measure communication frequency rather than another varia-
ble. In social science, there are three main methods of establishing the validity of a 
measure, each linked to a specific type of validity: content validity, criterion valid-
ity, and construct validity (Cook 2009). There are two further types of validity that 
relate to research design rather than measurement—internal validity and external 
validity (Campbell 1986)—that we will also discuss in Sect. 3.3.

Content validity concerns whether all components of a variable, and those com-
ponents alone, are measured (Moskal and Leydens 2000). Put simply, the measure 
should be both comprehensive and pure. So, to be comprehensive, our measure 
of communication frequency should address all potential communication modes, 
including face to face, e-mail, telephone, instant messenger, and other written 
media (Robinson 2012). Meanwhile, to be pure, our measure should not address 
work tasks irrelevant to communication frequency. The irrelevance of some tasks, 
such as travelling, will be obvious, but with other tasks, such as report writing, a 
judgement has to be made about whether this matches the operational definition 
of communication frequency used in the study. A common approach to establish-
ing content validity is to consult experts in the domain being researched about the 
completeness and relevance of the measure, as Dooley et al. (2001) did with their 
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questionnaire measure of design software process maturity and Robinson (2012) 
did with his measurement categories for engineering design tasks.

Criterion validity refers to whether a measurement of a variable is highly 
related to the actual level of that variable (Gregory 2007). It is generally meas-
ured by a correlation coefficient (see Sect. 3.4), usually Pearson’s r, ranging from 
−1.00 to +1.00, with positive values indicating a positive relationship; r ≥ +0.30 
indicates moderate validity and r ≥ +0.50 high validity (Cohen 1988). It arose in 
the field of personnel recruitment and so is often conceptualised as the relationship 
between scores on recruitment tests and subsequent job performance (Cook 2009). 
Indeed, Shah et al. (2009) used this application in their validation of assessment 
tests for design skills, finding a correlation of r = 0.60 with performance in design 
contests. However, criterion validity is broader and essentially refers to the rela-
tionship between the measurement and an independent objective measurement of 
the same variable (Moskal and Leydens 2000). So, in our example, criterion valid-
ity could be calculated for primary data measures, such as the questionnaire items 
measuring communication frequency, with reference to equivalent secondary data 
from the company involved, such as the company’s e-mail and telephone records 
indicating frequency.

Construct validity is most commonly determined by whether the measure is 
highly related to other measures of the same variable (Gregory 2007). Defined as 
such, it can overlap with criterion validity somewhat; however, the construct valid-
ity of a primary data measure is usually measured with reference to another pri-
mary data measure, rather that the objective secondary data that criterion validity 
is concerned with.

3.3  Research Design

Having identified our research variables and established how to measure them in 
a reliable and valid manner, we can now examine the relationships between these 
variables. To do so, we must draw on scientific research principles to collect data 
systematically using experimental or correlational research designs, as we will dis-
cuss in this section.

3.3.1  Scientific Principles

Debates continue about whether social science is truly a science (Winch 1990), 
and the lack of consensus can be partially attributed to the methodological diver-
sity of its component disciplines. However, social science with a strong quantita-
tive focus—such as most psychology research—is guided by the scientific method 
and can therefore lay the strongest claims to being a science (Dienes 2008). A key 
tenet of science is the principle of difference, which states that if two situations 



473 Quantitative Research Principles and Methods …

are identical except for one difference, and the outcomes of the two situations are 
different, then the initial difference is the cause of the different outcomes (Hole 
2012). This consequential relationship between inputs and outcomes is referred to 
as cause and effect, or causality (Field 2013). Researchers can have further con-
fidence in this causality if the cause occurs before the effect, known as temporal 
precedence (Brewer and Crano 2014)—although asymptomatic causes can some-
times obscure this—and the effect either does not occur or is weakened by the 
absence of the cause (Hole 2012).

In quantitative social science research, a cause is referred to as the independent 
variable or predictor, and an effect is referred to as the dependent variable or out-
come (Field 2013). Essentially, then, quantitative social science research examines 
whether changes in one or more independent variables—such as communication 
frequency in our example—cause changes in one or more dependent variables—
such as speed of team work. Thus, such research is concerned with examining the 
relationship between two or more variables, and such relationships are often rep-
resented using path diagrams (Baron and Kenny 1986), such as those shown in 
Fig. 3.1. Here, variables are represented by boxes and the relationships between 
variables by connecting arrows.

A prerequisite for the scientific examination of relationships between variables 
is the reliable and valid measurement of those variables (Cook 2009), as we dis-
cussed in Sect. 3.2. Another key tenet of science is that such variable relationships 
are predicted before the research is conducted, or a priori, in the form of falsifiable 
statements known as hypotheses (Foster and Parker 1995). Hypotheses should be 
clear and testable, and specify the direction of the relationship, for example “com-
munication frequency is positively related to speed of team work”.

When exploring a new research topic, quantitative social science research pro-
gresses systematically, building on previous research findings to increase the com-
plexity of the variable relationships it examines (Petty 1997), as shown in Fig. 3.1. 
Some researchers have referred to this as establishing the what, how, and when of 
a research topic (Baron and Kenny 1986), and we shall use this framework here. 
The simplest relationship is between a single independent variable and a single 
dependent variable, or establishing what the main effect is (Baron and Kenny 
1986). Here, in Fig. 3.1a, we have indicated a positive relationship between com-
munication frequency and speed of team work: as the former increases, so too 
does the latter and vice versa for decreases. This could also be illustrated graphi-
cally, as shown in Fig. 3.2a.

This is an important finding in its own right and a useful starting point. 
However, in many cases, we may wish to know more detail about this main 
effect. So, next, we could explore the mechanism through which this effect 
occurs, or the how. It could be the case, for instance, that communication fre-
quency causes speed of team work indirectly, by first causing a better common 
understanding between team members, or what psychologists call shared mental 
models (Mathieu et al. 2000), which then, in turn, causes speed of team work, 
as shown in Fig. 3.1b. Such an indirect effect is called mediation, and the inter-
vening variable—shared mental models, here—is called a mediator variable 
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(or mediator) (Baron and Kenny 1986). For instance, Johnson and Filippini 
(2013) found that the positive relationship between integration activities and 
performance in new product development was an indirect one, mediated by 
integration capabilities; thus, activities led to capabilities, which in turn led to 
performance.

So, now we have further detail about this main effect and how it happens 
indirectly via a mediator variable. However, we may wish to know even more 
detail, so now we could explore the conditions under which the effect is present 
or strongest, or the when. Communication frequency is only likely to increase 
the speed of team work if that communication is useful in some way, so perhaps 
this effect only occurs when the knowledge level of those communicating is high 
(Cross and Sproull 2004), as shown in Fig. 3.1c. If we found this to be the case in 
our research, then there would be an interaction or moderation effect occurring, 
and knowledge would be called a moderator variable (or moderator) (Baron and 
Kenny 1986). For instance, Robinson et al. (2005) found an interaction between 

Fig. 3.1  Building a theoretical model by establishing the main effect, mediation effect, and 
moderation effect (Baron and Kenny 1986) of a research topic. a Main effect/“What?”. b Media-
tion effect/“How?”. c Moderation effect/“When?”. d Theoretical model/“What?”, “How?”, and 
“When?”
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engineering designers’ ratings of the importance of creativity and innovation to 
their present and future job roles; in this instance, time (i.e. present or future job) 
was the moderator variable.

A graphical representation can help clarify the nature of a moderation effect, 
and Fig. 3.2b provides one such example. Here, there is a positive relationship 
between communication frequency and speed of team work when knowledge 
is high (i.e. the solid line and square data points), but the relationship actually 
becomes negative when knowledge is low (i.e. the dotted line and triangular data 
points), indicating that non-knowledgeable communication is actually counterpro-
ductive. This is an extreme example, with the lines for the different levels of the 
moderator variable, knowledge, facing in opposite directions to form a cross. In 
reality, most moderation effects are less dramatic and they are identifiable from 
converging lines with slightly different gradients.

Fig. 3.2  Graphical 
representations of 
a main effect and a 
moderation effect. a Main 
effect/“What?”. b Moderation 
effect/“When?”
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In summary then, to understand what is happening we must first establish that 
one variable affects another variable (Fig. 3.1a: a main effect). Then, to under-
stand this main effect in more detail, we can examine how it occurs (Fig. 3.1b: a 
mediation effect), or when it occurs (Fig. 3.1c: a moderation effect). These last two 
questions can be addressed in either order, and their results combined (Fig. 3.1d). 
By following this systematic research approach, and extending it, it is possible 
to develop highly complex and nuanced models of causal effects to test, and this 
is how academic theories are developed in social science (Petty 1997). Part 4 of 
this book addresses theory and model development specifically in an engineering 
design context.

3.3.2  Experimental Research Designs

Once we have operationally defined our variables, selected reliable and valid 
measures, and decided which variable relationships we are examining, we can now 
design our research study. The purest implementation of the scientific method is 
the experiment. Here, the researcher has full control over the independent varia-
bles and is able to actively manipulate their levels systematically, using different 
experimental conditions, to accurately examine their effect on the dependent varia-
bles (Foster and Parker 1995). Often, the dependent variables are measured before 
and after the administration of the independent variable, known as pre-measures 
and post-measures, to gauge the change caused by the independent variable (Liu 
et al. 2009). Researchers can also include a control condition where the independ-
ent variable is not administered, and/or a placebo condition where the independ-
ent variable is administered in the same structure but with inert content (Williams 
et al. 2002). Structurally, these experimental methods are identical to those used in 
clinical pharmaceutical trials (Reginster et al. 2001), but applied to human behav-
iour, cognition, and organisational processes, rather than health.

Figure 3.3 shows the hypothetical results of two experimental research designs. 
The first, Fig. 3.3a, shows the results of an experiment with three conditions with 
pre-measures and post-measures of the dependent variable. Here, the control con-
dition shows no change, while the two experimental conditions demonstrate the 
positive effects of communication frequency, the independent variable, on speed 
of team work, the dependent variable, with the latter increasing in each case. 
The second, Fig. 3.3b, shows the results of a quasi-field experiment (see below), 
in a company for instance. Here, communication frequency has been operation-
ally defined more narrowly as the presence or absence of weekly meetings, as it 
would be impossible to control all other communication outside of the laboratory. 
Furthermore, the company wishes to implement weekly meetings throughout the 
company, so there is no true control condition here. However, to address this, the 
implementation of weekly meetings could be conducted in two phases (e.g. with a 
one-month gap between different departments) to effectively create a control con-
dition as shown. Again, the positive effect of weekly meetings, the independent 
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variable, on speed of team work, the dependent variable, is demonstrated by the 
increases in the latter following their implementation.

Participation in experiments occurs in one of two ways. First, different groups 
of participants can be randomly allocated to different conditions, a design known 
as between-participants or independent measures (Field 2013). Here, the ran-
dom allocation of participants helps to randomly distribute their personal differ-
ences (e.g. gender, age) between groups, somewhat controlling for them. Second, 
all participants can be allocated to each of the experimental conditions in turn, a 
design known as within-participants or repeated measures (Field 2013). Although 
this places greater demands on participants, it offers the benefit of ensuring there 
are no personal differences between participants in different conditions, as they 
are the same people. However, order effects, such as practice or fatigue, must be 
controlled for by counterbalancing the conditions so that equal numbers of partici-
pants undertake the conditions in different orders (Reese 1997).

Fig. 3.3  Hypothetical results of two experimental research designs. a Hypothetical results of an 
experiment with pre-measures and post-measures. b Hypothetical results of a phased quasi-field 
experiment to create control groups
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Finally, the researcher also has full control over the experimental environ-
ment—very often a laboratory—and so is able to strictly control (i.e. eliminate 
or reduce) the effects of any other variables unrelated to those the experiment is 
designed to examine. Some of these extraneous variables are randomly distrib-
uted and merely reduce the sensitivity of the experiment to detect effects, but 
others vary systematically with the dependent variable—so-called confounding 
variables—and can substantially bias the experiment unless controlled (Foster and 
Parker 1995). In experimental research, it is best to control such variables method-
ologically, by designing them out. Where this is not possible, as in much applied 
research including correlational designs (see Sect. 3.3.3), such variables can be 
statistically controlled for (Field 2013).

Having full control over all variables in this way ensures that the relationships 
between independent variables and dependent variables can be isolated. This 
gives us confidence that any changes observed in the dependent variables are due 
solely to changes in the independent variables, which would indicate high internal 
validity (Campbell 1986). Granting the researcher full control of the experiment 
in these ways is the method’s greatest strength. However, this control comes at a 
price as it also necessitates experiments being conducted in artificial controllable 
environments, rather than realistic applied settings, making the experiment low in 
external validity or generalisability (Campbell 1986).

We could apply such an experimental approach to our example study. 
Participants could undertake a standard engineering design task in small teams of 
four, with time to completion converted to speed (i.e. task per time) as a meas-
ure of the dependent variable, speed of team work. For simplicity, we will create 
two levels of our independent variable, communication frequency, represented by 
two conditions. In the first condition, high communication frequency, participants 
are permitted to exchange ten written notes, of ten words or fewer, with the other 
three team members. In the second condition, low communication frequency, par-
ticipants are only permitted to exchange two such written notes. If we adopted a 
within-participants design, we would need two equivalent engineering design tasks 
of equal difficulty, to ensure that participants encountered a new task each time, 
presented in a counterbalanced order. We could then run this experiment to see 
which condition resulted in the fastest speed of team work.

Having established this main effect, we could then introduce the moderator 
variable, knowledge, into a follow-up experiment. Here, we could manipulate 
the level of knowledge available in each condition by providing different levels 
of information. For the high-knowledge condition, we could provide the group 
with ten recommendations about the engineering design task, and for the low-
knowledge condition, we could provide just two recommendations. We could then 
systematically integrate the independent variable and moderator variable condi-
tions to yield the following four experimental conditions: (1) low communication 
frequency, low knowledge; (2) low communication frequency, high knowledge; 
(3) high communication frequency, low knowledge; and (4) high communica-
tion frequency, high knowledge. We could then run this second, more complex, 
experiment to see which conditions resulted in the fastest speed of team work and 
whether a moderation effect or interaction exists.



533 Quantitative Research Principles and Methods …

Cash et al. (2012) undertook a similar experiment to examine the effect of 
design information—the independent variable—on the number, originality, and 
effectiveness of design ideas—the dependent variables. The experiment used a 
between-participants design with five teams of three participants, each undertak-
ing a standard two-hour design task to develop a new environmentally friendly 
refrigerator. Each team received a different type of information, representing the 
five experimental conditions, ranging from no information at all in the control con-
dition through to data pages and videos in the condition with most information. 
Given the between-participants design, the researchers also sought to control for 
team role personality types to ensure an equivalent composition for each team. 
The results indicated that the provision of information was generally positively 
related to performance in terms of design ideas.

So far, we have discussed pure experiments in artificial environments. However, 
in many cases, researchers may wish to examine such issues in a more realistic 
applied setting, such as a company. Sometimes, it is still possible for researchers 
to retain full control of the independent variables, although it will not be possible 
to fully eliminate extraneous variables (e.g. background office distractions), so the 
sensitivity of the experiment to detect effects will be reduced. Such experiments 
are known as field experiments (Dvir et al. 2002) and what they gain in external 
validity, they lose in internal validity (Campbell 1986). In some such instances, 
though, it will not be possible to randomly allocate participants to experimen-
tal conditions, as the company will have their own strategy for administering the 
independent variable for business reasons. Experiments without such random allo-
cation are referred to as quasi-experiments (Grant and Wall 2009). For instance, 
Davis (2011) used a quasi-experiment to examine the effects of a change in physi-
cal office layouts on communication in an engineering company. However, the 
company involved was implementing the office changes one department at a time, 
so it was not possible to randomly allocate participants to conditions. As most field 
experiments and quasi-experiments are conducted in applied real-world settings, 
they tend to be longer in duration than laboratory-based experiments, often lasting 
weeks or months rather than hours.

3.3.3  Correlational Research Designs

In experimental research designs, the researcher actively manipulates the inde-
pendent variables to examine their effect on the dependent variables (Foster and 
Parker 1995). However, outside of a controlled laboratory environment, it may not 
be possible or even desirable to do so. So, in our example, it would essentially 
be impossible to manipulate the frequency with which engineering designers com-
municate with each other in a real-world company environment. Furthermore, to 
increase external validity (Campbell 1986), it would actually be desirable to study 
realistic levels of communication frequency. So, in such circumstances, as with 
much applied social science, the research will examine naturally occurring levels 



54 M.A. Robinson

of independent variables and dependent variables (Tokunaga 2015). Such research 
is referred to as correlational research, to distinguish it from experimental 
research (Mitchell 1985). Strictly, it is inaccurate to refer to independent variables 
and dependent variables in correlational research, as no experimental manipulation 
occurs, so the alternative terms predictor variables (or predictors) and outcome 
variables (or outcomes) are generally used, respectively (Field 2013). However, 
these terms are still often used interchangeably, such as in SPSS statistical analysis 
software (see Sect. 3.4).

As predictor and outcome variables are naturally occurring, and the former 
are not manipulated in controlled conditions, correlational research has lower 
internal validity, so the causality of variable relationships is less clear (Campbell 
1986). For instance, it may be unclear whether A causes B, B causes A, or both 
have another cause. Indeed, variants of the phrase “correlation is not causation” 
are frequently found in the methodological literature (Bleske-Rechek et al. 2015). 
Nevertheless, well-conducted correlational research does incorporate several key 
features of experimental research to improve causal inferences, albeit with a lower 
level of confidence than experimental research. First, researchers still control for 
extraneous variables (Foster and Parker 1995) where possible, but typically do so 
statistically rather than methodologically as is done in experiments (Carlson and 
Wu 2012). Second, correlational research should also be guided in advance by a 
sound theoretical rationale drawn from the existing research literature and then 
designed to test hypotheses (Foster and Parker 1995). Third, predictors should 
be measured earlier in time than outcomes, so that there is temporal precedence 
(Brewer and Crano 2014). This feature, or its absence, gives rise to two distinct 
types of correlational research: (1) longitudinal research, where predictors are 
measured earlier than outcomes, and (2) cross-sectional research, where predictors 
and outcomes are measured at the same time (Rindfleisch et al. 2008). Although 
methodologically superior, longitudinal research is more difficult to conduct due 
to the practical difficulties of collecting data from the same people repeatedly (e.g. 
participants may leave the company after the first round of data collection). For 
this reason, much social science research is of a cross-sectional nature. Fourth, 
whenever possible, measurements of predictors and outcomes should be collected 
using different methods to ensure common method bias does not artificially inflate 
the relationship between them (Podsakoff et al. 2003). This applies equally to 
experimental research, although it is unusual not to use different measures in these 
contexts as the experimental tasks usually necessitate it.

So, returning to our example, we will now consider how we could undertake a 
correlational study. Our predictor variable communication frequency could be meas-
ured with a questionnaire, using either existing items, or our own such as “How 
many times per week do you e-mail your team leader?”, as discussed earlier. We 
could measure our outcome variable speed of team work with reference to offi-
cial company records about actual project durations and planned project durations. 
By acquiring predictor and outcome measures from different sources in this way, 
we could guard against common method bias (Podsakoff et al. 2003). Measuring 
both variables simultaneously would yield a cross-sectional study, but it would be 
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advantageous to measure communication frequency several months earlier than 
speed of team work to yield temporal precedence with two time points and greater 
confidence in causality (Brewer and Crano 2014). The questionnaire could be 
extended to measure shared mental models and knowledge, our respective media-
tor and moderator variables (Baron and Kenny 1986). For the mediation effect, it 
would be advantageous to introduce a third time point, between the measurement of 
predictor and outcome variables, so that there is temporal precedence (Brewer and 
Crano 2014) for both sequential relationships comprising the mediation effect (see 
Fig. 3.1b).

One published example of such a longitudinal study was undertaken by 
Kazanjian and Rao (1999) to examine the development of engineering capabil-
ity in recently established high-technology firms. First, using a questionnaire, 
they measured the predictor variables CEO’s background, presence of a head of 
engineering, management team size, and the formality and centrality of decision 
making. Then, using a second questionnaire 18 months later, they measured the 
outcome variable engineering capability. Statistical analyses indicated that the 
presence of a head of engineering and management team size were both significant 
predictors of subsequent engineering capability, with the former a positive predic-
tor and the latter negative.

Table 3.1 provides a summary of the discussions in Sect. 3.3 concerning the 
features, advantages, and disadvantages of experimental and correlational research 
designs.

3.4  Statistical Data Analysis

The statistical analysis of quantitative social science data is a highly specialised 
field in its own right with accompanying computer software such as Statistical 
Package for the Social Sciences (SPSS). It is therefore beyond the remit of this 
chapter to provide detailed guidance in this area; however, we will briefly examine 
some of the key principles and methods and provide examples of their use in the 
engineering design literature. Readers seeking detailed guidance should consult 
some of the excellent books available about conducting statistical analyses using 
SPSS software, such as Field (2013) or Gray and Kinnear (2012). All of the sta-
tistical analysis techniques discussed below can be quickly calculated using SPSS 
and similar software.

There are two broad types of statistical analyses—descriptive statistics and 
inferential statistics—and we shall address each in turn here. Descriptive statistics, 
as the name implies, are concerned with describing the data collected about a par-
ticular variable in terms of its central tendency or average value and its variability 
or range (Foster and Parker 1995). There are three measures of average, namely 
the mode, which is the most frequently occurring value, the median, which is the 
centrally ranked value, and the mean, which is calculated by summing all data 
values and dividing by the number of data values (Field 2013). To examine the 
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variability of these data values, we can calculate either the range between the low-
est and highest values, or the standard deviation which is essentially the absolute 
mean difference between the mean and each data value (Foster and Parker 1995). 
The mean and standard deviation are the most frequently used of these statistics 
and the two are usually presented together as measurements of each variable. In 
many cases, such descriptive statistics are useful in their own right. For instance, 
Robinson (2012) found in his electronic work sampling study that engineering 
designers spent a mean of 24.96 % of their time engaged in socially interactive 
technical work and that the accompanying standard deviation was 9.77 %.

While descriptive statistics provide measurements of each variable, inferential 
statistics enable us to examine the relationships between variables, to test hypoth-
eses, and to generalise beyond the immediate research (Foster and Parker 1995). 
A useful although simplistic way of understanding inferential statistics is that 

Table 3.1  Comparison of the features, advantages, and disadvantages of experimental and cor-
relational research designs

Methodological 
criteria

Experimental research designs Correlational research designs

Experiments Field experiments Longitudinal Cross-sectional

Internal validity (i.e. 
scientific approach)

Very high High Moderate Low

a.  Researcher manipu-
lation of independent 
variables/predictors

Very high High None None

b.  Researcher control 
over extraneous 
variables

Very high 
(mainly 
methodological)

High (mainly 
methodological)

Moderate 
(mainly 
statistical)

Moderate 
(mainly 
statistical)

c.  Temporal prec-
edence (i.e. inde-
pendent variable/
predictor measured 
before dependent 
variable/outcome)

Yes Yes Yes No

d.  Random allocation 
of participants to 
conditions

Yes (no for 
quasi-experi-
ments)

Yes (no for quasi-
field experiments)

Not applicable Not applicable

External validity (i.e. 
generalisable to the 
real world)

Low High Very high Moderate

a.  Realism of 
environment

Low (often in 
laboratories)

High (often in 
companies)

Very high (often 
in companies 
with natural 
data)

Very high 
(often in 
companies with 
natural data)

b.  Representativeness 
of participants

Moderate (often 
student samples)

High (often com-
pany employees)

High (often 
company 
employees)

High (often 
company 
employees)

c.  Realism of study 
duration

Low (often 
hours)

High (often 
months)

Very high (often 
months or years)

Very low (sin-
gle time point 
only)
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they help us test differences or associations between two or more variables (Gray 
and Kinnear 2012). Returning to our example, let us assume in our earlier experi-
ment that we wish to test the difference between the speed of team work of those 
teams in the low communication frequency and high communication frequency 
experimental conditions. One simple option would be to examine the mean speed 
of team work in each experimental condition to see which was higher. However, 
when comparing any data values, there are always variations that occur solely by 
chance, so we use inferential statistics to establish whether any differences are due 
to the independent variable rather than chance (Foster and Parker 1995).

By using the relevant inferential statistical test, we can compare the mean val-
ues of our dependent variable, speed of team work, in the two experimental con-
ditions to obtain the probability level or p-value of the difference to determine 
whether it is statistically significant and therefore supports the hypothesis (Gray 
and Kinnear 2012). P-values range from 0 to 1, with a value of p ≤ 0.05 consid-
ered the key threshold for supporting the hypothesis, indicating that there is less 
than a 5 % probability that the difference was due to chance (Foster and Parker 
1995). Although very widely used, several social scientists and statisticians have 
recently cautioned against complete reliance on p-values and suggest calculating 
effect sizes also (Wright 2003; Cohen 1988).

There are many inferential statistical tests covering a wide range of research 
scenarios, including parametric and nonparametric, and univariate and multivari-
ate (Gray and Kinnear 2012). However, given space constraints, we shall only dis-
cuss four of the most frequently used statistical tests briefly here, namely the t test, 
analysis of variance (ANOVA), correlation, and regression. T tests examine the 
difference in mean values between two sets of data, either from the same source 
(e.g. participants, companies) in different scenarios or from different sources 
(Field 2013). For instance, Robinson et al. (2005) used within-participants t tests 
to compare participants’ ratings of the present and future importance of various 
competencies for engineering design roles. The t tests indicated that some of the 
competencies, such as commercial awareness and innovation, had statistically sig-
nificantly higher mean importance ratings for the future than the present.

ANOVAs are similar to t tests, in that they also measure differences in mean val-
ues between sets of data from the same or different sources; however, they extend 
this capability to multiple sets of data, including interactions between two inde-
pendent variables (Gray and Kinnear 2012). A key point to be aware of is that t 
tests and ANOVAs both test for differences in dependent variables caused by differ-
ent categories of independent variable (Field 2013). For instance, Robinson (2012) 
used a two-way within-participants ANOVA to examine the time engineering 
designers spent engaged in different categories of work, finding that they spent sig-
nificantly more time in (a) technical than non-technical work and (b) non-socially 
interactive work than socially interactive work. However, there was no significant 
interaction between the time spent in these types of work. Given their analysis of 
data arising from categorical independent variables, both t tests and ANOVAs are 
frequently used to analyse the results of experimental research designs (Gray and 
Kinnear 2012), although not exclusively so. The ANOVA approach has also been 
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extended into a method called analysis of covariance (ANCOVA) which also ena-
bles researchers to control statistically for extraneous variables (Field 2013).

Correlation is a statistical method for examining the association or correlation 
between two variables, to determine whether it is positive or negative (Gray and 
Kinnear 2012). With positive correlations, both variables change together in the same 
direction; so, as one increases, so does the other and vice versa for decreases (e.g. the 
square data points in Fig. 3.2b and the accompanying solid line). With negative cor-
relations, both variables change together in opposite directions; so, as one increases, 
the other decreases and vice versa (e.g. the triangular data points in Fig. 3.2b and 
the accompanying dotted line). Pearson’s r (see Sect. 3.2.3 also) is by far the most 
common statistical correlation coefficient, ranging from −1.00 to +1.00, with the 
valence indicating whether the correlation is positive or negative (Field 2013). The 
closer the absolute correlation coefficient is to 1, in either direction, the stronger the 
correlation is, with absolute values of r ≥ |0.30| considered medium in size and those 
of r ≥ |0.50| considered high (Cohen 1988). Correlations can be calculated between 
any two variables, although usually they examine the association between a predictor 
variable and an outcome variable, despite the earlier caveats we discussed about cau-
sality in correlational research (see Sect. 3.3.3). For instance, Birdi et al. (2014) found 
a correlation of r = 0.42 between creativity skills and the implementation of ideas in 
their study of innovation in an engineering design and manufacturing company.

Regression extends correlation to identify a “line of best fit” through the cloud 
of plotted data points (e.g. Fig. 3.2a), minimising the overall distances or residuals 
between this line and all the data points in the cloud (Field 2013). Regression coef-
ficients are then calculated for each predictor variable, indicating the gradient of the 
line, together with where it intercepts the y-axis, from which a regression equation can 
be generated to predict outcome values from particular values of predictor variables 
(Gray and Kinnear 2012). Regression analysis also allows researchers to determine the 
percentage of variance in the outcome variable that is explained by the predictor vari-
ables, both for single predictors and for multiple predictors combined (Tabachnick and 
Fidell 2013). This is essentially an indication of the predictive accuracy of the identi-
fied regression result. For instance, Ng et al. (2010) used regression analysis in their 
research examining performance in a company manufacturing semiconductors. They 
found that 54 % of the variance in the outcome engineering performance was jointly 
accounted for by the predictors total quality management, concurrent engineering, 
and knowledge management. Finally, more complex forms of regression also enable 
researchers to examine mediation and moderation effects (Baron and Kenny 1986; 
Fig. 3.1) and to control for extraneous variables (Foster and Parker 1995).

3.5  Further Considerations in Quantitative Research

In this section, we address three further topics of importance to quantitative research. 
As each is a specialist topic in its own right, only a brief overview is provided here 
together with references for interested readers to consult for further information.
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3.5.1  Participant Sampling

A key contributor to the external validity (Campbell 1986) of a research study 
is the profile of participants selected by the researchers. Participants represent a 
smaller sample of a larger population of people that researchers wish to general-
ise their results to and should therefore be representative of the wider population 
from which they are drawn (Fife-Schaw 2000). Ideally, to achieve this, we would 
randomly select participants from the wider population, to obtain a true random 
sample that is unbiased and therefore representative (Field 2013). Where the pop-
ulation are distributed among various categories of importance to the research—
such as age groups or departments of a company—we can also choose to 
randomly sample participants from within these categories (or “strata”) by using 
stratified random sampling to ensure accurate proportionality (Foster and Parker 
1995). In applied research, however, practical constraints often prevent truly ran-
dom sampling, in which case simple (i.e. non-random) stratified sampling can help 
mitigate any resultant biases and lack of representativeness.

Alongside representativeness, sample size is a key consideration for ensuring 
external validity (Campbell 1986) with larger samples generally preferable (Fife-
Schaw 2000) for two main reasons. First, larger sample sizes provide more sta-
tistical power to detect significant effects (Cohen 1988), and some multivariate 
statistical methods also require large participant-to-variable ratios (Tabachnick 
and Fidell 2013). Second, to generalise research results to a population, it is nec-
essary to sample a certain proportion of that population, although this proportion 
decreases as the population size increases (Bartlett et al. 2001). Many useful sam-
ple size calculators are readily available to help researchers calculate the number 
of participants required in various circumstances (NSS 2015).

3.5.2  Research Ethics

Unlike some technical engineering design research, social science research usually 
involves human participants. Any research with people involves a careful consid-
eration of ethical issues to ensure their well-being. Most universities and research 
institutions have their own formal ethical review procedures that have to be fol-
lowed to gain clearance for data collection. A number of professional social sci-
ence organisations—such as the American Psychological Association (APA 2010) 
and the UK’s Economic and Social Research Council (ESRC 2015)—also have 
their own ethical research guidelines that their members must adhere to. All such 
guidelines have the following key principles in common. First, participation in 
the research must be voluntary, with informed consent and the right to withdraw 
at any time. Second, participants’ mental and physical well-being is paramount, 
and if the study conceals information from participants—as some experiments do 
for methodological reasons—then they must be fully debriefed afterwards. Third, 
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unless participants agree otherwise, data collected in the research should remain 
secure and confidential to the researchers and should only be presented in an 
anonymous manner.

3.5.3  Specialist Quantitative Methods

Finally, there are a number of specialist quantitative research methods based on the 
principles outlined in this chapter that social scientists are now increasingly using, 
including longitudinal diary studies (Bolger et al. 2003), the analysis of multilevel, 
hierarchical, “nested” data (Osborne 2000), social network analysis (Hanneman 
and Riddle 2005), agent-based simulation (Hughes et al. 2012), and the analysis of 
“big data” (McAfee et al. 2012). Although coverage of these specialist methods is 
beyond the remit of this chapter, interested readers should consult these references 
for further information. Part 3 of this book also addresses social network analysis 
and agent-based simulation in an engineering design context.

3.6  Conclusion

In this chapter, I have sought to provide engineering design researchers with a 
grounding in the principles and methods of quantitative social science research. 
First, we considered how to define variables and measure them in a reliable and 
valid manner. Second, we considered scientific principles and how to examine 
the relationships between variables, starting with main effects and progressing 
to mediation and moderation effects. Third, we discussed experimental and cor-
relational research designs and the trade-off between internal and external valid-
ity these entail. Fourth, we considered the statistical methods used to analyse the 
quantitative data collected. Finally, we considered participant sampling, ethical 
issues, and specialist quantitative methods. Throughout the chapter, I have illus-
trated these principles and methods using an example research study together with 
further examples from the engineering design literature. It is my hope that this 
chapter will be of use to engineering design researchers, without formal social sci-
ence training, who wish to undertake research examining the human, social, and 
organisational aspects of engineering design work.
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