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Foreword

The social, ecological, and economic effects of a radical transition from fossil
energy to renewable energies cannot be known, but there is a history of human
civilization that can inform our thinking. As a hunter/gatherer society, we accessed
high-gain food energy and low-gain fuel (wood). Moving about the land allowed a
renewal of both once a local area was depleted. As human population in an area
expanded to the point where moving was no longer an option, we switched to
agriculture. When grains became our dominant, low-gain food energy source, the
sun became society’s dominant energy source for food and fuel. Land ownership
greatly altered the structure of society, and excess energy moving through the
system supported a more complex social hierarchy. That additional complexity
demanded more energy to maintain it, so empires went next door and took over the
lands of others. Yet another substantive change in society, and the beginnings of a
global economy, based on taking sun-based fuel from others to support city-state
structures. With the switch from renewable energy for food and fuel to fossil sun for
both (coal and oil, and machine-based crop harvests) we hierarchically complexi-
fied society yet again, working from both a high-gain fuel energy and a high-gain
food energy system (though still based primarily on four low-gain grains).

We are nearing the end of this present form of society, as the technology to
extract and burn fossil fuels is peaking, as is the amount of food energy that can be
extracted from a finite land base, despite fossil fertilizers and gene manipulation.
The complication in all of this is that it is not a simple path back to hunting and
gathering, as both the global population reliant on these energy sources is
increasing, and the once-stable climate that provided for our complex global society
is becoming less constant. The experts assembled for this book explore the ways,
means and implications of just how a transition from high-gain fossil fuels back to a
primarily low-gain renewable energy sources might unfold. What does it mean to
return to our roots, to our initial condition of renewable energy as a sole-source
fuel?

Despite being presented as simply a matter of technological innovation that will
not substantively alter our societal structures, this energy source transition very
likely entails dramatic and permanent changes in our social-ecological systems. The
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specifics of these changes are unknowable, but a plausible narrative of future
scenarios and system trends can be woven. Narratives about how close to the rising
oceans most humans live, how and where food is grown, how much of the land base
will be needed just for renewable energy infrastructure (windmills, solar arrays,
wave energy capture), and what level of complexity individual societies will be
allowed to maintain. Who gets to keep a middle-class? Who has first rights to
contribute to the greenhouse gas reservoir? Who pays for relocations of villages,
cites, or whole nations caused by sea level rise? These are wicked questions, and
the nexus of food-water-energy provision in light of an increasing population and a
changing climate is at any level a wicked problem. The sections of this book tease
apart and look at those possible levels from many viewpoints, and reach some
actionable conclusions.

Increases in food production result not in better nutrition alone, but also in more
humans on the planet. Increases in locating, extracting and burning fossil fuels lead
to greater use of such energy sources, not less. This is Jevon’s Paradox—that
increased efficiency results in a greater use of a resource, not a reduction in use.
When there is excess from increased efficiency, either someone will come along and
take it, or the producer will seek out new markets to enhance overall profits. More
food, more people. More fossil energy, a larger middle-class. A larger population
living a middle-class lifestyle, a greater consumption of goods and services.
Increased consumption demands greater efficiency in production, and we start all
over again. The transition from high-gain, energy-dense fuels to low-gain, highly
processed and organized energy carriers, will materially affect this cycle, the
underlying economy, the societies from which the economy emerges, and the
landscapes that support it all. It is not a mere change in where our energy comes
from, but a material change in how we as a society use our landscapes, and that
material change in demand and supply of ecological services will have substantive
and permanent effects on our current, unsustainable global society.

By using the science of complexity and complex systems theory as the reference
framework to study our transition to renewables, the contributing authors produce a
series of relevant insights concerning what can be anticipated from this transition.
They provide new insights, and some very interesting and non-conventional
observations, that students, researchers and policy makers involved in the current
energy transition will find useful in understanding the issues at hand, as well as the
opportunities and pitfalls offered by a total transition to renewable energy sources.

Ron McCormick, Ph.D.*
Bureau of Land Management

U.S. Department of the Interior
Washington, D.C., USA

*The views expressed here are the author’s and do not reflect the policy of the
U.S. Department of the Interior.
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Preface

When in 2015 we resolved to organize the experts’ round-table discussions that led
us to decide to write this book,1 we were aware of two central problems affecting
current mainstream policy and research activities for a sustainable energy transition.

The first problem relates to a very controversial dichotomous approach still
mostly adopted by scientists and policy makers when carrying out these activities.
On the one hand, they indeed still mostly aim at identifying and implementing
solutions that may increase the sustainability of human activities by fostering the
substitution of single technologies with assumed equivalent models functioning
with less energy inputs and causing less harmful emissions in the atmosphere. On
the other hand, they aim at finding and stimulating the adoption of policy
approaches that can change the behaviour of technologies end-users. In doing so,
they assume that end-users can somehow be individually persuaded to buy these
alternative models or be induced to modify their conduct when employing single
energy consuming technologies and do not take into account systemic factors may
impede achieving expected policy impacts.

This dichotomous approach can certainly contribute to improve the energy
efficiency of single technical applications in important ways, this result representing
a very relevant result. When assessed against the possibility that it can lead to an
overall reduction in the consumption of natural resources caused by human activ-
ities, it results nevertheless highly problematic in so far as it misses to take into
account how individuals and technologies are nowadays interlinked within complex
systems which evolve according to logics that it cannot capture. Indeed agency (i.e.
the power to generate change) has to be considered nowadays as distributed over
large series of human and non-human actors,2 including a variety of technological
products, institutional settings, rules and habits that co-determine people behaviours
and all together induce a trend of energy consumption growth which neither

1See http://iet.jrc.ec.europa.eu/energyefficiency/round-table/experts-round-table-practice-theory-
and-complex-adaptive-systems-theory for further information on this round-table.
2On this point see, for example, Latour (2005).
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individuals, nor more energy-efficient technologies can reverse. Individuals taken
alone cannot for example change the social constraints obliging them to commute
every day or to buy houses where it is impossible to live without air conditioners.
Moreover, the dynamics of growth triggered by the above-mentioned complex
systems make often practically inevitable that the energy saved by one technology
is then used as input for another technology in order to sustain this growth. In
addition, the high level of power output that people composing societies can pre-
sently generate through these complex systems could be hardly achieved when
renewable energy sources substitute on a large-scale non-renewable energy sources.

Although capable of determining relevant reductions in the consumption of
energy inputs and in the production of greenhouse gas emissions that can be
associated with the employment of single technical applications, the
above-described dichotomous approach is hence affected by important limitations,
which have to be ultimately considered as a consequence of two facts: it cannot
significantly alter the overall energy consumption dynamics developing within
current complex socio-technical systems, and it does not consider that a radical
transition to renewables entails a radical reorganization of societies.

These are the main considerations that convinced us about the absolute relevance
of alternative research and policy approaches that can take these complex dynamics
into account.

At the same time, however, we were also aware of a major reflexivity problem
affecting policy and research approaches informed by complexity. This problem
relates to how social aggregates are mostly erroneously identified with kind of
motors and information processors simultaneously maximizing their power output
and energy efficiency while consuming abstract units of energy, time, information,
money, etc. that are taken as actual ontological entities. Researchers and main
stakeholders involved in the design and implementation of policies for energy
sustainability tend indeed to identify socio-technical systems with input–output
systems, while often forgetting that behind the abstract flows of resource units that
they take as real entities and try to change there are very concrete and specific social
habits, and there are people made of flash who can, on the one hand, potentially
actively contribute to face contemporary sustainability challenges and, on the other
hand, may not react as expected to implemented policies.

This problem, however, does not only affect policy approaches and solutions
developed by specialists and experts. It actually concerns societies at large and the
way in which people currently imagine the world around them. We think that this
problem is the result of a large-scale social construction that has led motors and
computers to become central metaphors whereby the functioning of societies and
human beings is explained and being reorganized. The complex systems resulting
from this social construction can generate enormous material benefits but are also
responsible for an increased dependence on the technological supply and efficient
utilization of given homogenized and standardized resource units while causing the
disappearing of a variety of alternative practices established by people to provide
for their necessities.
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The dynamics of growth that can be triggered by these complex systems cer-
tainly contribute to increase material well-being in important ways. Moreover, the
complexification of energy systems that might accompany the ongoing massive
transition to renewable energy sources can generate huge environmental benefits. It
is for example the possibility of generating an organized complexity that makes
possible to conceive that highly distributed renewable energy sources can substitute
non-renewable sources and be used to supply the energy needed by present large
social aggregates. At the same time, however, the dynamics of these complex
systems seem to obey abstract logics escaping any form of social control, whilst an
increased complexification of existing energy systems can determine more frequent
cases of crash and disengagement from rules and principles established by societies
to regulate themselves due, among others, to an associated increased dependency on
energy flows that can change unpredictably.

It becomes hence extremely relevant to understand how these dynamics are
generated by existing social practices and how the development of new practices
can possibly allow accomplishing the above-mentioned transitions in a more sus-
tainable way while allowing preventing unwanted systems crashes or coping with
these generally very unpleasant situations whenever they may occur.

These are the considerations that led us to conclude that the sustainability chal-
lenges posed by complex systems have to be necessarily also addressed by trying to
take existing social practices and related theories as main research and policy target.

The policy approaches that can be designed and implemented in this way are
generally radically different from approaches informed by complex systems theo-
ries. Whilst policy and governance strategies informed by these latter theories are
inevitably based on considerations concerning existing and future energy, material
and monetary flows, strategies informed by theories of social practices are supposed
to take existing possibilities to reorganize the outputs of concrete actions under-
taken by people as main starting point. Whilst the former strategies are informed by
abstract considerations concerning inputs needed and outputs produced, the latter
strategies can be designed based on considerations concerning what people say and
do and how they organize and can concretely change own habits in a given context.
Finally, whilst the former strategies are mostly based on technical considerations
and do generally foresee a very limited active involvement of people in their design,
the latter strategies are more genuinely political in so far as they relate to aspects
that people can actively contribute to modify. In the case of future large-scale
transitions to hypothetical renewable energy distribution networks, the former
strategies are, for example, often focused on technical and economic interventions
allowing an automated and mutual adaptation between energy demand and supply,
whilst the latter strategies target people practices in their entirety and can be focused
on whether and how these practices can be actually changed or reorganized by
people in order to make them compatible with the increasingly intermittent energy
availability that might be expected from these networks.

We are convinced that the different characteristics of these two strategies reflect
a fundamental and unescapable complementarity that can be identified in the
approaches that can be followed when developing or employing rules, material
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artefacts, institutional settings and know-how whereby societies are organized. On
the one hand, these societies can develop or rely on general and abstract rules and
principles that can be blindly applied to all of its members who are in this way
mostly identified with kinds of passive users (this might happen for example in case
of rules and technical solutions that can be implemented to allow that aggregated
electricity demand and supply can be balanced in future smart grids). On the other
hand, they must cultivate a particular practical sensibility allowing that these
general rules and principles can be adapted and subordinated to the initiatives
undertaken by individuals and to their specific conditions (in the previous example
of the smart grids this might for example entail a subordination of these rules and
principles to practices developed by people who could in this way be made col-
lectively responsible for the management of the energy resources, the technical
apparatus and the institutional settings whereby these grids can be administered).
We think that the insights provided by social practices theorists can help policy
makers and researchers to cultivate this particular sensibility, given the fact that a
suitable way to combine the two above-mentioned approaches has always to be
found and the fact that the prevailing of one out of the two approaches within policy
making is generally destined to cause disasters of various nature.

Based on the above considerations, we decided to gather around a table a series
of acknowledged scientists working on complex systems and social practices.
Given the interdisciplinary character of the questions we wanted to address, very
different competences were represented. The invited scientists are indeed
acknowledged sociologists, physicists, engineers, economists, anthropologists,
biologists, ecologists and policy analysts. During the two-day event we organized
we managed to discuss some of the above questions with them, whilst other experts
that could not be with us were sent the proceedings of our meeting and were
involved in the e-mail discussions that took place during the following weeks.
Altogether we then decided to produce a publication that could hopefully serve to
make the scientific community and policy makers more aware of the relevance
of the analysis approaches discussed and of the insights that can be gained through
their application.

The present book is the result of this interdisciplinary effort.

Nicola Labanca
Paolo Bertoldi

Isabella Maschio
Daniele Paci

European Commission, Directorate-General Joint Research Centre
Unit C.02 Energy Efficiency and Renewables

Ispra,
Italy
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Abstract

This book is the result of an interdisciplinary effort undertaken by a series of
sociologists, physicists, engineers, economists, anthropologists, biologists, ecolo-
gists and policy analysts who participated or were involved in the discussions that
took place during a round-table organized by the Joint Research Centre of the
European Commission in February 2015. That gathering allowed discussing fun-
damental issues at stake with policies for energy sustainability that are largely
neglected by stakeholders involved in policy making. The participating scholars
decided hence to produce a publication that could hopefully serve to make the
scientific community and policy makers more aware of the relevance of the analysis
approaches proposed and of the insights that can be gained through their
application.

The book takes complementarity seriously and presents a double analysis per-
spective by taking complex systems and social practices as complementary refer-
ences. It does so by acknowledging that Western societies have quite recently
entered the age of complex systems and that our ideas and material artefacts are for
this reason being shaped by a relatively new paradigm whereby complex systems
are being extensively built. The first part of the book is indeed dedicated to discuss
how complex systems are socially constructed and how they are framing the issue
of energy sustainability within mainstream research fields. The second part anal-
yses the ongoing transition to renewable energies and policies that can be generally
implemented to conserve energy in the light of theories informed by complexity.
On the other hand, the second and the third part discuss how complex systems take
with them important drawbacks for energy sustainability that are linked to some
phenomenological principles regulating their evolution. These drawbacks are
mainly identified by adopting the alternative and complementary analysis per-
spective offered by social practice theories. Practice theories complementarity stems
principally from their acknowledging of the primacy of practical knowledge over
the abstract notions of energy, time and information that constitute some of the
main elementary bricks whereby complex systems are being built. Axiomatically,
this means that, rather than by very abstract concepts, the elementary units of the
analyses performed under a practice theory perspective are given by the actions
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undertaken by people, by what people do and what people say. A series of con-
tributions collected in the third part discusses therefore some main lessons for
policy making that can be learnt by this complementarity and by integrating social
practice and complex systems theories. Overall, the adopted analysis approach has
then allowed drawing a series of relevant conclusions and indications for researches
and policy makers involved in the ongoing energy transition that have been sum-
marized in the fourth and final part of the book.

xxii Abstract



Introduction

Several countries in the world are currently engaged in an energy transition
entailing a massive shift to renewable energies and a progressive increase in the
efficiency of processes whereby energy inputs are used by economies. According to
existing projections, in a few decades renewable energy sources will make most
of the world’s electricity production,3 will provide almost 50% of the heat needed
by buildings,4 will provide a consistent share of the fuels used in the transport
sector5 and, above all, will allow markedly reducing anthropogenic emissions of
greenhouse gases. Energy efficiency is then supposed to substantially contribute to
this energy transition by reducing the burden of an ever-increasing energy demand
on the existing natural resources system.6 Researchers and policy makers rightly
describe the realization of these scenarios as highly necessary and capable of
contributing to the environmental, economic and social sustainability of human
activities in important ways.7

There are, however, two very relevant areas of methodological improvement that
are usually not sufficiently considered. The first one relates to the need of adopting
an actual complex system perspective when performing the above-mentioned
studies or designing and implementing energy transition policies, whilst the second
one concerns the need for a better understanding of the role that people can have in
the realization of this transition.

Concerning the first point, it cannot pass unnoticed how agents of resources
consumption and associated emissions are nowadays mostly identified either with
existing technological instruments or with individuals using these instruments and
resources. As a consequence, adopted research and policy approaches mostly
exclusively appeal either to the substitution of single technologies with more

3See, for example, IEA (2011a).
4See IEA (2012).
5See IEA (2011b).
6See, for example, C2E2 & IRENA (2015).
7On this point see, for example, UNEP (2015).
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energy-efficient and less polluting ones, or to future so-called smart grids allowing
continuous and automated exchanges of energy and information among all points
of the energy network, or to behavioural changes expected from individual persons
acting within competitive market settings. These approaches unfortunately miss
recognizing that the actual agents of resources consumption are often represented
by large and complex socio-technical systems wherein technologies and persons are
nowadays integrated and made dependent on mutually reinforcing flows of energy,
material and monetary resource units. They certainly can allow achieving a
reduction in the energy inputs as well as a better integration into the environment of
single technologies, but they are typically inadequate to face the dynamics of
resources consumption growth that can be triggered by these complex systems and
do not allow identifying suitable policy strategies and measures to counteract them.

Concerning the second point, the issue at stake relates to how the current energy
transition is mostly envisioned as a problem of technological substitution where
people will have to adapt to new technologies without having to significantly
change their ways of life. The problem associated with this type of vision is that
social practices reproduced by people are actually deeply embedded, co-evolve with
and deeply affect the possible development of current energy systems. Research and
policy approaches exclusively focused on technological substitutions or on indi-
viduals’ behavioural changes around single technologies are hence problematic at
least for two orders or reasons. Firstly, because they do not consider that existing
social practices might not be as adaptable as expected and might hence represent an
insuperable obstacle to the energy transition envisaged. Secondly, because social
practices can provide an innumerable amount of alternative solutions and approa-
ches that can better adapt to the ever changing local conditions that can be expected
from this transition.

The objective of this book is therefore twofold. On the one hand, it wants to
illustrate to researchers and policy makers the necessity to move from an instru-
mental to a complex system approach when studying socio-technical systems and
policies that can be implemented to increase their sustainability within the current
energy transition. On the other hand, it aims to show how relevant it is to perform
this move by studying these complex systems by combining a positivist perspective
with a constructivist one focused on the social practices wherefrom these systems
emerge. Somehow, the book invites researchers and policy makers to perform a
double change of gear when addressing problems linked to the finitude of existing
energy and material resources and to greenhouse gas and polluting emissions
generated by technologies and human activities.

While illustrating the research and policy insights that can be gained by studying
the current transition by focusing on the complex systems dynamics that this
transition can generate, it wants also to show that these complex dynamics do not
have to be considered as an inevitable natural phenomenon. The constructivist
perspective being proposed in several chapters of this publication aims indeed at
showing that these dynamics are actually the outcome of social practices repro-
duced by people and that, due to this fact, research and policy approaches which are
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alternative and complementary to those taking complex systems dynamics as the
ultimate reality can be devised to possibly counteract them.

Whilst positivist approaches informed by complexity tend to take phenomeno-
logical principles related to how natural systems optimize resources consumption
and outputs production as a benchmark to study and design suitable policies, this
latter perspective allows in principle disaggregating the energy, material, infor-
mation and monetary flows circulating within complex systems into the myriad of
human practices generating these flows and permits to take these practices as the
starting point to possibly design and implement suitable energy transition policies.
The study of the environmental sustainability of a transport system in a city can for
example be informed by complexity and be focused on vehicles and persons flows
and on associated emissions and energy consumption. This typically implies that
the solution of optimization problems concerning how flows density can be
increased while maximizing energy efficiency and minimizing polluting emissions
of involved socio-technical systems becomes the main target. When studied under a
social practices perspective, these flows may be disaggregated into trips made by
people to go to school, trips to go to the supermarket, trips to commute, etc. Rather
than being based on technical and abstract optimization problems, research and
policy approaches that can be developed in this way can devise a reorganization
of these different mobility practices which is subordinated to the specificity of the
social context at stake and can therefore allow people doing better while reducing
the environmental impacts of their activities. Why, for example, children go to
school by cars in this city? Why people prefer cars to bikes or public transport to go
to work in that municipality? What can be done to change these practices? By
starting from this type of questions, these approaches acknowledge the primacy of
what people concretely do and say over solutions exclusively informed by technical
considerations and implicitly assume the irreducibility of the outcomes of these
doings and sayings to what can be predicted by any type of modelling.

The constructivist perspective being presented offers therefore the possibility to
effectively complement policy and research strategies treating the fluxes generated
within complex systems as actual and ahistorical ontological entities and aiming at
changing the associated dynamics by suitable technical solutions. In addition, this
perspective allows interpreting the consumption of energy and material resources
by complex systems as the outcome of an at least partly negotiable social con-
struction that transforms standardized resources units supplied through specific
technological artefacts into the necessary input needed for the reproduction of any
kind of practice. How is it that nowadays we need kilowatt-hours supplied by
utilities or by micro-generation systems installed in our houses to do anything?
How is it that most of our daily tasks are being progressively associated with the
transmission of bits of information throughout computer technologies? How is it
that a temporary interruption in the supply of electricity or in the internet can
nowadays potentially inhibit most of the activities performed in a city? Can our
social practices be rearranged to reduce this dependency whilst improving the
quality of our life?
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All in all, the proposed constructivist perspective allows to not see the con-
sumption of the standardized resources occurring within current complex
socio-technical systems as the inevitable outcome of any human activity and in so
doing allows conceiving valid policy alternatives resulting from the active
involvement of people while permitting to understand the social dynamics whereby
dependency on these resources can be unnecessarily reinforced.

The decision to combine a positivist perspective with a constructivist one is neither
casual, nor opportunistically due to the additional research and policy insights that this
combination seems to allow gaining. The complementary approach adopted in this
book reflects in my opinion the presence of a fundamental complementarity and
separation existing between know-how, institutional settings, social norms and rules
validated through technologies and science, on the one hand, and the social tissue on
which these know-how, technologies and social settings operate, on the other hand.

Complex socio-technical systems are not generally seen in this book as natural
and ahistorical entities whose presence and properties can be completely understood
by science. They are rather interpreted as the result of a social construction based on
a series of implicit and usually undisputed assumptions concerning the nature of
energy, information and monetary value which are shared among scientists, tech-
nologists, economists and within society at large. The fact that science has neces-
sarily to proceed by means of assumptions and working hypotheses is nothing new.
What however is generally neglected is that some of these abstractions and the
technological instruments through which their properties are validated are at the
same time the result and a reinforcement factor of a social imaginary concerning
what we and the world around us are that informs current social changes. For
example, energy, information and related technologies are nowadays the bearer of
messages concerning the nature of our world which propagate through societies
while causing their reorganization. The complex systems they constitute have
therefore to be studied also in relation to how they act on societies and in relation to
the needs for reciprocal adaptation and possible tensions that can arise between
them and the social tissue on which they develop. If the properties of complex
systems can be studied by referring to the dynamics of associated energy, infor-
mation, matter and monetary flows, this process of mutual interaction however
generally resists the reductions and the reification processes that science has to
operate to possibly capture them. These two entities (i.e. the wide complex systems
that are being constructed and the social tissue made of concrete and lively persons)
have for these reasons to be considered as constituting a duality made of two
separate and complementarity parts.8 Technologies, institutional settings,
know-how, social rules and norms constituting current complex systems have to be

8To a certain extent, this duality and the tension that may arise among its two parts is the same that
can be found whenever people have to develop, learn or employ languages, artefacts, institutional
settings and know-how whereby societies are organized. While rules and norms can be established
to allow generating, using and understanding these material and conceptual artefacts, these arte-
facts actually result from and act upon a preexisting substrate made by what people practically do
and say during their everyday life.
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constantly enacted and lived by people through their bodies and their personal and
collective experience.

Within this enactment process, these material and conceptual artefacts have to be
adapted to all the specific cases represented by people to whom they are applied,
whilst people have to conform their feelings, particular situations and inclinations to
them. Their use requires a continuous process of confirmation and mutual adap-
tation which can never be taken for granted or be considered as achieved once and
forever. The two dimensions being discussed and the tension and complementarity
existing between them can be identified at all levels of societies, from the level of
single persons to small social groups, to cities and countries.9 Either people are
engaged in artistic activities, or in the employment of technological artefacts, or in
the enforcement of laws and policy measures, they are always called to personally
live and possibly resolve the tension existing between the general principles and
ideas that may inspire their action and the particularity of the case they have to face.
Either complex systems at stake are represented by the general principles,
know-how, institutional settings, technologies, social norms and rules whereby
energy is (or will be) produced and consumed, or are constituted by the conceptual
and material artefacts whereby the current global economic market is organized or
by the information systems being created to timely respond to emerging threats
(wars, nuclear accidents, environmental accidents, etc.), there are basically two
options to deal with them. Their evolution can either be subordinated to people
decisions and be adapted to various social circumstances, or they can become
abstract entities whose evolution is passively determined and accepted by people
despite the very high social and environmental pressure this may determine. The
vital and sometime violent force exhibited by social phenomena has to be ultimately
found within the long and short term interactions taking place between aggregates
of people and the material and conceptual artefacts they put in place to carry out
their daily lives also in case these artefacts end up constituting the very complex
systems addressed in this publication.

The binocular perspective proposed in the book to study the current energy
transition reflects at a speculative level the presence of this duality and tension. This
publication has indeed been structured into four parts.

The first chapter included in the first part describes the social construction of
present complex systems and discusses the transformations they are inducing in
how human artefacts are conceived. The second chapter illustrates instead the role
of energy in the dynamics exhibited by these complex systems and how this social

9When, for example, people have to learn a language, to play an instrument or dance a music, they
can refer to general rules and methods established within grammars, music or dance scores. These
general rules and methods, however, do not determine the practices of speaking, playing or
dancing. They have to be confirmed by and adapted to the practical knowledge that people use for
their creation and generally develop around them. The fact that languages or play and dance arts
can be learnt also without these rules is, among others, an index of the primacy of this practical
knowledge over standards and methods that can be established to facilitate their creation and
reproduction.
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construction frames the issue of energy sustainability within mainstream research
fields. Moreover, it discusses some main implications of this social construction for
policies that can be implemented to foster the current energy transition.

The chapters included in the second part of the book are instead informed by a
positivist perspective and are specifically dedicated to analyze the ongoing transi-
tion to renewable energies in the light of complex systems theories. The third
chapter of the book included in this part discusses whether the ongoing transition to
renewable energies that is taking place worldwide is leading to a higher com-
plexification of associated energy systems. The fourth chapter employs instead the
concept of energy metabolism to discuss whether the scale at which the present
economy has developed is strictly dependent on the energy intensity of fossil fuels
and whether this scale can be sustained by renewable energy sources. Its authors
use this concept also to discuss the proper scale of governance to be developed for
ecosystems and whether circular economy is attainable at the scale of the present
global economy. The fifth chapter then analyses the role of hierarchies within
complex systems. It discusses to what extent the advent of renewable energy
sources will lead to a new hierarchical organization of matter and energy and how
to cope with it under the viewpoint of governance and policy. The sixth chapter
included in the second part of the book is instead dedicated to discuss how com-
plexity theory can allow understanding the role of community-based energy ini-
tiatives in increasing the resilience of energy systems within current low-carbon
transitions. Finally, the seventh chapter of this part highlights the urgency of
revisiting the role of energy efficiency within the current energy transition and of
accompanying energy efficiency policies with policies aiming to achieve an abso-
lute reduction in energy consumption also within the current transition to renewable
energies.

Chapters belonging to the third part of the book reflect instead a constructivist
perspective. They discuss the problems caused by the processes of energy, time and
information reification (i.e. the processes whereby these abstract entities come to be
considered as a concrete thing) occurring within current complex systems while
showing how a practice theory perspective can serve to very effectively comple-
ment research and policy approaches informed by the positivist perspective adopted
in the second part of the book. The eighth chapter of the book is dedicated to
discuss how energy and information play the role of central metaphors that are
constantly taken literally in the present age of complex systems. The author of this
chapter discusses how people and societies are being constantly identified with
motors and information processors and which are the consequences of this aber-
ration for policies that can be implemented to increase the sustainability of the
current energy transition. The ninth chapter focuses on how current methods of
knowing and managing energy that depend on techniques of abstraction, stan-
dardization and equivalence (like those leading to reduce different energy sources
and end-uses to time independent representations of quantities measured according
to a same metrics) prevent researchers and policy makers from engaging effectively
with the multiple dynamics of energy demand or with the fundamentally different
characteristics of renewable and fossil fuels. Along a similar line of thinking,
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the tenth chapter discusses the problems generated by energy and time reification,
the fundamental differences existing between renewable energy sources and fossil
fuels and the risks and problems generated by the fact that they are often treated in
equivalent terms by policy analysts and stakeholders dealing with the issue of a
low-carbon energy transition. The eleventh chapter shows instead how the current
energy transition requires a deeper knowledge about the relation between people’s
daily activities and their electricity use and how to increase existing knowledge
through time-use surveys and the visualization of aggregate activity patterns.

The twelfth chapter explains how to achieve a deeper understanding of smart
grids and analyses them a) as technological zones where metering standards,
communication infrastructures and socio-technical evaluation assemble and b) as
apparatuses made of asymmetric lines of power, knowledge, information, decision
making, energy intensities and artefacts. The thirteenth chapter aims to help expand
current demand response thinking to include a fuller appreciation of what actions
can provide demand response and how changes in technological regimes, policies,
social structures and expectations could increase demand response capacity.
Finally, the fourteenth chapter generally discusses how practice and complex
systems theories can be profitably integrated and can inform policies implemented
to foster the ongoing energy transition.

The fourth and last part of the book is then dedicated to summarize indications
for research and policy making and conclusions drawn by the authors of all book
chapters. It has been conceived to facilitate researchers and policy makers in
accessing information concerning key research and policy aspects that the authors
of this quite voluminous publication have mainly produced for policy makers
dealing with the ongoing energy transition at the international, national, regional or
even city level.

I hope the book can render with sufficient clarity the importance of the com-
plementary perspectives proposed by its authors.

Nicola Labanca
European Commission, Directorate-General Joint Research Centre

Unit C.02 Energy Efficiency and Renewables
Via E. Fermi 2749 IT-21027

Ispra, VA
Italy
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Chapter 1
Complex Systems: The Latest
Human Artefact

Nicola Labanca

Abstract Complex systems are presented in this chapter as an emergent social and
historical phenomenon related to the making and the using of artefacts. Rather than
as the result of scientific discoveries, these systems are mainly seen as the product
of a social construction which has affected any department of knowledge and
human activity. The proposed account revolves around the idea that the intensive
scientific and technical reflections that have taken place in specific historical periods
in relation to specific human artefacts have transformed the concepts associated
with the creation of these artefacts into central ideas and metaphors around which
societies have started being organized while leading to their massive technological
reproduction. By building on an historical enquiry on instrumentality developed by
a series of acknowledged scholars, this chapter discusses how the nature of human
artefacts has changed starting from the twelfth century. In particular, it shows how
these artefacts have been mainly seen during subsequent historical phases as
organa, instruments, motors and, more recently, as complex systems. In addition, it
illustrates how these transformations have been accompanied by as many radical
changes in the social imaginary concerning the meaning of human action and in the
way in which delegation to machines and agency (i.e. the power to generate a
change) has been conceived. The chapter also illustrates how the ongoing transition
to renewable energies can reinforce the social construction of complex systems and
represents an introduction to the second chapter where the implications of this
construction for the energy sustainability of this transition are discussed by the
author.
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Introduction

I have had the privilege of being part of the scientific community who contributed
to the detection of the top quark at the Tevatron collider at the Fermilab of Chicago.
It is thanks to this opportunity that I could follow the scientific discourse that has
developed around the detection of this elementary particle since 1995. That was the
first time I could experience what nowadays seems to me a very curious and
somehow misleading approach to present and interpret scientific advancements.
I was quite young at that time and my readings had been until then mostly focused
on the application of the scientific method to physics. My interests widened a bit
afterwards and I could in this way realize that the strangeness I will describe
probably affected the interpretations proposed by most scientists for the new con-
ceptual artefacts they develop and divulge to the public. What I could identify was
the presence and the relevant implications of a misleading interpretation typically
arising among physicists, biologists, chemists and other natural scientists, when
they explain the detection of new entities resulting from the interaction of given
material objects with suitably prepared experimental apparatuses in terms of a
discovery. The misleading character of this interpretation is generated by a
methodological issue linked to a problem of reflexivity that can cause confusion
among scientific communities and in the general public concerning what has been
actually discovered. Researchers (notably researchers involved in so-called hard
science) seem indeed particularly prone to neglect the fact that what they discover is
actually the result of what they have partly contributed to create. Rather than
signalling that their discoveries concern the interactions of measurement instru-
ments with material objects prepared under the assumptions of theories developed
in a given historical period, they often tend to present the outcomes of their
experiments as the unveiling of absolute and eternal truths which could not be
revealed beforehand because of still underdeveloped or limited cognitive and
experimental capacities.

Because of this it happens, for example, that the Higgs Boson recently observed
at the “Large Hadron Collider” (LHC) at CERN in Geneva is not just interpreted
and presented as the result of the interaction of portions of matter (prepared
according to the assumption of the so-called Standard Model) with the very
sophisticated experimental apparatus that could be set up by the scientists of the
twentieth century. This boson is rather assumed to be as old as the universe itself
and capable of explaining how the mass of elementary particles has emerged in an
extremely remote past. When generally referred to contemporary science, this
apparently slight semantic shift concerning what should be meant by discovery is
the cause of a series of misconceptions that ultimately result in the cancellation of
the historical character of given conceptual artefacts and in the disregard or mis-
interpretation of the fundamental role played by the historical context for their
discovery. Rather than as the result of a social construction, these conceptual
artefacts are usually presented as eternal entities whose discovery just results
either from a mere accident, or from a linear process of knowledge accumulation,

4 N. Labanca



or from the geniality of given scientists. This downplaying of history and of the
social context in the processes leading to the creation of scientific concepts and
artefacts is not so difficult to be verified. It can suffice to observe how these
concepts are usually explained to students at schools and universities. Rather than
as the outcome of a social tissue that creates, keeps them alive and can possibly
decree their death, these concepts are either presented as the logical implication of
assumptions taken within given undisputable theories or as entities whose nature
can be easily inferred through intuition or induction. I could make this quite
estranging experience several times during my university courses when I have been,
for example, introduced to the concepts of time, space, mass, acceleration, speed,
etc., through operational definitions whereby it was implicitly assumed that the
measurement methods being presented for these physical quantities just served to
quantify the extension or the intensity of manifestation of entities actually popu-
lating the real world.

What a surprise it has been for me to discover after my university courses that
the existence of and the self-confidence of the professors introducing these physical
quantities was not so unquestionable, that social communities could and actually
had developed a variety of alternative conceptions and ways of life around these
entities and that the wide scale application of their operational definitions could
sometimes result in a very questionable reorganization and homogenization of
societies.1 The misleading and curiously seductive approach experienced by a
university student is a common practice very often adopted by scientists and
consists in presenting the scientific construction of physical entities as the detection
and measurement of natural phenomena. The retroactive and distorting impact on
the role played by history caused by this practice could hardly be overestimated. It
transforms history in a kind of laboratory where all the activities being undertaken
are seen as guided or constrained by the presence of recently discovered entities
assumed to have always and incontrovertibly constituted reality.

Energy provides a nice example of how everybody is still nowadays trained to
this distorting vision of the past. As Ivan Illich noticed already in the 1980s, images,
explanations and advertisements of scientists contributing to this distortion abound
in the media.2 Still nowadays, energy is presented as something arcane that
everybody has always needed, from the Australopithecus to today’s Mr. Smith.
Compared to their ancestors, today’s people would be the luckiest ones because
they can get energy very easily by pushing a button and without unpleasant side
effects, at least as long as it is supplied in the most efficient and greenest way
possible. It is here not very relevant to question whether this very common
understanding of scientific discoveries makes contemporary people actually feel as
the luckiest ones (because they would have much easier access to the possibilities
disclosed by natural resources compared to forebears) or as the unluckiest ones
(because they would not still have the access possibilities that will be disclosed by

1On this point see, for example, Bauman (1998).
2See Illich (1983).
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discoveries of their descendants). What appears much more relevant is that such a
view projects human activities within an advancement process whereby old and
current knowledge seem to be destined to be continuously superseded by new
knowledge whereby an increasing number of artificial phenomena can be
explained. Truth, or the best approximation of truth currently available, would be
represented by the most recent theories of science just because older theories cannot
explain the latest phenomenic manifestations observed within the latest laboratories
settings. The fact that these manifestations might be just human artefacts and that,
within a kind of auto-referential loop, the theories and the assumptions whereby
these manifestations are explained are the same theories and assumptions whereby
these manifestations are created is apparently deemed not very relevant. I am
convinced that this approach to science and to related technical applications is
actually a dazzle that implies, or at least facilitates, a progressive cancellation of
collective memory while legitimating a continuous activity of destruction and
reconstruction. Moreover, I think that this type of blindness impedes highlighting
relevant limitations concerning the application of scientific findings to everyday
life. After all, if constructions of science are seen as natural entities actually pop-
ulating everyday life like the tree planted in our garden or the cat living in our
house, how could the circumstances of everyday life where their presence should
not be invoked be identified?

Yet, our views over the world and our interpretation of past events would
radically change when the assumption that conceptual artefacts provided by science
represent eternal truths is simply released. If these artefacts would constantly be
seen as the creation of a given historical period, as something that has had an origin
and could, therefore, achieve an end, then history would get suddenly highly
re-evaluated. Previous theories and worldviews considered as something obsolete
and not thrust worthy could probably in this way be seen and understood as
something capable of disclosing the implicit and, why not, socially negotiable
assumptions of apparently undisputable present worldviews. History allows looking
at the origins of the present grasp over the world and permits in this way to take to
the foreground its implicit assumptions and limitations while possibly offering some
glimpse concerning what can be expected in the near future. Having access to past
ways of life can allow discovering different ways of perceiving the world and
re-discussing present scientific assumptions. This experience can be extremely
liberating and can disclose new research avenues. Its possibility is a consequence of
the fact that concepts, principles and laws formulated by science are typically
constructed and rigorously applied within laboratories under very restricted and
controlled conditions, whilst all the details of the dynamics of everyday life escape
by definition the reductions and abstractions performed and created by science.

This being said, it would be a big mistake to assume that the above-mentioned
possibility can detract from the solidity of the outcomes of the scientific method and
from the reliability of technics developed by its application. Energy has, for
example, proved an extremely powerful concept to study natural phenomena and its
impact on science can be hardly overestimated. This concept and the associated
conservation and degradation laws have however originated within laboratories
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only in the nineteenth century and assuming that in the future they could be
complemented by new and alternative concepts and principles to study and reor-
ganize our environment is not an act of irreverence to science. This possibility,
however, does not necessarily imply, for example, that it will be possible to extract
useful work from a fluid of given heat engines by violating the energy conservation
law or the Carnot theorem on heat engines efficiency. As long as natural phenomena
are analysed in the thermodynamic framework in relation to the amount of useful
work that can be extracted therefrom, no evidence has been so far able to prove the
violation of these laws and theorems. Possible new and alternative explanatory
principles will probably be adopted, not because these laws and theorems will be
violated within laboratories, but because for some reason it will be deemed socially
relevant and useful to overcome the inevitable reductions and distortions that can be
associated with the application of thermodynamics to study the dynamics of human
affairs. Despite, for example, societies are nowadays mostly modelled and described
as motors and input–output systems by scientists and policy makers concerned with
their energy sustainability, it would be profoundly wrong to assume that the
dynamics of resources consumption of human aggregates can be completely cap-
tured by thermodynamics laws and that alternative research approaches based on
different assumptions cannot improve our understanding of these dynamics in the
future.

The general considerations so far reported have very practical implications that I
have decided to discuss in this chapter for the case of one of the latest creations of
science: complex systems. One of the main reasons for this endeavour is the fact
that the notion of complex systems and associated phenomenal principles, although
still probably lacking of a common understanding within the scientific community,
are becoming omnipresent. Every field of knowledge is being revisited through
complex systems theories, this indicating that the fundamental assumptions behind
the creation of these entities are becoming invisible. To use Hans Blumenberg
vocabulary, they are becoming kind of “absolute metaphors” whereby everything is
explained.3 The fact that some of the notions associated with complex systems can
be so powerful to be associated with a reorganization of every aspect of social life is
in my opinion astonishing. As much (if not even more) astonishing is the fact that
these notions are so abstract that nobody has a clear picture of their meaning.
Another connected reason that has stimulated my interest in the topic concerns
specifically the implications of the social construction of complex systems for
policies that can be implemented for energy sustainability. It might be stated that
my endeavour has been animated by the following research questions: How can it
be showed that complex systems have been socially constructed? How can they
nowadays shape every department of knowledge? How is it possible to become
more aware of the biases generated by reflexivity when complex systems science is
applied to social phenomena? If complex systems are being socially constructed,
then what may be the unexpected impacts of policies for energy sustainability that

3Blumenberg (1988).
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are designed and implemented by assuming that, rather than being built on a
massive scale in every department of human activity, these systems are actual
entities obeying to universal and eternal laws? How becoming reflexive aware can
generally help avoid unwanted impacts of these policies?

The best approach to address these questions is in my opinion represented by an
historical enquiry on instrumentality as first attempted by scholars like Ivan Illich,
Carl Mitcham, Jean Robert, etc.4 Contrary to what is typically assumed, the origins
of human artefacts generally named instruments are indeed not prehistorical. They
probably have an origin that dates around the twelfth century and have subse-
quently undergone a series of fundamental transformations leading to the creation of
so-called complex systems around the mid-twentieth century. These material
transformations have been accompanied by as many transformations in the central
metaphors whereby human action has been explained and natural entities have been
imagined. By briefly describing these transformations, I would like to take to the
foreground the implicit assumptions of present complex systems views and discuss
the implications of their massive construction for energy sustainability and for
policies that are informed by these views.

How to Intend the Social Construction of Complex
Systems Outlined in This Chapter

In order to avoid possible misunderstandings, it is probably better to start by
spending some words to clarify how the process of social construction of complex
systems is being intended. Complex systems are primarily seen as an emergent
social phenomenon related to the making and the using of artefacts. They are seen
as the result of a non-deterministic co-evolution occurring within a bundle made of
material objects, human habits, technical skills, ideas and narrations about reality
and human action. Their construction is therefore not intended as the result of a
linear sequence of transformations whereby new ideas and material objects are
produced in given historical periods and completely replace preceding ones. On the
contrary, it is assumed that, as happens with technologies becoming obsolete,
previous ideas and material arrangements generally recede to a kind of background
whilst sometimes serving as entry or leverage point for the creation of new material
and conceptual artefacts which become dominant for reasons which may be often
purely contingent. It is usually very hard, if not impossible, to understand and
collect all the evidences needed to describe the dynamics whereby these transfor-
mations take place and such description is certainly not an objective of the author of
this chapter. The huge difficulties often associated with a causal description do not
nevertheless impede to identify the presence of relevant points of discontinuity in

4For a detailed account concerning how this historical enquiry has been conceived and developed
see Cayley (2005).
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the evolution of the mentioned bundle and to study the necessary changes that had
to occur in relation to how tools of physical nature were conceived in order to allow
the social construction of complex systems. Despite the ultimate reasons that have
led to the emergence of these discontinuities might remain obscure, this type of
study remains possible. The assumption made by the author of this chapter is that
these points of discontinuity have been generated during historical periods when
human tools have become objects of a particularly intensive philosophical and
scientific reflection and that some of these historical periods coincided with specific
periods of development, namely: (1) the time of the invention of mechanical science
at the beginning of the twelfth century; (2) the time of the invention of the steam
engines and the energy concept around the mid-nineteenth century; and, (3) the
time of formulation of cybernetics as a discipline around the mid-twentieth century
with its subsequent reformulation of the so-called second-order cybernetics lasting
until the 1980s. The impressive technological developments that occurred during
these periods have been accompanied by as many radical changes concerning how
the making and the using of artefacts have been conceived. These radical changes
are assumed to have substantially contributed to the social construction of complex
systems and will therefore be described in this chapter in order to discuss under-
lying assumptions, potentialities and possible drawbacks associated with the mas-
sive diffusion of these quite recent artefacts. The proposed account revolves around
the idea that the intensive scientific and technical reflections that have taken place in
relation to human artefacts during the above-mentioned periods have transformed
the concepts and ideas associated with the creation of these artefacts into central
ideas and metaphors around which society has started being organized while
leading to their massive technological reproduction. In this way, it could happen,
for example, that the ideas developed around the technical instruments that were
produced starting from the twelfth century made it possible to conceive the world
and societies as a gigantic clock mechanism during the following centuries; it could
happen that the massive production of steam engines and the thermodynamic
principles established since the mid-nineteenth century made it possible to conceive
the universe and human beings as consumptive and dissipative energy motors, or
that information theories and technologies transformed ourselves and things out in
the world into computer processors since the mid-twentieth century. Clearly,
specific types of human artefacts and ideas developed around them might certainly
have been in circulation before they become an object of social attention and
scientific reflection and can continue being used also when largely superseded by
new types of conceptual and material artefacts. Instrumental tools have, for
example, been in use and described in all cultures since antiquity and continue
existing also in the age of complex systems. It is however the fact that scientific and
technological thought has transformed their presence into an issue of fundamental
theoretical importance that has made their massive reproduction possible and has
changed the concepts accompanying this reproduction into central metaphors
whereby societies have been and still are being reorganized. When it comes to study
how they impact on our environment, how they inform our ideas concerning sus-
tainability of human activities, and how alternative ideas can be formulated,
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the study of this interplay between scientific reflection and massive production of
given types of artefacts becomes much more relevant than any discussion con-
cerning exactly when and how these artefacts and the social imaginary accompa-
nying their reproduction have originated or have disappeared.

From Organa to Instruments

It is not difficult to realize how the distorting effect caused by projecting concepts
and views that have been elaborated in specific historical period to previous and
remote epochs of the past occurs also in case of the notion of “instrument”. The idea
that instruments are probably older than the human being is profoundly rooted in
the contemporary social imaginary. Examples provided by literature of first humans
using instruments typically refer to beings very similar to apes grabbing tree
branches, stones or various kinds of bones to pick up fruits, broke nutshells or
defend themselves from the assault of wild beasts. The idea that instruments date
back to human prehistory is also supported by modern cinematography. Stanley
Kubrick’s 2001 Space Odyssey depicting an ape casting a bone into air that sud-
denly transforms into a spacecraft illustrates exemplarily how the social imaginary
conceives instruments and how they are assumed to have been always present and
to just evolve in their shapes and functions within societies. With a few frames, this
director has managed to render a supposedly historical evolution of human
instruments by reducing the forebears of the first types of utensils and weapons and
the complex devices employed to travel into the space to a same matrix. This type
of imaginary might perhaps appear very realistic to a hypothetical distant observer,
a kind of extraterrestrial being having the privilege to observe from a large distance
how the interactions of human beings with their environment have evolved during
millennia. When observed from a large distance, the evolution of these interactions
may indeed seem to keep some basic characteristics unchanged. Men and women of
the ancient Mesopotamia ploughed their fields with oxen to produce the food they
needed. Contemporary men and women may have substituted the plough and the
oxen with tractors to get their food from the Earth. Overall, the same end seems to
be achieved by using instruments that apparently evolved to alleviate as much as
possible the burden of labour while increasing productivity. Some basic objectives
seem to remain unchanged. Occurred changes seem to be limited to the means
whereby these objectives are achieved.

Unfortunately, these kinds of descriptions and explanations completely neglect
how perceptions and interpretations concerning the nature of human relationships
with the material world may have changed with time and may have affected the way
in which material and conceptual artefacts have been conceived and produced.
According to several scholars, important historical discontinuities can indeed be
identified concerning the way in which people perceive their relationships with the
material objects they use. These discontinuities cannot be noted without considering
how the ideas that men and women have about themselves and the surrounding
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environment have changed. This can be done only by adopting an analysis per-
spective that, rather than from a large distance, studies human societies from the
inside. To identify and understand these moments of discontinuity, it is necessary to
analyse cultures and how narrations and assumptions whereby people explain their
actions and perceptions change.

This is the endeavour that the scholars I have previously mentioned have
attempted in relation to instruments. Ivan Illich in particular has maintained that it is
not possible to find any evidence confirming that western societies could conceive
human artefacts as instruments before the twelfth century, i.e. there is no evidence
dating before the twelfth century and indicating that human tools were seen as
means designed and created to allow any person achieving predefined ends in the
same way as, e.g. a typewriter can be seen as a device designed for any person to
print letters of the alphabet on a sheet of paper. Writings by Plato, Pliny and
Aristotle show that before that period it was not possible to distinguish, even
verbally, between, for example, a hammer, a pencil or a sword and the hand that
held them. The hand, the hammer and the hammering unit made of the hammer and
the hand were all named organon.5 The perception of human artefacts existing
before that century induced to assume that only a particular type of hand could grab
a particular type of artefact to perform a particular type of action. What could be
defined as an inter-specificity existing between the person using an artefact and the
artefact itself was so high to make a distinction between these two elements
impossible or irrelevant. These elements were completely integrated and described
by a same word. The possibility that a blacksmith, a knight or a baby could, for
example, hold a sword to accomplish a same action was simply unconceivable. In
order to understand how this could happen, it is necessary to realize that activities
accomplished by persons were seen as activities whereby their soul showed its
nature, i.e. they showed what this soul was and what it could be. Human activities
were seen as activities of their souls. They did not aim at transforming the world.
They were rather seen as aiming at transforming human souls according to their
destinations. Rather than as autonomous entities, human artefacts were conceived as
at the service of a body that was in its turn at the service of its soul. When compared
to modern ways of thinking, this kind of imaginary certainly looks quite exotic. As
pointed out by Marianne Gronemeyer,6 a contemporary person asking for a job
allowing his/her soul to find its destination would probably nowadays not be left in
circulation. Nevertheless, it must have been exactly the fact that artefacts were at
the service of persons’ body and of their soul that determined this high integration
between persons and artefacts (every person is indeed supposed to have his/her own
soul and this soul differs from the soul of any other person). Because of this high
integration with the person, human artefacts could not cause or be separated from
the developments associated with the manifestation of a particular soul. They were
somehow perceived as the reflection of this soul and it was mainly for this reason

5See Cayley (2005).
6See Gronemeyer (2012).
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that mass production of artefacts was not conceivable before the twelfth century.
Rather than by some technical limitation, this type of production was probably
mainly prevented by the social imaginary developed around persons and their
material environment. This kind of social imaginary must certainly have also had
deep implications concerning how agency and responsibility for the effects of
actions accomplished by employing organic tools was imagined. As these tools
were completely integrated into and at the service of persons’ body and of their
soul, responsibility had to be necessarily circumscribed to the person who mastered
them and could certainly not be ascribed to the tools themselves. In the following
paragraphs of this section, it will be discussed how subsequent radical changes
occurred in the social imaginary developed around tools will completely recon-
figure the problem of agency and responsibility attribution. It has finally to be
mentioned that, when analysed under the point of the view of the duality constituted
by persons and the material things they employ to provide for their necessities, the
relationship existing at the time of organic tools between the two poles of this
duality has to be interpreted as a relationship where the pole constituted by material
things and their possible conceptual representations were always submitted and
adapted to the pole made of a particular person and the particular soul that mani-
fested itself through the use of these things. In the remainder of this section, it will
be shown that subsequent transformations occurred to the human tools can be very
usefully characterized in terms of as many transformations occurring in the rela-
tionship existing between the two poles of this duality.

As a consequence of a radical change in the social imaginary that occurred most
probably during the twelfth century, human artefacts indeed became separated from
the body and were not any more principally seen as at the service of persons’ souls.
Starting from that century, human tools underwent a metamorphosis that changed
them into instruments that could be used by any person to achieve abstract and
predefined ends. Various hypotheses deserving further investigations have been
formulated to explain the nature of this metamorphosis. One of these hypotheses is
that this transformation occurred when mediaeval theologians started assuming that
God had delegated to the Angels the task of acting upon the world by means of
instruments named corpora coelestia that were moved around the Earth. Illich
maintains that the new type of causation associated with this new version of a myth
could have made possible for the first time to conceive specific types of artefacts as a
means that can be used by anybody to achieve given ends. The utilization of the
corpora coelestia as neutral instruments transmitting Angels’ intentionality would
have led to conceive that also human intentionality could be transferred to neutral
artefacts7 and the idea that men could share with the Angels this capability of
administering the world by creating and using instruments would have come for the
first time to the mind of the Saxon canon regular Hugh of Saint Victor. This leading

7See Cayley (2005). Within the interviews documented in this book, Illich points out that the
notion of an instrument whose functioning is mostly independent from the capacity, the will and
the intentions of its users may be also closely linked and is coeval to the birth of the idea that
sacraments are God’s instruments for man’s salvation.
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theologian and teacher of the twelfth century, whose books became mandatory
reading for people seeking for a liberal education until the seventeenth century,
would have been one of the first investigators on the nature and origins of tools for
manual labour.8 People have always used tools and reported about their use since the
antiquity, but their presence was somehow taken for granted whilst their shape and
nature changed from culture to culture, as it happens, for example, with language,
until the twelfth century. It would have been only around the year 1120 that tools of
manual labour were recognized as a social and philosophical theoretical problem by
scholars like Hugh of Saint Victor, Honorius of Augsburg and Theophilus the Priest.
As Illich explains to us, the twelfth century was indeed a period of intense technical
innovation in north-western Europe with an impressive increase in the consumption
of iron, in the number of mills and in the variety of machines that these mills could
activate. It is in this period that Hugh of Saint Victor’s ideas concerning the pos-
sibility of improving tools for subsistence appeared and tools started being studied
by science in terms of means that can be used by any person to perform specific and
predefined actions. The transformations occurred in the social imagery during the
twelfth century, would have led to conceive human tools as objects which can
embody human intentions and remain clearly detached from the body of the persons
using them. This newly perceived separation or distality (Cayley 2005) between the
instrument and their users would be at the roots of the separation between an
objective reality and the subjects who know and act on it by using tools. Whilst
persons and their organic tools were seen as highly integrated and inter-specific in
the previous centuries, a detachment between these two entities was instead created
with so-called “instrumenta separata”. Organic tools were seen as utensils whose
presence was taken for granted. Their fabrication did not result from a conceptual
representation of their functions by their users, and handling and usage were
probably the main patterns whereby their nature of tools was discovered. There are
indeed very good reasons to believe that the description of a material thing as, for
example, something “for hammering” is much “more primordial than any conceptual
description of a hammer as being of some particular size, shape, weight and col-
our”.9 Contrary to organic tools, instruments can instead be the result of and have
paved the way for engineering design while creating an object–subject dichotomy.

The new perception that developed around human tools would have ultimately
resulted from a change in how causation was intended. Causation was indeed
mainly explained in terms of the Aristotelian causa materialis, a causa efficiens, a
causa formalis and a causa finalis10 until the twelfth century. Whilst persons and
their tools could not be distinguished within the causa efficiens, the birth of

8See Illich (1981), pp. 75–95.
9See Mitcham (1994), p. 256.
10In his Metaphysics, Aristotle distinguishes among four types of causa: causa formalis, causa
materialis, causa efficiens, causa finalis. The difference among these can be grasped by the
classical example of the sculptor. To make a statue the sculptor (causa efficiens) is supposed to
produce changes in a block of marble (causa materials) with the aim of producing a beautiful
object (causa finalis) having in mind his idea of the statue to be carved (causa formalis).
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instruments and the way in which human intentionality can be transferred to them
would have to be associated with a fifth type of causation (named by Illich causa
instrumentalis) generated within the causa efficiens.11

The consequences of the separation established between persons and their
instruments are huge and manifold. Large-scale standardization of artefacts became,
for example, possible only once this separation was created. At the same time, it
became possible to assume that human intentionality could be transferred to objects
and two contrasting views concerning agency and the responsibility for the con-
sequences of instruments mediated actions could be generated. It became indeed
possible to assume that instrumental tools could be employed by any person pro-
vided with sufficient skills and information background without affecting or
redefining his or her intentions. For this reason, a kind of neutrality and objectivity
was generally ascribed to them, whereas the full responsibility of the consequences
of the actions they allowed to perform had to be attributed to the will of their users.
Paradoxically, however, it was exactly because of this separation that it became
possible to conceive that agency and responsibility could also be entirely attributed
to instruments that appeared as able to deeply redefine human intentions with
unexpected and often disastrous consequences for humans and their environment.12

These contrasting assumptions and perceptions, still largely present in contempo-
rary society, have deeply influenced any field of knowledge and human activity
since they entered diffusely the public discourse. With instruments, the two poles of
the duality made of the persons and of the material things they use during their
everyday life became more independent and autonomous.

As pointed out by Marianne Gronemeyer,13 the artificial separation created by
instruments has also radically changed the sense of the existence of human artefacts
and of human beings. Contrary to organa, instruments are not artefacts at the
service of the human soul. With instruments, human artefacts can become inde-
pendent entities generating effects that can in principle be completely unknown and
deserve investigation. At the same time, however, this separation is what makes it
possible to conceive for the first time an idea of delegation of human tasks to
machines. It is this separation or disembodiment that makes it possible to think of
human artefacts as a kind of automata that can be activated, for example, by
pushing a button. With instruments, human artefacts can be changed into autono-
mous entities to which human action can be delegated and their autonomy is exactly
what makes it possible that the effects of their employment escape human control
and foresight. Despite their birth makes it possible to think of the world and of

11Aristotle’s causa efficiens did not indeed make possible to distinguish between the artefact and
the hand handling this artefact.
12The current debate on increasing access limitations to weapons for US citizens is an example of
this dichotomous perception. Part of the public opinion attributes the responsibility for the
increased number of murders being registered in US to the wide presences of weapons among US
citizens. Another part (weapons manufacturers especially) maintains that the responsibility for
murders has to be ascribed to the will of murderers and not to the weapons themselves.
13See Gronemeyer (2012).
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human beings as machines obeying deterministic laws, instruments project on
human artefacts a shadow of unpredictability that was unknown before their
creation.

The transformations associated with the creation of instruments are schemati-
cally illustrated in Fig. 1.1 by distinguishing among persons, artefacts and functions
accomplished thereby. However, it has to be stressed that this distinction has just a
descriptive function and did not hold, for example, in case organic tools. It has been
introduced to illustrate some major metamorphoses occurred in the way in which
human artefacts were conceived afterwards.

From Instruments and Machines to Motors

The central metaphors whereby the world and human beings have been imagined
have been affected by another radical change that occurred in the mid-nineteenth
century. As happened with the transformations that led to the birth of instruments,
this later change has taken with it a transformation in the way in which natural
phenomena were conceived and delegation to human artefacts was imagined and
realized. As briefly discussed in this section, the invention of the energy concept has
had a fundamental role in a cultural change that still deeply affects contemporary

Fig. 1.1 Transformations associated with the birth of instruments
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society. This change has led “motors” to become another central metaphor com-
plementing the metaphor of the “machine” that dominated the social imagery at
least until the eighteenth century. Whilst this latter metaphor reflected a Newtonian
vision of a universe seen as an ensemble of forces, billiard balls and reversible
mechanisms, the universe became a kind of gigantic motor functioning through the
degradation of a new type of natural resource serving as fuel input. It is not by
accident that the scholars contributing to the widespread application of the energy
concept and associated conservation and degradation principles during the nine-
teenth century contributed also to abandon definitively the chimeric research for the
so-called perpetuum mobile that has kept several researchers occupied during the
previous century. As pointed out by Anson Rabinbach,14 the invention of the steam
engine, the philosophic impact of the Natuarphilosophie15 and the French engi-
neering tradition of Navier, Coriolis, Carnot, Poncelet and others contributed
substantially to a cultural revolution that led to imagine the universe and human
beings as “motors” fuelled by the new protean entity named energy. The famous
lectures given by Hermann von Helmholtz in the 1840s also gave a remarkable
contribution to this revolution.16 Energy and the eminent scholars who contributed
to its social construction17 changed the universe and nature into a gigantic reservoir
made of a single, infinitely transformable, degradable but not destructible entity that
was waiting to be transformed into work. Energy somehow could become the only
real substrate existing within and behind natural entities.

It however passes often unnoticed how, despite that common parlance implicitly
acknowledges an indisputable ontological concreteness to energy still today, this
concept has actually undergone a series of profound metamorphoses within labo-
ratories of physicists and engineers that actually started already in the seventeenth
century. These metamorphoses have progressively led to associate energy with a
magnitude remaining intact during collisions of rolling balls and springs

14See Rabinbach (1992).
15This philosophy drew on Shelling and Hegel and postulated the presence of an Urkraft or vis
viva containing the secret of energy and life in the universe. It was particularly important in the
work of Mayer and Helmoltz who contributed in important ways to the social construction of
energy. For further information concerning the link between Naturalphilosophie and the energy
conservation principle see for example Caneva (1993), p. 310.
16For further information on Helmoltz lectures see e.g. Rabinbach (1992).
17Mirowski (1989) points out that the energy concept has to be probably seen as the result of the
joint and mutually reinforcing social constructions of invariants and conservation principles taking
place in the fields of physics, biology and economics. According to this scholar, the structures of
explanation produced in these three different fields have probably always been homeomorphic and
would legitimize each other even in the face of possible disconfirming evidences produced in each
field. The above-mentioned mutual reinforcement would have been already operating when the
institution of money was disconnected from any reference to a particular commodity and became
the abstract representation of pure value, when the dual concepts of the organism and of natural
selection were established within the evolution theory of Darwin and when the energy conser-
vation and degradation principles were established by physicists and engineers around the
mid-nineteenth century.
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oscillations, with a primordial entity obeying conservation and degradation prin-
ciples, with states of electromagnetic fields, with fields symmetries, with time
homogeneity.18 On the one hand, energy has therefore been suggesting since the
last two centuries that there is no free lunch, that the whole universe and all human
activities are naturally regulated by conservation and degradation principles indi-
cating that there is a cost to be paid for anything we do and that nothing can be
created for free. On the other hand, the energy concept has evolved within labo-
ratories in such a way that cosmologists admit nowadays that everything could have
begun from a vacuum fluctuation and that the whole universe could actually be a
free lunch.19 Despite these quite recent evolutions and discrepancies in the inter-
pretation of the energy concept, the organization of economies and societies
remains entirely informed by the idea that everything happens in the universe
thanks to the consumption of the protean entity that has been named energy. The
implications of this misconception for how energy sustainability has been and is
still being conceptualized will be discussed in a subsequent section. What deserves
to be briefly specified here is rather how the rise of the energy concept has changed
the way in which human beings and human delegation to machines is conceived.
A description of the changes induced in the previously mentioned duality made of
persons and the material things they use during their everyday life can be very
insightful in this respect. Once again, the modifications occurred in how material
tools were conceived mirrored as many modifications in the way in which persons
and action delegation to machines were imagined.

As long as human tools were principally seen as instruments, persons and the
outside world were identified with clockwork reversible mechanisms. With motors,
human action became dependent on the provision and on the optimized con-
sumption of suitable and quantified resources inputs. Delegation to machines
assumed in this way a connotation of human empowerment to be achieved and/or
maintained through the consumption of various forms of energy. Either actions
were accomplished by using motors or by human bodies, agency and the repro-
duction of these actions were in this way associated with and subordinated to the
consumption of quantifiable energy resources units. If the disembodiment and
separation between tools and human bodies that were generated by instruments led
to conceive actions in terms of mechanisms, motors subordinated these actions to
the consumption of an abstract entity named energy. Material and physical
infrastructures whereby these actions could be realized became a kind of energy
stock transformers that may work and produce expected outputs more or less
properly or more or less efficiently and this change was perfectly reflected in how
the shapes of these infrastructures and their integration into the environment
changed. Whilst previous machines, like windmills, tended to fit into landscapes
and to put into relief specific features of this landscape, the shape of the plants that
have started being built since the nineteenth century to extract and store the energy

18For further information on these transformations, see Mirowski (1989).
19For further information, see Tryon (1973) and Akatz and Pagels (1982).
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serving as motors fuel were and still are completely abstracted from the landscape
and just stand-up as ready to use objects without any specific aesthetical connection
with the surrounding environment.

Moreover, the energy concept has taken with it also a completely new rela-
tionship to be entertained with time. Energy and the devices relying on energy use
that started to be massively built contributed indeed to interpret time as a quan-
tifiable resource that is consumed at a constant pace and whose measurement and
consumption can be used to re-organize and control human activities.20 Energy,
time and the associated conservation principles allowed in this way to put human
activities under a scarcity paradigm, according to which the consumption of energy
and time units needed to perform given activities inevitably causes that less energy
and time is available both at the individual and the social level to perform other
activities. Needless to say that this scarcity paradigm has been alone the reason for a
hugely intensified and more energy efficient delegation to machines whereby people
were supposed to liberate their time to perform additional activities. This type of
imaginary, however, was fundamentally based on an idea of energy derived from
fossil fuels. Despite the thermodynamics laws that have been established within
laboratories may induce to think differently, the nature of energy can indeed change
and this change can generate different types of social imaginaries and different types
of perceptions concerning how human activities can be organized. In the following
sections, it will be discussed, for example, why renewable energy is a fundamen-
tally different energy type compared to fossil fuels energy and how a transition to
renewable energies implies, among others, a different relationship with time and
therefore a different organization of human activities. Energy and time are somehow
the two sides of a same coin and a modification in the nature of one side inevitably
induces a modification in the nature of the other side. The transformations entailed
by the social construction of energy are schematically represented under Fig. 1.2.

From Motors to Complex Systems

The separation or distality that instruments have created between persons and their
artefacts has made it possible to conceive that any end can be achieved by fabri-
cating means that can be used by the arbitrary hand of an arbitrary actor.21

Instruments, however, are still entities deeply integrated into the ends they allow
achieving. They are indeed conceived and fabricated to perform specific functions
and their structure and shape are deeply dependent on these functions. A further
fundamental transformation takes place when it becomes possible to assume that a
same material object can be produced and used by any actor to perform any kind of
function. Human artefacts get so separated in a very particular way from the ends

20For further information on this transformation see Perulli (1996).
21See Gronemeyer (2012).
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they allow achieving. This is a fundamentally new and common characteristic of a
large series of quite recent conceptual and material artefacts that can be identified
with so-called complex systems. The main phases of the social construction of these
systems can be found by identifying the main knowledge advancements that have
made their large-scale production and employment possible. As the next paragraphs
will try to illustrate, the latest phases of this construction occurred probably after the
mid-twentieth century and the previously described passages to instruments,
machines and motors somehow represent the necessary preliminary conditions for
this latest transition. Some of the basic characteristics of complex systems are
schematically represented in Fig. 1.3.

The implications of this third type of metamorphosis occurred to material arte-
facts can be understood by referring to a large series of nowadays very familiar
devices embedding human beings within complex systems. Personal computers,
smart phones, computer servers, audio-visual systems and all devices generally
subsumed under the category of computer and information technology are the most
common examples of these types of device. It is indeed quite easy to realize how
they allow or are supposed to allow people performing an increasing number of
functions. By interacting with a computer, a person can nowadays, for example,
send mails, write a text, purchase products, call other persons, etc. With the increase
in the number of functions they allow performing, these material objects cannot

Fig. 1.2 Main transformations associated with the transition from instruments and machines to
motors
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anymore be considered as instruments, i.e. as means conceived to allow any person
achieving a specific end. When they are used by people for most of their interac-
tions with the external environment, they rather become ends in themselves and get
in this way separated from each of the specific ends they allow achieving. At the
same time, they become more and more integrated in the human body because the
increased number of functions they allow performing implies that people have to
stay “attached” to them for longer time.

It is for this reason that the transition to complex systems makes human artefacts
constituting these systems very similar to kinds of human prostheses. Human
prostheses are indeed generally assumed to allow disabled people performing the
highest possible number of functions compared to normally endowed ones.
A prosthesis replacing a missing arm should, for example, allow grabbing, writing,
feeding, driving and performing all the other functions that normally endowed
people can perform. The higher the number of functions that can be accomplished
through it, the better the prosthesis and the higher its integration into the human
body. The same principle applies to the types of artefacts previously described. The
higher the number of their functions, the closer and the more integrated into the
human body they become. The distality between user and the used artefact that
characterized the age of the instrument gets lost with systems. A man can still
decide whether to use or to leave a hammer and the hammer remains the tool of a
man as long as this hammer is conceived as an instrumentum. When the unit made

Fig. 1.3 Main transformations associated with the creation of complex systems
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by a man and a hammer is conceived in terms of a system, this unit becomes a
strange entity made of quasi-objects and quasi-subjects, to use Bruno Latour
terms,22 wherein information flows. One part of the system defines and could not
exist without the other. Systems are units integrating special types of devices into
persons’ bodies. If the analogy with a human prosthesis would not be sufficient to
illustrate this fact, the quite common experience of the relationship we have started
entertaining with computers and cell phones can certainly provide everybody with
further insights concerning the nature of this progressively increasing integration.
Complex systems represent the tangible realization of the myth of the cyborg. It is
not certainly necessary that chips are implanted in human bodies for this to happen.
When the number of functions accomplished through these new artefacts increases,
they start constituting a sort of membrane that inserts itself between our senses and
the outside world. Whatever the physical distance existing between us and them,
they function as a kind of very thin plastic bag that can perfectly adhere to our body
and mediate any relationship undertaken with the external world. Given the high
number of functions that they allow accomplishing, they end up shielding and
impermeabilizing the body from the outside world. At the same time, however, they
can perfectly adhere to the body. Contrary to instruments, these types of artefacts
can indeed be extremely flexible and adaptable, this adaptability being due to the
fact that their functioning relies on the standardized transmission of an extremely
immaterial and protean entity. Whilst instruments standardization relates to their
shapes and functions, systems standardization relates indeed to the information
codes they employ.

The type of integration between person and artefacts realized within systems
should however not be confused with that realized by the organic tools previously
described. Systems rely on a double interface whereby a double translation is
constantly and actively performed. As it can be probably understood by Fig. 1.3,
the first interface translates and reduces acts accomplished by the user into codes
and messages that can be processed by the artefact and translates codes generated
by the artefact into inputs and messages that can be understood by the user. The
second interface translates instead the inputs from and the outputs to the external
world. Systems can ultimately be seen as units made by persons integrated into
artefacts whose functioning is based on the elaboration of information within very
complex feedback loops. Change and stability become in this way the result of
positive and negative information feedbacks which generate along system feedback
loops following external perturbations. The distinction between action and reaction
becomes often meaningless because circular causation loops are the only onto-
logical entities of systems. It follows that the loss of distality associated with
systems makes the conceptual category of the person and the distinction between
subjects and objects also meaningless. The only elements needed to describe
systems dynamics are indeed the above-mentioned information feedback loops
circulating between persons and material objects. This loss of distality somehow

22See Latour (1993).
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also implies a loss of persons’ control over the material objects they are interacting
with. When the interaction between a person and a material object is described in
terms of a system, the interacting parts can indeed constitute a whole pursuing own
ends.

Systems can inscribe persons’ intentionality into their workings. Heinz von
Förster described, for example, a man walking a dog23 as a system with the man,
the leash and the dog forming a unit processing informational signals that manages
to make its way down the sidewalk. In the same way, the system made of a man
interacting with a modern Internet-connected computer can be described in terms of
a two-component unit processing signals to achieve its own ends in the surrounding
environment. The possibilities that persons can exercise some type of control over
the evolution of “their” systems are therefore markedly reduced or even nullified.
As already happened with the creation of instruments, the notion of agency and
responsibility for human actions are hence once again profoundly redesigned.
A description of the transformations induced in the duality made of the persons and
of the things they use to provide for their necessities can be once again very
insightful in this and in many other respects. It is indeed not very difficult to realize
how the new imaginary associated with the new type of material artefacts consti-
tuting complex systems has mirrored a change in the imagery associated with
persons and their psychological and organismal dynamics. It can, for example,
hardly pass unnoticed how complex systems have contributed to reformulate psy-
chological problems in terms of communication problems linked to how informa-
tion is processed among and within persons.24 At the same time, bodies of persons
have been progressively identified with immune systems capable of keeping the
value of its vital parameters (e.g. blood pressure, glycemic rate, etc.) within pre-
defined variation ranges in a changing environment while body health has been
identified with a risk profile, i.e. a list of numbers representing the conditional
probabilities that the measured values of its vital parameters may correspond to a
system evolution towards a status threatening its own existence. Genetics is then
another research field where human and not human organisms have been pro-
gressively identified with the information processors representing the central
metaphor around which complex systems are being socially constructed, i.e.
computers. However, it has to be stressed that, although the transformations that
have accompanied the creation of these systems might seem to integrate and
completely abolish any distinction between the two polarities of the previously
mentioned duality, a more attentive analysis reveals instead that, rather than dis-
appearing, this duality moves from persons and their artefacts to the unbridgeable
gap and separation artificially established between complex systems functions and
their material infrastructures. The puzzle posed to computers programmers having
to find suitable algorithms whereby specific human functions can be reproduced by
technological devices is exemplary of the nature of this separation and of how the

23See Cayley (2005).
24See for example Watzlawick et al. (2014).
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approaches that can be elaborated to overcome this separation actually redefine the
nature of the problem without resolving the duality at stake. As also mentioned at
the beginning of this section, this problem is always and can only be formulated in
terms of a translation problem consisting in finding suitable information algorithms
obeying specific internal logics that can serve to faithfully reproduce these func-
tions. This exercise is undoubtedly stimulating and often provides with extremely
useful solutions. Nevertheless, it also progressively and increasingly contributes to
create and maintain a separation between an underworld obeying the rules of
information theory and an upper world where people continue conducting their
everyday life. Either referring to the entities integrating humans and their tools, or
to the entities studied by biology, sociology, physics, linguistics, informatics, etc.,
complex systems take always with them an inescapable and irreconcilable sepa-
ration between observable functions and meanings and their underlying material or
conceptual infrastructures supposed to generate these functions and meanings by
following own internal rules. As also discussed in the next section, despite complex
systems and science informed thereby seem to propose an holistic view of the
world, these artefacts and the associated body of knowledge remain profoundly
dualistic.

The type of integration achieved within complex systems entails however also a
change in the way in which agency, human delegation and disembodiment are
realized. It has been previously mentioned that the social construction of instru-
mental tools presumably made it possible to conceive human artefacts as autono-
mous entities to whom human intentionality can be transferred because of the
distality created between them and the persons using them. Moreover, it has been
pointed out that the subsequent social construction of motors has led instead to
conceive delegation in terms of empowerment achieved thanks to the optimized
consumption of a natural resource named energy. Strange as it may seem, with
complex systems, delegation and disembodiment are instead the result of an inte-
gration. Persons integrated within complex systems have to be imagined as nodes
of very wide and highly interconnected information networks. The spatial extension
and the strong coupling of these connections enhance incredibly the geographical
area that can be covered in very short time and the power capacity that can be
activated by single human actions. These same characteristics however render
complex systems similar to entities which follow own logics and escape the control
of individuals and makes often practically impossible to track the ultimate conse-
quences of single human actions and ascribe some kind of personal agency and
responsibility for these consequences. With complex systems, the views of the
extremely wide regions of the world that become achievable through artificial
prostheses and the actions that can be accomplished thereupon by individuals
located in a given place are inevitably filtered by the artefacts these individuals are
integrated into and are shaped by a necessarily limited number of circuits and
information feedbacks constituting the whole system. Given the wide spatial
extension and the strong couplings operating within complex systems, changes
occurring within them can however also be dramatic and completely unpredictable.
They can occur after a long period of stasis or can repeat after a short time
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according to unknown frequencies. Too rigid infrastructures can represent a serious
obstacle to properly face these types of events in this type of environment. Complex
systems require extreme flexibility and adaptability to individuals integrated into
them. Because of their characteristic dynamics, they entail therefore a different
relationship with space and time. Motors have, for example, contributed to interpret
time as a quantifiable resource that flows, uniformly and uni-directionally, whilst
the perception of space that accompanied the diffusion of motor-like devices was
informed by material infrastructures symbolized by the huge silos where energy and
material resources could be stoked. With complex systems, time becomes instead a
discontinuous and punctuated entity whilst assuming qualitative and relational
characteristics. Its flowing is marked by single and sudden events whose occurrence
in a place depends on a series of ever-changing spatial relationships with other
places. Material infrastructures might have to be rapidly disassembled and
reassembled and have to become more and more flexible and liquid in order to
allow coping with unexpected challenges. All these changes depend substantially
on a change in the nature and in the role played by energy sources. Complex
systems undergo indeed intensive material and non-material exchanges with the
external environment and are open by definition; this fact makes their dynamics
naturally dependent on exogenous rates of energy supply. Put in other words,
energy sources involved in the dynamics of complex systems can more hardly be
described only in terms of available and predeterminable amounts of resources
stocks that can be used at any time. They have often to be seen as funds25 of
resources whose utilization occurs according to not pre-establishable rates. The
combined changes occurring in how time, space and energy are perceived should
not come as a surprise. As already mentioned, these are closely linked and inter-
dependent physical quantities and changes induced in the nature of one quantity
mirror the changes occurring in the others and vice versa.26

The Role Played by Information in the Social Construction
of Complex Systems

The short explanations offered in the previous paragraphs may be sufficient to hint
that information is one of the main building blocks of complex systems. The type of
information at stake is however very particular and its peculiarities have been
put into evidence by the seminal works of scholars like Claude Shannon,

25For a definition of stocks and funds see for example Georgescu-Roegen (1971). This aspect will
be further discussed in a following chapter section.
26The fact that changes in the nature of space, time and energy are being inferred through changes
incurred in the nature or in the interpretation of observed phenomena should not come as a surprise
either. If, for example, the events reproduced by thermodynamics have led to conclude that time
flows uniformly in one direction, events reproduced by complex systems can led to conclude that
time is discontinuous and punctuated.
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Gregory Bateson, etc., starting from the mid-twentieth century. Because of one of
the strange curiosities I have referred to in the introduction to this chapter, it is
generally assumed that this relatively new type of information has always been
present in nature, for example, within the DNA of any biological organism.
Contrary to what is generally assumed, there are instead at least three important
transformations that had to occur in what has been traditionally meant by infor-
mation, before this notion could be conceived as a kind of natural entity and
contribute to the social construction of complex systems. The main transformation
that had to occur has consisted in assuming that information can exist and play a
role in nature without the presence of a human reading it. Although it could at first
sight appear quite irrelevant, the assumption that any (part of any) biological
organism and even machines can somehow be regulated by the transmission of
something named information is a huge step towards abstraction. This reinterpre-
tation of information has caused a deep change in the nature of this entity and
would most probably have been unthinkable without the advancements that
occurred in computation science during the first decades of the twentieth century.27

This has led, for example, to conceive that a particular type of information is
available in any biological organisms and regulates their epigenesis and
phylogenesis.

A second closely related important change concerning information that has also
taken place in the past century is instead responsible for having made of infor-
mation something that can be calculated. Today, we are probably not very surprised
in hearing that information can be reduced to numbers. For this to happen, it has
been however necessary to think that the information that can be found within any
sign and natural manifestation is actually one manifestation among a finite and
prefigured number of possible manifestations. To a certain extent, this is equivalent
to assume that anything that can be read or written in the book of nature actually
corresponds to one or more combinations of a finite number of letters constituting
the alphabet employed by nature. By translating natural manifestations into
numerable combinations of a limited number of signs, this change has led to create
classifications that may somehow resemble to Classical Age taxonomies28 whereby
all possible identities and differences detected in nature were arranged into ordered
tables. Unlike taxonomies that were created at the end of Renaissance, the ordered
tables created by the modern notion of information are huge tables written in the
binary language of computer technologies. For each of the messages that can be
written in this language, it is nowadays possible to assess its so-called information
content by calculating the ratio between the number of binary combinations cor-
responding to this message and the total number of totally possible combinations.
Whereas the first mentioned transformation has made possible to think of an
abstract entity at work within the natural world, the second one has hence led to
reduce it to ordered tables that can be studied and manipulated by using computer

27For a detailed description of the evolution of this concept see for example Poerksen (1995).
28See for example, Foucalt (1966).
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technologies. A fundamental contribution to these changes has come also from
Alan Turing and a series of other eminent scholars during the first decades of the
nineteenth century.29 By demonstrating that any function that can supposedly be
calculated by humans can be calculated also by a machine, these scholars have
contributed to transmogrify also the human part of the natural world into autono-
mous computational systems whose functioning is based on the elaboration of
information.

A third and very relevant metamorphosis in what has to be meant by information
relates finally to the nature of the elementary units that constitute it. This nature can
be grasped through the definition provided by one of the fathers of the cybernetics:
Gregory Bateson. By defining information as “a difference which makes a differ-
ence”30 within any natural system exhibiting a mind-like behaviour, Bateson has
contributed to give information a purely relational nature. Through information,
any entity of the natural world comes ultimately to be made of infinite chains of
relationships (i.e. differences) with other entities. Rather than from some kind of
intrinsic characteristic, objects are defined by their relationships with the sur-
rounding environment. To explain this, Bateson provides a variety of examples
ranging from phylogenesis, to phenomenology of perception, to linguistics. When,
for example, he disserts on what an elephant’s trunk is phylogenetically, he con-
cludes that what defines the meaning of the trunk is nothing but the context where
the trunk grows from within the elephant’s embryo. It is the fact that what we call
trunk “stands between two eyes and north of a mouth”.31 The trunk would hence
not result from an intrinsic characteristic of a specific embryo part. It would rather
be the result of an internal process of communication during embryo growth.
Bateson offers a series of experimental evidences that can prove this conclusion. He
mentions, for example, the experimental evidence provided by a study of unfer-
tilized frogs’ eggs demonstrating that for these eggs “the entry point of the sper-
matozoon defines the plane of bilateral symmetry of the future embryo”. The parts
of the frog’s egg that can become the frog’s nose would hence be defined by their
relationships with other egg’s parts based on the spatial relationship of all the egg’s
parts with the axis fixed by the spermatozoon entry point. There would not be any
specific internal characteristic that can predestine any specific part of the

29See for example Teuscher (2004), p. 216.
30See for example Bateson (1972). Terms and expressions like information, information about a
difference, difference that makes a difference are used interchangeably by Bateson. In order to
produce information, two (real or imaginary) entities are needed such that the difference can be
immanent to their reciprocal relationship; moreover this difference must be such that information
about this difference can be represented as a difference within some information processor (e.g. a
brain or a calculator). Each of the two entities producing information is a non-entity if taken alone.
A relationship between two parts or between a part at time 1 and the same part at time 2 is needed
in order to activate some third component that could be defined as the receiver. This receiver (e.g.
a terminal sensor in an organism) reacts only to a difference, to a change. As the reaction of the
receiver is in its turn nothing but a difference, this reasoning implies that information is just a
difference producing another difference. See the original explanation in Bateson (1979).
31See Bateson (1979).
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unfertilized egg to become the frog’s nose. Another example is then provided for
sensory perception when Bateson illustrates how human eyes require motion to see
anything. In this respect, he explains how static objects would disappear from our
sight without the tremors that move our pupils along objects borders. It is the
variation, the difference generated during our perception by the perceived differ-
ences between the static object being observed and adjacent objects and surfaces
that makes the perception of the former object possible. A further example to
explain the relational nature of information is then taken from linguistics. Bateson
wonders in this case what gives meaning to letters, words and sentences and pro-
vides the following reasoning to answer this question and to support his thesis. He
maintains that the letter “p” would have no meaning if, for example, it were not part
of the word “perhaps”. The word “perhaps” would have in its turn no meaning if,
for example, it were not part of the sentence “perhaps this is soap”. This sentence
would in its turn have no meaning without the context where it is stated and this
meaning would be different if the sentence were mentioned, for example, in a
bathroom, on a stage or within the reasoning presented in this chapter. Meaning and
information content would therefore be purely relational and depend on a series of
piled contexts. In agreement with linguists like Ferdinand de Saussure, Bateson
concludes that, rather than from an objective relationship between the sign and the
thing this sign refers to, meaning emerges from a series of relational contexts that
can be established with other signs. Signifier and signified are in this way com-
pletely separated. Moreover, as the last example would prove, the contexts at stake
would always be hierarchically organized and it would never happen that the
smaller context determines the characteristics, the evolution and the meaning of the
larger context. According to Bateson, hierarchies necessarily cross and entirely
organize complex systems, either these systems are constituted by biological
organisms or by the aggregates studied by linguistics. Within complex systems,
hierarchical organization actually appears already at the level of the two irreducible
entities that constitute each elementary sign, each information unit, whatever this
information unit may represent. The difference between these two irreducible
entities is the ultimate elementary brick where hierarchies are built upon. In other
words, systems hierarchies are built upon a duality which is already present in the
two irreducible entities whereby the modern notion of information is constructed
and which is closely connected to the type of duality mentioned in the previous
paragraph. Interestingly, the presence of hierarchies itself would make the evolution
of most complex systems highly unpredictable and counter-intuitive. Considering
that these systems are open, the possibility that higher hierarchies and wider
information feedback loops are not taken into account when analysing them is very
concrete. This may cause that systems’ evolution results the opposite of what can be
forecast, especially when assessed in the long term. Paradoxes and unexpected
evolutions within complex systems are indeed everyday practice.

The three transformations just mentioned have substantially contributed to the
social construction of complex systems. Through them, it has become possible to
conceive of single artefacts potentially capable of performing any type of function
by integrating any person within larger units. The material world and the human
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beings had to be integrated and reduced to the common denominator represented by
the kind of just described information before these systems could be massively
constructed. Any phenomenological manifestation had to be reduced to complex
information flows that can be (re)constructed and analysed by calculation machines
before complex systems could be presented as one of the latest discoveries by
science. The next chapter will further explore these transformations in order to
hopefully allow better understanding their nature and the connections existing
between the massive construction of these types of artefact and the ongoing tran-
sition to renewables.
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Chapter 2
Energy and Complex Systems Dynamics

Nicola Labanca

Abstract This chapter discusses the role played by energy within complex systems
dynamics and compares this role to that played by information. In this respect, it
briefly shows how information theory can confirm and incorporate thermodynamics
and illustrates how given energy flow principles become unifying principles
allowing studying the evolution of any complex system under a same phe-
nomenology. This evolution can be characterized in terms of a proper balance to be
achieved between improvements in the efficiency whereby systems inputs are
converted into outputs (in a situation of resources scarcity) and a
diversification/intensificaton in systems outputs production (in a situation of
resources abundance). The ongoing transition to renewables is then presented as a
very relevant reinforcing factor of the large-scale construction of complex systems
and of the manifestation of the above mentioned dynamics. These considerations
are employed by the author to discuss how the role of energy efficiency policies,
although still fundamental, becomes ultimately functional to an intensification and
diversification of outputs production in the age of renewables and how new types of
policies have therefore to be devised and implemented to ensure the sustainability
of the ongoing energy transition. To do so, it is necessary to acknowledge that the
construction of complex systems is based on a particular and very abstract com-
modification of natural resources and human activities. This construction relies on
the assumption that functions accomplished by people within societies can be
reproduced and sustained through an underlying network wherein energy, matter,
information and monetary values circulate and it reflexively validates this
assumption by contributing to the materialization of this network and by creating a
situation of increased dependency thereon. The final part of the chapter is therefore
dedicated to discuss how new policies questioning this assumption and allowing
escaping the increasing dependence on complex systems dynamics of growth can
be devised.
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The Apparently Vicarious Role Played
by Energy Within Complex Systems

The relation between energy and information within complex systems is quite
intricate. It might seem that complex systems relegate energy to play a vicarious role
with respect to information and difference. As mentioned in the sections of the
previous chapter, energy has been seen as an extremely powerful explanatory
instrument since the mid nineteenth century when it came to represent a kind of
primordial cause whereby the dynamic properties of matter could be understood. In
the world of complex systems that has come to life after the 1950s, effects are
however not propagated through energy exchanges any more: they are brought about
by “differences.” Nothing—that which is not—can be a cause within complex
systems in the same way as, for example, “the letter that you do not write can get an
angry reply”1 in the social system where you live. In the world of information a
“zero” can generate huge impacts just because it is different from a “one.” Although
still fundamental (difference can indeed propagate only along the pathways where
energy is available) the energy concept cannot apparently serve to explain the
dynamics of complex systems. It is the structure and the difference that can be found
within systems that ultimately determines their evolution. Bateson explains this by
providing the example of a chain stretched by two equal and opposite forces applied
at its two extremities. If the chain would not have a weakest link, he states, the chain
would never break whatever the intensities of the opposite forces. It is the structure,
the difference existing between some parts of the chain that allows understanding
and generates the dynamics of the system under study. The tension applied by these
forces cannot serve to explain how a particular link came to be the weakest link.2 The
presence of this weakest link has to be considered as a given whereby the evolution
of the system can be explained. According to Bateson, energy would belong to the
world of quantity, whilst information belongs to the world of structure and it is the
latter that drives systems evolution. By looking at how these two concepts are
conceived and used within complex systems theories, it is however possible to verify
that they are closely interconnected and reciprocally dependent. Information drives
energy flows in so far as energy flows can be generated only where some kind of
difference is maintained. At the same time, however, information cannot be main-
tained, created and/or transmitted without energy flows and can actually be seen as a
driver of energy flows only within a static description of complex systems. In so far
as the evolution of complex systems is at stake, energy remains the ultimate fuel
whereby information is produced and destroyed. The way in which information
content is statically associated with energy flows within complex systems represents
however an important point of conjunction between these two entities and can be
grasped by looking, for example, at how this notion is used within ecology.

1See Bateson (1972).
2See Bateson (1979).
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To illustrate this point, the following approach to associate energy and material
flows with information within ecosystems can be considered as an example. The
example presented here makes exclusively reference to energy but can be very
easily generalized to matter flows within any complex system. Very broadly
speaking, ecosystems can be represented as networks made of nodes whereby
energy and matter flow. Each node (i) of an ecosystem can be assumed to have its
own inputs from and outputs to other network nodes. The information content of
this ecosystem can be defined based on the probabilities Pij representing the
fraction of the total energy passing through the ecosystem that flows from the node
(i) to the node (j). The probabilities that can be associated with all of its n nodes fix
all the energy flows travelling through the ecosystem and the function H ¼
�Pn

ij Pij � lnPij can be assumed to represent the information content of the
ecosystem (see Fig. 2.1). It can indeed be shown that the value assumed by the
function H is lower when the distribution of the total energy flux over the different
nodes is more even (e.g. in case of two nodes H is lower when P1 = 50 and
P2 = 50, than when P1 = 90 and P2 = 10) this indicating that the more even the
flux distribution, the lower its information content.3

Although explained by paying more attention to the substance than to the rigor
of mathematical formulas, this example illustrates a very general approach whereby
information is generally associated with an energy distribution and, as in a snap-
shot, with all the energy fluxes existing within a system. The function H has been
indeed used both by Boltzmann and Gibbs in the 1870s to statistically define the

Fig. 2.1 Schematic representation of energy flows and associated probabilities whereby the
mutual information exchange within nodes of ecosystems is typically defined

3A lower information content corresponds to a situation of lower predictability of the flows taking
place within the ecosystem.
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entropy of any thermodynamic system and by Claude Shannon in 1948 to define an
average information content of any communication process made of messages that
may occur with a probability Pij. In the former case Pij is the probability that a
thermodynamic system falls in a microstate ij that can be univocally characterized
by the position and the energies of all of its constituents. In the latter case Pij is the
probability to get a given combination of characters within a fixed number of
possible combinations. Whether we call them probabilities of getting a given dis-
tribution of energy flows or probabilities of getting given characters combinations,
Pij represent a ratio between a number of given (energy values or characters)
combinations and a total number of possible combinations. Both the energy and the
information content of any system are in this way reduced to a probability distri-
bution. This reduction is made possible by the assumption that all the possible
energy states and all character combinations can be counted and that the total
amount of energy and of information that can be transmitted are conserved. It is in
this way that structure and quantity are reciprocally interlaced within complex
systems. The amount of energy and information content is just determined by the
number of combinations whereby a given state can be achieved as assessed against
the number of all possible combinations corresponding to all the possible states.
However, when it comes to assess and explain the evolution of thermodynamic
systems which are open and far from equilibrium, further phenomenological energy
principles need to be invoked to explain how new information can be created and
order may emerge from disorder. As also described in the subsequent chapter
sections, the Belgian Chemist Ilya Prigogine has showed in the 1970s how energy
drives and maintains organization changes within complex systems which are far
from equilibrium. It is energy that causes the gradients/pressures driving organi-
zational change. New structures can be created and maintained within complex
systems when small initial fluctuations determined by these gradients can amplify
within the system and establish new and comprehensive stationary paths whereby
additional energy can circulate and be dissipated. Despite the relevance acknowl-
edged to information within systems, energy remains therefore the ultimate driver
whereby order can be created and energy principles remain the principles whereby
this creation can be explained. Within complex system theories, energy remains the
reservoir made of a single, infinitely transformable, degradable but not destructible
entity that is awaiting to be transformed into work that is supposed to have been
discovered already in the 1850s. The explanations so far provided show never-
theless that information theory can confirm and incorporate thermodynamics.
Energy flows and information content can be described by a same mathematical
formalism relying on a conservation principle4 whilst creation and/or destruction of
information can be identified with creation and destruction of order and be quan-
tified through the formula whereby entropy is statistically defined.

4In case of energy the quantity conserved is the sum of the amounts of energy entering and exiting
the system at stake, whilst in case of information the quantity conserved is the sum of the
probabilities whereby the information content of this system is calculated.
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At this point, it may also be interesting to observe that energy and information
have to a certain extent a same degree of immateriality. Information and energy
flows are both present wherever change and difference occur or are detected. Like
information, energy materializes only during transformations and change.
Paradoxically, however, they are also seen as entities with a separate and
self-contained existence.5 In case of energy this has for example to be considered as
a kind of paradox, because classical physics theories already indicate that the amount
of energy that can be attributed to whatever isolated system is a physical quantity
that can be defined up to an arbitrary additive constant and its absolute value is per se
meaningless. Strictly speaking, this implies that the energy content of whatever
matter or substance can never be properly defined in absolute terms.6 What can be
defined is instead the amount of energy that can be transferred from this matter to
another matter under a given transformation and in a given amount of time. Energy
materializes therefore only in terms of a variation and a transformation. It can only
manifest itself during change as something that is transferred and flows from one part
of a system to the remaining part of this system.7 Despite this characteristic does not
allow localizing it within any physical object, energy is nevertheless still typically
imagined as the ultimate resource fuelling our economies.8

5The problems caused by the fact that both energy and information are considered at the same time
as fluxes and stocks represent one of the interesting and problematic aspects of these types of
conceptual artefacts that will be discussed by the author in more detail in another chapter of the
book.
6Although under a different perspective, this aspect is analyzed also by Giampietro et al. (2013)
and Diaz-Maurin and Giampietro (2013).
7This is due to fact that, rather than energy (E), the physical quantity that can actually be measured
and assumed to have some degree of concreteness is always a variation of energy (DE) over a
given amount of time (Dt). Whenever we deal with an isolated system, the notion of energy is of
some utility in so far as this notion is employed by referring to a system transformation and is used
under a conservation principle. As it can be easily realized by considering the example of an
isolated system made of two colliding spheres, all that this principle allows establishing is just that,
whenever the energy of one part of our isolated system (e.g. the energy of one of the spheres of the
mentioned example) varies by DE over a given amount of time Dt, the energy of the remaining part
of our system (e.g. the energy of the other sphere of the example) shall vary by −DE in the same
amount of time. In other words, what can be defined and be measured unambiguously is not
energy. What can be measured is a flow of energy (DE/Dt) passing from a part of an isolated
system to the remaining part of this system.
8It may here worth to briefly note that, rather than energy, the resources actually consumed to fuel
our economies are, for example, coal, oil, biomass, etc. from which work is extracted through
transformations that change the status of these resources and that make more and more difficult that
further work can be extracted from them. I hypothesize that the misinterpretation mentioned in the
text above is due to the fact that the energy concept has initially served as leverage for an industrial
revolution which mostly relied on the utilization of resources which were available in the form of
stocks of different materials and that had to be processed to produce the desired outputs. The
depletion of material resource stocks caused by any industrial process has probably led to associate
energy with the resources themselves. Further information on what has to be meant by stock can be
found e.g. in Georgescu-Roegen (1971).
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What Are Complex Systems Ultimately Made of?

The characterization of complex systems provided through the historical enquiry
outlined in the previous chapter points to the fact that these systems appeared on a
large scale within societies and in the scientific discourse when it became possible
to massively produce particular types of single artefacts whereby an increasing
variety and number of human functions could be reproduced. Moreover, this
characterization has allowed showing how this has happened at the expenses of a
progressive integration and loss of differentiation between persons and their arte-
facts realized through a reduction to information feedback loops equally circulating
within and regulating the functioning of these two entities. In addition, it has been
discussed how this integration relies on a bidirectional process of translation
whereby persons’ actions are translated into information that can be processed by
machines and information elaborated by machines are translated in their turn into
information and signals that can be understood by persons. These bidirectional
translation processes have always also to be intended as a reconstruction process, in
the sense that they represent also the means whereby functions and structures
observed in biological entities are artificially reconstructed by an observer within a
technological environment. It would indeed be a mistake to assume that complex
systems are just a description of phenomena that pre-exist observation. It is the
possibility offered by current theories and technologies to isolate and reconstruct
underlying information flows that makes their observation and wide diffusion
possible while permitting a variety of extremely useful applications. As suggested
by Jacobs (2000), the nature of these information flows can nevertheless be of very
various nature. Any not isolated system constituted through the circulation of
matter, energy or of any other type of resource whose total amount can be assumed
to be conserved during circulation can indeed potentially represent a complex
system exhibiting the same characteristic dynamics of energy flow networks (more
will be said about these dynamics in the following section). As also suggested by
Goerner et al. (2015), either these flows are constituted by monetary flows occur-
ring within economies, or by circulation of energy and matter within biological
organisms, or by flows of oxygen, carbon, nitrogen, etc. occurring between
organisms constituting an ecosystem, or by flows of cars and trucks circulating
within road networks, these flows can be studied through same phenomenal prin-
ciples observed in case of energy-flow networks. Complex systems become in this
way a sort of underlying natural entity whose dynamics can be identified anywhere
in physical systems, economies, living systems and ecosystems in general, whilst
energy flow principles become unifying principles allowing to study the evolution
of any complex system under a same phenomenology. The origin of the above
mentioned flows are generally explained through causation mechanisms relying on
the presence of two distinct and complementary elements. On the one hand, there
are the mechanisms whereby these flows are generated and maintained. On the
other hand, there are the circulating abstract units that remain unchanged during
circulation. The mechanisms whereby these abstract units may be assumed to be put
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or maintained in circulation may change across systems. Moreover, they can be
identified at different scales within complex systems and be described with the
different languages of physics, biology, economics, or even psychology. Money
may be for example exchanged because of specific needs and wants animating
individual initiatives or because of some type of economic pressure assumed to act
at a larger scale between national economies. Energy can be exchanged because of
the presence of given spatial gradients observed in matter distribution. Oxygen can
be supplied to the cells of an organism by passive diffusion or convective transport
mechanisms and information related to a genetic modification occurring within a
part of an organism may start spreading because of some type of pressure assumed
to be exerted by the surrounding environment. Whatever the causation mechanism,
there must then be some object (money, energy, oxygen, information, etc.) whose
identity doesn’t get lost whilst it circulates within complex systems and whose
circulation is for this reason generally assumed to obey a conservation principle. At
the same time, however, the underlying presence of complex systems and of their
characteristic dynamics can be substantiated and possibly put in relation to
everyday life human activities only if the circulation of the above mentioned entities
is associated with some observed structure or with the reproduction of some
function. It is at the point where the complex systems underworld made by matter
and energy flows has to be jointed with observed structures and functions
accomplished during everyday life that the characterization of complex systems
proposed in the previous sections play an essential role. It is indeed at the interface
between this underworld and the upper world of observed structures and functions
that the social construction of complex systems comes into play. In the same way as
the observation of given structures within complex systems depends on a selection
performed by an observer establishing what is relevant and what is not relevant in
the description he is producing for the phenomena under study, it cannot pass
unnoticed how the construction of these systems is generally accomplished by
massively and artificially joining structures and functions observed in natural
entities to bits of information and, thanks to information, to energy and matter
flows. These type of artificial joints are being established everywhere. They are
being established, e.g. when it is attempted to merge molecular biology (studying
life with a thermodynamic/informational posture) and organismal biology (studying
life in terms of evolution and adaptation of functions). They are being established,
e.g. when it is pretended that each action we accomplish can be associated with the
consumption of given units of energy and matter. They are being established, e.g.
when we, like cyborgs, act in the world through computerized prostheses thanks to
the elaboration of information. Present possibilities to manage huge amounts of bits
of information while observing nature from its most microscopic parts up to its
most macroscopic aggregates make it even appear that these joints are something
created by nature itself. Unfortunately, the establishment of these artificial joints
always generate (or is generated through) a discretization and a reduction to s-
tandardized functions and structures of an otherwise continuous spectrum of unique
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functions that nature and human beings can generate.9 This discretization and
standardization, certainly very often extremely useful, remains however the sign of
the artificial character of an underworld made of energy and matter flows supposed
to generate functions reproduced within complex systems. This being said, it is now
necessary to briefly discuss how specific energy flow principles can be assumed to
represent unifying principles explaining the dynamics observed for any kind of
complex system.

Trade-Offs Between Power and Efficiency
Within Complex Systems

The two key phenomenological energy principles whereby the evolution of com-
plex systems is generally explained will be briefly described in this section. Based
on what was previously discussed, it should not be extremely difficult to understand
how these principles can be expressed in the language of information theory. The
concepts of entropy and information content of complex systems can indeed be
considered as synonyms, whilst the energy flow through a given pattern can be
associated with the elementary probability of observing this flow as calculated
against all the possible flows that can be observed through all the possible patterns
of a complex system (see Fig. 2.1 in a previous chapter section). It should then not
be extremely difficult to realize how these energy principles apply also to the
circulation of money or of any other type of resource flowing in different types of
complex systems (what generally changes in how these principles are described for
the different systems is just the metrics whereby the circulating units are measured).
Leontief (1951), Boulding (1981), Fischer-Kowalski et al. (1998), Odum (2007),
Lindeman (1942), Hannon (1973) can then provide more detailed explanations
concerning how these principles apply both to economic networks and to
ecosystems.

9The type of discretization and standardization mentioned here can be seen as the result of an (at
least partly) arbitrary resolution of an otherwise unsolvable allocation problem. The problem of
having to establish how much energy (or e.g. time) one person consumes when he/she walks (i.e.
when he/she accomplishes the function of “walking”) can perhaps help clarify this point. Such
apparently simple allocation problem actually involves a high level of arbitrariness and stan-
dardization. A person walking might indeed actually being also talking, looking at a landscape,
making some kind of sport, etc. and all these activities can be assumed to require some type of
“additional” energy input. We therefore might discover that in order to establish the amount of
energy (or time) consumed while walking it is necessary to refer to a kind of reduced and standard
version of walking (e.g. without talking, without exerting sight, etc.). On the other hand, we might
discover that a given amount of allocated resources (whether these resources are energy, or matter,
or time, or information) can serve to generate only very particular and specific aspects of the
functions we are trying to reproduce. Complex systems somehow always invite to take decisions in
relation to these types of unsolvable allocation problems and make people blind to the distortions
they generate in this way.
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This being said, the two above mentioned phenomenological principles will be
hence described by using the language of energy. According to a series of scholars,
the evolution of complex systems is indeed regulated by two different principles
depending on energy and time availability.10 Minimum entropy production or
minimization of the input needed to obtain a given output are the expressions
coined and most frequently used to refer to the first principle which dominates in a
situation of energy scarcity and stable system boundary conditions. This phe-
nomenological principle has been formalized by Prigogine (1961), Glansdorff and
Prigogine (1971), Nicolis and Prigogine (1977) for energy-dissipating systems in a
non-equilibrium steady state and applies to systems which are close to the ther-
modynamic equilibrium. Broadly speaking this principle establishes that, in a
condition of energy supply limitation and quite stable boundary conditions, system
structures and components requiring a lower energy input to produce a given output
have a competitive advantage and will prevail over less efficient ones (i.e. over
system structures requiring more energy to produce a same output) determining a
system transformation that can be characterized in terms of an increased organi-
zation. This reorganization causes therefore a lowering in the diversity of options
available to perform a same function in the short term and may put system survival
at risk in case of a change in the boundary conditions. On the other hand, it
contributes to liberate energy whereby the activity within more efficient structures
can be focused and intensified so making the whole systems more robust and
capable of generating new diversity in case a new condition of energy abundance
will be achieved.

The second principle has been instead formalized in terms of maximization of
energy flows and has been proposed for the first time by Lotka (1922). Several
names have been proposed for it by different scholars. It has been defined, e.g. as
“maximum power principle” by Odum and Pinkerton (1955), as “maximum exergy
degradation” by Morowitz (1979), Jørgensen (1992), Schneider and Kay (1994). It
establishes that in a situation of energy abundance and time scarcity complex
systems tend to increase the speed of energy intake in order to speed up the activity
of existing structures and to generate new structures so increasing diversity in how
activities are performed at the expenses of system efficiency. The overall effect of
this augmented energy intake can be described in terms of an increased intricacy,
interconnection, diversification and intensification of outputs produced per unit of
time accompanied by a decrease in system efficiency. The augmented system power
output may determine a higher stress on the environment and on the boundary
conditions. On the other hand its increased diversity and interconnections increases
the possibility of a system reorganisation in case of a significant change in systems
boundary conditions. System maximum power output corresponds therefore to a
status of increased diversity which is a prerequisite for higher system adaptability
and increases the chances of system survival through a system complexity leap
towards increased efficiency whenever the conditions of energy resources scarcity

10These principles have been described by the author also in Labanca and Bertoldi (2013).
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and minimum entropy production are possibly achieved. Overall, health and sur-
vival of complex systems would depend on a balanced interplay between these two
principles. The proper balancing of these two principles can however be assessed
only on a long temporal term whose actual length is impossible to establish given
the intrinsically unpredictable evolution of the environmental conditions within
which complex systems typically operate.

Polimeni et al. (2009) provide an example of household management to illustrate
how the principle of efficiency and power output maximization co-operate in the
evolution of complex systems. According to them, economies made by families
during routine activities can be assimilated to the above mentioned minimum
entropy production principle allowing to save money amounts that can be subse-
quently reinvested in additional activities. What is saved at the lower level of
routine metabolism can indeed be transformed into investments enhancing social
interactions and creating new activities at a higher level of household activities
organization in accordance to the maximum power output principle. The final
outcome of this co-operation process would be a better integration of families’
metabolic systems with the environment during their evolution. Nevertheless, the
reciprocal influence between efficiency and power output represents for Polimeni
et al. (2009) an overall drive toward instability. Systems evolution seems to be a
question of eliminating the least energy efficient practices in order to be able to
employ the available energy to generate more diversity whereby increasing
adaptability in a context of continuously changing system boundary conditions.
These authors underline that the goal of increasing diversity per se collides with the
goal of increasing efficiency as defined at a particular point of space and time,
although these two goals co-operate in the long term. Moreover, they point out that
the phase of increased diversity is a phase during which additional system outputs
are generated and system efficiency cannot be properly defined. They illustrate, e.g.
how energy efficiency improvements in cars have been associated to or have
determined the introduction of new categories and variables in the formal identity of
cars due to addition of many different gadgets and services and how this has
represented an increase in the diversity of possible options available for consumers
looking for a car. It is only during the phase of resource scarcity and system
reorganization that an efficiency function can be defined and the different structural
types can be mapped on this function in order to eliminate the least efficient and
amplify the most efficient ones. Interestingly, these scholars consider identity
redefinition as an intrinsic and fundamental property of systems that implies a
continuous redefinition of what should be intended by systems output, systems
power output, system efficiency and a continuous redefinition of the related metrics.

This important insight deserves further consideration. If the evolution of the
technology of digital cameras is taken as an example, then it can be observed that
when the first models of this new technology were put on the market the increasing
of cameras’ resolution was the main objective of R&D activities and their efficiency
was therefore mainly assessed in terms of number of pixels/cm2. After a period of
about ten years during which digital cameras resolution grew exponentially and
allowed in this way to generate new models with new functions and attributes,

38 N. Labanca



consumers’ interest in this parameter started decreasing and drifted towards the
speed of sensors so determining what could be called a complexity leap. This
triggered a new growth in the performance of digital cameras with respect to this
parameter that became the new driver of the evolution of this technology generating
in its turn new diversity and determining a dumping in the growth of their reso-
lution. The definition of systems efficiency seems hence destined to change during
system evolution and the same destiny seems therefore to be reserved to the defi-
nition of system power output (i.e. to the metrics employed to measure system
outputs, efficiency and number of outputs per unit of time). Despite their continuous
redefinition, efficiency and power of systems seem to remain correlated as depicted
by applying the thermodynamics principles briefly described above. However, it
has to be pointed out that what allows power output increase during systems
evolution is the peculiar nature of systems power output and the peculiar role
played by information during system evolution. While evolving, systems would
manage to increase their power output by continuously re-defining their outputs and
this can happen only because the essence of systems outputs has the same material
consistency of information. It is as systems could be endowed by an incredible level
of vitality. Whenever the resource they consume to generate their outputs is
abundant, they react by intensifying the activity of existing input–output structures
and by generating new structures that can increase the possibility of system reor-
ganization and survival in conditions of resources scarcity.11 However, this
increased power output will be generally achieved by reducing the amount of
material resources whereby this power output is generated, rather than by increasing
this amount, given the general scarcity of material resources typically available in
the environment. This is confirmed, e.g. by the fact that the metabolic rate of small
organisms (i.e. watt/kg produced) is higher than that of larger ones12 and by the fact
that in general the exponential power output increase achieved within materials
relate to a scaling down of the dimensions of these materials.13

All in all, complex systems evolution would hence consist in a circular pattern
whereby they grow and increase their power output and diversity (i.e. they add new
activities and intensify existing ones at the same hierarchical level) while
decreasing their overall energy efficiency as long as a condition of energy resources
abundance persists. As soon as a situation of energy resource scarcity and system

11Clearly the possibility of a successful system reorganization cannot be established beforehand
and efficiency improvements might also determine system collapsing due to the reduction in its
adaptability caused by improved efficiency. Similarly, the system might collapse due to a stag-
nation caused by lack of organization and efficiency in its structures.
12Polimeni et al. (2009) point out for example that mice has a metabolic rate around 3.0 W/kg,
whereas an elephant has a metabolic rate around 0.5 W/kg.
13Computer technologies are probably the most relevant example of an increased power output (as
measured e.g. in terms of bit/sec/cm2, or watt/cm2) involving a scaling towards small dimensions
of components.
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stress is achieved, a complexity leap corresponding to a system reorganization and
to an increased efficiency is realized in such a way that additional energy is lib-
erated and the system can start growing again while increasing its diversity and
power output. A recursive pattern that could then be depicted as
growth-saturation-complexity leap-growth would hence be followed by systems.
Within this recursive pattern, energy efficiency improvements in situations of time
scarcity would be the necessary prerequisite for a continuous system and power
growth. Ruzzenenti and Basosi (2008b) support this conclusion by examples
illustrating, e.g. how in the aftermath of the second oil crisis of the 1980 (i.e. in a
situation of energy scarcity) efficiency of trucks in the EU was maximized while
trucks power increased slightly. As energy prices started decreasing (i.e. as a sit-
uation of energy resources abundance was somehow re-established), trucks power
started increasing significantly on average while their efficiency started decreasing
because of the higher average speed trucks were requested to achieve and of the
additional functions they were requested to execute. At a larger scale, the increase
in truck efficiency would have been accompanied by a structural change from the
Fordian production system to the post-Fordian production system characterized by
a much higher frequency and distance of shipments as well as by a much higher
system power output.

Overall, a power output increase seems to be the main driver of complex systems
development (whatever this system power output may represent) and an increased
efficiency in the transformations of systems inputs into systems outputs seems to
represent the natural consequence of a pressure exerted by the environment when
the resource in term of which the system input rate is measured is scarce (either this
resource is represented by time, or space, or bits, or Euros, etc.) and the necessary
prerequisite for system survival through subsequent power output enhancements.
When artefacts integrate human beings within complex systems, human beings and
complex systems survival comes in this way to depend on a continuous process of
growth to be achieved through a proper balance between efficiency and increased
coupling and diversity among systems structures. Rather than being the result of
intentional actions undertaken by persons, this balance would represent the mani-
festation of principles that con be observed everywhere in nature. Despite we might
think that we are contributing to change the course of the events, our struggles to
increase complex systems power capacity and efficiency would actually reflect the
manifestation of a universal trend according to which existing biological and not
biological aggregates have evolved (starting from galaxies, to stars, to the earth, up
to plants, motors, animal bodies, human brains, cars, airplanes up to computer
chips) by increasing their power outputs and energy densities through and aug-
mentation of the level of their internal organization and efficiency.14

14See Chaisson (2001).
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Complex Systems and Renewable Energies

If complex systems are the result of a social construction, a massive transition to
renewable energy sources can certainly highly reinforce this construction and, if
still possible, make complex systems and their characteristics dynamics much more
present in our daily lives. There are multiple reasons justifying this conclusion and
these reasons are mostly connected to how renewable energy sources are distributed
over very large geographical areas and can constitute interconnected funds of low
energy intensity supplying energy according to fluctuating rates.15 Non-renewable
energy sources like fossil fuels usually constitute well localized stocks typically
generated in millions of years which can mostly be used at will without specific
time constraints other than those dictated by associated identification, extraction
and transformation processes. Renewable sources (like wind, sun but also biofuels,
wood, etc.) are instead energy funds characterized by intrinsic regeneration pro-
cesses that take place on infinitely shorter temporal scales and involve a series of
variable interactions and extensive energy exchanges between the physical system
where they can be localized and the external environment. Contrary to what hap-
pens for example with stocks of fossil fuels, renewable energy sources cannot
generally be delimited spatially within fixed boundaries. Renewable energy sources
like wind, solar radiation, biomasses, etc., cannot indeed be disjointed and con-
ceived separately from their intensive and ever-changing interactions with an
external environment, this external environment being represented by, e.g. the
thermal sources whereby wind is generated, by the sun, by the ecosystem wherein
biomasses are grown, etc.16 The usually strong and highly variable energy coupling
with the external environment that characterizes energy systems relying on
renewable energy sources makes the dynamics observed within complex systems an
everyday experience.17 There is however another much more tangible reason why a
massive transition18 to renewable energy sources can reinforce the social

15These points have been discussed by the author also in Labanca et al. (2015).
16It might be argued that all energy sources are ultimately generated through the energy coming
from the sun and that also renewable energy sources are hence located within the practically closed
and isolated system including the earth and the sun. The temporal and spatial scales which are
relevant for existing energy supply systems require nevertheless that the boundaries of these
systems cannot be enlarged to include all the actual sources of renewable energies.
17It may be worth pointing out that complex systems dynamics can certainly be observed also with
non-renewable energy sources. The point made here is however that these types of dynamics do
not necessarily play a relevant role when energy has to be generated from non-renewable sources,
whilst they become a fundamental characteristic of supply systems relying on renewable energy
sources like wind, sun, biomasses, etc. As previously mentioned, these dynamics do not follow the
physical laws so far formulated and verified for physical systems that are in thermodynamic
equilibrium with their external environment.
18It may be worth mentioning that the author does not intend to maintain here that renewable can
completely substitute non-renewable energy sources in developed countries. Putting aside extre-
mely important social constraints, important physical and economic constraints to this possibility
are for example represented by the rates of power output to be guaranteed in these countries, by the
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construction of complex systems. Present ways of life in so called developed
countries require such huge amounts of final energy and renewable energy sources
have such an high spatial distribution and low energy density that a very high
interconnection among these sources will be necessary in order to allow that they
can sustain a consistent part of present energy end-uses. More specifically, the type
of transition at stake entails a large-scale transformation from uni-located to
multi-located and interconnected energy production centres where these centres can
also possibly play the role of energy consumption centres.19 This transition can be
characterized in terms of a complexification, as defined for example by Ruzzenenti
and Basosi (2008a) and resulting from the necessity of creating hierarchical control
systems at multiple levels in the energy supply network because of the presence of
distributed geographical energy gradients20 leading to an increase in the average
distance from the points where energy is produced to the points where energy may
be consumed. Moreover, it involves the creation of more interconnections and more
frequent interactions (i.e. an increased connectivity) among the different energy
production and consumption points of the energy network. The resulting networks
exhibit a higher connectivity primarily because a large number of their nodes are
both points where energy can be conveyed from other nodes in order to be con-
sumed and points where energy is produced and redirected towards other network
nodes (it is indeed obvious that the possibility of redirecting energy inputs deter-
mines more potential connections with other nodes).21 This aspect contributes to
confer on the end-users located at the nodes of these energy networks a higher
degree of flexibility and possibility for self-organization. This possibility however
depends ultimately on the creation of additional hierarchical control systems
whereby decisions can be taken concerning, e.g. whether to redirect the energy
produced to the network or to consume it locally, whether to exploit one type of
energy source or another, etc. Overall, a complex character is indeed ultimately
conferred on these energy networks by the establishment of these additional hier-
archical control levels.22

(Footnote 18 continued)

significantly different amounts of energy from renewable and non-renewable energy sources that
are needed to produce same amounts of energy carriers (see the concept of energy return on energy
investment—EROI), by the impacts on land use, etc.
19When this transformation takes place, energy end-users can decide whether to use renewable
energy sources for self-consumption or to sell the energy produced in the energy networks, so
becoming prosumers.
20Geographical energy gradients are spatial regions where energy flows pass from a condition of
higher concentration and intensity to a most likely arrangement made of more diffuse and less
intensive flows.
21Compared to other energy networks, complex electricity networks fed by renewable energy may
however show a higher connectivity also because energy generated from more diversified energy
source types can be conveyed to their nodes.
22Additional links to the nodes of a network do not per se make this network more complex. On
this point, see e.g. the distinction between complication and complexification formulated by Allen
et al. (2003).
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These networks can be more adaptable to changing conditions within and
outside the energy network in so far as energy end-users located at their nodes can
decide to switch from an energy source to another or can decide whether to con-
sume or to input into the network the energy they can possibly produce. At the same
time, however, they are also exposed to more uncontrollable and unpredictable
factors (linked, e.g. to the decisions that can be taken at the different network nodes,
or to changing conditions in the wider geographical area where the energy sources
used to provide energy inputs are located) compared to centrally managed energy
networks. Interestingly, the energy supply that can be provided through these
complex energy networks can fluctuate unpredictably not only because of the
intermittent availability of renewable energy sources possibly used, but just because
of the complex character of the energy supply network. As complexity of the
energy network depends on how the energy gradients whereby energy is provided
are spatially distributed,23 it can hence be concluded that the spatial distribution of
energy can determine unpredictable conditions solely generated by complexity.
A complexification of existing energy networks can hence to a certain extent be
considered as the vehicle whereby the space dimension affects the time dimension
of energy, this type of mutual interaction being enabled by information technolo-
gies. It should indeed not pass unnoticed how this complexification can be enabled
by and represent a formidable push to exploit the available technical capabilities for
the reconstruction and monitoring of huge amounts of information concerning the
energy flows taking place within energy networks. At the same time, however, it
should also not pass unnoticed how the construction of these networks can lead to
an intensive manifestation of the previously described mutual reinforcement
mechanisms between energy efficiency improvements and power capacity increa-
ses. This might happen in several ways. Whenever more energy end-use efficient
technologies would be installed at one node of the network, the energy saved thanks
to these technologies might for example be made available for other nodes so
allowing performing additional activities. Or, it might happen that energy pro-
sumers operating at the nodes of these networks are highly incentivised by existing
market rules to produce more energy by installing additional and more efficient
energy production plants in such a way that they can either sell more energy to the
network or consume this extra energy by installing additional energy end-use
technologies. Complex energy networks and energy markets potentially associable
with them unfold plenty of possibilities to establish these mutually reinforcing
mechanisms between energy efficiency improvements and augmented power
capacity also because these mechanisms can represent a way to increase complex
systems adaptability and possibilities of survival. As further discussed in the fol-
lowing chapter section, these considerations point to the fundamental role to be
played by energy conservation policies for a sustainable evolution of these
networks.

23On this point see e.g. Ruzzenenti and Basosi (2008a).
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Conclusions and Implications for the Design
and Implementation of Policies for Sustainable
Energy Transitions

Complex systems have been presented in the first two chapters of this book as the
latest human artefacts resulting from a series of transformations concerning the way
in which instrumentality has been socially intended. While doing so, the funda-
mental role played by science in their construction has been outlined and it has been
discussed how this construction has been supported by a particular and fundamental
misconception, i.e. the idea that the artefacts constructed through science are natural
entities that have always existed and that can be experienced by people during
everyday life. This endeavour has not certainly been undertaken to criticize the
results achieved by scientists within their laboratories, or to contest the validity of
the laws and the phenomenological principles they establish, or to deny the often
extremely useful conceptual artefacts developed by science and their related tech-
nical applications. It has rather been undertaken to signal the important problems
and negative implications of a particular attitude unfortunately often assumed and
widely popularized by scientists as well as a series of relevant opportunities that can
derive from its recognition. This attitude consists in pretending that the conceptual
entities and experimental laws observed and verified under very restricted and
controlled assumptions and conditions are eternal truths and guiding principles that
can be used to interpret and act upon any society to hopefully improve its condi-
tions. If this attitude is indeed somehow the necessary pre-condition for a massive
multiplication of technical applications having often undeniable benefits, it also
leads to forget the fundamental problems and alternatives represented by all those
particular cases which escape categorizations and dynamics associated with the
abstract and general principles which science must necessarily rely on and which
are sometimes blindly applied anywhere, to anybody and at any time to explain
how societies function and have functioned. The acknowledgment of this situation
has made the adoption of a two-faced strategy necessary when presenting the social
construction of complex systems. On the one hand it has indeed been necessary to
try to understand the implications, the internal logic and the dynamics that can be
expected from the enactment of complex systems dynamics. These dynamics are
indeed what can be expected to be massively reproduced in the future also, but not
only, because of the ongoing transition to renewable energies that is taking place in
several parts of the world. On the other hand, however, it has been also necessary to
highlight problematic aspects of and to hint to possible alternatives to what has been
presented as an artificial generation of these dynamics. The best approach that
could be conceived to prove this artificiality has consisted in the identification and
description of the transformations that had to occur in some key concepts con-
tributing to constitute the notion of instrumentality before the social construction of
complex systems could become possible. These transformations have typically to
be considered as the result of a non-linear and non-deterministic coevolution of
material artefacts, ideas, discourses and technical skills emerging from a series of
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alternative evolution patterns that come to be discarded for reasons which are often
contingent. The presence of these alternative evolution patterns is alone sufficient to
legitimize the just mentioned two-faced analysis strategy and this strategy will be
followed also in the remainder of this section to discuss the implications of the
social construction of complex systems for policies that can be implemented to
increase the sustainability of current energy transitions to renewables.

If complex systems will continue framing our social imaginary and will therefore
continue to be massively constructed, it can reasonably be assumed that the phe-
nomenological principles regulating their evolution will become more and more
manifest and that a sustainable and healthy transition to renewables will be pro-
gressively identified by policy makers with the achievement of a proper balance
between efficiency and power capacity improvements. A proper balance between
these two complementary trends is what seems to have to be necessarily achieved
by complex systems exhibiting a long term capability to withstand environmental
challenges.24 The possibility of a complex system break down can always be
around the corner and nature has demonstrated that a long term survival capability
can be identified with the capability of maintain this balance. A complex system
that would increase the efficiency whereby some of its main inputs are transformed
into outputs without maintaining a sufficient level of diversification and coupling
among these outputs would be probably destined to collapse due to its scarce
adaptability to possible changing conditions in the environment. Similarly, how-
ever, a system increasing its resilience through an augmented diversification and
coupling among its outputs without a corresponding increase in the hierarchical
organization and co-ordination among these outputs will probably be destined to
collapse because of stagnation and lack of focus. The presence and the relevance of
these phenomenological principles has been already acknowledged by scientists,
policy makers and experts working in very different fields (e.g. ecology, energy
sustainability, companies management, definition of national budget laws, etc.) and
existing studies and literature hint already to a variety of policy approaches
whereby such balance between efficiency and resilience can in principle be
achieved. Goerner et al. (2015) have for example showed that factors like flexi-
bility, diversity, small size and dense connectivity contribute to increase complex
systems resilience, while factors like streamlining, large size and high capacity
contribute to increase complex systems efficiency. When national economies are
identified with complex networks converting resources and information into energy
and products needed by societies, economies’ resilience would entail a need for a
diversity of options that can provide choice, competition and alternatives in case of
failure by industrial activities. At the same time, however, economies’ efficiency
would be highly needed to generate robust flows, although the presence of extre-
mely large, efficient and powerful organizations would tend to drain resources from
smaller organizations so reducing an economies resilience and increasing brittle-
ness. Interestingly, Goerner et al. (2015) deduce from the previously mentioned

24See for example Chaisson (2001).

2 Energy and Complex Systems Dynamics 45



energy principles a series of measurable characteristics which are in clear contrast
with current and widely applied neoliberal competitive principles and that have to
be guaranteed to ensure that economic systems can develop in a healthy way within
a transition to renewable energies. They infer for example that rather than by
exports, resilience is enhanced in the long term by the presence of as many as
possible self-feeding return loops whereby energy and material flows generated by
an economy are constantly redirected back into this economy to maintain internal
productive capacities and processes. The same resiliency principle would also
indicate that healthy economies have to constitute intricate networks wherein
human expertise, material infrastructures and cultural systems grow together and
play a mutually supportive role. On the other hand, hierarchical organizations
would be absolutely necessary to regulate societies and economies beyond a certain
size, but these organizations would have to operate according to a “subsidiarity
principle” because the degree of flexibility required by complexes societies cannot
be achieved exclusively through top-down administration approaches.25 Along a
similar line of thought, Elinor Ostrom has formulated and empirically demonstrated
the validity of a series of design principles whereby she has acknowledged, among
others, the need for subsidiarity and for a proper balance between self-organized
initiatives by local actors and hierarchical organization within the complex systems
made of the cultural arrangements, the institutional arrangements and the physical
environment whereby people produce and exchange their goods and services.26

Although described quite synthetically, the above mentioned aspects impose a
radical change of gear to policy strategies currently adopted to ensure a more
sustainable transition to renewable energy sources. The complexification linked to
the on-ongoing transition to renewables obliges for example policy makers and
researches operating in the field of environmental policies to increasingly pay
attention to the temporal dimension and rhythms of energy consumption. They have
now for example to deal with research questions like the following ones: if an
increased speed in the circulation of energy and matter within densely intercon-
nected energy systems is what can actually enhance systems health and possibilities
of survival, how can then this condition be assessed and be reasonably achieved in a
transition to renewable energies? Can renewable energies provide the same amount
of power output produced through fossil fuels in all energy end-uses? To what
extent can current energy end-uses expected to be flexible and adaptable to energy
sources which are intermittently available? Which policies can be implemented to
change the temporal profile of current energy demand? Which market rules can be
established for a transition to renewable energies where power, rather the energy,
could become the commodity mostly traded?

25Interestingly, complex systems developments according to fractal patterns would represent a
way in which a healthy balance between intricacy and hierarchical organization is achieved in
nature. Fractal patterns could therefore be used to measure and assess complex systems health.
26The fundamental role that can be played by these principles and by community-based energy
initiatives to ensure a sustainable low-carbon transition are just briefly discussed in the remainder
of this section and will be the subject of a specific chapter of this book.
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Another set of relevant policy research questions relates then, for example, to
how to define and measure the balance to be maintained between energy efficiency
and power output increases. How could indeed this balance be assessed in future
renewable energy systems? On which temporal scale should it be established?
Which are the parameters to be considered?

A further set of important questions comes then from the role played by
self-organization in relation to hierarchies that have to be established across com-
plex systems to ensure that they can endure un-expected environmental changes.
How can indeed be guaranteed that a sufficient level of self-organization can be
expressed and the necessary control hierarchies can be established? To what extent
future renewable energy prosumers can be given the freedom to establish own
governance systems whereby they establish own rules and sanction systems to
administer energy and related infrastructures? How can these governance systems
be integrated within a system of nested control hierarchies? Given the extremely
high number of technical applications that in principle can be developed by anyone
to exploit the extremely distributed and highly different types of possible renewable
energy sources, how could a market of these applications be possibly regulated?

Changes induced in current policy strategies by all the above aspects are
extremely relevant, especially when it is taken into account that these strategies are
presently mostly implemented within competitive market settings and rely either on
the stimulation of technical innovations capable of reducing energy inputs and/or
CO2 emissions of technologies or on initiatives aiming at changing individual
behaviours. At the same time, it should not pass unnoticed how, contrary to what so
far generally happened, energy efficiency improvement actions undertaken within
complex systems cannot just be conceived as a means to reduce the energy con-
sumption associated with human activities. Although continuing playing a funda-
mental role, energy efficiency improvements become indeed one part of a
two-legged strategy where augmented power, diversification and coupling represent
the other leg and a sustainable complex systems growth is the final objective to be
achieved in order to guarantee systems survival. Rather than as a means to reduce
energy consumption, energy efficiency becomes therefore a means whereby com-
plex systems can continue growing and increase their survival possibilities by
reallocating the energy saved for the production of given outputs to the production
of the additional outputs that can increase their resilience. Complex systems survive
indeed by using energy efficiency as a means to maintain and increase the density of
their energy fluxes. They implicitly frame the problem of sustainability as a
problem of sustainable growth.

All the above considerations apply in particular to existing electricity networks
which are destined to expand and become densely interconnected within the
ongoing transition to renewables energies. We are in a phase where the liberal-
ization of the electricity market has separated the structures of production and
distribution in many parts of the world and has made them more transparent. At the
same time, however, this relatively new situation has certainly not managed to curb
the increasing impact on existing resources by energy systems. If most of the
electricity supply will have to rely on common resources like the sun, wind and
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water, then this further re-configuration implies that solutions to the new challenges
determined by these energy sources cannot probably be provided by technical
innovations operating within one of the two traditional and alternative institutional
settings represented by a liberalized electricity market or by state regulated energy
systems. As already mentioned, a series of studies has indeed already demonstrated
that complex energy resource systems can be administered in a much more sus-
tainable way when collaborative approaches, rather than competitive or authori-
tarian ones, are adopted.27 Compared to institutional settings where resource
systems and related technical equipment are owned individually (according to
competitive market settings) or by a central authority (e.g. the state),
commons-based institutional settings designed by establishing that these resource
systems and technical equipment are owned in common by people can often
achieve much better performances in terms of reduced environmental impacts and
energy conservation. The reasons for this are quite intuitive. The self-interest of
competing market agents can only achieve sub-optimal and short term solutions to
solve the issues linked to the depletion of the energy sources possibly at stake,
whereas centralised authorities can only rely on command-and-control and adopt
unified and standardized solutions that do not fit optimally to all the local situations
where they have to be applied. Local self-governing and self-organized institutions
whereby equipments and resource systems are owned and managed in common by
people could instead in principle exhibit the flexibility and adaptability required by
the complexity of the problems at stake while being much more suitable to adopt
strategies for long term sustainability.28 The complexity of renewable electricity
networks offer hence the opportunity to go beyond the conventional two binary
usage structures based either on buyers and sellers (in case of competitive market
settings) or on a central and unique owner and electricity customers (in case, e.g. of
governmental settings). These structures can indeed in principle be replaced by a
user community whose members are both electricity customers and electricity
producers and can develop more suitable and flexible strategies to administer this
resource. Lambing (2012) rightly mentions that the creation of these communities
requires that consumers participate actively in the creation of rules and sanctions
concerning electricity consumption and supply by taking into account local social,
natural and technological conditions. Clearly, there are important barriers still
hindering the establishment of these administration types. These barriers mostly
include still too high costs associated with the installation of technologies and
related infrastructures (e.g. windmills, PV panels, etc.) and negative impacts on a
large circle of persons affected by the installation of these solutions (whose interests
can however be integrated in the associated decision making processes). Lambing
(2012), however, also mentions that the natural trend of electricity grids to
aggregate and communalise electricity consumption (due to the fact that the larger
the grid, the lower the additional power capacity needed to meet peaks in electricity

27On this point see Chap. 6 of this book and e.g. Ostrom (1990).
28See Chap. 6 of this book and Ostrom (1990).
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demand) may lead to very large grids that may be quite difficult to administer
according to a commons-based approach.29 These grids, like any other complex
systems, have indeed to be hierarchically organized and the conciliation between
commons-based approaches and hierarchies may be hard to achieve. Despite these
barriers, the implementation of these governance systems looks nevertheless very
promising. Due to the present situation of existing energy infrastructures, only
hybrid solutions where common-based types of electricity supply coexist with a
liberalized electricity market can however be realistically hypothesized and the first
examples of these types of governance systems are represented by energy coop-
eratives.30 Although most of these cooperatives deviate from a “pure” form of
communalised electricity consumption (i.e. a model where the cooperative is owner
and operator of the production plants and the power grid and where the cooperative
includes all the electricity consumers and the decision makers on its electricity
infrastructures), the ongoing multiplication of these types of undertakings can
already highlight the huge economic interests at stake when citizens
self-organization in the field of energy consumption and production becomes a
reality.31 In principle, it cannot be excluded that a further deployment of
multi-located renewable energy sources within electricity networks and the asso-
ciated diffusion of electricity communalisation can even trigger movements in the
civil society for a re-appropriation of power industry. These, however, are just
speculations. The governance options sketched above have been just briefly
described to explain how complex systems dynamics may contribute to create new
and interesting governance scenarios.

Either partly administered through local and self-organized institutional settings
or not, complex systems remain hierarchical systems resulting from a social con-
struction based on a particular and very abstract commodification of natural
resources and human activities. This social construction relies on the assumption
that functions accomplished by people within societies can be reproduced and
sustained through an underlying network wherein energy, matter, information and
monetary values circulate and it reflexively validates this assumption by

29Very large grids could however still be managed based on a commons-based approach.
Multistage control systems can indeed in principle be used to allow that overcapacity in one
community compensate for demand peaks in other communities. This would certainly require the
wide scale usage of smart grids and smart meters, but the resulting management system would be
fundamentally different from the usually prospected solutions to the challenges posed by renew-
able electricity. These solutions propose indeed top-down management approaches mostly relying
on price signals processed by automated systems regulating electricity usage in each consumption
point.
30For a brief overview of existing energy cooperatives around the world, see e.g. ILO (2013).
31One important area where existing interests have started generating power conflicts concerns
e.g. access rights to technologies for smart metering and smart grid management and access rights
to personal data concerning consumption within households. Self-organized energy prosumerism
relies e.g. on citizens sovereignty on data concerning their energy consumption and on the pos-
sibility of having free access to smart technologies. The actual realization of electricity commons
will depend on the outcomes of existing and future conflicts in this area.
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contributing to the materialization of this network. Societies can certainly be
organized and policies can be designed and implemented based on the abstract
principles regulating the evolution of this underlying network. Policies can, for
example, be established to substitute given technologies with other technologies
with reduced energy input and CO2 emissions based on pre-established measure-
ments and evaluations. Similarly, policies can for example be implemented to
diversify and intensify activities for the production and exchange of goods and
services in a given area and the optimal distribution and balance of these initiatives
can be perhaps be assessed by using fractal branching patterns taken from complex
systems theories. The usefulness of these methods cannot certain be denied and it
would be probably insane to reject their adoption a priori based on some kind of
ideological preconception. The point is, however, that these methods, when blindly
applied to any social context without paying due attention to each specific case and
circumstance, can produce serious damages and problems simply because they
cannot take the effects they produce on every person and context into account. This
problem is certainly not a minor issue and cannot certainly be solved or bypassed
by Machiavellian considerations or by invoking the higher interests of the envi-
ronment or of a not better specified collective with respect to individual persons.
The current economic crisis is for example showing how a passive submission to
the abstract principles and laws of the complex systems constituted by the inter-
national markets and monetary systems can escape any form of social control and
be detrimental for millions of people. At the same time, however, what may seem to
constitute an unfortunate impediment and obstacle to the application of abstract
principles and laws to regulate societies is also what constitutes the lively force of
these societies and the source of often more valid and alternative solutions to the
problems at stake. The problem that is being delineated here is genuinely political
and relates to how the blind and large-scale implementation of technical solutions
can in some circumstances become a way to bypass people and aggravate the
conditions that it should contribute to ameliorate. Policies cannot indeed be
implemented exclusively based on abstract considerations related to reduction of
energy inputs (or of associated polluting emissions) or multiplication of outputs.
The experience that has been matured since the 70s of the last century with energy
efficiency policies aiming at reducing the energy inputs of single technological
instruments has for example showed how policies approaches exclusively fostering
the diffusion of technologies with lower energy inputs can represent a way to
bypass any political consideration concerning the actual utility of these technolo-
gies, how they often reduce the question of diminishing energy resource con-
sumption into a mere question of individual choice (that can typically be influenced
by economic considerations and incentives) and can actually end up reinforcing the
need for these technologies without significantly reducing the associated energy
consumption. To make an example, when the problem of reducing energy inputs
and polluting emissions of private transportation in a city is primarily faced by
implementing policies fostering the diffusion of more energy efficient and/or less
polluting new vehicles, any political discussion concerning how urban mobility
could be reorganized to reduce the amount of travelled kilometres by people is
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typically bypassed or is assumed to be of secondary importance compared to the
diffusion of new technologies despite this reorganization could potentially result
much more effective, more diversified and more tailored to the specific context at
stake. Policies aiming at reducing energy inputs and polluting emissions by fos-
tering the diffusion of more efficient and less polluting vehicles do not indeed call
into question and may even stimulate a more intensive usage of vehicles, whilst the
political decisions that people can effectively take around mobility relate to the
reorganization of energy outputs and could for example concern the redistribution
of shops and sales point in the different city areas, the implementation of solutions
to reduce commuting, decisions concerning the need for new parking places nearby
given sites, etc. In addition, the policy approach used as an example relies on
private and economic decisions to be taken by the individuals supposed to purchase
new and more environmental friendly vehicles, whilst the alternative approach
being described relies on decisions to be taken by a community of people. Finally,
the implementation of policies fostering the diffusion of specific new technologies
results mainly from the active involvement of manufacturers supposed to produce
these technologies, whilst the active involvement of so called end-users remain
quite limited and the actual necessity of using these technologies (e.g. vehicles) is
not put under discussion. This necessity is rather usually implicitly reinforced by
the policy at stake and by all the activities that will lead to its implementation. For
example, vehicle manufacturers are certainly interested in producing more envi-
ronmental friendly solutions and will actively promote them, but will generally not
be willing to put the necessity of using what they produce under discussion; at the
same time all the forms of persuasion - including economic incentives - put in place
to convince people to participate in the policy can reinforce the diffusion of vehicles
and create lock-in effects that are very difficult to be eradicated.32

An important watershed lies between the two approaches just described. The
former approach is designed by having measurable and reduced energy inputs and
polluting emissions as primary and often exclusive objective. It is based on an
hypothesis of calculability and measurability of its energy effects typically relying
on the assumption that the policy being implemented will not produce any reor-
ganization in the existing outputs.33 Moreover, it is usually expected to produce

32The radical monopoly that cars can for example exercise on mobility (i.e. the way in which their
extensive diffusion can lead to the elimination of existing alternatives to mobility) by inducing a
redesign of urban landscapes and the lock-in effects that can often generally be generated by the
extensive diffusion of given technologies due to how they co-evolve with other material and
conceptual artefacts in the environment where they start being widely used should never be
underestimated while designing and implementing policies.
33The energy effects of the policies being discussed are typically calculated under a often ques-
tionable ceteris paribus condition consisting in assuming that these policies will not produce any
other change than the expected reductions in the energy inputs. Put in other words, the outputs
produced by the energy end-users participating in the policy initiative are generally supposed to
not be changed by the policy itself (e.g. it is assumed that all end-users buying more energy
efficient cars thanks to the economic incentives received through a given policy instrument will not
change their travelling behaviours).
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predetermined energy impacts through a process of homogenization associated with
the diffusion of standardized solutions and its success depends on individual
choices supposed to be typically taken within and be driven by competitive market
settings. The latter approach takes instead the reorganization of energy outputs as
the starting point to be considered for a possible reduction of associated energy
inputs and polluting emissions. It consists of collective actions and decisions whose
effects in terms of reduced energy consumption and emissions can be very relevant
but cannot generally be easily quantified beforehand. Moreover, it typically can
generate solutions which are highly diversified and can in this way better fit to the
different necessities usually at stake.34 The relevance and the nature of the char-
acteristics associated with this latter approach (e.g. active involvement of people
through collective actions, more diversity and adaption to specific contexts and
conditions, potentially higher effectiveness, etc.) are alone sufficient to understand
the consequences of disregarding the primacy of the role that it should play within
policies and how, contrary to what usually happens, it can be socially relevant to
find suitable ways to subordinate the former approach to the latter.

It might be objected that the above considerations do not hold in case of policies
possibly informed by complex systems theories as these considerations mostly refer
to energy efficiency policies mostly targeting single technological instruments and
energy end-uses (as energy efficiency policies focused, e.g. on cars, refrigerators, air
conditioners, etc.). This objection, however, is valid only to a limited extent.
Complex systems certainly reframe the nature of the policy issues to be faced to
increase the sustainability of human activities. As mentioned, they even allow better
understanding the actual implications of energy efficiency improvements on single
systems functions and allow adopting preventive strategies to cope with the
problems that may be caused by the decreased diversification and systems’ resi-
lience that may be associated with these improvements. Nevertheless, they cannot
certainly represent a way to bypass communities of people and subordinate their
views and the solutions that they can elaborate based on the exertion of their
practical knowledge to the large-scale application of technical solutions. Complex
systems and policy informed thereby can certainly nowadays stimulate the diffusion
of plenty of different individual options to perform given functions more sustain-
ably thanks to the possibilities disclosed by new technologies to manage and
organize huge amounts of information. The intensity and diversification of fluxes
that can nowadays be generated and managed in relation to mobility are for
example astonishing. An individual moving in some cities with a smart phone can
nowadays detect the presence and decide to use a bike made available by a system
of bike sharing for a segment of his journey, then he can leave the bike wherever he

34In the above mentioned example of private transportation in a city, rather than causing that as
many citizens as possible buy same types of new and more energy efficient vehicle, the political
process whereby outputs are reorganized may for example cause that a consistent part of citizens
will not have to use a vehicle anymore, while another part could be induced to use public
transportation, another (hopefully minor) part could continue using inefficient vehicle because it
cannot afford the usually more expensive energy efficient vehicles, etc.
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wants and decide to take a bus, a tram, a train or a metro based on the information
he finds within an online time table, then he can decide to take a car or to go by feet
because his smart phone shows that this is the more convenient option to reach his
final destination and can take him to this destination through an interactive map. It
can be assumed that, in a hypothetical future, multitudes of persons and goods
could be moved in this way and that these mobility practices could be extensively
adopted within larger and larger geographical areas because of a series of associated
advantages mostly linked to increased speed and convenience but also related to
reduced emissions pollution by individuals. Thanks to the amount of information
they can manage, individuals integrated within complex systems can indeed
potentially identify plenty of alternative and optimized mobility options whereby
the environmental impacts associated with their movements can be reduced.
Nevertheless, it should not be forgotten that this multiplication of available options
is alone responsible for an increased affluence and intensification of activities that
overall may counterbalance the reduced impacts that can be associated with the
mobility options adopted by single persons. Mobility systems organized as just
mentioned are for example capable of generating and managing a density of fluxes
that would have been impossible to imagine few decades ago.35 Complex systems
are naturally devoted to growth and, rather than the possibility to increase their
efficiency, it is their growth and the increasing integration of people within them
that constitutes a sustainability problem, either the outputs are generated by
renewable or non-renewable energy inputs. Moreover, the multiplication and
diversity of functions that they allow accomplishing is to a certain extent only
apparent, as this diversification is generated through a progressive standardization
and homogenization occurring at the level of the energy types, materials and
information flows circulating in the underlying network supporting the generation
of these functions. It should hence not be neglected how this increased homoge-
nization, together with the increased extension and couplings existing among the
nodes of the networks that are being constructed, makes these networks extremely
vulnerable and exposed to breakdowns that may be caused by minimal and
unpredictable perturbations occurring in some of their parts. Underneath the mul-
titudes of people moving through their smart phones in the previous example there
is a network that mostly works through electricity and electromagnetic fields which
have invisibly colonized our public and private spaces and there are huge amounts
of 0 and 1 s circulating through it. It is amazing to think of how a sneeze, a small
accident and perturbation occurring in a remote part of a complex network can
potentially and unpredictably put all people integrated into it in a kind of pneumatic
vacuum without any point of reference. Recent cases of blackouts36 already reveal
how an increasing integration into complex electricity networks can put commu-
nities of people in very estranged and dangerous conditions due to the impossibility

35Descriptions of mobility solutions informed by complex systems theory can be found for
example in Newman et al. (2009).
36See for example RAENG (2016).
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of accomplishing the most elementary activities in case of temporary interruptions
in the supply of electricity. Taking just people mobility into consideration, it is
probably not so unrealistic to assume that the increasing dependence on electricity
and on the internet that can be expected in a near future can cause that, in case of
temporary blackouts, most of the vehicles available in a city result inaccessible and
plenty of people do not know which direction to take or how to reach their desti-
nations. This might happen either because part of these vehicles might not function
without electricity supplied by a network, or because the information system reg-
ulating their flow and/or providing information to end-users (e.g. within bus and
train stations) could not be activated without electricity, or because most of the
pumps whereby vehicles are refuelled might be electric pumps, or because electric
lighting services might not be provided by night, or because communication
devices like radios, cell phones, etc. might not work without electricity, or even
because practical knowledge37 of people related to how to move within and
between cities might have been partly lost due to prolonged delegation of mobility
related tasks to complex technical systems. The description of this extreme situation
is not dictated by any kind of technophobia. It has been provided just to explain
(a) how the diversity of options that can be identified within complex systems can
be only apparent; (b) how these systems can potentially weaken the social tissue
whereby people have always provided for their necessities and (c) how it can
become politically relevant to ensure minimal conditions allowing that people can,
at least temporarily, live disconnected from the increasing series of complex sys-
tems wherein they are being progressively embedded and can collectively identify
own alternative spaces and ways of life. Despite it becomes more and more difficult
to explain why these spaces are so important per se, it should not be difficult to
understand how important it is that they can continue to exist at least as kind of
backup reservoirs allowing that the system can be restarted after possible
breakdowns.

The extension of the geographical areas and the number of persons that can be
affected by unpredictable systemic accidents should alone be sufficient to under-
stand how the presence of these spaces can become indispensable. Unfortunately,
there is no control system that can completely secure from complex systems
breakdowns. As already mentioned, complex systems dynamics are intrinsically
affected by a deep uncertainty that cannot be dealt neither with deterministic, nor
with statistical methods.38 The role played by available information on the status of

37This practical knowledge may concern orientation, creation of mental maps, memorization of
streets names, etc., but may also concern capabilities related to the employment of possibly
available alternative technical systems not relying on electricity consumption (e.g. paper maps,
time sheets, railroad switches, hand pumps used to refuel vehicles, etc.).
38The application of deterministic methods produces indeed good results only within simple
aggregates made of few parts interacting according to very simple mechanisms, whilst statistical
methods can be applied to aggregates made of many parts with random and loose interactions.
Complex systems are instead aggregates exhibiting organization and made of many and strongly
coupled components. On this point, see, for example, Weaver (1948).
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complex networks and their energy and matter flows, although still fundamental,
becomes therefore sensibly weakened in the framework of whatever policy or
strategy that can be designed to increase their security and sustainability. This
information is indeed still highly necessary to identify a series of possible evolution
patterns, but it will never be sufficient to establish ex-ante the actual evolution
pattern, because this pattern is deeply affected by and extremely sensitive to how
local interactions change. As a matter of principle, no model, no matter how
detailed is the information available on the status of the system under investigation,
can allow achieving this end. This conclusion has as a consequence that no
underlying blueprint, no predetermined mechanism, no planned strategy can
completely secure these networks from possible shocks. This is what has to be
considered under a theoretical point of view when rules to administer the usage of
equipment, resource systems and resource units consumed within complex systems
have to be defined to increase their sustainability. Under the point of view of the
actual implementation and enforcement of suitable control procedures, the situation
is then further worsened by the fact that the extension and the complexity of the
systems at stake, together with the presence of different types of economics con-
straints, typically obliges to delegate the implementation of these procedures to a
myriad of different companies and actors, this situation causing that no-one can
have the overall view of the status of system.39

Besides developing purely technical solutions and improving existing control
procedures and risk assessment protocols to prevent situations of energy systems
disruption, a good strategy to be further developed to cope with the situation of
increased fragility that can be expected from future renewable energy systems is
certainly that of learning from accidents and blackout already happened in the
past40 or to perform sociological studies in order to assess which solutions can be
reasonably implemented to increase systems resilience and people flexibility and
adaptation. These solutions typically range from purely technical ones to solutions
generated by sociotechnical capacities of people, linked for example to possibilities
of shifting the timing of their activities or moving to places where environmental
conditions require less energy, etc.41

In relation to the aspects stressed in the last part of this section, it would however
be a big mistake to assess the practices that people can autonomously generate to
provide for themselves only in terms of the associated possibilities of increasing the
resilience of the complex systems they depend on. This type of reductionist
approach would indeed not consider, among other things, the presence of a huge
diversity potential for increasing the sustainability of human activities existing
within communitarian practices developed outside and in alternative to what dic-
tated by these complex systems. Most probably, it is nowadays more than ever

39For an accurate description of how these situations have actually occurred see, for example,
Tainter and Patzek (2012).
40On this point, see, for example Trentmann (2009).
41See Chap. 13 of this book for further information.

2 Energy and Complex Systems Dynamics 55



necessary to acknowledge dignity and important sustainability potentials to alter-
native collective ways of life which manage to develop and remain outside the
paradigm of growth enforced by current huge and complex monetary, energy and
information systems. More than that, it is necessary to recognize in the ways of life
conducted outside these complex systems an opportunity for recovering a sense of
agency and a personal and more sustainable dimension within the relationships
established with other people and with our environment in general.
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Part II
Complex Systems and Sustainable

Energy Transitions



Chapter 3
Complexification in the Energiewende

Franco Ruzzenenti and Brian D. Fath

Abstract The path toward a low-carbon economy takes three main parallel roads:
the efficiency of energy conversion, the reduction of energy use and the substitution
of fossil-fuels with renewable energy. This chapter will focus mainly on this latter
aspect of the problem by analyzing how a transition toward renewable energy can
pose a new challenge to economy and governance in terms of complexification of
the system. The fate of renewable energy sources (RES) crucially depends on the
power sector for electricity is still the main vector for renewable energy. The main
features of the ongoing transition toward a renewable energy system are: (1) lower
intensity of energy sources; (2) high efficiency of conversion; (3) temporal dis-
continuity; (4) free access to local and more decentralized energy sources; (5) dra-
matic change in the economic concept of energy scarcity; (6) new, leading role of
the network. Is this process leading to a higher complexification? To answer to this
question, we will analyze this energy transition in the light of the concept of
complexity and sustainability by looking at the history of economic development
and societal change prompted by new energy sources and new form of energy
conversions. A particular emphasis will be given to the case study of Germany and
recent thrust toward an energiewende. Finally, it will be advocated the need for a
new market of power aimed at decoupling the sites of electricity inlet and outlet
overcoming the impending limits of RES energy that curbs their development.
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Introduction

According to the New Energy Outlook of Bloomberg, by 2040 the world’s
power-generating capacity mix will have transformed from today’s system com-
posed of two-thirds fossil fuels to one with 56% from zero-emission energy sources.
Furthermore, over the next 25 years, 60% of the new generating capacity installed
and two-thirds of the global investment will be in renewable energy. Are we on the
verge of a new energy transition in the electricity sector from fossil fuels to
renewable energy sources (RES)? Can RES supply the present energy demand in
developed countries, securing the continuity with affordable prices? RES generally
present a very high efficiency of conversion. For example, solar panels can have an
efficiency of up to 40% comparable to the efficiency of best of the best gas turbines
used in thermal power plants, but solar insolation has an average power intensity on
land of the order of magnitude of 102 W/m2 in contrast to the order of magnitude of
103 W/m2 displayed by fossil fuel or nuclear power plants. The same can be said of
hydropower, which has an even higher efficiency (approximately 90%) but a power
intensity down to the order of magnitude (OM) of 101 W/m2, with some peaks for
alpine power plants reaching the OM of 102 W/m2, or wind, that has an efficiency
of up to 60% but a power intensity down to 101 W/m2. Furthermore, the sun is not
always shining, the wind not always blowing or the water flowing. The disconti-
nuity of RES can further scale down the power intensity of a OM (from 102 to
101 W/m2 in the case of solar energy, for example), but most importantly can create
problems for supplying the baseload demand of electricity and balancing the grid
(i.e., constantly matching electricity demand and supply). But RES are also
available for free and virtually unlimited, the only costs (almost) being capital costs.
This can be an advantage, but also a disadvantage for an economic system that
proliferated upon the concept of scarcity and limitation to access. Therefore, the
main features of the ongoing transition toward a renewable energy system can be
outlined as follows: (1) Lower intensity of energy sources (power per unit of
surface or volume); (2) generally high efficiency of conversion; (3) discontinuity
and unpredictability in energy sources availability; (4) free access to local and more
decentralized energy sources ultimately leading to a new definition of property
rights on energy; (5) dramatic change in the economic concept of energy scarcity
(to be applied to the energy supply and not to the energy source) to which markets
will respond by providing energy services, particularly electric power, which is
otherwise scarce and thus profitable; (6) new, leading role of the network due to a
diffused rather than concentrated power generation. Is this process leading to a
higher complexification? To answer to this question, we will analyze this energy
transition in the light of the concept of complexity and sustainability. This chapter
focuses on RES in the field of power production avoiding the others application of
renewable energy, foremost to the transport sector, which will be tackled in Chap. 4.
As it will be clearer in the remaining of this chapter, the power sector is but a
marginal sector for the fate of RES, as electricity represents the vital energy carrier
for renewable energy. Therefore, the quest for an energy transition from fossil fuels
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to RES must depart from this crucial sector. We will begin with analyzing the case
of Germany, which has recently been not only the leading country in RES in terms
of investments and growth rate of share in the production mix of the last decades,
but also a country where the concept of “Energiewende” has been unequivocally
stated in formal documents of the German government and parliament and posited
as a target for governance.

The Eneregiewende

In the last years, Germany has gained international attention for its declared aim to
leave nuclear and fossil energy behind and move to renewable energy sources
(RES) (Morris and Pehnt 2015). German policy-makers in the last 25 years have
prompted an aggressive energy policy to sustain the development of RES with the
explicit aim of replacing nuclear power in the short-term and coal in the long-term
for electricity generation. The motivation is to reduce carbon emissions and
improve energy security by coupling economic growth and development to local
energy sources. This economic and technological process, and the consequent
energy policy, is referred to as the German “Energiewende” (energy transition)
(Hake et al. 2015). Green-energy skeptics and climate change deniers, on the one
hand, and environmentalists and green-energy stakeholders on the other hand, have
been both observing attentively, with dismay or hope, the German locomotive
charting its own way through this narrow passage.

From the early 1990s, the share of RES in the German power sector grew seven
times, from around 3% to more than 28% in 2014 (IEA 2015) and the employment
in the RES sector almost doubled from 2005 to 2011 (Morris and Pehnt 2015).
Relative to 1990, Germany reduced its carbon emissions by 27% at the end of 2014,
overtaking the target of 21% (for 2012) set by the Kyoto Protocol (Morris and
Pehnt 2015). In September 2010, the government of Angela Merkel presented its
“Energiekonzep” (energy concept) with very ambitious targets, aiming to reduce
greenhouse gas emissions by 40% by 2020 and at least by 80% by 2050 compared
to 1990. The proclaimed path to a low-carbon energy future envisaged also means
to cut on coal and the exit from nuclear power. On June 6th 2011, pressured by the
public opinion, the Bundestag voted, with an overwhelming majority, in favor of a
final nuclear phase-out that led to the decision to decommission the seven oldest
reactors and to cease all nuclear power generation by 2022 (Hake et al. 2015). The
green-supporters all over the world were cheering and praising the German-way to
de-carbonization and prosperity. Germany became a global leader and trail-blazer,
as the only developed country to have taken, deliberately and coherently, the
decision of aiming at a future energy supply entirely based on RES and they were
achieving this at an outstanding pace. Their policies demonstrated the effectiveness
of decoupling economic growth and carbon emissions. The gloomy skeptics of
renewable energy could retreat in their caves: a new eve for energy and economy
was on the door. In the view of many, Germany was paving the way in the
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twenty-first century for a new industrial revolution based on RES, similar to what
Britain did for the age of coal in the eighteenth century.

For a curious circumstance and repetition of history, it is the old, dirty coal—the
same who propelled the first industrial revolution—who is now looming threat-
eningly, casting a dark shadow over the bright and full-sail cruise toward RES.
Germany has almost halved its nuclear power in 14 years, but failed to reduce the
contribution of lignite to power generation. Lignite, with RES, is still the first
energy sources in the electricity mix and since 2011 the consumption of lignite
actually grew (The Economist 2015). The coal paradox of Germany in the recent
years lies in the twofold effect of the nuclear phasing out: the unpredictable high
costs of disinvestment from nuclear power, which drained public expenditures from
RES, and the room for power generation that, combined with the low or zero
marginal costs of RES, fostered carbon-intensive and cheap energy sources like
lignite. In a recent special report on climate change, The Economist put forward the
case of Germany as an example of the frailty and inconsistency of a univocal policy
based on RES. For the Economist, Germany, once a leader in the World for
renewable energy, is now trapped in a state of impasse caused by the pressure
posited by the costs of rapidly dismantling power reactors and the need to fill the
void with reliable, continuous, and cheap power (The Economist 2015). The pace of
intended decommission is faster than the existing grid can absorb variable-delivered
renewable fuels, even if the investments to continue their growth were available.
Nuclear energy has a very limited range of power capacity, but once you turn the
knob, you know exactly how much power feeds into the grid. On the contrary, the
power delivered by RES is virtually free, it costs just a sunny or a windy day, but it
is unpredictable and intermittent. A common operational and logistical hurdle is
that the grid must always be balanced (electricity cannot be stored on the grid). For
a network that has been designed and developed with few, big and under control
inlet points to provide power for a vast, heterogeneous and uncontrolled landscape
of small outlet points, handling RES can be a problem. Furthermore, the surge of
solar and wind power had the paradoxical effect on the market of fostering lignite
over gas by pushing down the clearing price of electricity (The Economist 2015).
The fuel of RES is free and the energy highly subsidized. Hence green-power
producers offer the kWh on the wholesale market for nothing, pushing out the bids
from the costly (but efficient, compared to coal) gas-fired power stations. In the
cradle of the Energiewende, the mixed effect of free market, high incentives, low oil
price, and disinvestment’s costs created a fertile environment for a coal backspin. Is
this a case of complexification brought about by RES1?

1The answer to this question brings obviously to the concept of complexity and the criterion for
assessing its growth (complexification). This is not the context to address such a complex issue as
we can only underline that there is not yet an unanimous definition of complexity, let alone a
measure. For the sake of the analysis developed in the present chapter, we will bear to an intuitive
concept of complexity that can be briefly outlined as follows: (1) a more complex system has a
higher number of components (a nineteenth century coach had a number of components in the OM
of 101–102 parts compared to 104 of modern cars); (2) an higher number of interactions among the
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Indeed, it is a case of heterogenesis of ends which is often the unintended result
of assertiveness in a complex context. With the words of Fernand Braudel, a famous
historian: responses to natural challenges thus continually free humanity from its
environment and at the same time subject it to the resultant solutions. We exchange
one form of determinism for another (Braudel 1995). He viewed the history of
civilizations primarily as the struggle of mankind against nature aimed at over-
coming the constraints on development and, in this clash, a central role has always
been played by energy conversion—the driving motive behind all activities. He
envisaged four main industrial revolutions: (1) coal and steam power; (2) oil and
internal combustion; (3) electricity, and (4) in his view, was the rising nuclear
power.2 Note that the first two are fossil based, the third is historically and vastly
based on fossil fuels as energy source and not as energy carrier. Theoretically the
electricity’s means of production is adaptable, adjustable, and open to a multiplicity
of options. In this manner, it plays a key role as a transition technology. Nuclear
power is also nonfossil (although still nonrenewable) and one that humans still have
not tamed for many people’s satisfaction. Fernand Braudel wrote his marvelous
book in 1963, two decades before Chernobyl and almost three decades before
Kyoto. He could not forecast how the struggle with Nature would become so
compelling and complex in so far that it had to revert its goals, making the
entanglement of economy with nature a new chrism. Moreover, he could not pre-
dict, if not the dim future of a fading away, the failure of the nuclear age to ascend
in the following decades. In the 1960s, very few could have predicted that the atom
would have not freed humanity from the burden of physical work and perhaps even
today many rest in this certainty. Atoms appeared to be the longed perpetual motion
sought by science for centuries and centuries; a vast source of free power, or at least
very cheap, awaiting only to be (safely) harnessed. But this did not happen, we now
well know. Why? Besides the concerns by nuclear economies of restraining the
nuclear proliferation, there was probably a more profound and simple reason

(Footnote 1 continued)

components or/and (3) a different structure (topology) of interactions, like for example, an higher
hierarchy (see Chap. 5). In defining the complexity of the system according to the criterion
explained above, network theory has grown in relevance in the recent years (Oltvai and Barabási
2002). Indeed, network analysis has proven to be a powerful tool to understand the energy
metabolism of ecological systems and to explain their immanent tendency to complexification and
accumulation of resources (Fath and Patten, 1999). Energy metabolism will be the central topic of
the next chapter, but as we will try to make clear in this chapter, the concept of network is essential
to understand the destiny of the energiewende.
2“There were four successive Industrial Revolutions, each of the last three building on its pre-
decessor’s achievements: that of steam, that of electricity, that of internal combustion and that of
nuclear energy. The problem for us is to examine as closely as possible how this series of
revolutions began. That means looking at the leading position of Britain between 1780 and 1890.
Why was she the first to industrialize? How? And before 1780, what was the general situation of
Europe in industrial matters? The Word ‘industry’, before the eighteenth century—or rather, before
the nineteenth—risks evoking a false picture. At the very most, then, there was what may be called
‘pre-industry’” (Braudel 1995).
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behind: nuclear power (and electricity, which is the vector of nuclear energy) has
never been a suitable substitute for internal combustion in transport nor it was, in
many cases, a doable and cheap substitution for combustion in domestic heating.
Combustion is still the votive altar of our economy and society. Indeed, as cleverly
pointed out by Smil, energy transitions have always taken long time to fully
develop their course (Smil 1994). The middle age sought the rise of mechanical
energy drawn by wind and water, the “very first industrial revolution” according to
Braudel,3 providing an unprecedented leap of power for mankind (Smil 1994).
Nevertheless, it was still the age of animate prime movers, i.e., human and animal
labor, for the vast majority of society. Currently, in the age of fossil fuels, in most of
the World, animate power and biomass fuels are the primary sources.4 Yet, when
humans began to utilize combustion for producing mechanical power rather than
just for cooking, heating, and lighting, the world transition truly was transforma-
tional in the sense intended by Smil. The atmosphere too was transformed, as
evidenced by the concentrations of carbon dioxide, as well as unintended pro-
duction of nitrogen oxides, sulfur oxides, and other detrimental chemical
compounds.

In the chronology of the Industrial Revolution, the transition from animate to
inanimate power flies on the wings of the discovery of coal. Why was mechanical
power, harnessed under combustion, discovered after coal? Nevertheless, the steam
engine made coal, which has always existed, a source of mechanical power. Coal
has nearly doubled the heat capacity of wood and, most importantly, is not bounded
to land use. Nor does it directly compete with forests for timber or pulp. It is much
more energy dense, but also much more energy intense, in terms of land use per
energy unit delivered (Moreno-Cruz and Taylor 2014). In the nineteenth century,
Britain produced more than one million tons of iron and, as highlighted by Smil, to
produce such an amount of iron with biomass-fueled furnaces, would have required
to put one quarter of the territory under coppiced wood (Smil 1994). Coal meant not
only power, but also iron, besides energy. The last ingredient to trigger the
industrial revolution—and the associated energy transition, was a suitable scale of
the economy to fully release the newly available power. At that time, only luxury
items and the factories that were providing nobles and upper classes with them
could sustain large-scale production (Braudel 1995). The fate of industry was
entangled with that of (national) state and mercantilism epitomized this common

3“The very first ‘industrial revolution’, may be said to have occurred in the twelfth century, when
wind and water mills spread throughout Europe. But after that, for some seven centuries, there was
no major technological innovation. Pre-industry, even in the eighteenth century, had only medieval
sources and forms of energy. The power of a water-mill was normally in the region of 5 horse-
power; that of a windmill, in windswept regions such as Holland, sometimes exceed 10 horse-
power, but its output was intermittent. Without abundant energy resources and powerful machines,
industrial life was condemned to semi-immobility, despite a multiplicity of small and often very
ingenious technical inventions.” (Braudel 1995).
4“Millennia of dependence on animate power and biomass fuels came to an end only gradually and
the great transition to fossil fuels and fuel-consuming engines had highly country-specific onsets
and durations”, Smil 1994.
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destiny. Mercantilism was the true ideology underpinning the industrial revolution,
in which science, technology, and economy all concurred to the prosperity of the
nation. According to Landes, it was a very remarkable expression in the domain of
economic policy of the rationalism and of the Faustian spirit of domination over
Nature (Landes 1969). The quest of resources to sustain growth has always been the
crux of this policy, in a fashion similar to the basic behavior of organisms in
ecological systems: seeking food is the primal instinct. In more recent times, the
doctrine of Lebensraum in Germany or that of the autarchism in Italy followed the
wake of the mercantilistic stake for resources. It is interesting to note that, according
to the researchers of the Julich Institute, even the German energiewende does not
differ from this long standing strand of energy history (Hake et al. 2015). In their
view the roots of the energiewende are in the energy policy of Germany in response
to the oil shock and in their attempt to protect the coal industry—the only truly
national energy source, while shedding the basis for an economic growth freed from
uranium and oil.5 Indeed, Germany, perhaps unintentionally, succeeded in their
first, original goal, as it is becoming apparent by the flourishing industry of coal. Is
this the death knell for RES? No, despite the coal-paradox and the setback for the
public policy aimed at sustaining RES, in Germany the share of RES is still
growing. Germany is still a fossil-fueled economy (81% of its primary energy
supply was from coal, oil, and gas in 20146), but this is due to the historical inertia
of the transition explained by (Smil 1994); what matters is that neither the collapse
of oil price, nor the flaws of the German Energiewende has reversed the trend of
RES. This might be due to the aforementioned inertia of the system or to the fact
that the transition is escaping the control capacity of governments and policy.
Something has been triggered. It seems that the energy transition is an ongoing
process, led by forces of the economy, society, and technology, while policy is
lagging behind, sometimes following the wave, sometimes swimming upstream.
The last report of the energy division of Bloomberg—probably the most important
company of media, data, and financial services in the world, stated this concept
clearly:

By 2040, the world’s power-generating capacity mix will have transformed: from today’s
system composed of two-thirds fossil fuels to one with 56% from zero-emission energy
sources. Renewables will command just under 60% of the 9,786 GW of new generating
capacity installed over the next 25 years, and two- thirds of the $12.2 trillion of investment.
Economics – rather than policy – will increasingly drive the uptake of renewable tech-
nologies (Bloomberg 2015).

5“Economic growth without oil and uranium? First ideas and pilot projects for an energy transition.
The idea of an energy transition with a shift away from both fossil and radioactive fuels in
Germany was born over 30 years ago and the history of renewable energies in Germany even dates
back to the 1970s. As a response to the first oil crisis and inspired by the research projects of the
Carter administration in the United States, the R&D program on energy launched by the Ministry
of Research and Technology in 1974 spent about DM 10 million for research on renewables”
(Hake et al. 2015).
6See (IEA 2015).
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Intensity and Efficiency of Conversion of RES

Renewable energy sources, notably wind and water, have already paved the way for
an unprecedented energy transition that took place, mainly in the pre-industrial
Europe and North America (Smil 2008). This transition from animate prime movers
to inanimate ones as a source of power was featured by an increasing complexifi-
cation of the artifacts and the society that took over three centuries to unfold. The
freedom of reducing and eventually largely releasing humans from ubiquitous
physical labor was channeled into new hierarchies of production and organization in
all facets of our living arrangement. Greater complexities emerged from this supply
side step function. Although human beings have always exploited solar energy to
produce mechanical work by harnessing the power of flowing water and wind—the
early examples of elementary devices date back to the Greeks and the ancient civi-
lizations of Persia and Syria—it was only in the European middle-ages that water and
wind mills became a pervasive and prominent source of power. England in the
eleventh century was dotted by at least 6000 water mills—one for every 350 people.
They doubled in number in 200 years, and by the nineteenth century there were
30,000 operating water mills. Between 1300 and 1600, the number of wind mills in
the Netherlands grew up to 8000. By the twentieth century, there were around 30,000
wind mills in the countries boarding the North Sea for an installed capacity of
100 MW (Smil 2008). Compared to the power of medieval or roman wind mills, with
an output in the order of magnitude of 102–103 W, the Dutch wind mills of the late
seventeenth century deployed a power of up to 30 kW and a transmission efficiency
of around 60–70% (Smil 2008). In the same time, power of single water plants scaled
up, from 3.5 W and an efficiency lower than 10% for the old vertical axis water mills
and around to 50% for the horizontal axis ones, to a power above 50 kW, achieving
peaks of 200 kW in some gigantic plants and an average efficiency of 60–70% in the
twentieth century (Smil 2008). Along with power and efficiency, the complexity of
the devices increased, from vertical to horizontal axes up to the modern screw and
external vertical wheels in water mills that maximized the torque. The complexifi-
cation occurred during the pre-industrial and post-middle age concerned also the way
of converting animate power. The introduction of pulleys and levers brought the
weight a human could lift up to 150–160 kg and the power output from a 100 W of a
single worker to 700–800 W of eight workers in a treadwheel or above 1 kW with a
couple of animals. The standardization and implementation of these unwieldy first
generation contraptions demonstrate the incredible allure these new technologies
provided. For example, in the late eighteenth century Colonial America, the har-
nessing of water power fed the textiles industrial boom, and the fledgling Federal
Government Commissioned arms manufacturers first in Springfield, Massachusetts
and then in Harpers Ferry, West Virginia due to their location to reliable hydropower.
The entire towns became alive with whirling axles and leather pulleys that each
factory tapped into (see Fig. 3.1). Considering that factories such as this already
existed, the transition from hydro to fossil-based steam was an easy adjustment when
that became available one half century later.
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Most remarkably, the complexification induced by the energy transition regarded
the society itself through the advent of the first, pre-industrial manufacturing
industries powered by water.7 Nunn and Qian estimated that the introduction of the
potato from the New World was responsible for a population growth of 26% in
Europe between the eighteenth and nineteenth century and an increase in the urban
share (of population inhabiting cities compared to that in rural areas) by 0.36% for
every 1% of hectare dedicated to this cultivation (Nunn and Qian 2011). The
complexification of society was sustained by an increasing per capita energy
budget, which grew from the hunter-gatherer societies, relying on passive8 solar
energy, with 10–20 GJ per year available, to the agrarian societies, with up to
60–80 GJ a year by actively using solar energy. The scale-revolution actually came
with the use of fossil fuel for generating mechanical work, which gave society an
astonishing energy budget of 220–350 GJ per capita per year (Schlör et al. 2012).

Fig. 3.1 Gun smithing equipment on display at Harpers Ferry National Historical Park (https://en.
wikipedia.org/wiki/Harpers_Ferry_Armory#/media/File:Armory_at_Harpers_Ferry,_WV_IMG_
4683.JPG)

7“Some medieval societies began to rely on inanimate prime movers for a number of demanding
tasks including grain milling, oil pressing, wood sawing, powering of furnace bellows and forge
hammers, and the mechanization of manufacturing processes ranging from wire pulling to tile
glazing” (Smil 1994).
8For “passive use” of solar energy we refer to the energy embodied in autotrophos and hetero-
trophos which convert directly solar energy into phytomass or indirectly into biomass. For “active
use” of solar energy we refer to the solar energy which is directly harnessed by humans in the form
of potential energy of water or kinetic energy of wind.

3 Complexification in the Energiewende 69

https://en.wikipedia.org/wiki/Harpers_Ferry_Armory%23/media/File:Armory_at_Harpers_Ferry%2c_WV_IMG_4683.JPG
https://en.wikipedia.org/wiki/Harpers_Ferry_Armory%23/media/File:Armory_at_Harpers_Ferry%2c_WV_IMG_4683.JPG
https://en.wikipedia.org/wiki/Harpers_Ferry_Armory%23/media/File:Armory_at_Harpers_Ferry%2c_WV_IMG_4683.JPG


It is now important noting that this wonderful escalation in efficiency and power
output was nonetheless limited in the intensity, that is, in the power per unit of
surface (of the land or air claimed by the conversion device). Wind power ranged in
the order of magnitude between 100 and 101 W/m2 and only water could get up to
102, which is still one or two orders of magnitude less than modern thermal power
plants whose power output ranges between 103 and 104 W/m2. Globally, the
escalation was also vastly unequal in its distribution and access.

As previously highlighted, humankind has mainly relied on animate power as a
prime mover for centuries and in slave societies this was freely available, subject to
land surface availability and productivity to feed it. However, interestingly, despite
the affluence of the free slave labor, no ancient society has ever progressed toward a
scale of mass manufacturing such as that witnessed during the industrial revolution.
Perhaps this was due to the anatomical limitations of the human body, which could
be only partially overcome by means of ingenious mechanical aids. For example, an
average modern western family can consume up to 30 kW of installed power in its
appliances and in its two cars. This raises the power that must be available to allow
this consumption up to 200–250 kW, which is an equivalent in slave labor force of
almost 3000 slaves or 400 draft horses (Smil 1994). Indeed, everyone can agree that
it is difficult, and hastily inconvenient, to fit 400 draft horses in an average modern
western house. Likewise, the power of an average motorcycle is of about 30 kW,
which, if it had to be delivered by means of photovoltaic cells, would need almost
200 m2 of these cells; an extent that can be hardly placed on a ship. Yet, a mere
gallon of gasoline contains more than 30 kWh of energy, which means that, with an
(optimistic) efficiency of about 40%, it enables me to ride my motorbike at maxi-
mum speed for half an hour, even by night. Efficiency is not the only metric to judge
RES. Photovoltaic cells, with an efficiency ranging from 20% to almost 40% is one
order of magnitude greater than the efficiency of photosynthesis that ranges from an
optimal efficiency of 5–6% to an average efficiency of about only 1–2%; hydro-
electric power plants can have an efficiency up to 90%, which is by far higher than
the attainable efficiency from the newest combined cycle gas turbines, with a peak
of 60%. It is also worth noting that RES, as a recent study has unmistakably and
surprisingly shown for the UK electricity sector, can score better than fossil fuels in
terms of energy return on investment (EROI) to produce electricity (Raugei and
Leccisi 2016). EROI accounts for the amount of energy that, directly and indirectly,
must be consumed in order to generate one Joule of electricity. It is an important
criterion for selecting energy sources in a highly complex society, with a non-
modest need of exosomatic energy. However, features of energy sources other than
efficiency or EROI are relevant for economic purposes. These features are the
energy intensity, as we have explained above, and time disposal, as it will be
explained in the following section.
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Complexity of RES: Discontinuity, Diffusion,
and (Im)Predictability of RES

Stanley Jevons was fully aware of the advantage of fossil fuels’ time disposal
compared to renewables in relation to the cycle of capital. He argued, for example,
that what made steam vessels more economical was neither fuel efficiency (wind
power is more efficient) nor unit costs (wind vessels are almost costless), but it is
instead the availability and certainty of coal disposal as an energy source which had
an incomparable positive impact on the capital return cycle.9 It was the regularity
and rapidity of steam vessels that rendered them more advantageous. Similarly, in
the field of biological systems, evolution has awarded those systems that are faster
in tapping the available free energy.10 This is the so-called “maximum power
principle,”first envisaged by Alfred Lotka and later developed by H.T. Odum
(Odum 1995). The nexus between power, efficiency and complexity will be treated
more in depth in Chap. 5. What is worth noting is that biological evolution and
economic development have followed the same paths or, we may say, paradigms,
by increasing the rate of energy intake per unit of surface, or volume, across their
systems. This was achieved by, or perhaps as a result of, an ever growing com-
plexity. It is thus difficult to foresee a future for RES where the system will be able
to reduce its energy intensity (power per unit of surface) and sustain the level of
complexity so far achieved. Power will become a limiting factor to feed the
complexity of the system and at the same time complexity will also increase to
deliver more power to the system: this is the conundrum of RES that involves
significantly the role of the network. This issue will be tackled in one of the
following sections.

It is also worth remembering that when we talk about power, we mean a rate of
energy flow and the discontinuity of RES inevitably reduces this rate. Nevertheless,
the problem of the discontinuity and unpredictability of RES goes beyond the two
above mentioned aspects, i.e., the impact on the capital return cycle and the lower
power output. It probably has to do also with the twentieth century concept of
modernity, and its undying myth of control, which innervates the last vision of
progress, so seriously threatened by the impending environmental (and economic)
crisis. It is not difficult to accept for a farmer that when it is raining, it is time to rest.
It can be otherwise very difficult for an engineer to relax while watching the wind
turbines idle. However, the torment of one engineer is not to be the trouble of an
economy.

9“The regularity and rapidity of a steam vessel render it an economical mode of conveyance even
for a heavy freight like coal. The first cost of a steam collier is greater than for sailing colliers of
equal tonnage. But then capital invested in the steam vessel is many times as efficient as in the
sailing vessel” (Jevons 1965).
10“The maximum power principle can be stated: During self-organization, system designs develop
and prevail that maximize power intake, energy transformation, and those uses that reinforce
production and efficiency” (Odum 1995).
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Will the growth of RES aggravate or ameliorate the impact of discontinuity over
the need to supply the baseload energy demand? Or, in other words, the question is:
will more intermittent power inlet points increase the volatility of the system and its
unpredictability? This is a hard question to answer. We must acknowledge that, for
example, if the output of a single RES plant fluctuates greatly, the fluctuations in
the total output from a large number of geographically distributed RES plants, in
different environmental conditions, will be much smaller and more predictable.
These generation facilities follow the law of large numbers. Several studies have
shown that RES, if properly implemented, can provide baseload power for Europe
in the foreseeable future.11 With an accurate mix of energy storage, demand side
management and infrastructure enhancement, it is thus in principle possible to feed
the European energy system only with RES, guaranteeing the continuity of supply.
Hence, discontinuity is not a technical problem, it is rather and economical and
cultural problem, as explained above.

To conclude, it is important to understand that these two prominent features of
fossil fuels, i.e., the higher energy intensity and the time disposal, created the
conditions for the complexity leap witnessed in the last two centuries, by shaping
the spatial and time dimension of economy and society. The problem of sustain-
ability of RES, from the viewpoint of economic and social sustainability, must thus
critically address these two main issues.

The Market of RES: Property Rights and Free Access

Another important viewpoint on the conditions that fostered the Industrial
Revolution, is the evolution of property rights, foremost in the eighteenth century
England. Landes, among others, has placed the emphasis on the role of the
Enclosure Acts on the process of capital accumulation that was a fundamental
condition for the development of the first industries (Landes 1969). Enclosure was
the legal process in England of enclosing a number of small, common landholdings
to create one larger privately owned farm. Enclosures were twofold important:
(1) they increased the land productivity and (2) created the middle-class that
inspirited the Industrial Revolution. As previously highlighted, mercantilism was
the ideological expression of this tight bound with land and it is not by chance that
the birth of the classical economic theory, with influential scholars of the like of
David Ricardo, focused primarily on the marginal productivity of land. The rise of
coal and its fabulous applications was disruptive with this view of prosperity:
wealth was no longer tied to land, but to the power of mechanical work. The role of
marginal productivity was thereby restored in a new frame that elevated production
factors, whose remuneration was based on the output of productivity and the
scarcity of the factor. An unlimited resource, freely available, is not valuable in the

11https://ec.europa.eu/energy/sites/ener/files/documents/2012_energy_roadmap_2050_en_0.pdf
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context of this economic activity and coal, indeed, was far from unlimited, though
abundant and cheap. Coal, like oil, is a finite source that comes from the ground. It
is thus possible to clearly assign property rights on it (like for the land once is
enclosed). It goes along with this that renewables are difficult to price and exploit
according to the logic above. The revolution of RES is double: on the one hand they
reconnect the link with the land (surface) and on the other hand they severe the link
with the property rights. The energy source itself is free and cannot be otherwise.
With the impending energy transition, energy utilities are confronting with the same
problem that the music and film industries have just faced with the advent of the
Internet and the free share of movies and music. It was the technology, with the
means of mass reproduction and the physical supports of art artifacts that created
the condition for the application of property rights. Records were a scarce resource
for the reproducibility was restrained to industry. Now, with the Internet, repro-
duction is free and unlimited and the industry must resort on new laws and
enforcement to apply property rights. Likewise, all energy systems, from the net-
work to the market, were conceived for a large, manifold, and uncontrolled demand
and a limited, supervised number of suppliers retaining the control of the energy
source. The impelling issue of the property rights mirrors that of the balance and
regulation of the grid, which was developed in a context of a few large inlet points,
almost perfectly under control and a vast and variegate pit of outlet points. The grid
must be constantly balanced, and failing in doing this is worth a big loss of tension.
The electricity control center of the network is facing the unknown frontier of
having to handle a large portion of installed electric power capacity that will be
intermittent and uncontrolled. These are practical and technical problems that are
entangled with the economic ones. When facing them, we should bear in mind that
in the new context of market liberalization, the private and public actors were once
wedded in a single, public company which used to oversee all the production chain,
from the production to the transmission and the dispatch. Perhaps, this is why big
utilities cannot help but hide a certain disbelief, if not nuisance, to RES. Despite it is
still very profitable for utilities selling highly subsidized electricity, it is unsettling
the prospect of making long-term business plans in a scenario where the revenue
depends only on the capital costs and is highly affected by the unpredictability of
future energy prices. This is not to mention the burden of the legacy of the tradi-
tional plants (some of them, like the nuclear power, of unknown dismantling costs)
and the capital invested and frozen in them12. However, the traditional way of
producing electricity is not free from hazard. Since the synchronization of all the
energy commodities with the price of oil, even the price of elasticity is bound to the
uncertain and capricious fluctuations; but utilities have the possibility to hedge
against them either by indexing the retail prices or by relying on the market with the

12This is already becoming compelling and paradigmatic, in many countries where gas turbine
plants are paid by the government to stay idle. Though apparently appalling and disturbing, this is
the result of the ambiguity between the private and public sectors in the field of electricity. Indeed
it is true that some of those power plants were once paid by the government and they thus must be
a concern not just of the utilities, but of the collectivity altogether.
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related financial tools. However, when in the wholesale market the marginal price
lowers to zero because of the overflow of RES, even these possibilities are dra-
matically cut off (Ruzzenenti 2015).

We are thus hereby contending that the problem of the governance of the energy
transition toward RES, in the context of market economy, is also a problem of
setting a favorable environment for a new frame of property rights suitable to the
technical constraints posed by renewable energy. In other words, the policy-maker
must aid the market to adapt to this new context and quest for the dimension where
the new scarcity lies.What is scarce for the nexus between RES and society? As we
hoped to have explained above, it is power and intensity. Rather than the present
overall supply—quantus—the energy in a given time, in a certain place—hic
et nunc, and for an adequate amount—aliquanto, will be the scarce source of the
future.

The Governance of RES: The Role of the Network

The shift from the paradigm of quantus to that of the hic, nunc et aliquanto
envisages a new and radically different definition of the role of the network, i.e., the
electricity grid. It is noteworthy that the network makes the RES a truly competitive
and affordable source of energy compared to fossil fuels. In the past, the technical
and physical limits of mechanically connecting renewable power generation, like
water or wind mills, condemned RES to a marginal role when fossil fuels were
scaling up the intensity of power in factories and transport means, but it was only
with the onset of the electrical network that the intensity of power could scale up
even in daily domestic usage decreasing drudgeries of human labor.

We have already outlined the new technical and managerial challenges that the
network will undergo in the next years, but it is its role altogether that will change.
The grid now must fulfill constantly the need of consumers, households or firms,
pervasively and permanently. While meeting this need, the grid tries also to min-
imize the losses, for example, by imposing a cap on absorption; by making cos-
tumers pay for the so-called reactive energy; by differentiating the tariffs to promote
consumption in off-peak hours and, for few large users, by negotiating load break
off. Nevertheless, these are just embryonal examples of demand side management.
In real terms, what drives the current logic of the network is just a matter of amount.
In the future, rather than the total, what will matter will be the parcel, the peak, and
the place and this is why we will face a tremendous leap in the topological com-
plexity of the networks and in the ongoing dynamics. All facilitated by increased
metering and dissemination of electricity but highly reliant on the flexibility and
performance of inchoate smart grids. This complexity will be further increased by
the fact that what we consider now exogenous variables will become endogenous
ones and who now is a customer will also become a producer or a dealer. The case
of power storage technology is an emblematical example. In a recent article, the
Guardian forecasted that 2016 will be the turning point for the energy storage
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technologies (Carrington 2016). Carrington maintains that industry figures [are]
predicting a breakthrough year for a technology not only seen as vital to the large-
scale rollout of renewable energy, but also offering the prospect of lowering cus-
tomers’ energy bills. What is mostly fascinating and promising of small-scale
storage technologies is that they are able to accomplish that kind of paradigm shift
formerly envisaged. Innovate UK, a government agency,13 is studying the use of
electric car batteries as a smart storage network. According to Mark Thompson,
there could be 4 GW capacity, something like four medium size nuclear power
plants, across the 300,000 electric cars projected to be on UK roads by 2025
(Carrington 2016). Notably, cars are parked for 95% of the time and, although a
cleverer integration between information technology (IT) and transports could
lead to a more efficient use of vehicles—such are the cases of car-sharing or
ride-sharing—converting stationary private vehicles into power reservoir could
save billions of pounds, pendant a suitable tariff scheme. Indeed, this new role of
the network is prone to accomplishing a new governance system aimed at pricing
power rather than energy. By now, both self-production and storage are hindered by
the fact that only energy is priced, even if highly subsidized. The paradox of high
incentives is that there is little convenience to store (or self-consume) the energy
rather than input this energy in the grid. By doing this, however, the grid is
transformed in a storage of power,14 whereby to draw when needed and the costs of
the supply of power is shifted toward the collectivity. A good example of an
enhanced tariff scheme came from the third Italian solar energy program,15 where
self-consumption (the consumption of the self-produced energy) was subsidized per
kWh as much as one-half the energy produced and sold to the grid. Therefore, the
sum of the incentives for the self-consumed energy plus the energy not taken from
the grid made self-consumption more profitable than selling energy to the grid.
Unfortunately, this scheme was recently dropped. Perhaps, the problem is that even
this latter scheme, though representing a progress compared to the past, still failed
to acknowledge that power should be priced rather than (or together with) energy. It
is noteworthy that if we start pricing power, then the costs of RES would probably
change altogether. The evidence that power is already becoming a scarce resource
was provided by an investigation made by Althesys, an energy consulting company,
a few years ago. They demonstrated that Italy, because of photovoltaics, saved in
2013 about 1.4 billion Euro in peak shaving (Gualzeri 2013).

13https://www.gov.uk/government/organisations/innovate-uk.
14Although, in technical sense grid can’t store power since it must be used “instantaneously”.
Here, storage, is meant in an economical sense: the user/producer exchanges of energy are
deferred.
15http://www.renewableenergyworld.com/articles/print/volume-14/issue-3/solar-energy/italy-over
hauls-its-pv-incentives.html.
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That said, the goal of an outbreak of a market of power16 requires unprecedented
technical and regulatory conditions that only a visionary and far-sighted policy can
create.17 The preconditions are the network, but the regulation thereof has to dra-
matically change. A double-pronged change in the spatial and temporal dimension
of the grid regulation is required. The first requirement is a decoupling of the inlet
from the outlet points for every single user, physical or juridical person. That means
that one could produce energy in one place and simultaneously use the same energy
somewhere else (thanks to different meters). Second, the work (energy) and the
power must also be decoupled within pricing and tariff schemes. That is to say, one
should be able to sell/buy the energy produced/consumed in a given time interval,
but also the power produced/consumed in a certain time and place. Now, both in the
retail market and the subsidy schemes only energy is priced, but in the day-ahead
market price power is already being traded. This possibility should be extended to
all users and not only to market operators. In order to achieve this double-decou-
pling, however, there is urgency both to connect IT technologies with electronic
meters and to develop a suitable legal environment.

Policy Indications

The transition from fossil fuels to RES in the European electricity sector is already
an ongoing process that seemingly will not be reverted by low oil prices or by the
backwardness of politics. Those who maintain that fossil fuels will remain the
primary energy source for power generation neglect the fact that every energy
transition historically took decades to fully unfold. In the nineteenth century ani-
mate power, wind, and water were still the dominant energy sources, in spite of the
emerging role of coal. Hydrocarbons, witch underpinned the fastest energy tran-
sition in history, surpassed coal as a primary energy source only in the late 1970s,
after more than 50 years (Smil 1994). Interestingly, or perhaps not surprisingly,
hydrocarbons became dominant with the second wave of globalization, when
transport turned into a major energy demanding sector of economy and most of the
available free energy was converted into prime movers, rather than heating

16It is worth noting that in English, power and electricity are often used as synonyms and many
refer to “power market” or “electricity market” indifferently. Indeed, here, with the notion of
“market of power” we are not making any reference to the existing, so-called, wholesale electricity
market and its articulations into the day-head or intra-day markets. Here, for market of power, we
mean a market of energy at a certain time, in a certain place, linking a producer and an user
dispersed in the network. Nevertheless, it is interesting that these financial markets somehow
present the same embryonic form of interaction though limited to operators and restricted by
technical and economic conditions.
17Indeed, there are different options to tackle the problem of intermittency and low intensity of
RES other than an open free market of power. For example this issue could be tackled with a more
sophisticated pricing system by a public regulator. Nevertheless, the market option is consistent
with the current EU policy aimed at fostering power market liberation and integration.
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(Ayres et al. 2003). On the contrary, nuclear power, after more than 50 years has
never become a leading source of power, even during the ongoing electrification of
society. The transition toward nuclear energy simply never occurred, probably
because of the real costs of this energy. This simple evidence should educate us
enough about the real fate of nuclear and the opportunity to rely on this source to
de-carbonize the economy.

The present analysis eluded the issues concerning the environmental impact of
RES for it was not in the scope of this chapter. Indeed RES are generally not
unblemished and may present many environmental hazards, but the real issue at
stake concerns climate change and global warming and the transition to RES must
therefore be pursued at the fastest possible pace. Other mitigation measures, like
carbon sequestration or climate engineering, in the view of the authors, are still too
uncertain and impracticable to be relied on in the due time. Nevertheless, history
taught us that energy transitions are slow. It is therefore a policy duty to accelerate
the pace of the ongoing transition, for the sake of future generations.

We will outline below some of the critical issues concerning the foreseeable and
desirable transition to RES, in the light of the concept of complexity and the goals
of sustainability:

(a) to be environmentally sustainable, the transition to RES must be as fast and
pervasive as possible, without compromising the social and economical sus-
tainability of the economic and social systems.

(b) To be economically and socially sustainable, the transition to RES must
maintain the present level of complexity of the system, both in terms of the
complexity and scale of the production structure, of artifacts and of urban
development (see Chaps. 4 and 5).

(c) To sustain this level of complexity of society and economy, the complexity of
the energy system must increase: these will concern the design, the governance,
and the structure of the network(s). The electricity network, but also the
communication networks (information flows) and the transport network (mass
and people flows). This determines a situation, which is commonplace, insid-
ious, and paradoxical throughout history, that to maintain complexity at one
scale (of society and economy), complexity at another scale (of energy systems)
must increase. For example, the complexity of modern production chains would
not have been possible if electricity would not have initially permitted the
cumulative and complex connection of mechanical work (formerly attainable
only with pulleys, mills or threads) and, more recently, with the new frontier of
networks of machines, a connection at very large distances.

(d) The network(s) will have to undergo a leap of complexity that can be described
in the form of a transition from the paradigm of quantus to that of the hic, nunc
et aliquanto: this means the decoupling of energy and power for the market.

(e) This transition if inadequately tackled can cause a dramatic increase in elec-
tricity demand, posing a critical limit to the onset of RES. This increase in
electricity demand can have two main causes: an increase caused by the shift
from energy sources (for example, from gas/coal to electric pumps for heating
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or from gasoline to electric cars); an increase in energy demand brought about
by automatization and labor-saving technologies, which substitute endosomatic
energy with exosomatic energy mostly represented by electricity.

(f) The foreseeable rebound effect following the introduction of electric or hybrid
cars can further increase the demand for electricity. At present prices of elec-
tricity, the fuel economy of electric cars is one order of magnitude lower than
internal combustion (this topic will feature Chap. 7).

Specifically, the present or forthcoming impediments to the completion of a
transition to RES that are immanent to the present system and affect the current
economy and governance schemes are the following:

1. On the short run: the power glut hat RES can generate can cause the inactivity of
traditional power plants. This depends on the fact that RES can generate periods
of oversupply (because of discontinuity) making problematic the necessary
continuous production of traditional plants, both for economic reasons, the
electricity wholesale market being flooded in this case by the electricity at
zero-price from the overproducing RES, and technical reasons, the grid being
unbalanced due to a the lack of adequate storing and buffering systems.

2. On the long run: the rate at which new renewable power can be installed to
replace fossil fuel generated power, (this means that we will still need fossil
energy for the foreseeable future).

3. The double bottleneck of the two networks constituted by the electric grid and
the transport network: the present electric grid is still devised for a few, big inlet
points (big power plants) and unsuitable for a complex governance and man-
agement of all the involved factors (storage, demand management,
self-production, transmission, etc.). Moreover the transport sector is still closely
bound to hydrocarbons.

4. The present (modern) concept of control in the face of the increasing com-
plexification of network and unpredictability of RES.

5. The new concept of scarcity (related to power rather than to energy source
availability), and consequently the new property structure brought about by
RES. Power, rather than energy, will become the valuable item of the market.

Finally, we would like to highlight the fact that two networks are crucial to RES:
the electricity grid, as is obvious for any energy source that relies mainly on
electricity as a vector; and the transport network, transport being arguably to date
the only sector where hydrocarbons are not completely replaceable. In the next
chapter, we will explain how the transport sector crucially contributed to build the
complexity of our economy by interconnecting productive sites globally. It is
noteworthy that the transition from a Fordian productive structure, where the
production’s chain is uni-located, to a post-Fordian one, where the production’s
chain is pluri located, entailed a change in the spatial symmetry of the system,
underlining the complexity leap featuring the second wave of globalization
(Ruzzenenti et al. 2010).The notion that transport networks play a fundamental role
to sustain and develop the complexity of the system is not new in science
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(West et al. 1997). Therefore, the policy-maker in the quest for removing the
obstacles to RES must address the critical issue of the transport sector, in the light
of the paradigm of networks. This is to say that rather than addressing the energy
source of prime movers, i.e., switching from internal combustion to electricity, it is
more important to approach the problem in a systemic way. Flooding the market
with incentives for electric cars is for example less important than creating the
technical and institutional conditions for a market of power. As previously
described, this means essentially to decouple inlet and outlet points or, in other
words, the electric meter where energy or power is sold and the electric meter where
electricity and power are bought. It is also recommendable, in the long run, to set
the target of decoupling the physical from the legal inlet/outlet points. In other
words, the grid should allow the purchase/sale of energy/power anywhere on the
condition that there exists a free and suitable electric meter (and inlet/outlet point)
to enter the grid. This ambitious goal could only be achieved by means of IT and a
further thrust in the development of the grid. All the aforementioned changes would
constitute a breakthrough for the triumph of RES, not just in the transports sector,
but also in the household, service, and industrial sectors. But the question is: what
has to be done in order to achieve this goal?

1. Strengthen the physical infrastructure of the network (and possibly, maintain the
public control of it, in the light of the crucial role this will play in the coming
future).

2. Foster the switch from hydrocarbons to electricity (even in the heating sector):
electricity is the carrier for RES and combustion must be reduced, foremost in
densely inhabited areas.

3. Implement the needed measures to enhance the grid from dull grid to smart grid:
energy storage, transmission infrastructure, information technology applied to
the grid, decentralization of control, synchronization of demand and supply,
demand management.

4. Develop a suitable regulatory and fiscal framework to create a market of power
separated from that of energy (something similar to the wholesale electricity
market).

5. Split the inlet point from the outlet point in the grid: individual production and
consumption must be spatially (and temporally) decoupled.

6. Split the physical from the legal contact point to the grid: the user must be
different from the node of the grid.

As foreseen by Bloomberg, the predicament of RES lies in the politics rather
than in the market. However, by implementing these measures, the policy-maker
would most probably enable the market to accelerate dramatically the pace of the
transition to RES, outpacing the foreseeable return of coal, breaking the resistance
represented by hydrocarbons and counterbalancing the demand increase due to the
rebound effect.
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Chapter 4
Present Energy Metabolism
and the Future of Renewables

Franco Ruzzenenti and Brian D. Fath

Abstract Metabolism refers to the process of energy and material flows required to
sustain the structure of an organism, ecosystem, or socioeconomic system (such as
an urban area). The study of energy metabolism of an economy is insightful on both
a local scale (city, region, or country) and on a global scale (world economy). A key
feature contributing to the complexity of socioecologic systems is feedback,
manifest in the presence of cycles. Material cycles in ecological systems are closed:
mass is conserved throughout all cyclic paths. Furthermore, the incoming solar
energy is maximally dissipated throughout cycles. Ecological systems have
developed intricate couplings in order to reduce or eliminate energy or material
waste, in juxtaposition to economic systems. What makes then an economy so
inefficient compared to nature? On a local scale, the study of metabolism indicates
that cities or countries are not a self-sustaining systems: they draw materials,
energy, and information from the surrounding ecological and economic environ-
ment. Cyclic metabolic paths in the world economy are typically strictly (anti)-
correlated to oil price. As showed in this chapter, the percentage of cycled material
in trade was negatively correlated to oil price; this anti(correlation) scoring from 85
to 62% between 1960 and 2011. This shows that world metabolism is remarkably
connected to the price of oil. In the long run, world metabolism is correlated to oil
price because of the architecture of trading relationships. With low oil prices, the
productive chain tends to unfold across countries, whereas with high oil prices the
productive chain tends to shrink. Constraints and impediments to the complete
success of renewable energy sources (RES) over fossil fuels are therefore based on
certain factors which can be determined from a metabolic analysis of the economy:
(1) energy source intensity, (2) the nonfungibility of oil in the transport sector, and
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(3) scale of production. Each factor raises particular questions which will be
answered in this chapter. For example: Is the scale of the present economy/society
(cities, countries, or world) strictly dependent on the intensity of fossil fuels? Can
these scales of processes be sustained with energy sources at a lower intensity?
What is the appropriate feedback between the scale of ecosystem services and scale
of governance? Is circular economy attainable at the scale of the present global
economy? These questions will be addressed in the light of energy metabolism.

Introduction: The Study of Energy Metabolism Concepts
and Methods

The simple to ask, yet difficult to answer, question “What is life?” provides a good
starting point to better understand complex adaptive systems.1 Basic textbooks in
Biology—the science of life—have trouble answering this question,2 but at core
they identify life with the reproduction of three main functions: metabolism, repair,
and replication. Wilson et al. (1978) state, “Metabolism is the most obvious hall-
mark of life” (p. 6) as it is the release of chemical energy that allows for repair,
replication, and other processes to continue maintenance of the individual. Fiscus
et al. (2012) found it useful to distinguish between discrete life and sustained life,
the former being the typical study of biology textbooks: an individual and the
internal relations that keep it functioning. An individual is alive but it is not sus-
tained—it will perish if severed from its environment even for a short time. The
latter, sustained life, refers to the complex interrelations that exist allowing an
ecosystem to persist. Life is sustained at the scale of the ecosystem, not at the
individual (Keller and Botkin 2008), yet this basic fact is not reinforced in our
understanding of life. In both discrete life and sustained life, metabolism occurs to
release the energy needed to support the activities. In this thermodynamic per-
spective of complex system behavior, the first step is the acquisition of the energy
resources and incorporation of it across the system boundary. For living systems,
this begins with the conversion of solar energy to organic compounds during
photosynthesis in the chloroplasts of plant cells. This primary production is then

1A complex adaptive system (CAS) is a complex macroscopic collection of connected components
organized in order to adapt to the changing environment. With the words of Holland: CAS are
systems that have numerous components, often called agents that interact and adapt or learn
(Holland 2006).
2Classic textbooks by Wallace et al. (1981) and Raven and Johnson (1989) do not include a
straightforward definition, nor do they have “Life” listed in the glossary. A book by Wilson et al.
(1978) has this line, “All living creatures must metabolize, grow and reproduce, protect themselves
and their offspring, and evolve in response to long-term changes in their environment.” (p. 6).
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utilized by the entire ecosystem including primary producers, primary and sec-
ondary consumers,3 and decomposers through a complex network of trophic
interactions. This represents a transformation from exosomatic to endosomatic
energy, the internalization of “environmental” resources.

A similar perspective, incorporating the energy and material flow through human
systems, has been found useful and has developed into the field of urban meta-
bolism. This approach was first used by Wolman (1965) who used input–output
analysis to study flows in cities. Current examples of urban metabolism study the
energy, carbon, nutrient, and water flows in cities (Baker et al. 2001; Zhang et al.
2012). Some research provides a complete accounting framework to identify the
sources and recipients of each flow (Zhang et al. 2010, 2016). Other studies focus
on the similarities and difference between urban systems and natural ecosystems
(Villarroel et al. 2012). Urban metabolism studies can use the energy and material
flow to investigate the trophic relations or the relationship types in the system.
Concerning the trophic relations, ecological systems typically display a pyramid
structure in that they are supported by a large amount (of biomass or number of
species and biomass) of primary producers with a diminishing number of first level
consumers, second level consumers, etc. (Elton 1927). This is believed to be a
healthy overall structure because the energy requirements are in sufficient supply at
the base to support the smaller populations of consumers. Research has shown that
in urban system, these pyramids are often inverted, highlighting the fact that energy
resources supporting the city are not in abundance locally (Zhang et al. 2011). This
may in part be a boundary issue, in that cities by design are separated from, yet
linked to, a surrounding countryside for resource support such as food, water,
energy delivery, and waste reception. In contrast, ecosystems are bound to local
constraints thus relying on present conditions such that all activities occur in one
space with less obvious spatial specialization. An open discussion remains whether
it is better to mimic ecosystems in this manner and thus promote more activities
such as urban farming and onsite waste incineration or to maintain the special-
izations and dependencies. It depends on the scale at which a system should be
considered as sustainable or not. Our view is that cities by design are not sus-
tainable systems in a local sense and it is not efficient to make them so. A city’s
purpose is as the human niche and it can provide residences, jobs, eateries, shops,
services, social settings, etc. most efficiently by concentrating these functions within
some areas whilst reserving other areas for food, energy, timber, and mineral
production as well as watershed and waste management. Many urban metabolism
studies have shown that urban regions, in contrast to ecological systems, display
inverted or fusiform pyramids structures with fewer mutualistic relations (e.g.,
Zhang et al. 2010, 2012).

3Producers are photosynthetic organisms, first consumers are species that feed directly from
producers (such as herbivores) and second consumers are predators.
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Global Scale Metabolism

The metabolism of living systems is the process of breaking down the intake of
organic matter and building up of the components of cells such as proteins and
nucleic acids for the sake of the organism’s development and sustenance. In order
to occur, this process needs a source and a sink of both energy and raw material.4

On a global scale, such as the level of organization of an ecosystem, this process is
not linear, but cyclical: there is no waste of material. As previously discussed, the
parallel with an economy on the local scale of firms, cities, or countries, is
straightforward, although in this latter case the process is linear rather than circular
(the economy taps into the natural sources without restoring them). The analogy
with the metabolism of the economy on a global scale is much less evident, and
possibly, less understood. This is because many believe that the country-economy
is the optimal dimension of the production system and thus look at international
trade as a mere process by which specialization of national economies exchange
their peculiar endeavors, either technological or natural. Nevertheless, the largest
share of trade in the world economy involves the means of production (Miroudot
et al. 2009). In the modern economy, countries import the means of production and
export goods or intermediate goods that are further processed somewhere else. This
means that nowadays production chains are global rather than national (Baldwin
2006). Goods at every step of the global value chain (GVC) embody the
value-added augmented in every step of production. This notion delivers a thor-
oughly different picture of the global economy, more similar to a system, rather
than a market. This World System is hierarchical and deeply interconnected (Prell
et al. 2014). Like in ecosystems, where matter flows cyclically along food webs,
matter in the World System runs through cyclic paths alongside the global value
chains. In order to detect the path of conserved value added through the global
economy (the global value chains), we need to assess the probability of a certain
amount of money, embodied in a good, moving across countries in the world trade
network along a cyclic path. One way to do so is by means of a cycling index, a
measure based on Markov chain theory.

A cycling index was first developed to assess the share of matter that is recycled
throughout food chains in an ecological network, from the primary producers
(photosynthesis) to the top predators and detritus feeders (Finn 1976, 1980).
Likewise, we can think of value as matter in food chains and look by means of
cycling how this is conserved throughout the stages of production internationally,

4It is worth noting that at the scale of biosphere only a source (short wave radiation) and a sink
(long wave radiation) of energy is needed, being matter almost completely recycled (almost,
because you still have a sequestration and de-sequestration of undecomposed biomass, which can
become coal and hydrocarbons and varies according to climatic factors).
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where the sink and the source of value are national economies. The world trade
network is an open system: matter is not conserved through every stage of the
international production chain because goods are produced and consumed at every
network’s node, and every country is a source of raw material and a sink of waste.
However, the analogy, methodological and semantic, builds on the conservation
principle that applies, respectively, to matter in the case of ecosystems and to value
in the case of the economic World System.5

Figure 4.1 shows the cycling index C,6 which accounts for the share of cyclical
value over the noncyclical value (closed over open loops of the value) for the world
trade network, between the 1960 and 2010, along paths of increasing length, from
two steps to infinite steps (Picciolo et al. 2017).

The cyclical value in trade amounts, statistically, to one-fourth–one-third,
depending on the period, of the total value traded, signaling, as previously stated,
that world trade operates as a reticulated system rather than a market, where the
value added is exchanged between partners and, supposedly, does not return to the
seller.7 In other words, this picture tells us that, statistically, one-third of the value
in trade will sooner or later return to the country of origin along direct and indirect
paths. Figure 4.1 shows also that this share is not stationary, meaning that it is not a
stable, immutable feature of the system. It actually varies greatly in time, but it did
not steadily increase, as one might expect given the process of globalization and
market integration. This is seen as a process that is universal and irreversible.
Nevertheless, the cycling index reveals that the share of cyclical value in trade
dwindled twice in the recent history, after the 1970s and the mid-1990s. Therefore,

5In ecological networks, when we want to assess the amount of mass that is conveyed through one
species (prey) to the other (predator) at every step of the food chain, from primary producers
(grass) to the last predators (and decomposers), we cannot tag every atom of the organism and map
every passage. We can only weigh the body mass of organisms through the food chain. If we know
that the species A feeds 50% on the species B and 50% on the species C, then we know that the
atoms of the species A have 0.5 probability of coming from B and 0.5 of coming from C. We can
do this for all the species of the food chain and represent this by a continuous, steady food flow. If
in the previous example the species C feeds on the species E for 50%, the species A has 0.25
probabilities of having atoms from species E, even if it does not directly feed on species E. Upon
this, we can calculate the probabilities of an atom to go from one species to the other through all
the possible direct and indirect paths. This is referred to as transition matrix, and in the transition
matrix, we can calculate the share of atoms that make a cycle, i.e., that start from species A and
come back to species A along all the possible paths (i.e., not only directly via the species B and C,
but also indirectly along the species E). Now, suppose we are not talking about atoms, but value of
a product. If, for example, Italy sells cars to USA, where the engines of the Italian cars are
produced, the share of value of car relative to engine is cyclical with USA. Suppose now that the
USA buys iron from China and that Italy sells cars to China. Even if Italy does not buy iron
directly from China, the share of the value of iron in the engine of the car is cyclical.
6The formal definition of this index is complex. For a detailed definition see Picciolo et al. (2017).
7It is also worth noting, that by measuring the share of embodied value in traded goods, we also
provide an indication of the embodied emissions in producing them. This issue concerning the
increasing share of embodied emissions in traded goods have prompted many scientists to switch
from a production-based to a consumption-based accounting of global emissions.
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a question arises: what drives the cycling index trend? Figure 4.2 shows the cycling
index (normalized on the maximum value), along different path lengths, compared
to the price of the crude oil (Brent).

The correlation between cycling and oil price ranges between −62 and −85%
(from infinite-steps cycling to two-steps cycling). This is a remarkable, striking
correlation that is unmatched by any former analysis addressing the correlation
between crude oil price and any macro-economical indicator (Picciolo et al. 2017),
like inflation, industrial production of gross domestic product. Indeed, there is
general understanding that oil price drives the national economy and the balance of
payments, but, as it will be clearer later on in this chapter, it is difficult to explain
why the global value chain is correlated to oil price. Remarkably, in fact, this tight
correlation unveils the way productive sites worldwide connect and thereby that the
international division of labor is shaped by oil price. This analysis reveals that,
metaphorically, but also empirically, the World metabolism is strictly linked to the
swings of oil price.

Fig. 4.1 The trend of the cyclical flow index as a share of global trade of the World Trade Web
calculated from 1960 to 2011. From lighter to darker grey, cyclical index at different path-length:
C^((2)) two steps, C^((3)) three steps, C^((4)) four steps, and C^((∞)) infinite steps of the path of
the value. Adapted from: Picciolo et al., 2017
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Oil and Economy: A Tale of a Happy, Arranged Marriage

In the aftermath of the oil crises of the 1970s, the relationship between oil price and
economy became a hot topic for the public debate and the scientific milieu. In 1983,
James Hamilton published an influential article showing that an oil price increase
had preceded all but one recession (that in 1960) in the United States since the end
of World War II (Hamilton 1983). Since then, a large empirical literature has looked
into the connection between oil prices and real economic growth, and many studies
have found a significant negative correlation (Donald and Leiby 1996; Allsopp and
Fattouh 2011). For instance, oil price shocks in the period 1948–1986 would have a
cumulative impact on USA growth rate between −5 and −7% and for OECD
countries between −2.4 and −10.8% (Donald and Leiby 1996). But what causes oil
prices’ upswings? Hamilton’s research focused on exogenous factors like oil supply
shocks. The OPEC embargo, the Iranian revolution, or the Iraq wars were head-
liners and considered credible sources of disruption of oil supply by the market
operators, politics and public opinion. Although seldom have such crises actually
ever led to a shortage of supply, the general perception was otherwise, and it
cherished a prolific literature focusing on supply driven shocks. Nevertheless, as
demonstrated by Barsky and Kilian, supply shocks only explain at most 25% of the
observed oil price increase in 1973–1974 (Barsky and Kilian 2004). More recently

Fig. 4.2 The normalized crude oil price (black solid line with subtended grey area) is shown. The
trend of the normalized value of C^((2)) (solid black line), C^((3)) (dashed line), and C^((4))
(dotted line) are also shown. The linear normalization is done based on the maximum and
minimum value reached by each quantity. The final scaled values lie between 0 and 1. Adapted
from: Picciolo et al., 2017
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Kilian pointed to the role of flow demand shocks to explain the remaining oil price
increase (Kilian 2014). Flow demand is the demand for oil that is needed in the
refinery process and, according to Kilian, the flow demand shocks going along with
the global business cycles were the main reason of most of the oil price’s spikes so
far, comprising the 1973 shock. The view of the demand-driven shocks opposed to
the supply driven shocks is a now a leitmotif in this field. This dichotomy casts two
sharply different approaches to the interpretation of the nexus between oil price and
economy: one is exogenous and anti-cyclical, the other is endogenous and
pro-cyclical. However, what seems to be more plausible is that both mechanisms
operate coincidentally. It is also important to note that these two dynamics, the
pro-cyclical and the anti-cyclical, unfold at different time scales. Exogenous events
affecting the oil market generate short- to medium-term oil price effects, while a
long oil price run-up contributes to declines in the GDP components, this in turn
generates persistent declines in oil prices (Oladosu 2009). This dichotomy in the
timescale is partially explained by the high costs and inertia required to increase the
supply of oil by the production chain. Another important feature of the link between
oil price and economic growth is asymmetry, meaning that when price goes up the
economy slows at a faster rate compared to the recovery effect that follows a price
decrease (Cologni and Manera 2009). There are also many lag patterns to be
considered.8 The correlation between oil price (variation) and economy also
depends strongly on what kind of oil price-definition we are looking at.9 Finally, the
last question addressed by the literature on the issue was: did the correlation
between oil price and economy change over time or is it a stable feature of an
economy? For example, while the first oil shock delivered clear information about
the nexus, the extent of effect after the second oil shock is more disputed (Donald
and Leiby 1996; Donald et al. 2004). There is now a general consensus on the
notion that the relationship between oil price and the economy did not cease,10 but
it has become more elusive, perhaps because the transmission mechanism behind it
is still little understood. The fundamental problem is that the direct cost of energy is

8Almost all empirical studies have found the largest impacts of oil prices on economic growth in
the third and fourth quarters lag, with further negative effects in even later quarters (Donald et al.
2004).
9Naccache showed that the highest negative correlation results by defining price variation in terms
of second derivative, that is, as price accelerations (Naccache 2010).
10According to Hooker there is no evidence of correlation between 1973 and 1994; for Mork and
Alvarez-Ramirez, it weakened, but persisted while for Hamilton it is still statistically significant,
albeit in a nonlinear analytical form (Hooker 1996; Mork 1989; Alvarez-Ramirez et al. 2010;
Hamilton 2010). Did this tie weaken with time or disappear since the time of oil shocks? Recent
studies, with more refined statistical tools and price specifications, have accomplished in restoring
a stable relationship between the oil price and the economic activity beyond the 1986, the negative
oil shock, when oil prices reached a minimum (Hamilton 2010; Naccache 2010; Papapetrou 2001;
Oladosu 2009; Cologni and Manera 2009). According to these studies, there is evidence of a
negative correlation, in some cases, between oil price and economy up to 70%, depending on the
economic indicator (like industrial production or inflation) or the wavelet component of economic
output.
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too small a part of GDP (between 4 and 6% for OECD countries) to explain a
productivity slowdown between 2 and 10%, depending on the countries and
observed in the decades between the 1960s and the 2000s (Barsky and Kilian
2004). So the observed significant response to oil price increases cannot be
attributed to the direct effects of decreased energy use within the production
function of industries (supply shock).

We have herein presented a brief summary of the economic literature on the
nexus between oil and economy. This is of course neither an exhaustive, nor a
detailed account of all the scientific endeavor made to understand why oil price is so
entangled to most of the economic variables. This overview was restrained to the
discipline of economics by virtue of the fact that price is a category of economics. It
is worth noting that for the present state of the economy, there is nothing like oil
price to epitomize the metabolic activity of the economic system, as clearly and
quantitatively depicted in the previous paragraph. Indeed, this relationship is
complex and to sum-up, the synopsis of the tight bond is the following:

1. it is mutual: spikes cause recession (anti-cyclical), but sluggish demand causes
prices reduction (pro-cyclical) and vice versa (fast economic growth pushes up
oil prices)

2. it is asymmetrical: a price increase has a higher impact on the economy than a
price reduction

3. it is temporal, depending on both the time scope and lag patterns: sudden
increases have higher impact compared to steady increase (but demand shocks
driven by business cycles have a longer and slower dynamic), one year lag
shows the highest correlation

4. it is sensitive to the price specification: the best price specifications are com-
posite refiner acquisition cost expressed in national currency, and the best
analytical forms are net variations or price accelerations (second derivative)

5. it may be periodic: it appears to have weakened with time (but this is still
controversial and not fully supported by empirical evidence)

As it is clear from the description above, oil price is linked to the economic
activity in two ways: (1) it raises or decreases when the business cycle is going
upward or downward, and (2) it stimulates or depress economic growth when it is
high or low. Even news nowadays tell us contradictorily that low oil prices are
expected to foster growth while informing us that financial markets are alarmed by
the plunging oil price, depressing stock and commodity prices, sending some oil
companies into bankruptcy and signaling stagnant demand. Should we cheer for low
oil prices or should we be warned? This is somehow puzzling if we look at this
phenomenon as a mechanism. Indeed, it presents a circular causality and a coun-
teractive causality (both positive and negative feedback loops). This means that the
causal relationship works in both directions: oil price is a signal and a control, a
cause and effect, and output and an input of the economic system. It is bewildering if
we look at it as a linear mechanical system, rather than as a circular complex system.
This phenomenology resembles very much what in cybernetics is referred to as a
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homeostatic system (or a self-regulating system), like the mechanism presiding in
living systems that regulate temperature, balance between acidity/alkalinity or blood
glucose with insulin and glucagon. Indeed, having at the same time a pro-cyclical
and an anti-cyclical effect, oil price works like the negative feedback control system
of hormones, where the negative feedback is triggered by the overproduction of an
“effect” of the hormone. This picture is consistent with the results of the analysis of
the metabolic paths of world economy presented in this chapter, where the cyclical
share of value of trade is correlated to oil price in a complex, circular manner. If we
perform a causality test, then it is not possible to claim whether oil price causes the
cycles of value or vice versa (Picciolo et al. 2017). However, there is a major
difference between the nexus linking business cycle to oil price with the case of the
cycles of value. In this latter case, it is not a scalar quantity, like GDP, inflation or
employment rate to be affected by oil, but a structural property of the system. It is the
international division of labor and the structure of production that are surprisingly,
and enigmatically, entangled with crude oil price. Enlightened by these results, it is
convenient to address the question of the transmission mechanism underpinning the
link between oil price and economy, bearing in mind that, given its phenomenology,
it should probably look like a complex organic system rather than a mechanical one.

Oil and Economy: The Transmission Mechanism

The search for the routes by which oil price shocks work their way through the
economy has mainly addressed microeconomic mechanisms: (1) employment
leakage from energy intensive sectors affects aggregate unemployment; (2) invest-
ments slowdown in the uncertain climate caused by oil price shocks; and some
aggregate channels: (1) demand adjustments and following reallocation of pro-
duction; (2) tight monetary policy to fight inflation (Donald and Leiby 1996;
Donald et al. 2004; Barsky and Kilian 2004). Most of the microeconomic research
on the mechanisms by which oil price shocks operate has focused on either product
or labor markets. More recently, research addressed the re-allocative effects of oil
price shocks in capital markets, showing that stock prices reflect oil shocks through
their expected negative effects on cash flows (Donald et al. 2004). Indeed, stock
markets have shown to be correlated with oil price, pointing that positive oil shocks
have caused negative returns to most oil importer countries (Park and Ratti 2008).
Goods and financial trade make up the balance of payments, which is ultimately
influenced by oil price and, like stock markets, in a mirror image between oil
importer and exporter countries. For example, many have viewed the existence of
large current account imbalances between large economies as a possible cause of
the recent financial crisis and there is growing evidence that these are correlated to
oil prices worldwide, thus pointing to a possible further transmission mechanism
(Rebucci and Spatafora 2006; Carrasco and Serrano 2014).

More broadly, we must acknowledge that oil for the present economy works as a
sort of international monetary system and it represents the material equivalent of the
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international currency, the dollar, like gold for the former gold standard. Indeed,
the current monetary system is practically based on the role of U.S. dollars (the
so-called, petrol-dollars) as the international currency for oil (the first commodity in
international trade). This system raised after the dim of the dollar-standard, when
the value of U.S. dollar was locked to that of gold, and took off in the mid-1970s
when OPEC agreed to sell oil only in dollars and still holds, given that more than
90% of oil is traded in dollars. Therefore, the convertibility of the dollar is now with
oil, rather than gold. The role of oil in the international monetary system has thus a
deep impact also on finance, globally and not just because the dollar is the main
currency in financial flows. The reason is that commodity prices (and financial
derivates on them) are strictly correlated to the price of oil on global financial
markets (Tang and Wei 2010). This is the so-called “commodity bubble” that had
so many detrimental consequences on the price of food, for example, and has one
cause on the financialization of energy and commodities markets (Ruzzenenti
2015). A second reason, perhaps, lays down to the role of oil as a feedstock for
many industries worldwide. About 10% of the oil in the world is transformed into
plastic and various kinds of polymers. Oil in the form of materials and chemicals
(petrochemicals) has profoundly changed the shape of our world, from asphalt, to
naphtha, from PVC to polypropylene and even the pharmaceutical industry, which
uses olefins, has grown exponential since the oil age. Oil is the apeiron of the
present economy and society; yet, by many scholars it is viewed only as an energy
source. A recent striking example of the impact of oil price on the real and material
economy has been provided by the recycling industry in U.S. In an article of The
New York Times, it is noted that when oil and other commodity prices were high,
companies, cities, and counties were all able to make money through recycling.
Now, the falling prices of oil are bringing down the prices of other commodities,
including paper, aluminum, and copper, thus dramatically reducing the margins for
recyclers around the country, which are now facing bankruptcy in the worst case, or
charging local administrations for waste disposal in the best case (Gellesfeb 2016).

We have given an account of some of the possible contexts or gears that could
frame the transmission mechanism. Some of them have been scrutinized by
economists, some other mostly overlooked. However, despite the amount of
research so far delivered, the actual mechanism is still obscure11. The problem is
that this stack of theories are tentative as well as inadequate to explain the nexus
between oil price and global metabolism. It is difficult to explain the above illus-
trated relationship with the herein envisaged transmission mechanisms because
these are either spatially undifferentiated, like those that can be traced to the
business cycle, or pertinent only to direct mutual relationships, when discerning
between countries, like imbalance. But the cycling index tell us that it is the global

11With the words of Jones, “Development of policies to deal with oil price shocks, other than
broad monetary and fiscal policies and holding strategic crude oil stocks, if any satisfactory ones
are to be found, awaits firmer and more detailed understanding of the mechanisms by which those
shocks work their impacts” (Donald et al. 2004).
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architecture of trade, which means both direct and indirect trading relationships,
that is correlated to oil (Picciolo et al. 2017).

Interestingly, researchers in the field of oil studies have never focused on the
transport sector, which remains nearly totally reliant on refined products from crude
oil, to investigate the transmission mechanism. Notably, 80% of oil is used in the
transport sector. Not surprisingly, the link between oil price and transport has been
an object of investigation in the field of international economics. In the post-war
period, world trade grew at a faster pace than world GDP. According to Hummels
(2007), this remarkably high rate was propelled by a dramatic decline in air freight
costs and in a less pronounced, but steady reduction in ocean shipping costs. Other
scholars also found evidence of the declining importance of distance for trade and
showed that this was contingent on the oscillation of oil prices (Coe et al. 2007;
Anderson and Wincoop 2004; Feenstra and Hanson 1997). Perhaps, the notion that
trade grew amid globalization and that this was sustained by declining transport
costs is not a surprise. What is more surprising is that intermediate and capital
goods, in the last decades, grew faster than final products and now account for the
largest part of trade in the world (Miroudot et al. 2009). While, in the aftermath of
the Second World War, the integration of a products’ market was the main effect of
the first wave of globalization; in the second wave of globalization that began in the
mid-1980s, the displacement of production was primarily affected (Baldwin 2006).
This process lead to the fragmentation of production and to a higher vertical
integration of productive sites internationally (Hummels et al. 2001). Despite
acknowledging the crucial role played by the transport sector, most scholars
focused their research on other factors in order to explain the slicing up of the value
chain (the process of adding up value across every step of production), like the
pursuit of cheap labor or more favorable fiscal/environmental legislations (Levinson
and Taylor 2008). Amador and Cabral (2014) recently suggested that the strong
increase of trade associated with the development of the global value chains
(GVCs) in the 1990s coincides with a period of low oil prices, admitting though
that there is little empirical evidence linking these two factors.

Perhaps, the lack of empirical evidence lays both in the measure and in the
model employed to detect global value chains. Indeed, the cycling index previously
introduced provides a clear evidence of this tight and durable relationship, although
it does not establish a clear causation in the process, nor enable us to identify those
causes. But the transport sector seems to be the full-fledged candidate to explain this
nexus. First of all, because this crucial sector is bound to nonfungible, oil-derivate
fuels; second, because the transport costs make international outsourcing more or
less profitable (IEA 2009). Interestingly, if we look at the trend of the cycling index
it is possible to spot two major phases that are connected to two well-documented
breakthroughs in the efficiency of transport means. The first phase underlies a trend
of increasing, short-range (less than 5000 km) cycling, from the early 1980s until
the mid-1990s, sustained by a dramatic enhancement of the efficiency in the road
freight transport sector (Ruzzenenti and Basosi 2009). This phase is featured by an
integration of factors within regional markets. The second phase, from mid-1990s
until the global crisis of 2008, shows a decreasing global cycling (over all
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distances) amid an increasing long-distance cycling and the emerging role of China
as a hub. This latter phase, that points to a shift of the production chain overseas,
follows a significant increase in the efficiency of the international air and cargo
shipping (Hummels 2007; IEA 2009).

In a more general perspective, these results indicate that the production structure
could be approached as an energy system, constrained by energy efficiency in the
transport sector, whereby its metabolism is wedded to the price of oil. This view of
the economic system is akin the paradigm expressed in the work of scholars like
Ayres or Kummell, who approached growth as an outcome of energy efficiency and
the resulting amount of available work (Kummel et al. 2002; Ayres et al. 2003). It
also builds on the fundamental advances in the study of allometric scaling, aimed at
explaining the structure and size of many biological processes as the result of
general features of efficient transportation networks (West et al. 1997; Banavar et al.
1999; Brown et al. 2004). If efficiency in the transport of organic fluids can explain
the structure of living systems, then why should not the efficiency in transport
means help us in understanding the structure of global economy and its metabolic
system? But if this is the case, we must admit that oil has to be regarded as a
fundamental feature of the global metabolism and, in the perspective of the
de-carbonization of economy, a major issue that need to be addressed in all its
scope and extent.

Interactions Between Scales of Ecosystems,
Economics, and Governance

In the light of energy metabolism, governance needs to address the issue of scale at
which processes, natural and anthropic, unbundle and consider that there is a ten-
sion with the spatial scale at which sustainable solutions should be applied.
Ecosystems contain cycles at different scales that function together to produce a
local sustainable outcome. For example, the energy balance occurs at the scale of
the solar system, receiving energy from the sun and passing energy back to space.
The water budget is a planetary scale with evaporation, transpiration, transportation,
and precipitation moving water steadily and readily around the entire globe. Within
days, an individual water molecule could move from the Amazon Basin to Central
Europe to the Indian Ocean to East Coast of Tasmania. Mineral nutrient cycles, at
an ecological temporal scale,12 are influenced most by the local geology, climate,
and biota. Availability of nitrogen, phosphorus, potassium, sodium, calcium, and
other essential elements occurs at this local scale within an ecosystem. One
exception is the oxygen-carbon cycle driven by photosynthesis and respiration (and
more recently fossil fuel consumption and deforestation), which are truly global

12The temporal scales of ecosystems vary greatlly, from geological, with the order of magnitude of
105 years to that of population growth rates, with the OM 100−101 years.

4 Present Energy Metabolism and the Future of Renewables 93



cycles with global consequences. The result is that we have systems nested within
other systems creating intricate cross-scale, couplings that promote overall home-
ostasis and resilience of ecosystems.

With economic and governance systems, there is a discrepancy between the
scales they were designed and that at which they operate. Economics has always
been about local purpose but also about nonlocal trade. Locally, a town or region
must meet its basic needs, these require local activities. This type of sustenance
actions typically has a long term, intergenerational impact in that failure to
accomplish them would leave the region impoverished. The economic scale
expands when considering trade and growth that comes with that trade. Economic
growth was believed to be facilitated by, even dependent upon, exports. Classical
theories hold that value added to imports is what makes exports profitable, entailing
growth. Jane Jacobs astutely pointed out that imports need not to occur only over
space but also over time. In other words, regions are endowed with natural
resources that have accumulated over time and human industry finds ways to
harvest and utilize those resources and stretch them into higher value commodities
for trade. This natural capital is an “unearned” gift that activates further develop-
ment. “Every settlement starts with at least one useful resources, maybe several,
already in place as a gift from nature. It’s an inheritance from Earth’s past devel-
opment and expansion”. The role of nature’s gifts has long been overlooked as a
vital ingredient to human wealth and well-being, but has recently been under
considered investigation in the context of ecosystem services. The objective is
through proper valuation of nature’s services to entice better conservation.
However, a trade-based growth paradigm puts pressure on rapid utilization of the
local natural capital. The core problem of sustainable development is when we run
through this endowment faster—much faster—than it can be replenished. The
relevant point here is that economies start locally but extend to regional trading
partners and in the modern world are globally interconnected. The ubiquitous
shipping, rail, trucking, air transport, and exchange that underpin the twenty-first
century economy eventually, perhaps inevitably, rapidly demand and metabolize
vast amounts of energy (primarily oil as stated above) and matter to maintain our
twenty-first century economy and lifestyle.

The third leg of the stool, governance also operates at multiple scales. Again,
historically, most problems arose and were settled at local scales. However, the
global impact of many current problems (e.g., climate change, ozone depletion,
ocean acidification, human population) implies that local solutions are not suffi-
cient. Countries can individually take extensive action, say to reduce greenhouse
gas emissions, yet may have little or no effect on the problem. On the other hand,
some countries that take aggressive action might not be the main beneficiaries.
Therefore, it makes sense in these cases to have international agreements and
treaties. Due to the lack of a world government, these treaties succeed or fail based
on the willingness of individual nations—peer pressure can only do so much.
Interestingly, the greater the interconnections between countries, one would think
the greater the leverage to impose common interests. However, it appears to have
reached a point of too big to fail in that each piece checks the other in a game that
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no one can blink. For example, in the current oil price fluctuations, countries such
as Saudi Arabia and Russia that rely heavily on oil revenue are hurting financially.
But, rather than Saudi Arabia putting pressure on OPEC to limit production—thus
raising prices—they would rather try to use the low prices to drive out more
expensive production in the U.S. and Canada, and at the same time to punish Russia
for backing the current Syrian president. In other words, it is a mix of national,
political, and economic self-interest that blocks aggressive action. The point is that
the scale of governance is not in line with the scale of the global energy and
material metabolism and is unlikely to be so any time soon.

Policy Indications

As we have seen, economic growth is correlated to oil price and, beyond that, the
unemployment rate and the industrial production are all correlated to oil price. Most
remarkably, the international division of labor and the development of global value
chains are also correlated to oil price. Not just real economy, but finance too is
correlated to oil price, from stock markets, to currency rate exchanges, markets of
commodities and finally, the balance of payments, globally. We have also seen that
this correlation hints to a complex nexus that works in both directions, running from
oil price to economy and from economy to oil price (homeostasis) and on different
time scales. Besides that, the fate of RES themselves is linked to the price of oil and
that of the recycling industry as well.

The reason why the metabolism of present economy is so deeply affected by oil
price is many fold:

• oil is still the irreplaceable energy source in transportation;
• the international monetary system is based on the petrol dollar-standard;
• oil is the largest commodity traded and one of the most important assets in

financial markets;
• oil is the main feedstock for chemicals and materials;
• oil is crucial to the current global geopolitics (some of the most powerful

countries control either the oilfields, or oil price, or its currency).

Our economy, at any temporal and spatial scale, has been shaped by oil more
than any other energy source. This is probably the main lesson we can get by
observing the energy metabolism of the economy, in order to individuate existing
constraints and impediments to energy demand adaptability and to a massive shift
to renewable energies. The Oil Age has increased both: (1) the scale of the economy
and (2) the energy metabolism of countries and cities. Oil has the highest energy
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density among fossil and nonfossil energy sources in terms of specific heat
(calorific value) per unit of volume.13 It is also easy to store, transport, and most
importantly, to use. Oil and oil derivatives (together with natural gas) have spurted
the cycles of value across countries, by integrating markets. Furthermore, the
energy yield of the primary source is not bound to the land surface, like primary
production (photosynthesis) for ecosystems or like the RES. Therefore, the energy
pyramids of urban systems are often inverted, highlighting the fact that energy
resources supporting the city are not in abundance locally.

The global economy and the externalization of production have further extended
this metabolic paradigm to national economies: the most developed countries
consume, directly and indirectly, more resources then their territory can supply. Oil
has had a threefold role in the onset of this metabolic paradigm by: (1) decoupling
primary energy production from land (like any fossil fuel); (2) increasing the energy
density of both energy production and use; (3) dramatically potentiating the
transport sector, which molded the integration of the production structure globally.

The fact that the primary energy production is not bound any longer to land has
had also an impact on the evolution of capital cycles and the frequency of pro-
duction, ultimately putting an increasing pressure toward the rapid utilization of
local natural capital.

There are two main conclusions from this analysis that can be drawn for the sake
of energy policy and the governance of the energy transition from fossil fuels
toward RES:

(a) The scale of the governance system must be adequate to the scale of the
(metabolic) process, economic, and ecological.

(b) Oil is not just as any other energy source and not even just the most important
energy source: it is the Ding an sich of present economy that shapes its energy
metabolism.

From these two main guiding lines descend further implications for effective and
sound policy aimed at sustaining the transition to RES in the light of the present
energy metabolism:

1. The study of metabolism tells us that the scale of governance (control function)
must be adequate to the scale of cycles in the economy and in the biosphere.
Only trans-national governance can cope with the scale of the present economy
and with the pressure posed on the environment by it. This is obviously a lesson
of paramount importance for Europe, if not vital.

2. The scale of economy increased not only because of the integration of pro-
duction globally, but also because of the integration of financial markets and the
gigantic growth of international corporations and major financial operators,
which are now more endowed than the economy of many countries. In Chap. 5,
it is shown that there are some international corporations that consume more

13The issue of the constrain on the path toward a law carbon economy posed by the energy
intensity of fossil fuels compared to RES is addressed in Chap. 3.
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energy than most of the countries of the world. This means that the scale of the
country is no longer adequate not only for governance, but also for under-
standing the processes.

3. Crude oil is the major resource responsible for the anthropocentric metabolic
paradigm, but the ways oil shaped the present economy and society are still very
little understood. Oil should not be regarded just as any other source of fossil
energy on the route toward de-carbonization: an atom of carbon from oil is
different from an atom of carbon from coal or gas. Rather than generally
addressing the de-carbonization of economy, we must address the de-oilification
of economy: more emphasis on the specific role of oil.

4. Oil it is still not fungible in the transport sector: implications go beyond the
single sector and has a deep impact on the structure of production and the
international division of labor, let alone the environment. In order to exit the oil
area, we must particularly address the transport sector. This issue was tackled in
depth in Chap. 3 of this book.

5. The transition to RES could lead to a disentanglement of local and global
metabolism from oil price. This could have predictable positive effects on the
governance of local metabolic process, like the implementation of a circular
economy, but also on that of monetary and financial process on national and
international scales.

6. Nevertheless, dismantling of the oil-economy could also have negative effects
on the problem of governance at a global scale: oil price is a control variable for
the global metabolism which a future, desirable global governance could use to
regulate the system (homeostatic function).

7. The transition to RES means also a return to land as a source of primary energy
production. The impact of this transition on geopolitics is unpredictable, fore-
most in the light of the present geopolitics that is shaped by oil, not only in terms
of location of oil fields, but also in terms of oil price (supply disruptions or
gluts) and sales’ currency.

8. The European Union is devoting a significant effort to achieve the ambitious
goal of the transition from a linear economy, where processes, from feedstock to
waste, are featured by open loops, to a circular economy, where processes of
matter’s transformation are described by closed loops, like in ecosystems. This
is evidence in the rise of fields such as Industrial Ecology, Ecological
Engineering, and Biomimicry. The impact of oil price on the metabolic paths of
economy is detrimental. Low oil prices, as we have seen, tend to increase the
share of cyclical value in the world economy, meaning that global value chains
will develop greater in amount and length. Is this good for the sake of circular
economy? Paradoxically it is not: international outsourcing makes it more dif-
ficult to implement any policy aimed at controlling, from cradle to grave, the
lifecycle of goods. Within an international context it is, for example, trouble-
some to enforce a law aimed at making the producer responsible for the recy-
cling of the material. Low oil prices also have a negative impact on the
economic feasibility of recycling by reducing the commodities’ prices. In
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conclusion, the goal of circular economy is doomed by low oil prices and is
seriously hampered by the scale of the present economy.

A foreseeable and desirable, if not necessary, massive shift to renewable ener-
gies is hampered by the entanglement of the present economy with oil. Energy and
environmental policy should thus address not just the issue of reducing the carbon
load of the economy, but more specifically and more emphatically, its hydrocarbon
content. Beyond the positive, direct effects on the environment and on energy
security, severing the link between crude oil and economy would have beneficial
indirect effects in terms of fiscal and monetary policy for national and local gov-
ernance. De-oilificating the energy sector, starting from the transport sector, would
have an unpredictable consequence on the economy, at any scale, but also on the
global financial system. Indeed, it would downsize the scale of energy metabolism
by partially restoring the link with land: even in a globalized economy the ultimate
source of energy would be bounded to surface. A further envisaged consequence
would be that of liberating the energy commodities and commodities price from the
tight link with oil price. These two processes would have a twofold positive con-
sequence on the energy demand adaptability, by fine-tuning the scale of energy
metabolism to that of governance and by returning to national governance fiscal and
monetary tools in the field of energy market and beyond that. In any case, human
civilization will continue to run on the metabolism of its energy and material
resources. Bringing these resources closer to home will instill greater knowledge
and stewardship of their use and management.
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Chapter 5
Hierarchies, Power and the Problem
of Governing Complex Systems

Franco Ruzzenenti

Abstract The concept of hierarchy is central to thermodynamics. Energy processes
can be evaluated in terms of entropy content and the higher the entropy the lower
they are positioned in the hierarchy of irreversibility. Hence, a Joule of heat at
500 K has a higher quality that the same amount of heat at 400 K. Introducing
irreversibility into the Carnot machinery—the intellectual device by which we have
historically developed the concept of efficiency, leads to the concept of maximum
power output at suboptimal efficiency level. Introducing irreversibility—the hier-
archal criterion for thermodynamics, means that time becomes a binding variable in
thermal machines. Interestingly and perhaps not surprisingly, hierarchy is also a key
concept of complexity. Along the line of an increasing hierarchical complexity,
economic progress and evolution have been rewarding larger organizations or
organisms throughout sentient or accidental selection. From microbes to whales,
from villages to nations, from family firms to international corporations, the scaling
up of the system has been achieved at the expenses of a growing complexity and
hierarchy. To sustain the increasing complexity, processes have been increasing
their power capacity thorough evolution and economic history. Is this intriguing
parallel important to understand the fate of renewable energy? In this chapter I will
try to expand upon the ideas of hierarchical scaling and power maximization to the
problem of governing RES, with insights from finite-time thermodynamics, algo-
metric scaling and complex science.
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Introduction

Hierarchy is generally considered a salient property of complexity. What distin-
guishes a primitive tribe from a contemporary nation is the number of activities
covered by and the number of levels constituting the hierarchical organization.
Likewise, in food chains, the larger the number of branching levels, the higher the
complexity of the underlying ecosystem. We tend to visualize hierarchy as a
branching tree. What is hierarchy when connections are intricate, dense and mutual
like in economic systems? To what extent does hierarchy relate to the scale of the
system, to its boundaries or to its intrinsic dynamics? These questions will be
addressed in the light of complex networks theory, thermodynamics and growth
theory to highlight how hierarchies can be considered as a dissipative structure
evolving under the pressure of an increasing flow of energy (power capacity). The
first part of this chapter will illustrate the concept of hierarchy in thermodynamics
and how this is related to the ladder of entropy (irreversibility): from more abstract
and reversible systems to more real and irreversible ones. It will be shown how the
introduction of a higher degree of irreversibility in the Carnot machinery, i.e. a
thermodynamic system operating under ideal conditions of reversibility, leads to
infer that thermodynamic machines need to operate at suboptimal efficiency in order
to maximize their power output. The efficiency level at maximum power output is
the real, observed efficiency of thermic machines. The second part will show how
hierarchy (of the sustaining network) is important to understand how the power
capacity of natural organisms (i.e. their metabolic rate) is a driver of the their
evolution and induces a scaling up in their size: from prokaryotic cells to the biggest
mammals. Lastly, it will be shown how this paradigm linking hierarchical com-
plexity throughout scaling with the power maximization is also present in the
evolution of anthropic systems: it is the increasing power density of energy pro-
cesses (extensively described in Chap. 3) that enabled the scaling up of firms and
corporations and the hierarchical complexity displayed by the modern productive
structure. Finally, some considerations for policymaking will be drawn.

Efficiency at Maximum Power Output: An Insight
from Finite-Time Thermodynamics

The first approach to the concept of hierarchy for sophomores of physics, chemistry
or engineering, is the ladder of entropy in thermodynamics. What they are taught is
that in spontaneous processes (e.g. during heat exchanges from hot to cold sources)
this ladder can only be descended (i.e. entropy can only increase). When this ladder
is ascended within a given system, the associated entropy decrease must be over-
compensated by an increase in the entropy of the surrounding environment. Entropy
is a state function and thus it depends only on the current equilibrium state of the
system, regardless of the path done to achieve it. Even the potential energy in
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mechanics or the eigenvalues in quantum mechanics define a state of the system
independently from the path insofar as they are scalars and like any scalar, they
provide a hierarchical metrics. They tell you which state has more energy, but
unlike entropy, they cannot tell you what happened first. This is less evident if we
compare the potential energy of two states of a falling body: the lower, the later.
What if we compare the potential energy of two states of a planet in its orbit. Can
we say what happened first? Entropy was a groundbreaking concept in the history
of science, as much as in the career of every student, as it introduced the idea of
irreversibility and upon this, that of spontaneous direction of processes. Therefore,
it is just surprising, if not confounding, that thermodynamics was born when Sadi
Carnot conceptualized a purely abstract engine meant to extract kinetic energy from
heat by reversible operations (Smil 2008).

Lotka was among the first scholars who enucleated this contradiction for real
processes (Lotka 1956). He noticed that the actual performance of real heat engines
always fall short-and usually far short-of the theoretical maximum attainable under
ideal conditions of reversibility. In his own words: the first service rendered by the
laws of thermodynamics is thus a negative one, to save us from vain efforts to
achieve the impossible. They tell us what we cannot do; they give us no guarantee
as to what we can do, in this matter of engine efficiency.1

This is not to say that the Carnot engine was of no use at all. Indeed, it gave us a
theoretical ground to understand the maximum work attainable from two temper-
ature reservoirs. A limit achievable only if processes are reversible, but from a
theoretical as well as a practical viewpoint, only models of irreversible heat engines
enable us to foresee the system evolution (Apertet et al. 2012). It is the presence of
dissipative elements (irreversibility) that ensure us on the causality of processes;
hence, in the Carnot engine, like in the planetary orbits, there is no arrow of time. It
is also worth noting that, in order to assume reversibility in the Carnot engine,
processes need to occur at an infinite slow pace, that is, at equilibrium. This is the
well-known condition e.g. for an isothermal process, that can occur only if the
system can slowly adjust its temperature with the heat reservoir, transferring heat
without temperature gradient. It follows that, for the sake of the maximal theo-
retical efficiency, Carnot posits an incredibly implausible condition: that the power
output of the system is (close to) zero. In the 1950s, physicists and engineers faced
the need to amend this unrealistic condition in the attempt of theorizing the best
efficiency attainable from a nuclear power plant working at the maximum power.
Novikov (1957) was the first who formally defined the efficiency of an heat
machine working at the maximum power output, paving the way for the onset of a
new branch of thermodynamics, the finite-time thermodynamics, which found a
complete formalization by Curzon and Ahlbron in the 1970s, when it emerged as a
new theory and a generalization of the thermodynamics of irreversible processes
(Curzon and Ahlborn 1975). The Cuzorn-Ahlborn model it is still an abstract

1After Lotka, Odum and Pinkerton, in 1955, formalized for the first time this concept by proposing
the optimal effcicieny at maximum power output (Odum and Pinkerton 1955).
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machinery (endoreverisble, meaning that its internal processes occur without dis-
sipation of heat), but it introduces irreversibility—and thereby time, in the heat
transfer with the environment. The rate of heat transfer is proportional to the
thermal gradient between the heat reservoir and the thermal working fluid, which is
assumed to be symmetrical (meaning that the heat flows from the machinery to the
hot and to the cold source occur at the same speed, see Fig. 5.1).

Therefore, if we increase this gradient we increase the speed of the cycle but we
also decrease the efficiency,2 which is proportional to the internal thermal gradient
set by the difference between the maximal and minimal temperature of the working
fluid (see Fig. 5.1).

The introduction of time in two machinery’s stages enables us to formally
address the question of power, which is the rate of work output and thereby, by
means of a new control variable, opens the gates to a new conceptual framework:
what is the efficiency of a machine that maximizes the rate of heat exchange and
thus the power?

The efficiency (CA efficiency in the following) for a thermal machine operating
at the maximum power output between two heat sources is:

Fig. 5.1 This figure shows the modified Carnot cycle on a entropy/temperature diagram. Th and
Tc are the temperatures of the hot and cold reservoirs and Thw and Tcw are the two extreme
temperatures of the working fluid. The symmetrical coupling of the Cuzorn-Ahlborn model
implies that the gradient between Th and Thw is the same as between Tcw and Tc. The more we
increase the two gradients—in order to increase the speed of heat transfer, the closer the extreme
temperatures of the working substance. Ultimately, the two isothermal stages take place with no
change in the temperature of the working substance. Heat flows directly from the hot source to the
cold sink and no work is done. Hence the power output is zero and the engine has zero efficiency
as well. Adapted from: Basosi and Ruzzenenti (2010)

2Interestingly, this principle, the strong coupling of antithetical forces, is common to the Hatwood
machine Odum and Pinkerton used to introduce the maximum power principle in 1955 by means
of a purely mechanical device (Odum and Pinkerton 1955).

104 F. Ruzzenenti



gCA ¼ 1�
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This efficiency, compared to the Carnot efficiency (1 − (Tc/Th)), describes very
well the real efficiency of many thermal power plants (Chen et al. 2001).
Unfortunately, the CA efficiency still bears a certain—and significant, degree of
abstraction when it assumes at symmetric dissipation, i.e. that the heat transfer
between the working fluid and the two heat reservoirs occurs at the same rate.
A second important limit of the CA efficiency is that it only applies to thermal
machines. Recently, it has been shown that both assumptions can be relaxed for
further generalizing the model by assuming strong coupling in generic forces3 and
by differentiating the rate of heat transfer between the working fluid and the hot and
cold reservoir respectively (Van den Broeck 2005; Esposito et al. 2010). Within this
generalized framework, knowing that the Carnot efficiency, is:

gC ¼ 1� Tc
Th

it can be shown that the efficiency at maximum power output ranges between:

gC
2

� g� � gC
2� gCð Þ

The two ends of the inequalities correspond to two extreme operating regimes;
the upper bound obtained by optimizing4 with respect to the temperature of the hot
reservoir, the lower bound with respect to the temperature of the cold reservoir. In
Fig. 5.2 the efficiency at maximum power output is plotted as a function of ηC for
some real power plants.

Although not displayed, all observations lie below the ideal line y = x (which
means that they all relate to a real efficiency lower than the Carnot efficiency) and
almost all are in the range provided by the theory, with some deviations though.
Interestingly, thermal power plants lie closer to the lower limit, meaning that
cooling is optimized, whereas nuclear and geothermal power plants are positioned
around the upper bound, meaning that the heat transfer from the hot source is
maximized. Perhaps this is not surprising given the higher temperatures of

3In the case of CA machinery, the two coupled forces are the heat injection and rejection. Another
example of heat engine operating in a regime of strong coupling is a couple of thermoelectric
generators (Apertet et al. 2012).
4To optimize the power in a thermal machine we can either increment the speed at which the heat
is transferred to the working fluid from the hot reservoir (the combustion) or from the working
fluid to the cold reservoir (the environment). A very intuitive example is that of cars: when we
introduce a turbocharger, we increase the heat transfer speed (the phase of heat addiction at
constant volume of the cylinder) by increasing the pressure at the same volume ratio (the piston’s
size) and when we are introducing a cooling system, like a water or air cooling device, we are
increasing the heat rejection by diminishing the temperature of the machine.
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combustion in thermal plants (see Fig. 5.2) and the same working fluid (vapor).
What is important is that both strategies5 (those maximizing the heat transfer from
the cold reservoir and those from the hot reservoir) aim at maximizing power at
expenses of efficiency. This is clear if one observers that all the data points lie under

Fig. 5.2 Efficiency at maximum power output versus Carnot efficiency for several power plants
and photosynthesis. The first number in the following couples of numbers is the Carnot efficiency
reported on the x axis, whilst the second is the observed efficiency reported on the y axis (therefore,
the maximum theoretical efficiency lays on the Y = X). Data points refer to either nuclear power
plants (N), coal power plants (C), gas turbines (T), geothermal power plants (G) and
photosynthesis (P): (1) Almaraz II (Nuclear, Spain) 0.52–0.34; (2) Sizewell B (Nuclear, UK)
0.5–0.36; (3) Cofrentes (Nuclear, Spain) 0.49–0.34; (4) Heysham (Nuclear, UK) 0.60–0.40;
(5) West Thurrock (Coal, UK) 0.64–0.36; (6) CANDU (Nuclear, Canada) 0.48–0.30;
(7) Larderello (Geothermal, Italy) 0.32–0.16; (8) Calder Hall (Nuclear, UK) 0.49–0.19;
(9) (Steam Coal/Mercury,USA) 0.62–0.34; (10) (Steam Coal, UK 0.57–0.28; (11) (Gas Turbine,
Switzerland) 0.69–0.32; (12) (Gas Turbine, France) 0.69–0.34; (13) Photosynthesis 0.12–0.08.
Author elaboration on: Espostito et al. (2010), Smil (2008)

5It should be noted that we are hereby referring to a broader concept of “strategy” that concerns not
only the operational conditions of thermal machines but also their design. Indeed a car running at
the speed of a bicycle would be much more energy-efficient, but a car is conceived to run at one
order of magnitude faster.

106 F. Ruzzenenti



the level of maximum theoretical Carnot efficiency (the y = x line). Predicting
suboptimal efficiency amid maximum power output is a remarkable result of the
model and finds empirical evidence in real processes. However, it bears one
important and unexplained question, why?

Forces’ coupling generates, roughly speaking, a form of trade-off or, more
formally, a control variable whose profile is represented by a convex function with
at least a point of maximum (Ruzzenenti and Basosi 2008). Optimization is thus
theoretically encrypted in the model ab origine, which might be considered a
strength or a weakness of the theory and has indeed moved some scholars to
exacerbated critiques contending that finite-time thermodynamics is a mere intel-
lectual exercise without any substantial relation with reality (Gyftopoulos 1999,
2002).

Perhaps, we cannot but glimpse in the acrimony with respect to finite-time
thermodynamics the same positivistic refusal to any approach or theory under-
mining the fulgent myth of prosperity based on energy efficiency. The same refusal
that is addressed in Chap. 7 describing a wide spread attitude towards rebound
effect. Nevertheless, the aforementioned question is still lingering: why do we have
to expect thermodynamic machines to maximize power rather than efficiency?

It is difficult, in economics for example, to envisage whether economic opti-
mization would lead to maximize efficiency (reducing costs) or maximizing output
(increasing revenue) and in what conditions one strategy would prevail over the
other. Curzon and Ahlborn, aware of this epistemic leak, advanced the hypothesis
that more complex machineries would turn on power maximization in order to pay
back the higher costs of the apparatus (Curzon and Ahlborn 1975). This view is
consistent with the economic theory regarding economy of scale, which states that
when capital costs are overwhelming with respect to variable costs the firm tends to
increase the rate of production in order to maximize depreciation. In this view, time
becomes the binding variable and the more complex and bigger is the structure the
larger the output flow for unit of time required to payback the machinery.

Truly, this phenomenon is a common feature of human made systems and
natural systems and it thus bears a more general explanation (see Chap. 7). For
example, it has been studied that the maximal theoretical efficiency of photosyn-
thesis would range between 12 and 13%6 in optimal conditions but in reality, at
best, it reaches a level of 8–9% (4–5% when some resources are scarce). The reason
is that photosynthesis maximizes growth rates and hence improves the chances of
early survival and competitive maturation, with irreversible losses at expense of

6Theoretical efficiency for plants is calculated comparing the energy carried by the photons with
the energy converted in ATP by the photosynthesizer apparatus (the light absorption by pigments
in disk-like thylakoid membranes inside chloroplasts in specialized leaf cells). Real efficiency
compares the solar energy hitting the surface with the growth rate of the energy (calories)
embodied in the phytomass, thus considering any energy loss, from plant’s respiration to ineffi-
ciency in the related cycles (Calvin cycle, etc.). For an extensive description see the Chapter
dedicated to Photosynthesis in Smil (2008).
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efficiency7 (Smil 2008). In this view, similarly to the ideas of Lotka, natural
selection awards power maximization rather than efficiency optimization when
resources are copious. In the light of power maximization as a result of competition,
can we establish a nexus between power capacity and hierarchical complexity? This
question will be addressed in the remaining part of the chapter. Another remarkable
example of suboptimal efficiency at maximum power output is provided by cancer
cells. In tumors the pyruvate formed from glycolysis is converted to lactic acid and
energy is produced anaerobically, delivering only 2 ATPs molecules instead of the
36 that could be yielded by a complete oxidation of a glucose molecule (Coller
2014). Why is a less efficient catabolic pathway—glycolysis instead of oxidative
phosphorylation, induced in tumor cells? One accredited hypothesis is that gly-
colysis is part of a metabolic profile “that channels glucose among the available
pathways in a way that facilitates rapid proliferation and growth” (Coller 2014).

Hierarchy: A Salient Property of Complexity

Indeed, hierarchy is not only peculiar to thermodynamics. The concept of hierarchy
is also familiar to the field of social and natural sciences. The word itself has an
ancient, sacred origin, descending from the merging of hieros “sacred” and arkhia
“rule” (Verdier 2006). For centuries—in the European civilizations, this concept
has strictly pertained to the cosmogony or the classification of celestial spheres,
whence semantically evolved towards a register for the description of the ecclesi-
astical state, and lately the society in general (Verdier 2006). In the field of natural
sciences, and prominently in ecology, the concept of hierarchy is pivotal. It is a
common knowledge that living systems are structured in a set of successive nesting
levels of organization: genome and protein, cell, tissue, organism, community,
population, ecosystem and lastly biosphere. Today, not only evolutionists, but
biologists and ecologists question and debate about the mechanisms that led to the
actual nested hierarchy of organized entities and trophic networks (Pavé 2006).
Despite being still a vague and embryonal field of science, complexity theory is
infused in all his variegate branches by the concept of hierarchy which is a pillar of
this theory as much as it is a pillar of thermodynamics. This is not just a semantical

7“Actual short-term increments of new phytomass are at best 50% or, more likely, just 33% of
these rates. The top seasonal or annual additions are between 20 and 25% of the ideal rates, and
long-term, large-scale averages are merely 10% and all the way down to just 2% of the best
hypothetical performance. The two main reasons for these disparities are the respiration costs and
the inevitable losses that go with rapid rates of photosynthetic reactions. In order to conserve as
much light as possible during the limited hours of intensive insolation, the rates must be quite fast,
but this rapidity results in two kinds of considerable inefficiencies. Unless the plant’s enzymes can
keep up with the radiation flux coming into the excited pigments, the absorbed energy will be
reradiated as heat. Utilization must be immediate because the chlorophyll molecules cannot store
sunlight. Only at very low light intensities, when radiation would be the only factor limiting the
rate of the terrestrial photosynthesis, is there such a perfect match” (Smil 2008).
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coincidence, rather one of the most fascinating and intriguing conjunction that
Nature in its mysterious schemes has delivered. With the words of Schenider and
Kay: when highly ordered complex systems emerge, they develop and grow at the
expense of increasing the disorder at higher levels in the system’s hierarchy
(Schneider and Kay 1994). Hence, hierarchy is much more than just a recursive
concept of complex theory; it is a salient property of complexity. We can go further
and contend—as a golden rule of cybernetics states, that a system grows in com-
plexity when it grows in hierarchical levels, given other properties equal (von
Bertalanffy 1968). However, it should be noted that introducing a higher hierar-
chical level is not equivalent to centralizing the information processing. This dis-
tinction is important because in a system designed by a command-and-control
strategy, such as most of those governed by technology, hierarchy is generally
intended as a centralization of the information-elaborating process. In Nature,
though, higher hierarchy is not always higher centralization and, most importantly,
higher centralization does not always mean higher complexity. For example, it is
rather difficult to claim, on the coarse observation of the cybernetics of the
homeostatic (regulatory) process, whether ectotherms are less or more hierarchical
complex than endotherms—both having a decentralized regulation of body tem-
perature. The brain and the central nervous system are actually more involved in
ectotherms’ than in endotherms’ regulation system. In the former case the animal
needs external heat sources to be searched and reached by senses and motion
(central nervous system), whereas in the latter case the heat is produced by the
internal metabolic activity (mitochondria), and in some cases, like for sweat glands,
the sympathetic, autonomous system is involved (for sweating or shivering, for
example). Nevertheless, we know that endothermia came after ectothermia in
evolution (Mesozoic) and was crucial for the development of mammal species
diversity. On the contrary, eukaryotic cells are manifestly more complex than
prokaryotic cells (due to the presence of organelles and an internal transport
structure, i.e. a larger number of interacting components) while displaying a cen-
tralized versus decentralized DNA encoding system. Hence, what is akin to both
regulatory systems and serves us as unequivocal criterion for defining complexity,
is the expression of the hierarchy as a scale property rather than a
centralized/decentralized information processing system. In the case of endotherms,
the regulation system lays at the scale of organs as much as DNA processing occurs
at the scale of organelles in eukaryotic cells: a lower hierarchical scale compared to
that of the organism. On the contrary, for both ectotherms and prokaryotic cells, the
scale of the regulatory process is invariant. According to this view, what qualifies
the degree of complexity in the light of hierarchy is the scaling of information
processing rather than its internal orientation (central/peripheral). In Nature, the
hierarchical complexity that transpires in the nesting and the scaling of phenomena
is its metrics.
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Hierarchy and Scale in Natural Systems

The typical graphical representation of hierarchy is a spanning tree and, notably, a
spanning tree is formally a network. Interestingly—and perhaps not surprisingly,
network theory coupled with fluid dynamics has been successfully applied to one of
the oldest riddle in biological sciences: Kleiber’s allometric laws (West et al. 1997).
Allometry is the study of the relationship of body size to shape and the most famous
law of allometry, which dates back to 1932, it is Kleiber’s power law which states
that animal’s basal metabolic rate is ¾ power law function of the animal’s body
mass (a straight line with a ¾ angular coefficient on a logarithmic scale). This
universal scaling has been puzzling scientists for decades. The scaling factor might
change, but it remains always lower than 1, so indicating that the scaling of
metabolism is generally decreasing with size, or the intercept with respect to group
of species (unicellular, invertebrates, vertebrates, etc.) or species of mammals (see
Fig. 5.3), and it is strikingly ubiquitous in Nature (West 2006).

Furthermore, according to some scholars, albeit this it still debated and by some
circumscribed to organisms that present vascular systems, the scaling factor is
typically a multiple of ¼, the so called quarter-power law (Glazier 2014). It has
been proposed by West et al. that these universal quarter powers have their origin in
general properties of the various hierarchical, fractal-like branching transport net-
work that sustains life at several scales (West et al. 1997; West 2006). The
fractal-like branching network is the resource distribution, volume-filling network

Fig. 5.3 The original graph, hand-drawn by Max Kleiber, representing the body size, in kg,
versus the metabolic rate, in kcal for various species of mammals; Source Kleiber (1947)
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where energy dissipated is minimized, given the constrains placed by hydrody-
namics (West et al. 1999). According to West, not only the metabolic rate to the
body size ratio is determined by hierarchical networks, but also the time scale of
several basic biological processes—like for example the development time, depend
on the combination of variables of M ¼ and some function of the temperature
(Gillooly et al. 2002). The scaling with the temperature is determined by the
temperature dependence of the energy producing biochemical reactions within
mitochondria which are governed by the classic Boltzman factor eE/kT, typical of
thermodynamics and statistical mechanics and explaining the population density of
energy levels.

The combination of the temperature scaling with the quarter power scaling,
represents the joint effects of the scaling of the production of energy at the “mi-
croscopic” intramitochondrial level and transport (network, n.d.r.) constraints at
the “macroscopic” whole-body level (West 2006).

In conclusion, hierarchical complexity of (transport) networks is the strategy
evolution adopted to overcome the physical constraints placed by fluid dynamics or
thermodynamics in order to increase the scale of organisms.8 This is not to say that
bigger organisms are a goal of evolution, but that a greater energy flux (metabolic
rate, for example) founds its evolutionary pathway through hierarchical branching
and scaling. This is the main lesson Nature gives us about the nexus between power
capacity and hierarchy.9 Bearing on what we have been describing so far for
Nature, what is the parallel for human made systems?

8“Quarter-power scaling laws are perhaps as universal and as uniquely biological as the bio-
chemical pathways of metabolism, the structure and function of the genetic code, and the process
of natural selection. The vast majority of organisms exhibit scaling exponents very close to 3/4 for
metabolic rate and to 1/4 for internal times and distances. These are the maximal and minimal
values, respectively, for the effective surface area and linear dimensions for a volume-filling
fractal-like network. On the one hand, this is testimony to the power of natural selection, which has
exploited variations on this fractal theme to produce the incredible variety of biological form and
function. On the other hand, it is testimony to the severe geometric and physical constraints on
metabolic processes, which have dictated that all of these organisms obey a common set of
quarter-power scaling laws. Fractal geometry has literally given life an added dimension” (West
et al. 1999).
9We tend to think of hierarchy as a designed process, the result of a sentient subject. How can be
hierarchy the outcome of evolution and the result of a spontaneous process? The interesting topic
of hierarchy genealogy goes beyond the scope of the present analysis, it is so complex and vast
that would probably require a chapter for its own. It is the opinion of the author that an investi-
gation on the process of hierarchy creation should expand upon the concept of symmetry breaking.
Geoffrey West himself hinted to the fact that the hierarchical branching in elementary particles
derives from a symmetry breaking (West 2006). The first who seemingly first envisaged the nexus
between hierarchy and symmetry was Gregory Bateson, who suggested that the information for
symmetry breaking may be embodied in physical or chemical gradients (Bateson 1972). The
etiological bond between symmetry breaking and spatial gradients has been central to a former
paper by Ruzzenenti and Basosi titled Complexity change and space symmetry rupture
(Ruzzenenti and Basosi 2009).
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Hierarchy and Scale in Anthropic Systems

Biological evolution, as we have seen, has awarded the scaling up of size and power
capacity throughout hierarchical branching. In the same fashion, as it was shown in
Chap. 3, economic evolution has pursued power enhancement leading to increasing
societal complexity which has been historically sustained by an ever growing
energy density of the featuring forms of energy. Not only cities scaled up, but also
the energy metabolism of households (and countries). Nevertheless, on the line of
this paragon, it is difficult to envisage how and where to apply the concept of
hierarchical growth to the structure of cities or countries, let alone households. Are
modern megalopolis or states more hierarchically complex than ancient ones? The
very contrary seems to be true if you look back at the intricate hierarchical structure
of feudal system or the cast system of the precolonial India and compare them with
the ubiquitous and unanimous social class of the modern society’s consumers.
Consumerism, more than communism, has had the unintended effect of abolishing
social hierarchy, sacrificed on the altar of mass production. The electrification and
the digitalization of economy is further flattening the horizon of societal structure
alongside the barriers-demolishing pathways of an expanding communication
network. It is interesting, for example, to notice how Italy is presently being
affected by a backspin of young illiteracy and how this phenomenon is less related
to the social and economic conditions of the parents than to the education and the
interests of their sons (Save the Children 2016).

There is one domain of the anthropic sphere where the growth in scale has
proceeded side-by-side with a hierarchical growth: capital. More specifically this is
happened in case of: (1) the size and the hierarchical structure of economic orga-
nizations, and in case of (2) the complexity in terms of number of components and
structure of artefacts. Owing to a need of concision, I further develop the former
aspect of scaling growth in the light of increasing power capacity.

The biggest companies in the World have been ranked by several journals or
institutions in terms of profit, revenue,10 market value,11 number of employees12 or
even environmental performance,13 but, to the knowledge of the author, no ranking
in terms of energy use has ever been attempted. Yet, after a brief investigation, it
turned out that the company Arcelor-Mittal, the largest iron producer in the World
(responsible for almost 50% of the global production) consumes 2.6 billions of GJ
per year, which is more than the primary energy consumption of Poland and almost
half of that of Italy, just for producing iron (see Table 5.1). Wal-Mart is the largest
private corporation in the world, both in terms of employees and gross revenue, and
it consumes more than 30 millions of GJ of electricity per year. The Department of

10http://fortune.com/global500/.
11http://www.forbes.com/sites/liyanchen/2015/05/06/the-worlds-largest-companies/
#513ecbeb4fe5.
12https://en.wikipedia.org/wiki/List_of_largest_employers.
13http://www.newsweek.com/green-2015/top-green-companies-world-2015.
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Defense of the USA is the single largest employer of the World (even larger than
the Chinese Popular Army) with more than 3 millions of employees and a federal
budged that surpasses the gross revenue of Wal-Mart and any other multinational
corporation. The Department of Defense consumes 0.7 billions of GJ, which is
more than Delta airlines, the largest air company in the World (0.5 billions of GJ)

Table 5.1 The scale of economy: energy use, number of employees and revenue of a sample of
major transnational corporations

Gross revenue
(billions $)

Employees Energy (GJ)

Wal-Mart 485.70 2,200,000 3.02E+007 Electricity (estimation)

Arcelor-Mittal 79.28 222,000 2.16E+009 Production of steel—
2013

U.S. Department
of Defense

585.00 3,200,000 7.70E+008 Primary energy
consumption—2014

Delta airlines 37.77 80,000 5.01E+008 Primary energy
consumption—2014

Fed-Ex 47.50 300,000 1.85E+008 Fuel use for shipping—
2014

Google 74.5 61,400 1.58E+007 Primary energy

Coca Cola 46.00 129,200 6.33E+007 Primary energy
consumption—2014

GDP (billions $) Population Energy (GJ)

USA 17,419 309,349,689 9.60E+010 Primary energy
consumption—2013

Italy 2174 60,795,612 6.75E+009 Primary energy
consumption—2013

Poland 508 38,483,957 1.92E+009 Primary energy
consumption—2013

Kenya 65 38,610,097 1.89E+008 Primary energy
consumption—2013

Sources
– Arceror-Mittal Corporate Sustainability Report, available at: http://corporate.arcelormittal.com/
sustainability (Retrieved: 2/4/2016)

– Delta Corporate Responsibility Report 2014, available at: http://www.delta.com/content/www/
en_US/about-delta/corporate-responsibility.html (Retrieved: 2/4/2016)

– FedEx Annual report 2014, available at: http://annualreport.van.fedex.com/2014/ (Retrieved:
2/4/2016)

– Walmart’s Approach to Renewable Energy, available at: http://cdn.corporate.walmart.com/eb/
80/4c32210b44ccbae634ddedd18a27/walmarts-approach-to-renewable-energy.pdf (Retrieved:
2/4/2016)

– Coca-Cola Climate Protection Report, available at: http://www.coca-colacompany.com/stories/
position-statement-on-climate-protection/ (Retrieved: 2/4/2016)

– U.S. Energy Information Administration, 2016. Annual Energy Outlook 2015. This publication
is available at: www.eia.gov/forecasts/aeo (Retrieved: 2/4/2016) http://www.nytimes.com/2011/
09/09/technology/google-details-and-defends-its-use-of-electricity.html)
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and four times more than the primary energy consumption of Kenya (see
Table 5.1).

Such an astonishing growth in size has paired with an increase in hierarchical
complexity. Rather than on the scale or the company internal structure, this growth
in hierarchical complexification has developed on the spatial distribution of the
value chain’s nodes on a global and international scale (Rajan and Wulf 2006;
Cantwell and Janne 1999; Picciolo et al. 2017). That is, the hierarchical complexity
of the productive space evolve in the external space rather than in the organization
internal space. For example, Toyota has (1) 164 subsidiaries which are financially
consolidated and under the direct control of Toyota Motor Corporation (TMC);
(2) 51 major production companies and overseas distributors that are not subject to
consolidated accounting; (3) one organization from other types of businesses;
(4) 340 subsidiaries that are financially consolidated and under the indirect control
of TMC (managed via consolidated subsidiaries). The scope and the complexity of
the network is depicted in Fig. 5.4 (Toyota 2016).

It is evident that such a complex and giant system could evolve only by relying
upon the increasing power capacity of the underlying physical and information
transport networks. A network of such a scale needs a fast information processing
—at a time scale comparable of that of decision making—and a fast (and energy
efficient) matter processing—at a time scale comparable of that of the production
process.

Fig. 5.4 Main companies subject to the environmental management system of Toyota
Corporation. Courtesy of: Toyota 2016
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Conclusions and Policy Indications

Finite-time thermodynamics shows that real processes operate at a suboptimal
efficiency in order to maximize power output when time becomes a binding factor.
Competition for survival in the realm of Nature and in the domain of economy set
time as the general force of evolution and development. Hence, it is a persistent and
ubiquitous pressure on the existing energy gradients that enhances the rate of
energy throughput—the power capacity. The creation of hierarchies is functional to
the power increase in complex systems to sustain the scaling up of processes and, at
the same time, hierarchical nesting in complex systems increases throughout scales.
The creation of the hierarchies throughout scales of complex transport networks is
the universal dissipative strategy whereby energy gradients are degraded.

The gigantism and complexity achieved by international corporations are thus,
by the view points of thermodynamics and cybernetics, consistent, if not conse-
quential, to the energy path of evolution in Nature. Although, paradoxically, it is
this gigantism and the ever-growing metabolism that are placing, among other
factors, a serious threat to the stability of natural cycles and to the health of human
being (see Chap. 4). In other words, the evolution of corporations and, more
broadly, of the productive structure is theoretically coherent with the evolutionary
pathway, but practically irreconcilable and, on the long run, possibly noxious for
human being.

The gigantism of corporations and the globalization of production are a new and
possibly underestimated predicament for governance and for the achievement of
either energy conservation, or decarbonization, or renewable energy supply policy
targets. Can RES with their low energy density and supply discontinuity sustain the
achieved scale of production and the energy intensity and range of the transport
network that this scale of production implies? Can we reconcile the scale of the
closed cycles of value (see Chap. 4), on the one hand, and the open cycles of energy
and matter, on the other, that a global system of production exhibits with the scale
of the cycles of Nature (sometimes smaller, sometimes larger) and society (local by
definition)? Is circular economy attainable within a framework of global production
and with corporations that process more energy and matter than many countries’
economy? Lastly, do we have an adequate governance for challenging corporations
or network of corporations (subsidiaries, etc.) that are scattered in several states and
endowed with a gross revenue superior in amount to many government budgets (see
Table 5.1).

In Chap. 3 we have extensively tackled the issue of the critical factors of RES in
the light of the increasing energy demand and energy density of society and
economy. The problem of energy metabolism of countries and global economy with
respect to natural cycles has been tackled in Chap. 4. Here, I would like to raise the
attention on the specific and often overlooked problem of the metabolism of giant,
global corporations within the framework of the impending energy and environ-
mental crisis, or, with a more optimistic outlook, in relation to the foreseeable and
desirable energy transition to a low-carbon economy.
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Now, it is obviously very difficult, if not impossible, to assess how much energy
is claimed by corporations globally for their metabolic functions. National energy
accounting and surveys do not cover such a category and the energy used up by
firms is embodied in the Industry and Tertiary (services) sectors mainly and in the
Transport sector (freights) partially; but in a broader perspective, such as the one
raised by the targets of circular economy, the energy and mass metabolism of
corporations range over the all spectrum of sectors, from the extraction of minerals,
to the final products, both in terms of use and disposal.

Therefore, what we need in the field of energy studies in order to fully under-
stand and practically address the scale and the dynamics of change described above,
is a shift of perspective—if not a change of paradigm, from the analysis’ scope of
consumers/sectors/cities/countries to that of corporations. This is not to say that we
have to abandon the canonical scheme based on the concept that human beings are
the logical type (elementary unit) that in all their several forms of aggregation, from
individual consumer, to sectors (in the form of working force), from cities to
countries, are the agents of change; but that we must add another logical type as an
agent of change: firms.

An interesting perspective is raised by Life Cycle Analysis that, being a
methodology with a growing consensus among scholars, but also practitioners and
policy makers, deploys the kind of synoptic paradigm centred onto firms’ meta-
bolism that we are here advocating. The inventory analysis, from the cradle to the
grave, epitomizes perfectly the quest for an analysis’ scope placing the firm at the
fulcrum of change, with the status of elementary unit of it. For LCA this change of
perspective is just necessary to reconstruct the real energy and mass load required to
produce a good or delivery a certain service. Can we expect governments to
embrace the same perspective in relation to the energy and environmental issues by
adopting, for example, measures aimed at: evaluating the carbon and environmental
load over the entire (and global) cycle of production, preventing infringement
dislocation and enforcing externalities internalization at any scale? National and
transnational governance is now facing a similar problem with the raising and
unbounded role of global finance, notably off-shore finance, in affecting real
economy, as many are calling for a global governance of the phenomenon.

Indeed, a first step in this direction would be to develop an accounting systems
based on firms and corporations. The only information we have about firms’
metabolism is voluntary provided and deemed to the environmental commitment of
the firm’s stakeholders or to the targets that some local (national) legislation has
imposed, until the next organizational reshuffling and units reallocation. In con-
clusion, the problem is very similar to the one prospected in Chap. 3 in relation to
inlet/outlet points in the electricity network: given the present scale of production,
the legal entity of firms based on country–economy is not any longer a suitable
logical type for enacting any energy/environmental policy aimed at positively
involving firms and corporations (the principal agents of change as explained
above) and the their essential partners in their effective governance for a transition
towards a low carbon economy. Therefore, either we raise the scale of governance
or we find a different way to do it. One alternative way could be that of enhancing
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transparency (of information), knowledge (of processes) and awareness of the
consequences of production among the public. Indeed, ultimately firms and cor-
porations need consumers’ consensus to prosper. We are their substrate.

A second major indication for energy policy we can draw from finite-time
thermodynamics is that power maximization, rather than energy efficiency optimal
condition, shape the energy path of economy and society. Hence, any energy
conservation policy aiming at reducing energy demand by just imposing efficiency
mandates or promoting energy efficiency enhancement should carefully look at the
unintended effects that power maximization can brought about when a more effi-
cient technology is used—or misused, under the pressure of time or for the opposite
sake of increasing the output rather than reducing the input. In general, the
dimension of time in assessing both behavioural responses by the consumers and
systemic adaptations by the producers to a more efficient process need to be con-
sidered in designing policy measures and in constructing energy scenarios for the
policy makers. In a fully connected and fast developing world, time is becoming a
new dimension (or perhaps it is just the same old one, but newly framed), of power
and governance needs to adequately face this rising domain of the economy and
society. In Chap. 3 the new dimension of time for the ongoing transition towards
RES—focusing particularly on the rising role of the network, as a paradigm and as
an infrastructure, has been addressed by explaining how this represents a new
challenge for institutional science and governance. In Chap. 7 we will focus on the
implications of power maximization for energy conservation policy by tackling the
rebound effect as a pivotal case of analysis.
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Chapter 6
Polycentric Governance Approaches
for a Low-Carbon Transition: The Roles
of Community-Based Energy Initiatives
in Enhancing the Resilience of Future
Energy Systems

Thomas Bauwens

Abstract An understanding of the resilience of energy systems is critical in order
to tackle forthcoming challenges. This chapter proposes that the polycentric gov-
ernance perspective, developed by Vincent and Elinor Ostrom, may be highly
relevant in formulating policies to enhance the resilience of future energy systems.
Polycentric governance systems involve the coexistence of many self-organized
centers of decision-making at multiple levels that are formally independent of each
other, but operate under an overarching set of rules. Given this polycentric
approach, this chapter studies the roles of community-based energy initiatives and,
in particular, of renewable energy cooperatives, in enhancing the institutional
resilience of energy systems. In this perspective, the chapter identifies three major
socio-institutional obstacles, which undermine this resilience capacity: the collec-
tive action problem arising from the diffusion of sustainable energy technologies
and practices, the lack of public trust in established energy actors and the existence
of strong vested interests in favor of the status quo. Then, it shows why the
development of community-based energy initiatives and renewable energy coop-
eratives may offer effective responses to these obstacles, relying on many empirical
illustrations. More specifically, it is argued that community-based energy initiatives
present institutional features encouraging the activation of social norms and a high
trust capital, therefore enabling them to offer effective solutions to avoid free riding
and enhance trust in energy institutions and organizations. The creation of federated
polycentric structures may also offer a partial response to the existence of vested
interests in favor of the status quo. Finally, some recommendations for policy-
makers are derived from this analysis.

T. Bauwens (&)
École Polytechnique Fédérale de Lausanne. EPFL ENAC IIE HERUS,
GR C1 482 (Bâtiment GR), Station 2, 1015 Lausanne, Switzerland
e-mail: thomas.bauwens@epfl.ch

© Springer International Publishing Switzerland 2017
N. Labanca (ed.), Complex Systems and Social Practices in Energy Transitions,
Green Energy and Technology, DOI 10.1007/978-3-319-33753-1_6

119



Introduction

Energy systems are constituted of technological, social, and ecological components
and processes that interact with each other in a complex fashion. Acknowledging
this complexity is crucial to coping with the challenges that energy systems cur-
rently present. The analyses of the political economist Elinor Ostrom and her
collaborators may be very insightful in this endeavor. Although Ostrom’s approach
comes within the scope of rational choice theories, she was conscious of the
implications of complexity theory and incorporated some of its concepts, such as
nonlinearity, self-organization and feedback loops into her own work (Morçöl
2014). Based on her contributions, energy systems can be conceptualized as
complex “social–ecological systems” (SESs), i.e., systems of interdependent bio-
physical and nonhuman biological units interacting with social and institutional
components.1 SES scholars have been particularly interested in the determinants
that reinforce or hinder the “resilience” of such systems. Resilience of an SES
refers, essentially, to its capacity to retain the same system characteristics despite
changes in the behavior of its component parts or the surrounding environment
(Carlson and Doyle 2002; Walker et al. 2004).

An understanding of the resilience of energy systems is critical in order to tackle
forthcoming challenges. In particular, climate change and the depletion of fossil
energy sources require massive transformations of our models of energy production
and consumption. In response, the necessity of a transition to low-carbon sources is
increasingly acknowledged. This transition will most likely imply the displacement
of fossil fuels by various renewable, intermittent and distributed energy technolo-
gies along with energy demand reduction, and will be highly disruptive for
established energy actors. The ability of future energy systems to implement this
transition process will depend, therefore, on their resilience, understood as their
capacity to deploy these renewable energy (RE) technologies fast enough so as to
maintain their essential functions, such as the provision of energy services.
However, several socio-institutional barriers can severely undermine this resilience.
In this chapter, three barriers are discussed: the collective action problem, arising in
the diffusion of more sustainable energy technologies and practices; the lack of trust
from the public in established energy actors; and the existence of strong vested
interests within the energy industry in favor of the status quo. Regarding the first
obstacle, averting climate change is an action of global and public interest, because
everyone benefits from a reduction of greenhouse gas emissions even if not con-
tributing to it. This problem can therefore be configured in terms of a collective
action problem (Sandler 2004). According to the conventional theory of collective
action, rational actors pursuing their own interest will indeed not participate in

1Institutional components are constituted by the formal and informal rules shaping and structuring
the interactions between people within collective settings (families, local communities, markets,
business organizations, etc.) (Ostrom 2005).
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collective efforts because they have incentives to free ride on the constructive
behavior of others (Olson 1965; Hardin 1968).

It is proposed in this chapter that the polycentric governance perspective,
developed by Vincent and Elinor Ostrom, may be highly relevant in formulating
policies to enhance the resilience of future energy systems. Polycentric systems
involve the coexistence of many self-organized centers of decision-making at
multiple levels that are formally independent of each other, but operate under an
overarching set of rules (Ostrom et al. 1961). Given this polycentric framework, this
chapter focuses on the roles of community-based energy (CBE) initiatives and, in
particular, of RE cooperatives, in enhancing the institutional resilience of energy
systems. CBE initiatives are formal or informal citizen-led initiatives which propose
collaborative solutions on a local basis to facilitate the development of sustainable
energy technologies (Walker and Devine-Wright 2008; Bauwens et al. 2016). As a
specific form of CBE initiative, the cooperative model enables citizens to collec-
tively own and manage RE systems at the local level (Huybrechts and Mertens
2014). CBE initiatives are therefore inspired by a self-organization principle, which
is at the core of polycentric systems.

This is organized as follows: the first section presents Elinor Ostrom’s approach
to complexity and the main building blocks of her work, including the Social–
Ecological System framework. The second section explores the concept of resi-
lience of SESs and specifically emphasizes the need for institutional adaptability
and polycentrism. The third section applies these theoretical lenses to energy sys-
tems. As a first step, the section shows how energy systems can be considered as
social–ecological systems and describes some essential features of the historical
model of present energy systems, i.e., a model based on centralized extraction and
conversion of fossil energies. Secondly, after discussing the need for a transition to
low-carbon sources, this section outlines three major barriers to this transition. The
fourth section describes why the development of CBE initiatives and RE cooper-
atives may offer effective responses to these obstacles, and, finally, the last section
provides some main conclusions and recommendations for policymakers.

Elinor Ostrom and Complex Thinking

There are many different notions and measures of complexity (Mitchell 2009). One
way to define the complexity of a system is to characterize it in terms of its degree
of hierarchy or level of organization (Simon 1962; McShea 2001). This approach
sees complex systems as composed of multiple nested subsystems. Each subsystem
possesses unique emergent properties, which depend on its own constitutive ele-
ments, but appear only when these elements are integrated. In this sense, each
subsystem constitutes a whole, but is also, at the same time, a part of a larger
structure. This nested, hierarchical structure is common to physical, biological and
social complex systems (von Bertalanffy 1969). As an example in the biological
context, the human body is composed of cells which are organized into tissues,
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which themselves constitute organs, which are parts of physiological systems. In
the social context, individuals are part of families, which organize into villages or
tribes, which organize into larger groupings, etc.

Elinor Ostrom’s conception of complexity finds its roots in this hierarchical
vision. Ostrom focused primarily on institutions, which are the rules, the norms, the
dos and don’ts that structure all kinds of social interactions. She built on the concept
of “holon” to describe and analyze the multilevel nature of complex institutional
systems (Ostrom 2005). A holon refers to what, being a whole in one situation, is
simultaneously itself just a part of another larger system (Koestler 1973). In this
hierarchical approach to complexity, these part-whole units are the fundamental
constituents of any complex system. This holon property also holds for institutional
systems: rules affecting one situation are themselves parts of a larger system of rules
designed by individuals interacting at a higher level of decision-making. Ostrom
and her collaborators used this idea to develop the “Institutional Analysis and
Development” (IAD) framework to help structured thinking about the elements that
influence decision-making in social situations and, in particular, collective action
situations and social dilemmas.2 This framework offers a nested set of variables,
which can be used to investigate human interactions and outcomes in a wide variety
of settings. It has notably been used as a basis for developing a theory of common
pool resource management and for studying decentralized natural resource policies
(Yandle and Dewees 2003; Clement 2010).

The IAD framework has been especially useful for studying social dilemmas at a
microscale, but pays little attention to the broader social, institutional and physical
environment, including demographic and market pressures. For this reason, a
common criticism addressed to the IAD framework is that actors have often been
presented as “independent of the larger historical and social context in which [they]
operate” (Clement 2010: 131; see also Agrawal 2001). In order to include the
influence of broader contextual variables, Ostrom and her colleagues designed the
“Social–Ecological System” (SES) framework (Ostrom 2009; McGinnis and Ostrom
2014). A SES encompasses “interaction between, on one hand, a society’s cultural
and institutional arrangements, and, on the other hand, its physical environment”
(Aligica and Tarko 2014: 55). Indeed, human beings transform the physical envi-
ronment into usable resources (food, raw materials and energy). In addition, SESs
reflect the hierarchical approach to complexity described above, as they are com-
posed of multiple subsystems, whiles being embedded in multiple larger systems
(Anderies et al. 2004). The elementary unit of this framework is constituted by an
“action situation,” in which multiple actors interact with each other under the
influence of different contextual variables. These interactions produce outcomes,
which are linked to contextual variables through feedback paths (Fig. 6.1).

2A social dilemma is a situation in which an individual profits from selfishness unless everyone
chooses the selfish alternative, in which case the whole group loses (see https://en.wikipedia.org/
wiki/Social_dilemma for further information).
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Contextual variables relate to four core interacting subsystems: Resource
Systems, Resource Units, Governance Systems and Actors. Resource Systems
designate the biological/technological systems from which Resource Units are
extracted. These Resource Units can then be consumed, used as inputs in a pro-
duction process or exchanged for other goods and services. Governance Systems
include “the prevailing sets of processes or institutions through which the rules
shaping the behavior of the [actors] are set and revised” (McGinnis 2011: 181).
Actors are individuals or collective entities who participate in relevant action sit-
uations and are defined by some shared attribute(s). Social, Economic, and Political
Settings and Related Ecosystems represent respectively the broader social and
ecological contexts that may influence the focal SES exogenously.

Ostrom’s Approach to Resilience of Complex
Social–Ecological Systems

Most discussions about resilience currently unfold within the SES framework just
presented. Social–ecological resilience encompasses three properties (Carpenter
et al. 2001): (a) the amount of disturbance a system can absorb while remaining

Fig. 6.1 Graphical representation of the social–ecological framework. Source McGinnis and
Ostrom (2014)
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“within the same domain of attraction (that is, retain the same controls on structure
and function)”3; (b) the ability of the system to self-organize (versus lack of
organization, or organization forced by external factors); and (c) the ability for
learning and adaptation of the system. The first property, the “absorption capacity,”
is an equilibrium approach to resilience. Under this perspective, a resilient SES is a
system that returns to the pre-existing situation, conceived as a state of equilibrium,
if disrupted (Holling et al. 1995). In the nonequilibrium vision of resilience,
embedded in the third property, SESs are acknowledged to “organize around
continuous change” (Janssen et al. 2007: 309). Under this perspective, the focus is
not so much on a return to an initial equilibrium state, but rather on the idea of
adaptability to shocks and stresses and on the extent to which institutions foster
such adaptability. Closely linked to this definition of resilience are the notions of
adaptive capacity (Gunderson 2000) and transformability (Walker et al. 2004). It
may be worth noticing that, unlike sustainability, resilience can be desirable or
undesirable. For instance, system states that reduce social well-being, such as
polluted water supplies or dictatorships, can be highly resilient. In contrast, “sus-
tainability is an overarching goal that includes assumptions or preferences about
which system states are desirable” (Carpenter et al. 2001: 766).

Janssen et al. (2007) showed that interactions between biophysical and social
elements of an SES are bidirectional: pressures on ecological systems can affect the
social–economic configuration and, conversely, threats to social–economic insti-
tutions can impact the biophysical environment. Social–institutional components
and, in particular, institutional adaptability are thus crucial to analyzing resilience of
an SES. “An institutional arrangement that inhibits innovation or does not secure it
at a fast enough rate is an institutional arrangement that undermines resilience”
(Aligica and Tarko 2014: 57). On the top of this capacity of institutions to adapt and
change, Ostrom stressed the importance of self-organized initiatives by local actors
in ensuring resilience of SESs. Indeed, under certain conditions, coordination and
rules do not require external drivers or hierarchically superior forces to happen and
can emerge from actors’ interactions. Relying on Shepsle’s (1989) definition of a
robust institution, she sought to define the set of general principles that enable the
maintenance of self-organization over time. These principles have been demon-
strated empirically (Ostrom 1990) and theoretically (Wilson et al. 2013) to promote
resilient SESs. These design principles are: (1) clearly defined and generally
understood boundaries and institutional roles; (2) effective monitoring against free
riding; (3) graduated sanctions against offenders; (4) proportionality between costs
and benefits; (5) conflict resolution mechanisms generating outcomes perceived as
fair; (6) minimal recognition of rights to organize4; (7) effective collective choice
arrangements such as consensus, which avoid decisions imposed by some members
at the expense of others; and (8) subsidiarity and nested or “polycentric” structures.

3See Carpenter et al. (2001: 766).
4In Wilson et al.’s (2013: 522) words, “groups must have the authority to conduct their own affairs.
Externally imposed rules are unlikely to be adapted to local circumstances and violate principle 3”.
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This last principle, which refers to the concept of “polycentricity”, is, according
to Aligica and Tarko (2014), the most distinctive feature of the Ostromian approach
to resilience. Polycentricity describes the coexistence of many self-organized and
autonomous centers of decision making, all operating under an overarching set of
shared rules (Ostrom et al. 1961). Polycentric systems involve the existence of local
resource governance units nested in larger, general-purpose units located at higher
levels of decision-making (often governments, but not necessarily), according to a
principle of “Russian nesting dolls”. As stated above, self-organization is an
essential guiding principle of polycentric systems. Accordingly, a key assumption
of polycentric approaches is that governance arrangements are more effective when
citizens have the juridical and material capabilities to self-organize multiple gov-
erning bodies at diverse scales (Andersson and Ostrom 2008).

Polycentric governance presents several practical advantages over highly cen-
tralized systems. First, it enhances the institutional resilience of an SES. By creating
redundancy of local centers of decision making, it fosters the conditions for the
experimentation and creativity needed to explore novel and potentially superior
combinations of rule systems, i.e., for adaptability of rules. This redundancy also
mitigates the effects of a governance failure by limiting such effects to one locality,
compared to the substantial costs induced by a failure of a centralized unit that
covers a large area. Second, polycentric systems may exhibit informational benefits
compared to highly centralized systems by encouraging the use of local knowledge
to devise rules that are better adapted to each local situation than any general set of
rules. Highly complex systems of rules involve many interconnected factors that
have to be taken into account, so that “no one, including a scientifically trained,
professional staff, can do a complete analysis” (Ostrom 2000: 12). In these con-
ditions, it is often better to rely on the knowledge that local resource users have
accumulated, since they are likely to devise rules that are better adapted to their
local needs than “one-size-fits-all” rules created at a very centralized level (Irwin
1995; Wynne 1996). A third, related benefit of polycentrism is that it enables
feedback on the performance of rules to be captured in a disaggregated way
(Ostrom 1999). Fourth, local resource users know each other. They are thus more
likely to select trustworthy partners and exclude untrustworthy ones, enhancing the
conditions for cooperation and reciprocity between participants (Powers and
Thompson 1994; Andersson and Ostrom 2008). Fifth, polycentrism lowers
enforcement costs by strengthening local perceptions of the legitimacy of rules, and
also by making it easier to fashion rules that can affordably be monitored. Indeed, if
local actors are involved in the design of rules and the monitoring of compliance
with these rules, they will be apt to craft rules that make infractions highly obvious
so that monitoring costs are lower. Further, by creating rules that are seen as
legitimate, local actors encourage higher conformance.

While polycentricity is opposed to highly centralized governance, the existence
of an overarching set of shared rules implies that it should not be equated to full
decentralization either. If the governance regime lacks coordination among
self-organized initiatives, it will not operate as a system, but rather as a network of
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fragmented and unstructured actors who may dissipate their efforts in unproductive
directions. This may lead to contradicting actions and poor efficiency (Black
2008).5 This is why, asides from bottom-up and self-organized initiatives, top-down
institutions are crucial in the creation and maintenance of any polycentric gover-
nance system to coordinate the activities of the multiple participants, the resolution
of conflicts between lower level units and the exchange of information about what
has worked well, and may be transferable, from one local setting to others.
Mansbridge (2014) identifies at least four roles for these higher level governance
units: (1) the threat of imposing a solution if local parties cannot come to a
negotiated agreement; (2) the provision of a relatively neutral source of informa-
tion; (3) the provision of “institutional facilities” to facilitate negotiations; and
(4) the monitoring of compliance and sanctioning defection from compliance in the
implementation phase after the negotiators have reached agreement.

One example of large-scale successful polycentric structure is the scientific
community, as explained by Tarko (2015). This community lacks any central
management or a formalized legislative or rule enforcement body and multiple
research centers coexist, each with its own somewhat different research agenda and
preferred methods of investigation. Yet, the success of the scientific community and
the progress of science is the result of an overarching set of shared informal rules,
which limits free riding and enables the whole system to work. In environmental
contexts, the polycentric perspective has been applied to analyze water (Marshall
et al. 2013; Pahl-Wostl and Knieper 2014) and forest resource management
(Nagendra and Ostrom 2012). References to the polycentric perspective have been
made to a limited degree in previous work on governance of energy systems
(Sovacool 2011; Goldthau 2014; Koster and Anderies 2013) but without significant
or systematic development.

Resilience of Energy Systems and Low-Carbon Transition

Energy Systems as Social–Ecological Systems

Recent studies argue for framing energy systems as SESs (Hodbod and Adger
2014; Bauwens et al. 2016). Production, distribution and consumption activities
within energy systems involve interactions between, on the one hand, ecological
processes and technological artefacts and, on the other, social practices and systems

5In this perspective, some authors have pointed out various limitations linked with fully decen-
tralized governance systems, among which are: the high cost of self-organization (Meinzen-Dick
2007); the risk of local tyrannies, i.e. the lack of democratic governance or the domination of
self-organized systems by local leaders who change rules for their own advantage (Platteau and
Gaspart 2003; Platteau 2004); the problem of stagnation, i.e. actors’ reluctance to produce new
rules and institutions to innovate due to the complexity of the resource system involved; and the
risk of conflict among user groups (Alston et al. 1999).
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of institutional rules. As such, they can be analyzed through the lenses of the SES
framework introduced above. Energy systems consist of “resources that are con-
verted through various means to provide energy services” (Löschel et al. 2009:
391), energy services being defined as the benefits that energy carriers produce for
human well-being (e.g., mobility for an automobile, heat for a stove, mechanical
energy for air circulation). Energy resources can be renewable and nonrenewable,
as well as primary or secondary. Renewable resources include solar radiation and
all of its biospheric transformations, such as wind, geothermal heat, moving water
or biomass. Their main common characteristic is that they are naturally regenerated
over a short period of time. Nonrenewable resources, on the other hand, cannot
renew themselves within time frames that are meaningful to humans. They include
fossil fuels, coals, hydrocarbons and radioactive minerals. As for the second dis-
tinction, primary energy means the energy “embodied” in natural resources and not
yet converted into other forms of energy. Secondary energy includes the forms of
energy generated by conversion of primary resources, e.g., petroleum products,
manufactured solid fuels and gases, or electricity. Crossing these two criteria yields
four types of resources (Table 6.1).

It follows that energy systems can be subdivided into two major types of
Resource Systems: biophysical Resource Systems, which are natural, and techno-
logical Resource Systems, which are human-made. Biophysical Resource Systems
refer to the systems from which primary energy resources are extracted and, in the
case of renewable resources, through which the levels of the focal resource are
regenerated by natural dynamic processes. Nonrenewable resources “are defined in
terms of reserves or energy stocks, which can be depleted over time”, whereas
“renewable energy resources are defined in terms of energy flows (e.g., energy
production per year)” (Löschel et al. 2009: 396). For this reason, the distinction
between Resource Systems and Resource Units is blurred in the case of renewable
resources. Resource Units of biophysical Resource Systems are, for instance, the
tons of oil or gas withdrawn from reservoirs, the photons radiated by the sun or the
liters of water flowing from water sources. Biophysical Resource System variables
encompass the type and abundance of resources, their renewable or nonrenewable
nature, their location, etc.

Technological Resource Systems, on the other hand, are defined here as the set
of humanly constructed facilities and infrastructures that enable the conversion,
transport, distribution and consumption of primary or secondary energy. They can
be decomposed into multiple constituents: the generation assets, the “delivery

Table 6.1 Different types of energy resources and fuels

Renewable Nonrenewable

Primary Solar radiation, plant mass, wind,
moving water

Coals, crude oil, natural gases, uranium,
other minerals

Secondary Biodiesel, ethanol, processed wood
pellets, electricity

Coke, coal gas, refined crude oils,
nuclear fuel rods, electricity

Source Sovacool and Dworkin (2014)
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mechanisms” and the “prime movers”. Prime movers are “the technology that
converts primary and secondary fuels into useful and usable energy services”
(Sovacool and Dworkin 2014: 38), such as human muscles, steam engines, jet
turbines or household electric appliances. Delivery mechanisms are the delivery
infrastructures used to connect primary resources to prime movers, including
pipelines, tankers, and electric transmission and distribution lines. The Resource
Units of technological Resource Systems are the flows of primary or secondary
energy circulating in these infrastructures. Technological Resource System vari-
ables cover the type of primary resource used, the characteristics of generation
assets (their size, their load factor,6 their distance from the grid, whether they are
intermittent or not), delivery mechanisms and prime movers.

In addition to these biophysical and technological characteristics, energy systems
are shaped to a considerable extent by Governance Systems and Actors variables.
For instance, Moe (2010) remarkably shows that the differences observed in the
energy structure of countries cannot solely be explained by their different energy
resource endowments. The occurrence and the pace of transitions from one energy
source to another, for instance, are also largely determined by the level of political
power and influence of established energy actors. In addition, energy systems are
shaped to a large extent by households, grassroots actors and civil society (Smith
2012; Stern 2014). By supporting, accepting or opposing changes in larger energy
systems, individuals acting as citizens can influence public policies or private
organizations’ decisions and can contribute to shaping the transformation of energy
systems. These reactions sometimes organize into social movements, e.g., public
reactions to nuclear power, shale gas extraction infrastructures or wind farms.

The Historical Model of the Energy Supply Industry

It is worth highlighting two aspects of the way energy supply systems have been
historically shaped: the dominance of fossil fuels as the main primary energy source
and the development of a centralized model of energy supply. Regarding the first
aspect, our dependence on fossil fuels is striking. Out of the 157,482 terawatt-hours
(TWh) of primary energy generated in 2013 by humankind, fossil fuels provided
about 81.4% of this total, while nuclear energy provided 4.8%, and renewable
sources provided the remaining 13.8% (10.2% by biomass and waste, 2.4% from
hydropower and less than 1.2% from other RE sources) (IEA 2015). Regarding the
second aspect, the rise of fossil fuels coincided with the construction of very cen-
tralized technological Resource and Governance Systems, which have prevailed
until today. At the technological level, the dominant model of energy infrastructure
is characterized by large centralized power stations generally located close to sources

6The load factor is the percentage of time an asset is operated at full load.
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of fossil fuels and remote from load centers, which supply huge grids run by regional
or national monopolies. The energy sector has emerged as a vertically and hori-
zontally integrated system with important technical interdependencies. At the gov-
ernance level, the energy industry was historically institutionalized along with this
technological configuration, according to a highly hierarchical and centralized
organization under the control of the State. It was vertically integrated, which means
that firms operating in the different functions of the energy value chain, i.e. pro-
duction, network activities and sales, were strongly interconnected through owner-
ship rights, contracts and regulation (Künneke 2008). This was somewhat modified
with market liberalization. In practice, however, although the liberalization process
significantly changed e.g. the European landscape of the power industry, institutions
are still strongly marked by this historical configuration. For instance, according to
DTI/Ofgem (2006), the market and regulatory models adopted in the UK at priva-
tization reflected the predominantly centralized model of transmission and distri-
bution. As a result of these technological and institutional evolutions, industrial
economies have, to a large extent, become “locked” into fossil-fuel-based, central-
ized energy systems through a path-dependent process driven by technological and
institutional feedbacks and mutual reinforcements—so-called “increasing returns to
adoption” in economists’ jargon (Unruh 2000). Once a country is “locked in,” it
faces persistent market and policy failures that reduce the chances for alternative
technologies to join the market (Arthur 1994; David 1985).

Furthermore, in this model, actors from the demand-side, i.e. energy consumers,
are minimally engaged in energy generation (Eyre 2013). Energy users do not need
to know where energy is coming from, how it is produced and transported.
Centralized generation “has led to the design and deployment of a range of energy
technologies, services and procedures, from meters to bills to regulatory institutions
to power stations, that foster minimal public engagement” (Devine-Wright 2007:
68). From a supply-side perspective, it has led “designers, developers and installers
of new energy technologies [to] aim to minimize public engagement since this
would be assumed to increase the risk of resistance, delay, planning refusal and
inefficient or incorrect use of technologies”.

The dominance of fossil fuels poses major threats to the ecological and social
sustainability of energy systems. Climate change at a global scale and local air
pollution associated with greenhouse gas emissions are probably amongst the most
alarming ones. Other challenges include energy security in a context of finite fossil
sources and price volatility, the geopolitics of energy, universal access to energy
services and energy poverty. While there is little consensus about when fossil
resources will exhaust, the expected global demand expansion ensures an accel-
erated decline of current reserves. Furthermore, the world’s known remaining oil
reserves are concentrated in unstable regions of the world, especially the Middle
East. Similarly, the other main conventional energy fuels—coal, natural gas and
uranium—are distributed very unevenly. This highly concentrated distribution of
oil has caused the transfer of immense wealth from oil-importing countries to oil
producers (Sovacool 2012). The concentration of fossil fuels also generates price
volatility and interruptions in supply (Sovacool et al. 2014).
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These challenges require massive transformations of energy systems and call for
a transition toward low-carbon energy systems. In turn, the ability of energy sys-
tems to implement this transition process depends on their resilience, understood in
this context as their capacity to deploy low-carbon technologies so as to maintain
their essential functions.

Institutional Obstacles to a Low-Carbon Transition

There are many constraints to a low-carbon transition, but most existing studies
focus on the technical and economic feasibility of alternative energy systems in
meeting energy demands at the same time as meeting a carbon reduction target
(e.g., Ekins et al. 2013). The remainder of this chapter concentrates however on
constraints of a socio-institutional nature. These mostly derive from a lack of
support from society, organizations or government agencies or a lack of appropriate
institutions to govern change. These challenges are thus more directly related to
Governance Systems and Actors variables rather than to Resource Systems and
Units. The focus is drawn on three specific challenges that are particularly threat-
ening for institutional resilience of energy systems: the collective action problem
arising from the diffusion of sustainable energy technologies and practices, the lack
of public trust in established energy actors and the existence of strong vested
interests in favor of the status quo.

Regarding the collective action problem, following Samuelson (1954), economic
goods are frequently classified into two categories: private goods and public goods.
A good is purely private when the producer bears all the costs of production and a
single consumer enjoys all the benefits of consumption. A pure public good, in
contrast, is characterized by non-rivalry and non-excludability. Non-rivalry means
that an individual’s consumption of the good does not limit the capacity of others to
consume the same good. Non-excludability implies that it is difficult to exclude
individuals who have not paid for the good from its consumption. The collective
action problem is intimately related to the attribute of non-excludability. More
precisely, a person who cannot be excluded from the benefits of a public good will
have no incentive to bear a part of the costs of its production and will thus have a
strong incentive to behave as a “free rider” (Olson 1965). Collective action prob-
lems constitute a threat to the resilience of any SES, because they lead to over-
harvesting of common resources or to the underprovision of public goods and,
eventually, to the collapse of the system.

In the context of energy systems, averting climate change is a global and public
interest. Past energy transitions (e.g., from traditional biomass to coal and from coal
to oil) have been driven by a large minority of consumers who were willing to pay
considerably more for privately accruing services associated with new energy
sources or technologies (Fouquet 2010). In contrast, the environmental benefits of
the current low-carbon transition are shared by all individuals and thus clearly
present characteristics of a public good. It is likely that too few consumers will be
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willing to pay more for the environmental improvements, although their number is
growing (Longo et al. 2008). For instance, free riding has indeed been identified as
one of the major barriers to the diffusion of RE technologies. While attitudinal
surveys demonstrate high levels of public support for green power products (Batley
et al. 2001; Nomura and Akai 2004), the green marketing literature consistently
reports a large gap between the number of residential customers willing to pay a
premium for them and actual participation rates in green pricing programs (Byrnes
et al. 1999; Wiser 1998). The collective action problem has then also been identified
as a barrier to sustainable electricity consumption within households (Ohler and
Billger 2014).

A second socio-institutional obstacle lies in the lack of trust in traditional energy
actors. Trust in institutions can be defined as “believing that a person(s) or orga-
nization(s) can be relied upon to accomplish objectives because they are competent
and possess values and intentions that are consistent with all or part of the public”
(Greenberg 2014: 152).7 Trust is important for institutional adaptability and resi-
lience because it enhances cooperation and enables shared cognition. That is to say,
people feel they can rely on the statements of others without having to go back to
first premises to check their validity (Cvetkovich 1999). This is why trust also
enables actors to cope with new situations more quickly. In addition, trust appears
to be a crucial element as far as energy systems are concerned, mainly because
public concerns about risk have intensified in recent years (Slovic 1993). Nuclear
power plants and waste management facilities, natural gas plants, fracking, oil
refineries, giant hydropower dams and many other issues are examples of areas of
public concern as regards energy. Trust is also an important ingredient in the
transition to a low-carbon society, because the implementation of decentralized RE
installations and smart metering technologies need to be steered by individuals and
organizations that are highly trusted and rooted in local communities (Eyre 2013).
Trust in actors that are responsible for the development of a technology is critical
when it comes to social acceptability of this technology, especially when people
know little about it (Jobert et al. 2007; Walker et al. 2010; Huijts et al. 2012). In the
wind power context, Eltham et al. (2008) have documented, through the study of
public opinions of a local population living near a wind farm, how suspicion of the
developers’ motives by the public, distrust of the developers and disbelief in the
planning system may preclude the success of wind farm projects. Moreover, evi-
dence shows a general lack of trust by the public in traditional energy actors as far
as the development of alternative energy is concerned (Mumford and Gray 2010;
Greenberg et al. 2012). This lack of trust in conventional energy actors is likely
related to the centralized institutional configuration of energy systems described
above. Institutions involved in energy (e.g., governments and multinational com-
panies) form part of the expert systems of global politics, commodity markets and

7It is worth distinguishing institutional trust, which refers to trust in organizations and institutions
managing energy projects, such as public authorities, developers, power utilities and other actors,
from interpersonal trust, which describes trust among the members of a community and is closely
connected to the notion of social capital (Walker et al. 2010).
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large-scale engineering which are not easily accessible to ordinary citizens
(Mumford and Gray 2010). The centralized model of energy supply also increases
the spatial, social and political distances between actors and, therefore, undermines
trust.

A third important hindrance to low-carbon transition is the existence of strong
vested interests. Profound shifts in the energy system toward a low-carbon society
create “winners” and “losers” and “those that stand to gain or lose out will be at the
heart of change debates” (Kuzemko et al. 2016: 101). Generally, incumbent energy
actors, including those in the fossil fuels and nuclear industries, and electric utility
companies, have a vested interest in preserving the current system. For instance,
traditional power utilities are directly damaged by the increase in the proportion of
decentralized renewable technologies—especially photovoltaics—forming part of
the total installed electricity capacity (Groot 2014). Furthermore, incumbent actors
generally have enormous political influence and substantial resources to resist any
change that threatens their interests. Actually, established actors do not always seek
to resist change intentionally, but as they fight for their own interests (regulations,
subsidies, favorable institutional arrangements, etc.), they often do this to the
detriment of alternative energy. Vested interests are a threat to the resilience of
energy systems because they lead to institutional rigidity. As Olson (1982) shows,
an economic sector which becomes economically prosperous also typically acquires
political influence and seeks to secure institutional arrangements that are beneficial
to itself, but not for society at large. If a society is controlled by vested interests, it
loses its ability to adapt and shift the status quo (Moe 2010). Based on a comparison
between Japan, China, the United States, Germany, Denmark and Norway, Moe
(2015) shows that whether or not renewable energy has been a success is deter-
mined by the extent to which countries have been successful in controlling these
vested interests and prevented them from unduly influencing energy institutions. In
turn, the ability of incumbent actors to be politically influential depends on the
historical economic and political importance of the industries they represent
(Kuzemko et al. 2016).

The next section explains how community-based energy initiatives in general
and energy cooperatives in particular may contribute to overcome these barriers to
low-carbon transition and thus enhance the institutional adaptability and resilience
of energy systems.

Community-Based Energy Initiatives and Institutional
Resilience

Community-based energy (CBE) initiatives are typically characterized by a high
degree of citizen agency and involvement in the ownership, management and
benefits of projects (Walker and Devine-Wright 2008) and, as such, strongly echo
the principle of local self-organized decision-making units characterizing poly-
centric systems. The RE cooperative model is arguably one of the strongest forms
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of CBE initiative in Europe. It is not by chance that this model is the only one that is
represented at the European level by a federation.8 RE cooperatives are also often
strongly embedded in the international cooperative movement, an international
network of cooperatives and advocacy organizations that aim to promote and spread
the cooperative principles of solidarity and democratic governance (Birchall 1997).
Furthermore, while access to finance during the at-risk stage is acknowledged as a
barrier to the development of community energy projects (Nolden 2013), cooper-
atives are particularly suitable to ensure the financial viability of small-scale pro-
jects, through fundraising among community individuals, compared to other models
depending on grants or loan schemes.

The cooperative model enables citizens to collectively own and manage RE
projects at the local level (Bauwens et al. 2016; Huybrechts and Mertens 2014).
Through this model, citizens produce, invest in and, in some cases, consume RE.
The following cooperative principles, adopted by the International Cooperative
Alliance (ICA) in 1995 (ICA 1995), are generally common to all types of coop-
eratives around the world: voluntary and open membership, democratic member
control (e.g., the “one person-one vote” rule), economic participation by members,
autonomy and independence, education, training and information, cooperation
among cooperatives, and concern for community. These principles clearly do not
uniquely define cooperative structures and in Western Europe there is considerable
variety in the legal forms of democratic enterprises (Borzaga and Defourny 2001),9

but in general these forms share features that embrace the above cooperative
principles (Spear 2004). From an economic standpoint, cooperatives present a
model of ownership different from conventional business organizations (Hansmann
1996). They are generally owned by their members/users rather than investors,
unlike capitalist corporations. Part of the surplus goes to indivisible reserves, which
are unavailable for distribution to members, even if a cooperative were to be
dissolved. These reserves represent the collective assets of the organization.
Another part of the surplus can in principle be divided pro rata among the members
according to the volume of transactions (not members’ shares) they have conducted
with the organization. When the net income is partially allocated as a return on
capital shares, such profit distribution is subject to a cap, which suggests that
maximization of return on capital may not be a key objective. Finally, as previously
mentioned, cooperatives use a democratic governance structure, which involves
equal individual voting rights (“one person, one vote”) and the absence of barriers
to entry for new members. This is another major trait of the cooperative identity, as
in other company types the default governance rule is “one share, one vote”.

Why would CBE initiatives, and cooperatives in particular, help solve the col-
lective action problem that arises in the diffusion of sustainable technologies and
practices? To understand this, it is crucial to acknowledge the importance of local

8See http://www.rescoop.eu.
9See Fici (2013) for a comparative analysis of the legal identity assigned to cooperatives in several
European jurisdictions.
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actions in mitigating climate change. Many analysts call for an institutional solution
at the global level, because global threats such as climate change are believed to
require “global solutions”, negotiated at the international level (Nordhaus 1994;
Stern 2007; Wiener 2007). Solutions to the climate crisis certainly demand efforts at
the international level, where most efforts are now being concentrated. Yet, in line
with the polycentric governance approach, a global policy is not the only strategy
needed and positive actions are required at multiple, smaller scales to start the process
of climate change mitigation and secure the efforts made at the global level (Bulkeley
and Betsill 2005; Bulkeley and Kern 2006; Ostrom 2010, 2012). Indeed, collective
action problems faced by large groups, such as the problem represented by climate
change mitigation, are often decomposable into social dilemmas at a smaller scale,
some of which are typically surmountable given the existence of social norms and,
especially, of pre-existing trust networks (Ostrom 2010; Bauwens and Eyre 2017).
Accordingly, several studies have argued that community-based energy initiatives
facilitate collective action for climate change mitigation by fostering individual
behavioral change toward more sustainable energy practices (Middlemiss 2008,
2011; Heiskanen et al. 2010; Seyfang 2010). CBE initiatives are said to influence
their members’ energy-related behavior, notably by activating social norms.10 From
an institutional perspective, a “community” is a social institution characterized by
high entry and exit costs and non-anonymous interactions among members (Bowles
and Gintis 1998, 2002). In addition, interactions among community members are
more frequent and extensive than interactions with ‘outsiders’. These structural
characteristics of interactions contrast with those of other institutions, such as mar-
kets, at least in their idealized forms. Market interactions are characterized by
ephemerality of contact, anonymity among interacting actors and ease of entry and
exit. In contrast to markets, by facilitating direct personal interactions, communities
effectively encourage the formation of norms, such as interpersonal trust, group
identification, solidarity, reciprocity, reputation, personal pride, vengeance, etc.

Norms have proven to be powerful and cost-efficient mechanisms to encourage
energy conservation (Allcott 2011; Nolan et al. 2008).11 Gadenne et al. (2011)
showed that environmental concern, combined with social norms and community
influence, can positively contribute to environmental behaviors. Ek and Söderholm
(2008) also found that social or moral norms can affect the purchase of green
electricity. In addition, different qualitative studies suggest that some communities
encourage low-carbon lifestyles by stressing the associated social rewards for
climate-beneficial actions (Middlemiss 2008) or by turning the social dilemma they

10Social norms are “customary rules of behavior that coordinate our interactions with others. Once
a particular way of doing things becomes established as a rule, it continues in force because we
prefer to conform to the rule given the expectation that others are going to conform” (Young 2008:
647).
11Social psychologists distinguish between two types of norms: injunctive norms and descriptive
norms. The former involve perceptions of which behaviors are typically approved or disapproved
of by other people and provide points of comparison, e.g., concerning others’ energy consumption,
while the latter involve perceptions of other people's typical behaviors (Schultz et al. 2007).
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represent into assurance games where members can be assured that others will
participate (Heiskanen et al. 2010). Furthermore, CBE initiatives may lower
information costs related to energy efficiency technologies and conservation
behaviors and therefore contribute in overcoming some of the informational and
behavioral barriers to energy efficiency constituting the so-called “energy efficiency
gap” (Gillingham and Palmer 2014).12 Indeed, CBE projects raise their members’
awareness about sustainable energy practices through communication channels and
information provision. Again, norms are likely to play a role in this respect as the
trustworthiness of the sources of information can positively affect the effectiveness
of a message (Stern et al. 1986; Laskey and Syler 2013). Finally, several studies
emphasized the effects of trust networks and peer behaviors on the adoption of
sustainable microgeneration technologies, such as photovoltaic panels (e.g.,
Bollinger and Gillingham 2012). CBE initiatives are able to inform and influence
consumer decision-making because of the trust networks they hold through long-
standing linkages with key individuals in local communities (Noll et al. 2014).

Clearly, economic incentives play a role as well in overcoming the collective
action problem. Indeed, by allowing citizens to become the residual claimants on
the financial surplus generated by RE assets and on the decision-making power,
CBE initiatives contribute to trigger investments in and public support of sustain-
able technologies at the community level. Thus, CBE initiatives combine both
social norms and standard economic incentives to foster contributions to the global
public good of averting climate change. The respective weight given to
norm-driven behaviors and economic incentives is not necessarily the same in all
CBE initiatives and depends on several factors, including how “market” and
“community” institutional dimensions are prioritized within the business model
of CBE initiatives, spatial characteristics of membership and the stage of devel-
opment that CBE initiatives have reached (Bauwens 2016).

The case of Connexus energy illustrates particularly well the roles of CBE
initiatives in enhancing social norms and, ultimately, encouraging sustainable
energy-related behaviors. Connexus Energy is the largest cooperatively-owned
supplier in Minnesota (it supplies electricity to about 125,000 households). In
partnership with the energy efficiency company Opower, it has launched one of the
longest behavioral intervention programs for energy efficiency in the United States.
Home Energy Reports were sent to the 80,000 participating households and con-
tained two components: an Action Steps Module providing household-specific
energy conservation tips and a normative comparison of the household’s energy use
to that of similar neighbors. During the three years since the start of the program,
households of Connexus have collectively reduced their consumption by about
30,000 MWh and avoided CO2 emissions equivalent to 350 air flights in the US
(Laskey and Syler 2013). Another empirical example is provided by the web

12The energy efficiency gap describes the existence of unexploited ‘profitable’ investment options
in energy saving technologies and practices.
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platform EnergieID,13 based in Flanders (northern Belgium). It enables energy
users to follow their energy consumption and compare it with that of other similar
households, thereby activating social norms. The website was put online in 2011
and offered free monitoring tools for individuals. In 2014, EnergieID was formal-
ized as a cooperative, with the view of creating a common platform in which users
can share their data with different service providers in a secured and anonymous
way. EnergieID collaborates with partners such as municipalities, other coopera-
tives and service providers. For instance, the Flemish cooperatives BeauVent and
Ecopower encouraged their members to use the platform and a more formal part-
nership was established in 2012 with the creation of groups called “BeauVent” and
“Ecopower” on the website. The members who register in these groups are invited
to report their electricity consumption each month. After one year, BeauVent and
Ecopower analyze these consumption figures and provide members with a per-
sonalized report about their consumption and how they can reduce it further. They
incentivize people to report their consumption by offering a prize (generally a
device related to energy efficiency, such as a consumption monitor, a LED light,
etc.) at the end of the period.

Regarding trust in institutions involved in energy, which can also be described as
a specific kind of social norm, the literature on CBE initiatives shows that these
initiatives are typically characterized by a high degree of trust (Walker et al. 2010).
Similarly, it has been shown that cooperatives are generally perceived as
more trustworthy than investor-owned firms, given their constraint on the profits
distribution and their democratic governance (Hansmann 1996; Ole Borgen 2001).
In addition, citizen ownership contributes to the trust capital of CBE initiatives and
cooperatives as it provides the guarantee to noncontrolling stakeholders that the firm
is managed by people who share their interest (Spear 2000). This is consistent with
the findings that horizontal networks, where people have equivalent status and
power, engender trust because they facilitate exchanges of information and
face-to-face communication, whereas hierarchies tend to inhibit information flows
due to asymmetric power relationships (Kasperson et al. 1999). Finally, the local
anchorage of CBE initiatives and cooperatives reduce the social distance between
stakeholders, further consolidating trust. As a result of this high trust capital, there is
evidence that community-based or cooperative ownership enhances social accept-
ability of controversial RE facilities, such as onshore wind power (Bauwens 2015;
Maruyama et al. 2007). Comparative research has shown that a high degree of citizen
involvement in wind energy projects is positively correlated with high deployment
rates (Bauwens et al. 2016; Toke et al. 2008). If citizens are the residual claimants on
the organization’s surplus and decision-making power, they are likely to feel more
fairly treated and would be more willing to accept or support the outcome.

Finally, the ways CBE initiatives and cooperatives could contribute to over-
coming the challenge of vested interests are less obvious, because this challenge is
generally of a systemic nature that cannot be solved at the operational level,

13http://www.energieid.be.
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whereas most of the time the main mission of CBE initiatives and cooperatives is to
implement sustainable energy projects on the ground. The notion of polycentric
systems is crucial here. The Governance Systems variables affecting energy systems
are the outcome of interactions between political, industrial and civil society actors
located at higher levels of decision-making and thus local CBE initiatives taken
individually are not likely to influence these decisions. However, as Ostrom (2005)
notes, local communities often spontaneously form larger associations in order to
deal with larger issues. The creation of federated structures is a way of enhancing
the bargaining power of small players such as CBE initiatives in the face of
incumbent energy actors. Indeed, the latter are smaller in number, have relatively
homogeneous interests and are able to coordinate their resources to resist any
threatening change. In contrast, CBE initiatives are dispersed, generally focus on
very local issues and have limited resources and political power. Several studies
have acknowledged the difficulties experienced by grassroots initiatives in surviv-
ing in increasingly hostile environments, not to mention the obstacles to scaling up
their impact and challenging mainstream actors (Bauwens et al. 2016; Seyfang et al.
2013). Coordinated actions may thus be seen as an attempt to reach a more balanced
distribution of political power in energy markets, which is still very biased in favor
of large-scale players. While decentralization of governance in energy systems is
sometimes conceived as a panacea, the emergence of coordinated actions among
cooperative initiatives calls for a more polycentric approach, according to which
“various scales need to be taken into account when designing regulatory answers
and setting up governance arrangements” (Goldthau 2014: 136). In this perspective,
although decentralized energy systems obviously exhibit a strong local component,
federated structures highlight the importance of the ability of local initiatives to
transcend their local experience in order to form networks at higher levels and
articulate their interests to national and international strategies.

An Example of Federation of RE Cooperatives: REScoop.eu

The creation of a federation of RE cooperatives at the European level, like REScoop.
eu,14 can typically be interpreted as a way to integrate the local level with the
national and international ones. This federation was established in 2011 by a
consortium of 12 cooperatives and 2 national federations, with the objective of
supporting the development of RE cooperatives. By 2016 active membership had
risen to more than 1200 cooperatives. The mission of REScoop.eu encompasses
three main activities. First of all, REScoop.eu seeks to gather and centralize infor-
mation and knowledge from individual initiatives. It has, for example, identified and
contacted more than 2400 existing RE cooperatives across Europe and created a
database containing basic information about 693 of such organizations. On the basis

14See http://www.rescoop.eu.
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of this inventory, REScoop.eu has been able to produce a number of documents
including best practice case studies, guides and handbooks targeting new initiatives.
The second key activity conducted by REScoop.eu is the exchange of information
within the network. This exchange takes place both through a web-based platform
and through personal interactions. Twenty-five “mentors”, i.e. representatives of
well-established RE cooperatives, were also identified in the network in order to
actively support emerging initiatives across Europe. Finally, REScoop.eu also
conducts communication and advocacy activities toward external audiences, such as
policymakers, citizen groups, corporations, NGOs and the media. Accordingly, the
missions of REScoop.eu encompass most of the missions of intermediary actors
identified by Geels and Deuten (2006) and extended by Hargreaves et al. (2013). In
addition, this network has formally set membership standards, which include the
ICA principles mentioned above and additional ecological, social and ethical
common principles in the charter of REScoop.eu. Therefore, the network has defined
the set of basic rules shared by all initiatives belonging to the network. These rules
are not blueprints, however, and do not preclude local initiatives from developing
their own additional rules. Although the European federation is still in infancy, it
does share some of the essential characteristics of a polycentric system. Firstly, local
cooperatives form a multiplicity of local autonomous decision centers that are able to
put their different methods into practice and to make operational decisions inde-
pendently from each other. Secondly, despite this autonomy in the implementation
of local actions on the ground, the European federation has also defined some
guiding principles under the form of a charter, which provides a framework of
overarching basic rules, including the cooperative principles, which are supposed to
be shared by all members. Currently, however, it does not have clear monitoring
mechanisms against free riding.

Conclusion and Recommendations for Policymakers

Acknowledging the complex interdependencies between the various components of
energy systems is essential for designing effective responses to the urgent chal-
lenges posed by the ongoing energy transition. Elinor Ostrom’s contribution to the
literature on social–ecological systems fits well with complexity theories and, in
particular, with hierarchical perspectives on complex systems. This chapter argued
that present and future energy demand and supply systems can be adequately
conceptualized as SESs and that Ostrom’s polycentric approach holds great promise
for analyses of their institutional resilience.

Institutional resilience of energy systems and their capacity to adapt to changing
conditions are crucial factors in tackling present and future energy and climate
change challenges. However, different obstacles undermine this resilience capacity.
The present chapter focused on three of these hindrances: the collective action
problem in the diffusion of more sustainable energy technologies and practices,
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the lack of trust in conventional energy actors and the existence of strong vested
interests within the energy industry. It showed that community-based energy ini-
tiatives, as parts of larger polycentric systems, may greatly help overcome these
barriers and, thereby, enhance the institutional resilience of energy systems. More
specifically, it was argued that CBE initiatives and RE cooperatives present insti-
tutional features encouraging the activation of social norms and a high trust capital,
therefore enabling them to offer effective solutions to avoid free riding and enhance
trust in energy institutions and organizations. The creation of federated polycentric
structures may also offer a partial response to the existence of vested interests in
favor of the status quo.

While social and environmental contexts within which policy interventions take
place become more and more complex and uncertain, a polycentric approach
appears to offer a flexible and adaptive framework for the governance of the
low-carbon transition. In this approach, a crucial role for policymakers is to create
favorable conditions for the self-organization of local communities. They must also
ensure the coordination of the whole system of initiatives and guarantee the
enforcement of the overarching set of rules common to all by sanctioning defection
from compliance. As Mansbridge (2014) noted, they should also provide a rela-
tively neutral source of information, manage potential conflicts and facilitate
negotiations between lower level governance units. All in all, the vision of the
State’s role in the polycentric governance perspective is that of a “supportive” State.
It should cope with complex problems of modern life, such as energy-related
challenges, by relying on the massive amount of social capital contained in local
communities and let local self-organized initiatives flourish, thereby enforcing
individuals’ and communities’ feeling of autonomy and self-determination.

References

Agrawal, A. 2001. Common property institutions and sustainable governance of resources. World
Development 29 (10): 1649–1672.

Aligica, P.D., and V. Tarko. 2014. Institutional resilience and economic systems: Lessons from
Elinor Ostrom’s work. Comparative Economic Studies 56 (1): 52–76.

Allcott, H. 2011. Social norms and energy conservation. Journal of Public Economics 95 (9–10):
1082–1095.

Alston, L.J., G.D. Libecap, and B. Mueller. 1999. Titles, Conflict, and Land Use: The
Development of Property Rights and Land Reform on the Brazilian Amazon Frontier. Ann
Arbor: University of Michigan Press.

Anderies, J.M., M. Janssen, and E. Ostrom. 2004. A framework to analyze the robustness of
social-ecological systems from an institutional perspective. Ecology and Society 9 (1): 18.

Andersson, K.P., and E. Ostrom. 2008. Analyzing decentralized resource regimes from a
polycentric perspective. Policy Sciences 41 (1): 71–93.

Arthur, B. 1994. Increasing Returns and Path Dependence in the Economy. Ann Arbor: The
University of Michigan Press.

Batley, S.L., D. Colbourne, P.D. Fleming, and P. Urwin. 2001. Citizen versus consumer:
Challenges in the UK green power market. Energy Policy 29 (6): 479–487.

6 Polycentric Governance Approaches for a Low-Carbon Transition … 139



Bauwens, T. 2015. Propriété coopérative et acceptabilité sociale de l’éolien terrestre. Reflets et
Perspectives de la Vie Economique LIV (1): 59–70.

Bauwens, T. 2016. Explaining the diversity of motivations behind community renewable energy.
Energy Policy 93: 278–290.

Bauwens, T., and N. Eyre. 2017. Exploring the links between community-based governance
and sustainable energy use: Quantitative evidence from Flanders. Ecological Economics 137:
163–172.

Bauwens, T., B. Gotchev, and L. Holstenkamp. 2016. What drives the development of community
energy in Europe? The case of wind power cooperatives. Energy Research & Social Science
13: 136–147.

Birchall, J. 1997. The International Cooperative Movement. Manchester: Manchester University
Press.

Black, J. 2008. Constructing and contesting legitimacy and accountability in polycentric regulatory
regimes. Regulation & Governance 2 (2): 137–164.

Bollinger, B., and K. Gillingham. 2012. Peer effects in the diffusion of solar photovoltaic panels.
Marketing Science 31 (6): 900–912.

Borzaga, C., and J. Defourny. 2001. The Emergence of Social Enterprise. London & New York:
Routledge.

Bowles, S., and H. Gintis. 1998. The moral economy of communities: Structured populations and
the evolution of pro-social norms. Evolution and Human Behavior 19 (1): 3–25.

Bowles, S., and H. Gintis. 2002. Social capital and community governance. The Economic Journal
112 (483): F419–F436.

Bulkeley, H., and M. Betsill. 2005. Rethinking sustainable cities: Multilevel governance and the
‘urban’ politics of climate change. Environmental Politics 14 (1): 42–63.

Bulkeley, H., and K. Kern. 2006. Local government and the governing of climate change in
Germany and the UK. Urban Studies 43 (12): 2237–2259.

Byrnes, B., C. Jones, and S. Goodman. 1999. Contingent valuation and real economic
commitments: Evidence from electric utility green pricing programmes. Journal of
Environmental Planning and Management 42 (2): 149–166.

Carlson, J.M., and J. Doyle. 2002. Complexity and robustness. Proceedings of the National
Academy of Sciences 9 (1): 2499–2545.

Carpenter, S., B. Walker, J.M. Anderies, and N. Abel. 2001. From metaphor to measurement:
Resilience of what to what? Ecosystems 4 (8): 765–781.

Clement, F. 2010. Analysing decentralised natural resource governance: Proposition for a
“politicised” institutional analysis and development framework. Policy Sciences 43 (2):
129–156.

Cvetkovich, G. 1999. The attribution of social trust. In Social Trust and the Management of Risk,
ed. G. Cvetkovich, and R.E. Lofstedt, 53–61. London: Earthscan.

David, P.A. 1985. Clio and the economics of QWERTY. American Economic Review 75 (2): 332.
Devine-Wright, P. 2007. Energy citizenship: Psychological aspects of evolution in sustainable

energy technologies. In Governing Technology for Sustainability, ed. J. Murphy, 63–86.
London: Earthscan.

DTI/Ofgem. 2006. Distributed energy: A call for evidence for the review of barriers and incentives
to distributed electricity generation, including combined heat and power. URN 06/2043.
Department of Trade and Industry.

Ek, K., and P. Söderholm. 2008. Norms and economic motivation in the Swedish green electricity
market. Ecological Economics 68 (1–2): 169–182.

Ekins, P., N. Strachan, I. Keppo, W. Usher, J. Skea, and G. Anandarajah. 2013. The UK Energy
System in 2050: Comparing Low-Carbon, Resilient Scenarios. London: UKERC.

Eltham, D.C., G.P. Harrison, and S.J. Allen. 2008. Change in public attitudes towards a Cornish
wind farm: Implications for planning. Energy Policy 36 (1): 23–33.

Eyre, N. 2013. Decentralization of governance in the low-carbon transition. In Handbook on
Energy and Climate Change, ed. R. Fouquet, 581–597. Cheltenham, UK: Edward Elgar
Publishing.

140 T. Bauwens



Fici, A. 2013. Cooperative identity and the law. European Business Law Review 24 (1): 37–64.
Fouquet, R. 2010. The slow search for solutions: Lessons from historical energy transitions by

sector and service. Energy Policy 38 (11): 6586–6596.
Gadenne, D., B. Sharma, D. Kerr, and T. Smith. 2011. The influence of consumers’ environmental

beliefs and attitudes on energy saving behaviours. Energy Policy 39 (12): 7684–7694.
Geels, F., and J.J. Deuten. 2006. Local and global dynamics in technological development: A

socio-cognitive perspective on knowledge flows and lessons from reinforced concrete. Science
and Public Policy 33 (4): 265–275.

Gillingham, K., and K. Palmer. 2014. Bridging the energy efficiency gap: Policy insights from
economic theory and empirical evidence. Review of Environmental Economics and Policy
8 (1): 18–38.

Goldthau, A. 2014. Rethinking the governance of energy infrastructure: Scale, decentralization and
polycentrism. Energy Research & Social Science 1: 134–140.

Greenberg, M.R. 2014. Energy policy and research: The underappreciation of trust. Energy
Research & Social Science 1: 152–160.

Greenberg, M.R., F.J. Popper, and H.B. Truelove. 2012. Are LULUs still enduringly
objectionable? Journal of Environmental Planning and Management 55 (6): 713–731.

Groot, K. 2014. The impact of distributed generation on European power utilities. In Distributed
Generation and Its Implication for the Utility Industry, ed. F. P. Sioshansi. Cambridge:
Academic Press.

Gunderson, L.H. 2000. Ecological resilience—In theory and application. Annual Review of
Ecology and Systematics 31 (1): 425–439.

Hansmann, H. 1996. The Ownership of Enterprise. Cambridge: The Belknap Press of Harvard
University Press.

Hardin, G. 1968. The tragedy of the commons. Science 162 (3859): 1243–1248.
Hargreaves, T., S. Hielscher, G. Seyfang, and A. Smith. 2013. Grassroots innovations in

community energy: The role of intermediaries in niche development. Global Environmental
Change 23 (5): 868–880.

Heiskanen, E., M. Johnson, S. Robinson, E. Vadovics, and M. Saastamoinen. 2010. Low-carbon
communities as a context for individual behavioural change. Energy Policy 38 (12):
7586–7595.

Hodbod, J., and W.N. Adger. 2014. Integrating social-ecological dynamics and resilience into
energy systems research. Energy Research & Social Science 1: 226–231.

Holling, C., D. Schindler, B. Walker, and J. Roughgarden. 1995. Biodiversity in the functioning of
ecosystems: An ecological synthesis. In Biodiversity Loss: Economic and Ecological Issues,
ed. C. Perring, K.-G. Mäle, C. Folke, C. Holling, and B.-O. Jansson, 44–83. Cambridge, UK:
Cambridge University Press.

Huijts, N.M.A., E.J.E. Molin, and L. Steg. 2012. Psychological factors influencing sustainable
energy technology acceptance: A review-based comprehensive framework. Renewable and
Sustainable Energy Reviews 16 (1): 525–531.

Huybrechts, B., and S. Mertens. 2014. The relevance of the cooperative model in the field of
renewable energy. Annals of Public and Cooperative Economics 85 (2): 193–212.

International Cooperative Alliance (I.C.A.). 1995. Statement on the cooperative identity. Review of
International Cooperation 88 (3): 3–4.

International Energy Agency (I.E.A.). 2015. Key World Energy Statistics 2015. Paris: International
Energy Agency.

Irwin, A. 1995. Citizen Science: A Study of People, Expertise, and Sustainable Development.
London: Routledge.

Janssen, M.A., J.M. Anderies, and E. Ostrom. 2007. Robustness of social-ecological systems to
spatial and temporal variability. Society & Natural Resources 20 (4): 307–322.

Jobert, A., P. Laborgne, and S. Mimler. 2007. Local acceptance of wind energy: Factors of success
identified in French and German case studies. Energy Policy 35 (5): 2751–2760.

6 Polycentric Governance Approaches for a Low-Carbon Transition … 141



Kasperson, R.E., D. Golding, and J.K. Kasperson. 1999. Risk trust and democratic theory. In
Social Trust and the Management of Risk, ed. G. Cvetkovich, and R.E. Lofstedt. London:
Earthscan.

Koestler, A. 1973. The tree and the candle. In Unity Through Diversity, Part 1, ed. W. Gray, and
N.D. Rizzo, 287–314. New York: Gordon and Breach Science Publishers.

Koster, A., and J. Anderies. 2013. Institutional factors that determine energy transitions: A
comparative case study approach. In Renewable Energy Governance, ed. E. Michalena, and J.
M. Hills, 33–61. London: Springer.

Künneke, R.W. 2008. Institutional reform and technological practice: The case of electricity.
Industrial and Corporate Change 17 (2): 233–265.

Kuzemko, C., M. Lockwood, C. Mitchell, and R. Hoggett. 2016. Governing for sustainable energy
system change: Politics, contexts and contingency. Energy Research & Social Science 12:
96–105.

Laskey, A., and B. Syler. 2013. The ultimate challenge: Getting consumers engaged in energy
efficiency. In Energy Efficiency: Towards the End of Demand Growth, ed. F.P. Sioshansi.
Oxford: Academic Press.

Longo, A., A. Markandya, and M. Petrucci. 2008. The internalization of externalities in the
production of electricity: Willingness to pay for the attributes of a policy for renewable energy.
Ecological Economics 67 (1): 140–152.

Löschel, A., J. Johnston, M.A. Delucchi, T.N. Demayo, D.L. Gautier, D.L. Greene, J. Ogden, S.
Rayner, and E. Worrell, 2009. ‘Stocks, flows, and prospects of energy.’ In Linkages of
sustainability, eds. Graedel, T.E., and E. van der Voet. Cambridge, MA: MIT Press.

Mansbridge, J. 2014. The role of the state in governing the commons. Environmental Science &
Policy 36: 8–10.

Marshall, G., D. Connell, and B.M. Taylor. 2013. Australia’s Murray-Darling Basin: A century of
polycentric experiments in cross-border integration of water resources management.
International Journal of Water Governance 1: 231–251.

Maruyama, Y., M. Nishikido, and T. Iida. 2007. The rise of community wind power in Japan:
Enhanced acceptance through social innovation. Energy Policy 35 (5): 2761–2769.

McGinnis, M.D. 2011. An introduction to IAD and the language of the Ostrom workshop: A
simple guide to a complex framework. Policy Studies Journal 39 (1): 169–183.

McGinnis, M.D., and E. Ostrom. 2014. Social-ecological system framework: Initial changes and
continuing challenges. Ecology and Society 19: 2.

McShea, D.W. 2001. The hierarchical structure of organisms: A scale and documentation of a
trend in the maximum. Paleobiology 27 (2): 405–423.

Meinzen-Dick, R. 2007. Beyond panaceas in water institutions. Proceedings of the National
Academy of Sciences 104 (39): 15200–15205.

Middlemiss, L. 2008. Influencing individual sustainability: A review of the evidence on the role of
community-based organisations. International Journal of Environment and Sustainable
Development 7 (1): 78–93.

Middlemiss, L. 2011. The effects of community-based action for sustainability on participants’
lifestyles. Local Environment 16 (3): 265–280.

Mitchell, M. 2009. Complexity: A Guided Tour. Oxford: Oxford University Press.
Moe, E. 2010. Energy, industry and politics: Energy, vested interests, and long-term economic

growth and development. Energy 35 (4): 1730–1740.
Moe, E. 2015. Renewable Energy Transformation or Fossil Fuel Backlash: Vested Interests in the

Political Economy. London: Palgrave Macmillan.
Morçöl, G. 2014. Self-organization in collective action: Elinor Ostrom’s contributions and

complexity theory. Complexity, Governance & Networks 1 (2): 9–22.
Mumford, J., and D. Gray. 2010. Consumer engagement in alternative energy—Can the regulators

and suppliers be trusted? Energy Policy 38 (6): 2664–2671.
Nagendra, H., and E. Ostrom. 2012. Polycentric governance of multifunctional forested

landscapes. International Journal of the Commons 6 (2): 104–133.

142 T. Bauwens



Nolan, J.M., P.W. Schultz, R.B. Cialdini, N.J. Goldstein, and V. Griskevicius. 2008. Normative
social influence is underdetected. Personality and Social Psychology Bulletin 34 (7): 913–923.

Nolden, C. 2013. Governing community energy—Feed-in tariffs and the development of
community wind energy schemes in the United Kingdom and Germany. Energy Policy 63:
543–552.

Noll, D., C. Dawes, and V. Rai. 2014. Solar Community Organizations and active peer effects in
the adoption of residential PV. Energy Policy 67: 330–343.

Nomura, N., and M. Akai. 2004. Willingness to pay for green electricity in Japan as estimated
through contingent valuation method. Applied Energy 78 (4): 453–463.

Nordhaus, W.D. 1994. Managing the Global Commons. The Economics of Climate Change.
Cambridge, MA: M.I.T. Press.

Ohler, A.M., and S.M. Billger. 2014. Does environmental concern change the tragedy of the
commons? Factors affecting energy saving behaviors and electricity usage. Ecological
Economics 107: 1–12.

Ole Borgen, S. 2001. Identification as a trust-generating mechanism in cooperatives. Annals of
Public and Cooperative Economics 72 (2): 209–228.

Olson, M. 1965. The Logic of Collective Action: Public Goods and the Theory of Groups.
Cambridge: Harvard University Press.

Olson, M. 1982. The Rise and Decline of Nations. New Haven and London: Yale University Press.
Ostrom, E. 1990. Governing the Commons: The Evolution of Institutions for Collective Action.

Cambridge: Cambridge University Press.
Ostrom, E. 1999. Coping with tragedies of the commons. Annual Review of Political Science 2 (1):

493–535.
Ostrom, E. 2000. Crowding out citizenship. Scandinavian Political Studies 23 (1): 3–16.
Ostrom, E. 2005. Understanding Institutional Diversity. Princeton: Princeton University Press.
Ostrom, E. 2009. A general framework for analyzing sustainability of social-ecological systems.

Science 325 (5939): 419–422.
Ostrom, E. 2010. Polycentric systems for coping with collective action and global environmental

change. Global Environmental Change 20 (4): 550–557.
Ostrom, E. 2012. Nested externalities and polycentric institutions: Must we wait for global

solutions to climate change before taking actions at other scales? Economic Theory 49 (2):
353–369.

Ostrom, V., C.M. Tiebout, and R. Warren. 1961. The organization of government in metropolitan
areas: A theoretical inquiry. The American Political Science Review 55 (4): 831–842.

Pahl-Wostl, C., and C. Knieper. 2014. The capacity of water governance to deal with the climate
change adaptation challenge: Using fuzzy set qualitative comparative analysis to distinguish
between polycentric, fragmented and centralized regimes. Global Environmental Change 29:
139–154.

Platteau, J.-P. 2004. Monitoring elite capture in community-driven development. Development and
Change 35 (2): 223–246.

Platteau, J.-P., and F. Gaspart. 2003. The risk of resource misappropriation in community-driven
development. World Development 31 (10): 1687–1703.

Powers, K.J., and F. Thompson. 1994. Managing coprovision: Using expectancy theory to
overcome the free-rider problem. Journal of Public Administration Research and Theory 4 (2):
179.

Samuelson, P.A. 1954. The pure theory of public expenditure. The Review of Economics and
Statistics 36 (4): 387–389.

Sandler, T. 2004. Global Collective Action. Cambridge: Cambridge University Press.
Schultz, P.W., J.M. Nolan, R.B. Cialdini, N.J. Goldstein, and V. Griskevicius. 2007. The

constructive, destructive, and reconstructive power of social norms. Psychological Science 18
(5): 429–434.

Seyfang, G. 2010. Community action for sustainable housing: Building a low-carbon future.
Energy Policy 38 (12): 7624–7633.

6 Polycentric Governance Approaches for a Low-Carbon Transition … 143



Seyfang, G., J.J. Park, and A. Smith. 2013. A thousand flowers blooming? An examination of
community energy in the UK. Energy Policy 61: 977–989.

Shepsle, K.A. 1989. Studying institutions: Lessons from the rational choice approach. Journal of
Theoretical Politics 1 (2): 131–147.

Simon, H.A. 1962. The architecture of complexity. Proceedings of the American Philosophical
Society 106 (6): 467–482.

Slovic, P. 1993. Perceived risk, trust, and democracy. Risk Analysis 13 (6): 675–682.
Smith, A. 2012. Civil society in sustainable energy transitions. In Governing the Energy

Transition: Reality, Illusion, or Necessity, ed. G. Verbong, and D. Loorbach. New York:
Routledge.

Sovacool, B.K. 2011. An international comparison of four polycentric approaches to climate and
energy governance. Energy Policy 39 (6): 3832–3844.

Sovacool, B.K. 2012. Energy security: Challenges and needs. Wiley Interdisciplinary Reviews:
Energy and Environment 1 (1): 51–59.

Sovacool, B.K., and M.H. Dworkin. 2014. Global Energy Justice: Problems, Principles, and
Practices. Cambridge: Cambridge University Press.

Sovacool, B.K., R.V. Sidortsov, and B.R. Jones. 2014. Energy Security, Equality, and Justice.
Abingdon & New York: Routledge.

Spear, R. 2000. The co-operative advantage. Annals of Public and Cooperative Economics 71 (4):
507–523.

Spear, R. 2004. From co-operative to social enterprise: Trends in European experience. In Trends
and Challenges for Co-operatives and Social Enterprises in Developed and Transition
Countries, ed. C. Borzaga, and R. Spear, 31. Trento: Edizione.

Stern, N. 2007. The Economics of Climate Change: The Stern Review. Cambridge and New York:
Cambridge University Press.

Stern, P.C. 2014. Individual and household interactions with energy systems: Toward integrated
understanding. Energy Research & Social Science 1: 41–48.

Stern, P.C., E. Aronson, J.M. Darley, D.H. Hill, E. Hirst, W. Kempton, and T.J. Wilbanks. 1986.
The effectiveness of incentives for residential energy conservation. Evaluation Review 10 (2):
147–176.

Tarko, V. 2015. Polycentric structure and informal norms: Competition and coordination within
the scientific community. Innovation: The European Journal of Social Science Research 28
(1): 63–80.

Toke, D., S. Breukers, and M. Wolsink. 2008. Wind power deployment outcomes: How can we
account for the differences? Renewable and Sustainable Energy Reviews 12 (4): 1129–1147.

Unruh, G.C. 2000. Understanding carbon lock-in. Energy Policy 28 (12): 817–830.
von Bertalanffy, L. 1969. General System Theory: Foundations, Development, Applications

(Revised Edition). New York: George Braziller Inc.
Walker, G., and P. Devine-Wright. 2008. Community renewable energy: What should it mean?

Energy Policy 36 (2): 497–500.
Walker, B., C.S. Holling, S.R. Carpenter, and A. Kinzig. 2004. Resilience, adaptability and

transformability in social–ecological systems. Ecology and Society 9 (2): 5–14.
Walker, G., P. Devine-Wright, S. Hunter, H. High, and B. Evans. 2010. Trust and community:

Exploring the meanings, contexts and dynamics of community renewable energy. Energy
Policy 38 (6): 2655–2663.

Wiener, J.B. 2007. Think globally, act globally: The limits of local climate policies. University of
Pennsylvania Law Review 155 (6): 1961–1979.

Wilson, D.S., E. Ostrom, and M.E. Cox. 2013. Generalizing the core design principles for the
efficacy of groups. Journal of Economic Behavior & Organization 90 (Supplement): S21–S32.

Wiser, R.H. 1998. Green power marketing: Increasing customer demand for renewable energy.
Utilities Policy 7 (2): 107–119.

Wynne, B. 1996. May the sheep safely graze? A reflexive view of the expert-lay knowledge
divide. In Risk, Environment and Modernity: Towards a New Ecology, ed. S. Lash, B.
Szerszynski, and B. Wynne, 44–84. London: SAGE Publications Ltd.

144 T. Bauwens



Yandle, T., and Dewees, C. 2003. Privatizing the commons…twelve years later: Fishers’
experiences with New Zealand’s market-based fisheries management. In The Commons in the
New Millennium: Challenges and Adaptations, ed. N. Dolsak, and E. Ostrom, 101–27.
Cambridge: MIT Press.

Young, H.P. 2008. ‘Social norms’. In The New Palgrave Dictionary of Economics, eds. Durlauf,
S.N., and L.E. Blume. Basingstoke: Palgrave Macmillan.

6 Polycentric Governance Approaches for a Low-Carbon Transition … 145



Chapter 7
Energy Conservation Policies in the Light
of the Energetics of Evolution

Franco Ruzzenenti and Paolo Bertoldi

Abstract With more energy efficiency it is possible to do the same—or even more
—with less energy. This is why energy efficiency is prompted by many as an
absolute remedy for the evils of energy use, such as the environmental pressure or
the security of supply. Nevertheless, historically energy consumptions at the world
level have always been growing in spite of—or perhaps because of—an increasing
level of energy efficiency. Some scholars have called this paradox the rebound
effect. The rebound effect (REE) is an unintended consequence of the introduction
of more energy-efficient technology. It occurs when the reduction in energy con-
sumption is less than that expected from the magnitude of the increase in energy
efficiency. REE and backfire are caused by behavioural and/or other systemic
responses to efficiency gains in production or consumption (Maxwell et al. in
Addressing the rebound effect, a report for the European Commission DG
Environment, 2011). However, this paradoxical nexus between energy efficiency
and energy consumption is not only confined to human-made systems: nature
exhibits a same type of linkage among energy efficiency, energy growth and
complexity. To what extent can the energetics of evolution help us in understanding
this conundrum and forge a doable energy policy aimed at reducing energy use by
fostering energy efficiency? In this chapter we will analyse current areas of
improvement in energy policy targeting energy efficiency in the light of the rebound
effect and we will try to advance a different policy framework, based on a deeper
understanding of this phenomenon.

F. Ruzzenenti (&)
Department of Management and Quantitative Sciences,
Parthenope University of Naples, Naples, Italy
e-mail: ruzzenenti@gmail.com

F. Ruzzenenti
Institute of Sociology, Jagiellonian University, Krakow, Poland

P. Bertoldi
European Commission, Directorate-General Joint Research Centre,
Unit C.02 Energy Efficiency and Renewables,
Via E. Fermi 2749, 21027 Ispra, VA, Italy

© Springer International Publishing Switzerland 2017
N. Labanca (ed.), Complex Systems and Social Practices in Energy Transitions,
Green Energy and Technology, DOI 10.1007/978-3-319-33753-1_7

147



Introduction

There is clear trend in Nature that goes from less complex to more complex
structures, less efficient to more efficient and, at the same time, from less energy
dense to more energy dense.1 If we apply this lesson from Nature to society and
economy, the first implication is that efficiency is certainly useful to reduce the
energy input of single activities but may not be sufficient to achieve the goal of
decoupling economic growth and energy consumption. If we make an analogy
between ecology and economy and consider that a more complex artefact or system
acquires a competitive advantage, we unavoidably come to the conclusion that the
GDP growth is a trace of complexity growth. Or, at least, inverting the terms of the
equation: if complexity grows, GDP grows. If this analogy holds, evolution tells us
that it is impossible, in the long run, to grow in complexity (and GDP) without
growing in energy consumption. The implications for energy conservation policies
are manifold and tremendous. If efficiency alone does not contribute to decarbonize
the economy, it is recommendable to change our strategy. More than ever, the
challenge of mitigating climate change demands that we revisit the use of energy
and the role of energy efficiency in our economies. Drastic changes in consumption
patterns will be necessary to achieve long-term CO2 emission reductions and sta-
bilize atmospheric concentrations. Together with an energy efficiency improve-
ment, the objective now is an absolute reduction in energy demand. The strategy to
adopt is to privilege innovation, new technology, new services and new ways of
doing business and, make full use of the price signal through energy or carbon
taxation. We need an “energy conservation revolution” to respond to the important
challenges faced by our societies. However, only modest steps have been done in
this respect. We need to understand why, if we are to do better in the future. If
developed nations do not do it, how can we even think that developing nations will
not duplicate the mistakes that we made in our past and that still constitute a burden
for our economies? The first part of this chapter will briefly survey the European
environmental and energy policy aimed at reducing carbon emissions based on
energy efficiency (the “third pillar”) and will then quickly introduce the rebound
effect and its implications on such a policy. We will then review some of missed
opportunities and wrong policies approaches to energy efficiency and then we will
address current myths about energy efficiency and the rebound effect. In the last
sections the conundrum posed by the rebound effect in the light of the energetics of
natural evolution will be analysed and it will be showed that energy efficiency and
energy growth are wedded together even in the domain of nature. Finally, some
conclusions will be drawn on the nexus between energy efficiency and complexity
with the aim of providing policy indications suitable for integrating energy effi-
ciency and energy consumption reduction strategies.

1Energy density is generally defined as the amount of energy flowing per unit of time and unit of
volume. For further information, see for example (Chaisson 2002).
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The Third Pillar: Energy Efficiency in the European
Environmental and Energy Policy

The International Protocol to mitigate greenhouse gas emission agreed in Kyoto in
1997 has ended its first commitment period and yet China has never signed the
agreement, USA never ratified it and Canada withdrew from it.2 The fate of Kyoto
mainly relies on EU and Japan, the last big emitters taking part to it. On 22 April
2016, 174 countries signed the Paris Agreement, a global agreement on climate
change, and began adopting it within their own legal systems. This Agreement sets
the goal of limiting global warming to less than 2 °C compared to pre-industrial
levels with the aim of reaching 1.5 °C, but it does not impose emission targets for
countries. The EU has been at the forefront of international efforts towards a global
climate deal. Following limited participation in the Kyoto Protocol and the lack of
agreement in Copenhagen in 2009, the EU has been building a broad coalition of
developed and developing countries in favour of high ambition that shaped the
successful outcome of the Paris conference. The EU was the first major economy to
submit its intended contribution to the new agreement in March 2015. It is already
taking steps to implement its target to reduce emissions by at least 40% by 2030. One
of the pillars of the EU strategy to reduce carbon emissions, together with renewable
energy sources (RES), is energy efficiency. The European policy-makers introduced
specific targets for the year 2020 in 2007. In the energy sector the 2020 targets were
based on the three pillars leading European energy policy: Security of supply,
competitive markets and sustainability. The 2020 targets call for a binding 20%
reduction in CO2 emissions compared to 1990 levels (now raised to 40% by 2030),
for a binding 20% target concerning the amount of consumed energy coming from
renewables and for a not binding 20% increase in energy efficiency, formulated as a
maximum primary and final energy consumption to not be exceeded in 2020.

Energy efficiency describes how much useful work, activity or service can be
generated for each unit of energy consumed. From this simple definition, two
important observations can be made about the nature of energy efficiency. First, what
is ‘useful’ output is sometimes inherently subjective. What is judged useful by one
person may be judged wasteful by another. If personal utility is subjective, then it is
not possible (on a neo-classical understanding of market-based consumer behaviour)
to sanction high, wasteful or ‘conspicuous’ energy consumption. If the consumer is
willing to pay, then the consumption is assumed to be justified. Second, improving
energy efficiency does not necessarily mean using less energy. Energy efficiency
creates a range of direct benefits, or impacts, which range from less energy use to
deliver the same service (energy savings), to same energy use to deliver more output
(energy productivity). Indeed, with rebound effects (see below) it is possible that

2On September 3rd 2016, at the G20 summit in Hangzhou, China and USA agree to ratify Paris
climate deal and delivered a joint declaration to put the pact of Paris into force before the end of
the year. This is a major step to change the secular position of these countries on climate change
and a promising breakthrough.
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energy efficiency may trigger more energy use over time, due to a combination of
direct and indirect effects, as the energy productivity effect of energy efficiency
stimulates additional growth and energy consumption. This leads to a clear eco-
nomic benefit, but also to a clear increase in greenhouse gas emissions policy.

By using less energy to create the useful services that people demand, less
greenhouse gas emissions and other pollutants are emitted, less primary fuels are
demanded, less new energy supply infrastructure is required, and energy costs are
reduced. Compared with other solutions, energy efficiency and energy conservation
is generally less expensive (often profitable after a short payback period), and more
readily available. While energy efficiency is not the only solution to the challenges
of an unsustainable energy system—and must be complemented by other policies
such as those that encourage the use of renewable energy sources, fuel-switching
toward low carbon fuel, technology development including carbon capture and
sequestration, low energy/carbon spatial planning—efficiency and energy conser-
vation should be the first priority in moving towards a sustainable energy system.
Despite the benefits of energy efficiency itself, which are generally understood and
not challenged by policy-makers, energy efficiency policy is generally also some-
times weakly supported by all stakeholders, from policy-makers, to the end-users.
The main reason for this appears to be the pervasive but incorrect view that the
market will deliver whatever level of energy efficiency is justified.3 To this must be
added the wider reluctance of governments to intervene in market processes,
misconceptions about the nature of energy efficiency policy, the diversity of
end-use products and markets, and the political economy. Despite this view, it is
clear that the market systematically undersupplies energy efficiency relative to that
which is economically optimal, and undersupplies it to an even greater degree
relatively to that which is required for a sustainable energy system. Persuading
policy-makers to exercise their powers to make stronger and more effective effi-
ciency and conservation policy is a crucial necessity.

Short Discussion on the Rebound Effect

Economic analysis suggests four categories of possible rebound effects in response
to the implementation of an improvement in energy efficiency.

(1) Direct rebound effect: For the buyer of a more energy-efficient technology, the
effective price of the energy service produced with it is now lower and this
encourages increased consumption of the service. The likelihood that this effect
occurs and is substantial varies with the type of energy service involved. For
household purchases of various energy technologies, large direct rebound

3The difference between the actual and the optimal efficiency level is often referred to as the
efficiency gap. The energy efficiency gap can depend from many factors, from market barriers, to
social behaviors and justify the policy intervention due to the lost opportunity (IEA 2007).
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effects are quite unlikely due to the satiation of demand. Once basic needs and
comfort levels are satisfied in relation to such services as refrigeration, carpet
cleaning and space heating, a reduction in their prices is unlikely to lead to
more consumption of them. In other cases there is greater scope; for example,
improvements in fuel technologies may play a role in decisions to buy larger
and more powerful automobiles. In industry, substantial direct effects depend
on the extent to which technologies allow fuel to be substituted for other inputs
in production processes and on the effect of improved energy productivity on a
nation’s international competitive position—on the potential for reduced energy
costs to allow firms to expand their markets without taking business away from
other firms in the same country. For a given firm, the size of the productivity
effect will depend on the proportion of its total production cost accounted for by
energy and on the market price elasticities of the goods being produced.

(2) Income effects on other goods: A household undertaking an efficiency
improvement will use less energy and this will free a portion of the income that
was being spent on energy; some or all of this freed income will be used to buy
other goods and services, the production of which will require energy.
Similarly, firms will have a source of cash to use to expand their activities or
distribute to employees and owners, who will spend some or all of it. However,
the original reductions in household and business spending on energy also
show up as a reduction in income received by the sellers of energy, meaning
that some or all of shareholders, employees and input suppliers of energy
companies will now have less income to spend. Thus, for the economy as a
whole, one effect can offset the other. While this offset is not likely to be exact,
the net effect of the redirection of income and spending flows can be either
positive or negative and will in general be very small. Rebound effects of this
sort are therefore likely to be negligible.

(3) Energy price feedbacks: The effects of improvements in energy efficiency can
be spread throughout the economy through price effects. The most interesting
question in this regard is what happens to the physical quantities of fuels saved
as a result of the widespread use of a given improvement in energy efficiency.
Fuel and electricity companies will find themselves with excess supplies, which
they may try to market by lowering their prices. In the economist’s idealized
model of a competitive economy, prices would adjust until excess supplies are
totally used up—the rebound effect would in that case be total.

(4) Long-run effects on productivity, consumer tastes and economic structure: in
this category are the effects suggested by efficiency skeptics when they argue
that a focus on changing technology in order to solve environmental problems
affects how people live and what they buy. Lower energy consumption can also
affect decisions made by entrepreneurs to introduce new products. Thus the
long-term effect might be to increase purchases of energy-using goods and
services and to be more dependent on them than before energy efficiency was
improved. For instance, more fuel-efficient cars presumably make people more
willing to live far from their place of work, which could mean that higher
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energy efficiency would lead to more fuel use in the long term than would occur
if people had less fuel-efficient cars and lived closer to their work.

Efforts have been made to estimate direct rebound effects for particular cate-
gories of energy services, though the kinds of data needed for thorough empirical
studies are not readily available and estimates are therefore rough and vary within
wide ranges. The important result of such studies is that estimated direct rebound
effects tend to be small, though at levels significant enough to be taken seriously.
For instance, a survey of studies of data from the United States (Greening et al.
2000 reports estimates for household rebound effects in space heating in the range
of 10–30%, space cooling 0–50%, lighting 5–12%, household appliances zero and
automotive transport 10–30%. In sum, direct rebound effects appear to be relatively
small—a direct rebound effect of, say, 10–20% signals a direct reduction in energy
consumption of 80–90%. However, the possibility that the total rebound effect is
much larger depends on the feedbacks that occur through the policy-induced energy
price reductions and changing consumer tastes referred to in categories 3 and 4
above, but we are not aware of any estimates of the magnitude of these effects.
Nevertheless, as we note below, it is an historical fact that energy demand in IEA
member countries has continued to grow since the 1970s despite oil-shock induced
price rises and decades of energy efficiency policies and programmes.

Some Examples of Missed Opportunities, Wrong Policies
and Rebound Effects

• We know how to build houses that consume much less energy than houses built
30 years ago. However, newer houses are generally larger that the houses they
replace, again leading to higher levels of energy consumption overall.

• Modern cars are often more energy efficient than the older cars they replace.
However, there are more cars on the road; we drive faster on the highways and
experience more congestion in cities, travel more, and our cars are equipped with
more and more energy consuming devices like air conditioners, on board com-
puters, etc. How can we expect to see energy demand in road transport go down?

• Efficient lighting will increase the number of lamps in a household and the
burning hours, for examples additional lamps used to light the garden or the
building facade at night.

• Since 1995, Europe has a mandatory energy label on refrigeration appliances.
The label displays a scale of 7 of energy efficiency categories, from A (most
energy efficient) to G (less energy efficient). The energy efficiency rating takes
into account the size of the different compartments, as well as their indoor
temperatures, and benchmarks against the energy consumption of the appli-
ances. Despite these efforts to calibrate and compare refrigeration appliances in a
unique format, there is a bias. It is easier for a larger unit to obtain a better
energy efficiency category. Larger units therefore appear to consumers to be
more energy efficient, even when they consume more energy.
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• It has been reported that some rebates provided by an electric utility company
were given to purchasers of plasma screen TVs, because the standby power level
of the appliance was supposed to be efficient. By doing so, the utility is
encouraging the replacement of a regular 80 W TV set by a 300 W plasma
screen TV set.

Facts and Myths on Energy Efficiency

In spite of the historical evidence of growing energy demand amid energy efficiency
increase, the rebound effect (REE) is not widely and thoroughly accepted. Indeed, it
has always provoked a heated dispute over its magnitude and relevance for the
goals of energy conservation policy. The attitude towards the REE by supporters of
energy conservation approaches exclusively based on efficiency swings from a mild
play-down to a harsh dismissal. In our view, five major critiques to the REE can be
identified. Let us now try to have a closer look at the foundations of these critiques,
which can be grouped in the following five types:

1. The epistemological flogger
2. The methodological reductionist: ceteris paribus
3. The empirical reductionist: the good country or the good period
4. The counterfeiter: the right metrics
5. The Aristotelian: growth it is the final cause.

A remarkable example of the epistemological critique has been recently provided
by Cullenward and Koomey, when, in their article, they expose a long and detailed
critique to the model on direct REE in the US industrial sector presented by
Saunders to conclude the consensus view on energy efficiency as an effective means
for energy conservation policy should not be altered (Cullenward and Koomey
2016). It is interesting that Cullenward and Koomey deploy the same kind of
argument to diminish the role of REE used by many global warming negationists
when they claim that the greenhouse effect does not exists because the model of
IPCC is flawed by methodological imperfections.4 Indeed, it is impossible to prove
formally the nexus between anthropogenic emission and climate change, as there is
not a full-fledged, universally accepted model of the phenomenon—if any is pos-
sible at all. However, even assuming that the nexus has not been modelled, this does
not prove that nexus does not exists. Notably, very few epistemological floggers
apply they critical verve to the link between cancer and tobacco, for which a model
does not exist either. Conversely, the epistemological reductionist does not deny the
validity of the model and uses the results to claim that the effect is negligible.
Although it is widely recognized that there are several kinds of REE and relative
models which cannot be simply added together to give a combined effect, many still

4http://www.nature.com/news/2010/100202/full/463596a.html.
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wave the results of single models, whose application is limited to one kind of effect
or sector, to downplay the significance of REE (Gillingham et al. 2013).
Interestingly, in this case, the methodological limitations are beneficial for the sake
of the survival of energy efficiency. In order to assess the RE, it is customary to
apply extensively and copiously the concept of the ceteris paribus and thereby, if
the contingent measurement of REE is smaller than 100% (backfire) and often it is,
the deduction is that energy efficiency succeed in reducing energy consumptions.
Nevertheless, the REE is a complex phenomenon—or an emergent one, with the
jargon of the Breakthrough institute, like cancer or climate change, and in emergent
phenomena the whole is greater than the sum of its parts. A different form of ceteris
paribus is that of projecting the past energy efficiency level into the present
economy to state that hadn’t been for energy efficiency improvements, we would be
using much more energy. Prime facie this is a very convincing argument but at a
closer look this is fallacious: the size of our cities, the gigantism of our firms or the
miniaturization of our devices, the pace and the localization of our activity and
production (for example, globalization and outsourcing) were all shaped by
ever-increasing energy efficiency (see Chap. 5). It would be just inappropriate to
mechanically apply the former efficiency level to the current structure of economy
and society as if these were unrelated to it. How much energy would consume a
smart phone running with the transistors of the 1980s? The answer is simple: it
would not exist (or it would not fit in one hand). Energy efficiency had had a
structural impact on the system, not just a functional one (Ruzzenenti et al. 2015a).
The empirical reductionist is not interested on the methodological methods con-
cerning the REE modelling and only focuses his attention on the empirical evidence
suggesting that energy efficiency has led to declining energy consumptions. This
evidence is generally obtained by restraining the scope on a particular area or
period. In Fig. 7.1 trends in per capita energy use of major aggregates are shown.

During short periods, generally concurrently with recession, the growth tendency
is reversed. However, the long trend, as depicted by the dotted lines, is unmis-
takeably positive. Yet someone may claim that the longer trend is too much biased
toward the past and that after the 1980 in many developed countries economic
growth and energy use decoupled.

This result is normally achieved by looking at the so called energy intensity, that
is, the GDP output for unit of energy input. This latter metrics is often taken as a
measure of energy efficiency, but it is not. Economists are not used to dimensional
analysis and this is why many view the ratio between GDP and primary energy use
as an efficiency.5 However, the problem is not just methodological, it is also

5Despite many scholars still employ energy intensity (energy consumption over gross domestic
product) as a measure of efficiency, in the European Union most of experts agree that E/GDP is a
very rough indicator of efficiency and it is often used ODEX as a much more refined indicator. In
addition decoupling is an indication that GDP and energy grow are not growing at the same rate,
usually the grow rate of energy is smaller than GDP. But recently (since 2008) in the EU energy
consumption is declining notwithstanding a GDP increase, this is a new trend never experienced
before.

154 F. Ruzzenenti and P. Bertoldi



practical. For the sake of climate change mitigation what actually matters is the
global level of emissions, rather than the per capita or the carbon content (and
energy content) of every unit of GDP. It might be a solace the awareness that we are
producing more value per unit of energy consumed but that does not mean that we
are reversing the trend and decreasing the energy balance of our economy. It means
indeed that in the advanced societies and developed economies the leverage of
energy is growing. Indeed, a hair dryer absorbs 1 kW and a laptop just 100 W, but
the amount of information transmitted by the latter device is incommensurably
higher. What is the energy consumption of a giant company of the dot economy
compared to a dinosaur of the metallurgy? In Chap. 4 we presented the energy
budget of some of the largest corporations around the world to show that
Arcero-Mittal, the leader in the World in steel production with a gross revenue
comparable to Google (79 vs. 74 billions of dollars) consumes 100 times more
energy, but can we live without steel?

Some reductionists, to conceal the fact that the energy demand of our societies is
still growing despite the fact that we can produce more GDP for energy input, often
look at the promising trend of carbon emissions in the last decades. One remarkable
example is that of U.S., where the growth trend seems to have slowed down and
even reverted (Fig. 7.2). Is this a signal that we are decoupling energy and economy
as many believe? Feng et al. showed that this reduction of the carbon footprint of
U.S. primary energy production was mainly obtained by switching from coal to
natural gas and an unintended effect of recession (Feng et al. 2015). However, there
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is a more stringent and important issue we tend to overlook when analysing the
energy use and carbon footprint of a single economy: globalization and interna-
tional outsourcing. Most of OECD countries are net importer of both material and
energy embodied in goods (Ruzzenenti et al. 2015b). The second curve of Fig. 7.2
shows the net carbon emissions (consumption based) of U.S economy compared to
the domestic emissions. Figure 7.2 shows that: (1) almost a third of emissions are
due to trade; (2) when the imports and the exports of CO2 embodied in goods are
taken into account the steady trend of the last decades vanishes and is replaced by a
growing trend that stops only because of recession.

The problem is that if we widen the scope and look at the very long trend in
carbon emissions, any hint of reverting trend occurred along time looks just as
small fluctuations (Fig. 7.3).

Even for the European Union (Europe 28), when disentangling the former soviet
economies, the trend of the core, developed countries (Europe 15) is but declining.
And even if we would be able to significantly revert this trend, the road back to a
pre-industrial level of emissions would be very long. However, many economists
maintain that this is the effect of growth rather than efficiency. Albeit this might
appear a circular explanation, if not tautological, the debate on the causes of growth
is longstanding and problematic. Is growth an endogenous process of the economy,
only determined by the availability of resources and the prolific fantasy of human
beings (innovation), or exogenous, caused by the rate of savings and the rate of
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Fig. 7.2 Total GHG emissions excluding land-use change and forestry in U.S. (MtCO2e). The
black curve refers to the domestic emissions (production-based accounting), the grey curve refers
to the domestic emissions minus the exported emissions, plus the imported emissions
(consumption-based accounting). Source Elaboration of CAIT (WRI 2015); EORA (Lenzen
et al. 2012, 2013)
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technical change. The famous exogenous growth model of Robert Solow explains
economic growth of U.S. economy by means of technical change, encoded in the so
called Solow-residuals6 (Solow 1956). Nevertheless, in the model, the residuals
remain unexplained and technological change is thus exogenously introduced in the
model in order to fit the curve. The most famous attempt to endogenize growth was
made by Lucas, who actually translated the technical change into human capital
and, as clearly shown by Solow, did not change the exogenous nature of the model7

(Lucas 1988). It was Ayres and Warr who were able recently, at least until the
1970s, to explain economic growth of the U.S. economy back to the 1900, en-
dogenously relying only on capital, labour, energy and efficiency (measured by
exergy) and thereby eliminating the Solow-residuals (Ayres and Warr 2005). The
notion that the model explains very well growth until the 1970s perhaps depends on
the fact that both globalization entangled the production process internationally,
thus making any analysis based on a single country flawed, and also that, as
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Fig. 7.3 Total CO2 emissions excluding land-use change and forestry (MtCO2). Source CAIT
(WRI 2015)

6The “Solow-residuals” are the observed divergence from the predictions of the model, based only
on capital and labour force, and the real GDP. These residuals, according to Solow, encapsulate the
role of technological progress, which is an endogenous factor in his view (thus, “unexplained” by
the endogenous variables of the model).
7Lucas and other scholars advocating endogenous growth tried to establish a relationship between
technological change—the exogenous, augmenting factor of economic growth, which is expressed
by a fitting parameter in the equation, by some kind of variables measuring the “human capital” of
economy, like the number of new patents, educated people or skilled workers over unskilled
workers, etc.
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previously envisaged, the energy leverage in the post-industrial economy increased
dramatically. Nevertheless, the lesson is that, when looking at the long historical
trends, it is difficult to understand economic growth separately by energy efficiency
and Ayres and Warr provided a strong, though still underrated, important evidence
of this link. The reason—or at least one reason, why the role of energy and energy
efficiency is still overlooked by most of the economics is that energy is a little part
in the costs of the production function of firms. But this is a misconception of the
actual impact of energy and prominently of energy efficiency in determining the
structure of the costs. The price of energy only mirrors the cost of the production of
the energy source, but energy efficiency measures the cost of substituting labour
force with capital. Automatization and mechanization is the substitution of endo-
somatic with exosomatic energy. In a process where the role of capital in producing
value increases compared to the role of labour, it is the embodied energy (the past
exosomatic energy used up to produce an artefact or a structure) and thus the energy
efficiency (the conversion rate at which this energy is used) that matters rather than
the cost of producing the primary energy source. What was the energy cost of
slaves? Very little and the economic cost was null. The economic cost of unskilled
workers was positive, at least, yet the energy cost was the same. The economic
costs of trained and specialized labour were much higher than that of unskilled
workers, although the energy costs were the same. This increasing cost was pro-
portional to the costs of the facilities and artefacts enabling the productivity of their
work that is the embodied energy in the factory. Landes noted that what made
internal combustion more attractive than external combustion engines were the high
costs of skilled and rare stokers rather than the cost of oil compared to coal (Landes
1969). Energy efficiency is the invisible hand that makes labour and capital more
productive. Dahmus developed an interesting long term, historical analysis of 10
economic sectors in world economy to show that energy consumption has always
increased together with energy efficiency and that this latter seldom, and only for
limited, small intervals, has actually led to a reduction in energy use (Dahmus
2014). In Fig. 7.4 we show four major sectors and the positive correlation between
energy efficiency and energy consumption is striking. In our opinion, this is just
another, compelling evidence of the nexus between energy efficiency, energy use
and economic growth. The rebound effect is intrinsic to economic growth and
energy efficiency has led to a reduction of energy consumption only during limited
periods or for specific sectors or economies. This is an energy imperative, though
difficult to accept and complex to understand, that we must acknowledge when
developing our energy policy.
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The Energetics of Evolution: Energy Efficiency,
Energy Growth and Complexity

If we were only able to look beyond our garden, the small world made of technology,
economy and society as developed since the industrial revolution of the nineteenth
century, and we would look at the longer term perspective of some billions of years
offered by nature and evolution, we could probably learn a lot, even about the
relationship between energy efficiency and energy consumption. Indeed, the bio-
logical record of the Earth presents us an unequivocal evidence of rebound effect
lasting four billions of years. The aerobic respiration of eukaryotic cells is the most
efficient form of energy conversion. It produces 686 kcal per mole of oxidant, to be
compared with 643 kcal produced in case of nitrate reduction, 190 kcal produced in
case of sulphate reduction and 8.3 kcal produced in case of methanogenesis during
anaerobic respiration processes. Yet, eukaryote cells consume more energy than the
less evolved prokaryotic cells. The mean endogenous (basal) mass-specific meta-
bolic rate of prokaryotes is indeed 8 W/kg to be compared with 10–12 W/Kg

Fig. 7.4 Plots of energy efficiency (grey) versus energy consumptions (blue) in four sectors of the
world economy. Worldwide pig iron production, measured as the mass of pig iron produced, and
efficiency, measured as the mass of pig iron produced per unit of coke consumed in smelting.
Worldwide aluminium production, measured as the mass of aluminium produced, and efficiency,
measured as the mass of aluminium produced per unit of electricity consumed in the smelting
process. Worldwide nitrogen fertilizer production, measured as the mass of nitrogen produced, and
efficiency, measured as the mass of nitrogen produced per unit of energy consumed in the
Haber-Bosch process. Amounts of electricity generated from coal and efficiency of the related
production process. Modified from: Dahmus J 2014
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consumed by protozoa (Makarieva et al. 2005). Likewise, in the succession of
ecological stages, pioneering plants and animals have a lower efficiency than the
climax community, but this latter displays a higher energy density rate for unit of
surface. For example, if we take evapotranspiration (the percentage of incoming
solar radiation dissipated through evaporation) as a measure of energy consumption,
from Sahara to Amazon this increases from 2 to 70% along with an increase in
complexity in terms of number of species (Schneider and Kay 1994). This is
a well-known law of evolution and development that every bachelor student of
biology knows very well. How is this apparent contradiction explained by scholars
in the field of natural sciences? By means of complexity. It is the increased com-
plexity of eukaryotic cells compared to prokaryotic cells that accounts for the higher
energy intake. The power for gene—i.e. the metabolic rate over the number of genes,
is from 103 to 104 higher in protozoa compared to bacteria (Lane 2011). Brian Fath,
who is contributing to two chapters in this book, is an authority in the field of energy
metabolism of ecological systems, gave a detailed and full report of all the possible
metrics to assess how this link between complexity and energy metabolism underlies
a common pattern in the development of ecological networks (Fath et al. 2001).
More broadly, the nexus between energy efficiency and energy consumption
(metabolism) pertains evolution, as suggested for the first time by the visionary and
enlightening thought of Lotka (1956):

The Law of Evolution Adumbrated as a Law of Maximum Energy Flux. This at least
seems probable, that so long as there is abundant surplus of available energy running “to
waste” over the sides of the mill wheel, so to speak, so long will a marked advantage be
gained by any species that may develop talents to utilize this “lost portion of the stream”.
Such a species will therefore, other things equal, tend to grow in extent (numbers) and its
growth will further increase the flux of energy through the system. It is to be observed that
in this argument the principle of the survival of the fittest yields us information beyond that
attainable by the reasoning of thermodynamics.

In this fundamental passage Lotka adumbrates what now for many scholars is
his famous Lotka’s power principle of thermodynamics, which can be summarized
as follows: when resources are abundant, natural selection will award those species
that are faster in utilizing the energy. In other words, evolution, under some con-
ditions, will forward power maximization of living systems and this will divert
more energy through the system. Nevertheless, Lotka envisages a second mecha-
nism, which in his view is not in contradiction with the maximum power tendency
of living systems, and it is that of efficiency maximization (economy in husbanding
resources). This second mechanism will occur in natural selection when resources
become scarce.

As to the other aspect of the matter, the problem of economy in husbanding
resources will not rise to its full importance until the available resources are more
completely tapped than they are today. Every indication is that man will learn to
utilize some of the sunlight that now goes to waste. The general effect will be to
increase the rate of energy flux through the system of organic nature, with a parallel
increase in the total mass of the great world transformer, of its rate of circulation, or
both.
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It is worth noting that in the conceptual framework of Lotka, energy efficiency
and power are two sides of the same coin, working synergistically to divert an
ever-increasing flux of free energy into the living system. Natural selection is the
process that assures that the energy flows increase: the most efficient and fastest in
tapping the available free energy. The best organisms (i.e. the most efficient and
powerful) are also the most complex, hence, the arrow of evolution is toward an
increasing level of complexity. The attempt to pave the way for a thermodynamics
of life by Lotka was seminal and forerunner. After him, several contributions
followed, along his line of thought or seeking different approaches—like those of
Prigogine, Odum, Schneider and Kay, Chaisson, all aiming at explaining evolution
in the light of the nexus between energy growth and complexity (Odum and
Pinkerton 1955; Nicolis and Prigogine 1977; Schenider and Kay 1994; Chaisson
2002). In Chap. 4 we have provided a description of the view of finite-time ther-
modynamics on the link between energy efficiency and power to show that real
thermodynamic machines work at sub-optimal efficiency in order to maximize
power, adumbrating a law of power maximization that bridges inanimate and ani-
mate power, exosomatic and endosomantic energy, living systems and economy. Is
this the shade of a fundamental law of evolution still far from being understood or a
law of thermodynamics altogether? Lotka himself was very cautious in viewing his
theory as a fifth law of thermodynamics, suggesting the history of science is full of
dead-fifth-laws. Science, indeed, from vitalism to ether, developed fundamental
laws in the lack of clear explanations. The question whether the so called maximum
power law (or the minimum entropy production, for Prigogine) is to be considered a
law of thermodynamics or could be explained within a new and thoroughly different
conceptual framework goes beyond the scope of the present analysis. Indeed, this is
a salient property of biological evolution and economic development that hints to
one of the most intriguing and still unexplained question for science: why is there a
tendency in nature toward more energy density rate (more efficiency and more
power) and higher complexity? Furthermore, by acknowledging this immanent
trend shaping the flow of energy and information across nature and society, we
cannot but think that energy growth is the inescapable fate of energy efficiency, in
the context of growing complexity and available energy resources.

Concluding Remarks and Policy Indications

So far we have tried to explain why the rebound effect, besides being one of the
fundamental open questions for science, represents an impending threat to any
energy conservation or climate change mitigating policy aimed at reducing energy
consumptions by promoting and pursuing energy efficiency. Of course, this is not to
say that energy efficiency should not be pursued or, even worse, hindered, but that it
should not be considered alone as a means or, even worse, a solution to achieve
energy conservation. Being inefficient to pursue less energy consumption is just as
absurd as impractical. Our energy policy must achieve both: energy efficiency and
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energy conservation, with the knowledge that the two are in conflicts, in the long
run. We are hereby proposing two possible strategies to reconcile energy efficiency
and energy conservation: (1) decoupling energy efficiency and pure squandering;
(2) when the rebound effect acts, conjugate energy efficiency with counterbalancing
measures. In other words, take serious measures to enhance energy efficiency and
curb energy demand growth. These measures can be: fiscal, regulatory or social,
that is, based on communication and awareness. The awareness on the rebound
effect is still restrained to the scientific milieu (and even there, to a limited number
of scholars) and developing a public conscience on this subject would probably
help in implementing effectively energy policies based on efficiency.

Avenues for an Enhanced Energy-Efficient Future

The time has come to design energy policies as a contributor to absolute reduction
in energy demand. For this, energy efficiency will have to become more than a
minor element of a wider energy policy package. Very likely, energy efficiency and
energy conservation should come in a global policy package that comprises all
dimensions, such as the technology, the price signal, the behaviour, etc.
Furthermore it must be fully integrated not only within energy policies in general,
but more importantly, into policies at the international, national and sectoral levels,
including in city planning, transport, housing, building, industry and wider fiscal
policies. It is when a house is being designed and built or when a decision to link
two cities with a road or with a railway is being taken, or when an appliance is
being manufactured, that energy efficiency and energy conservation can best be
delivered. There certainly exist many different ways to revisit energy efficiency.
The following five points are proposed to structure the efforts to be made.8 Each
point corresponds to a given dimension of the renewed ambition for a more
energy-efficient economy; that is, aiming for an absolute reduction in energy
demand. They each represent a component of the policy package.

They are of course complementary and do overlap at some level. They are:

1. Enhanced knowledge
2. Information, education and motivation
3. Stimulate research and development
4. Set energy efficiency norms
5. Use price signals.

1. Enhanced Knowledge

Analysing where and why we use energy (what form, which quantity, etc.…) is a
prerequisite to any sound programme. The two oil shocks in the 70s taught us how
to collect information on oil production, and we do so in real time. Statistical

8On these points see also Lebot et al. (2004).
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analyses on the supply side have become a routine everywhere. They are used to
understand where the market is, where the prices for supplying electricity, oil, gas
or coal go. Energy efficiency, by contrast, suffers from a lack of data that would
enable both a global picture, as well as a detailed view at the level where
policy-makers or market actors could make informed decision in order to maintain
or choose an energy-efficient path. This dimension comprises efforts to be made on
data collection on the end-use sector, develop energy efficiency indicators and
understand the respective impact of human behaviour and technology in a given
energy service. Although some important steps have been maide toward a devel-
opment of an energy efficiency database, like in the case of the Odyssee-Enerdata
project,9 there is still much to do on a national level. One major hurdle in the
research in the file of energy efficiency is that national statistics are inconsistent, if
not lacking. Governments should therefore take responsibility for maintaining and
enhancing research on that side of the economy of energy and provide statistics
standardized to European criteria. Europe, on the other hand, should develop further
a common platform for such a system of data collection.

2. Information, Education, Motivation

Information, education and motivation are often quoted as pillars of any energy
efficiency and energy savings programmes. However the time has come to revisit
them in the market environment that we described earlier, acknowledging for
instance the excess of advertising of all sorts in our daily life, in order to identify
how to build a proper communication campaign. As an illustration, a concrete and
simple idea would be to oblige advertisers to display the level of energy efficiency
performance of an appliance, a car, a building, when the product is being adver-
tised. In Europe, appliances, cars and buildings are progressively being labelled
under the same format (7 categories from A—more energy efficient to G—less
energy efficient). The category could be displayed as mandatory information on the
advertisement support. Some retailers already do so in their commercial brochures.
The 20 years of anti-smoking campaigns in OECD countries can teach a lot to
energy efficiency advocates as to how to transform bad habits and adopt more
responsible ones. First, direct promotion of cigarettes and cigars have been banned
from any advertising campaign, then messages such as “smoking kills” have been
place on the packages. Many countries have adopted some format for labelling
appliances and cars. An extension of that could be to oblige the manufacturers and
the retailers to display similar information. To push the idea even further, we could
envisage that the energy efficiency category, identified in Europe with a coloured
arrow could be tattooed on the appliances or the cars for the second-hand market.
A further improvement in the energy labelling system could be achieved by sig-
nalling embodied emissions, by means of LCA (Life Cycle Assessment). This could
enhance the awareness of the consumer on the global energy budget linked to the

9http://www.enerdata.net/enerdatauk/solutions/data-management/odyssee.php.
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production of a certain service or good rather than just its use, with a further
positive feedback on the appraisal of its origin and value chain of concern.

3. Stimulate Research and Development

Many supply side options for producing energy have been heavily supported by
public research funding and activities. More should be done to promote research
and development activities aimed at improving the energy efficiency of end-use
technologies. For instance, top of the Solid State Lighting (SSL) l achieves an
energy efficiency of 100 lumens/W. It is recognized that in theory, SSL efficiency
could reach twice that figure. Encouraging R&D activities to explore further how
energy efficiency could be improved and to design a new generation of SSL above
150 lumens/W may have an overall important impact on our economies. In addi-
tion, and with much less public funding than the nuclear fusion research, multiple
R&D programmes could encourage the design of new generation of energy-efficient
end-use technologies in the field of combustion, enhanced heat exchange, enhanced
electricity transformation (DC/DC, AC/AC, and AC/DC), reduce motor losses,
enhanced motor drives, cooling compressors, lighting, computing, telecommuni-
cation as a complement to R&D efforts in renewable energy. As said earlier, there is
a need to reinforce research activities on the socio-economic impact of past and
present energy efficiency programmes including the consumer behaviour (social
norms, individual and companies investment decisions, etc.) and the rebound effect.
This is to better understand relations and elasticity between energy efficiency,
energy price and energy consumption in order to introduce or redesign, for instance,
sound financial incentive instruments such as a tax on energy to assure that energy
conservation and related greenhouse gas reduction are achieved.

4. Set Energy Efficiency Norms, Develop Energy Savings Standards and Codes

Let us take the case of a house or an appliance. When being designed and built, the
home builder or the appliance manufacturer has to respect safety norms. They do so
by default. Safety norms have been designed sometimes long ago, often times
through international standards. They have been set at levels that protect human life
from accident, from casualty. The whole society accepts the costs of meeting the
safety norms. In effect, they are insurances that we collectively pay to protect
ourselves and future generations. Safety norms do save human life. Energy saving
norms can be designed and implemented to alleviate planet earth’s risk vis-à-vis
climate change. Hence energy conservation norms should be generalized in all
sectors of the economy. New buildings should be by default energy efficient, same
as new cars or new end-use equipment. As discussed earlier, energy efficiency is not
enough and energy savings must become the policy goal. This can be translated
when setting regulation, codes, norms and standards. For instance, for a new
refrigerator, a house, or a car—and on top of a mandatory energy label and a
minimum energy efficiency requirement—policy-makers should also think about
setting a maximum energy consumption target, regardless of the size of the product
or the service that is provided. A new house could not consume, for instance, more
than 10,000 kWh in primary energy per year (any excess to be met with on-site
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renewable energies), comprising all end-use; a car no more than 1,500,000 gCO2

per year (if one drives more should buy a much more efficient car); a refrigerator no
more than 100 kWh/year; etc. This would counteract the tendency of current energy
efficiency regulations that make larger energy systems (appliances, houses) appear
more energy efficient than smaller ones. For each end-use and each energy system,
maximum consumption limits should be introduced. There is no reason for not
implementing specific energy savings regulation for some existing energy con-
suming systems such as buildings. In Europe, the Energy Performance Building
Directive (2010/31/EU) introduced the obligation for Member States to establish
minimum energy performance requirements for new and existing buildings. Recent
building codes in Denmark and France are below 50 kWh of primary energy/m2. It
is argued that it is the only path for France to bring the building sector close to the
2050 greenhouse gas official target. However, even these targets could still allow
buildings to continue to consume more energy over time. In the long run, CO2

maximum budget for each person/household/buildings could be introduced, leaving
choice on how to meet it. It could be that people/building going beyond their
allocated limit would have to pay to a fund that could be used to help the fuel-poor
households to achieve low energy bills through energy efficiency measures or
trading of allowances could be set up. There are numerous synergies between a
renewed policy for setting energy efficiency and energy savings regulations and an
enhanced scheme for energy labelling as described in previous sections. In Europe,
the Directive 2010/31/EU also introduces the obligation for Member States to lay
down the necessary measures to establish a system of certification of the energy
performance of buildings. As most of the energy and climate change challenges that
we are facing are global, energy saving norms (or standards or codes or regulations,
whatever their nature) should be designed through international collaboration. To
the least, international benchmarking of energy efficiency or energy savings norms
can stimulate and influence the decision of analysts and policy-makers. Also,
standards, codes, norms and energy savings regulations could first be implemented
in government procurement—this would allow the market, in a second step, to
prepare for the energy efficiency requirement on a wider scale.

5. Use Price Signals

There exists an extensive literature on the impact of price signals on energy con-
sumption. Of course, much more should be done to reinforce the role and the
impact of the consumer’s reaction to the price signal. The price of energy should at
least reflect the known environmental externalities. As the cost to access conven-
tional energy is likely to growth in the decades to come, countries could introduce a
progressive tax on non-renewable energy resources. For instance a 2% tax per year
for the next 20 years could help our economy progressively accommodate for the
foreseen increase of fossil fuel. The amount collected could easily be recycled by
government back to the economy in investment in energy efficiency policies and
clean energy technologies. Hence the introduction of such tax can be neutral to the
global economy. The tax collected on fuel transport could be recycled for building
and maintaining clean public transport system, tax collected on electricity could
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fuel demand-side management programmes and energy-efficient measures and
technologies. Tax collected on stationary fossil fuel system could be invested in
building renovations. Of course, since taxation affects the overall economy and can
disturb market competition, it should best be applied in a coordinated way across all
nations. International taxation of energy products could start with taxing kerosene
for air travel. The more energy efficiency labelling is enforced on energy consuming
systems and equipment, the easier it is to invent variable Value Added Taxes
(VAT) according to the energy performance or to organize some rebates schemes:
the less energy-efficient system are taxed heavier than the average ones and the
money collected could alleviate the cost of the most energy-efficient system.
Similarly, labels and norms facilitate the obligations that governments can impose
on energy utility companies to deliver energy savings at their clients’ level, as it is
currently being implemented in Europe in the frame of an energy efficiency
directive. There exist many other possibilities to reinforce the role of price signal in
order to support overall energy savings strategies.

References

Ayres, R.U., and B. Warr. 2005. Accounting for growth: The role of physical work. Structural
Change.

Chaisson, Eric J. 2002. Cosmic evolution: The rise of complexity in nature. Harvard University
Press.

Cullenward, D., and J.G. Koomey. 2016. A critique of Saunders’ ‘historical evidence for energy
efficiency rebound in 30 US sectors’. Technological Forecasting and Social Change 103: 203–
213. doi:10.1016/j.techfore.2015.08.007 (ISSN 0040-1625).

Dahmus, J.B. 2014. Can efficiency improvements reduce resource consumption? Journal of
Industrial Ecology 18 (6): 883–897.

Fath, B.D., B.C. Patten, and J.S. Choi. 2001. Complementarity of ecological goal functions.
Journal of Theoretical Biology 208 (4): 493–506.

Feng, K., S.J. Davis, L. Sun, and K. Hubacek. 2015. Drivers of the US CO2 emissions 1997–2013.
Nature Communications.

Gillingham, K., M.J. Kotchen, D. Rapson, and G. Wagner. 2013. The rebound effect is
overplayed. Nature 493: 475–476.

Greening, L., D. Green, et al. 2000. Energy efficiency and consumption—The rebound effect—A
survey. Energy Policy 28: 389–401.

IEA. 2007. Mind the gap. Quantifying principal-agent problems in energy efficiency.
Lane, N. 2011. Energetics and genetics across the prokaryote-eukaryote divide. Biology direct 6:

35.
Landes, D.S. 1969. The unbound prometheus: Technological change and industrial development

in Western Europe from 1750 to the present. Cambridge University Press.
Lebot, B., P. Bertoldi, and P. Harrington. 2004. Consumption versus efficiency: Have we designed

the right policies and programmes? In Proceedings of the ACEEE 2004 Summer Study on
Energy Efficiency in Buildings. Washington: American Council for Energy Efficient Economy.

Lenzen, M., K. Kanemoto, D. Moran, and A. Geschke. 2012. Mapping the structure of the world
economy. Environmental Science and Technology 46 (15): 8374–8381. doi:10.1021/
es300171x.

166 F. Ruzzenenti and P. Bertoldi

http://dx.doi.org/10.1016/j.techfore.2015.08.007
http://dx.doi.org/10.1021/es300171x
http://dx.doi.org/10.1021/es300171x


Lenzen, M., D. Moran, K. Kanemoto, and A. Geschke. 2013. Building Eora: A global
multi-regional input-output database at high country and sector resolution. Economic Systems
Research 25 (1): 20–49. doi:10.1080/09535314.2013.769938.

Lotka, A.J. 1956. Elements of mathematical biology. New York: Dover Publications, Inc. (first
publication: Elements of physical biology, The Williams and Wilkins Co., Inc, 1924).

Lucas, R.E. 1988. On the mechanics of economic development. Journal of Monetary Economics
22 (1): 3–42.

Makarieva, A.M., V.G. Gorshkov, and Li B. Bai-Lian. 2005. Energetics of the smallest: do
bacteria breathe at the same rate as whales? Proceedings of Royal Society B 272: 2219–2224.

Maxwell, D., P. Owen, L. McAndrew, K. Muehmel, and A. Neubauer. 2011. Addressing the
rebound effect, a report for the European Commission DG Environment, 26 April 2011 (http://
rebound.eu-smr.eu/).

Nicolis, G., and I. Prigogine, 1977. Self-organization in nonequilibrium systems, vol. 191977.
New York: Wiley.

Odum, H.T., and R.C. Pinkerton. 1955. Time’s speed regulator: The optimum efficiency for
maximum power output in physical and biological systems. American Scientist 43 (2): 331–
343.

Ruzzenenti, F., F. Picciolo, and R. Basosi. 2015a. Rebound effect and structural change (Chapter
17). In: Energy security and development—The global context and Indian perspectives. ed.
Reddy, B. Sudhakara, and Ulgiati, Sergio. Berlin: Springer (ISBN 978-81-322-2064-0).

Ruzzenenti, F., A. Joseph, E. Ticci, P. Vozzella, and G. Gabbi.2015b. Interactions between
financial and environmental networks in OECD countries. PLoS ONE 10 (9):e0136767. doi:10.
1371/journal.pone.0136767

Schneider, E.D., and J.J. Kay. 1994. Life as a manifestation of the second law of thermodynamics.
Mathematical and Computer Modelling 19 (6): 25–48.

Solow, R.M. 1956. A contribution to the theory of economic growth. The Quarterly Journal of
Economics, 65–94.

WRI. 2015. CAIT country greenhouse gas emissions: Sources & methods. World Resources
Institute.

7 Energy Conservation Policies in the Light of the Energetics … 167

http://dx.doi.org/10.1080/09535314.2013.769938
http://rebound.eu-smr.eu/
http://rebound.eu-smr.eu/
http://dx.doi.org/10.1371/journal.pone.0136767
http://dx.doi.org/10.1371/journal.pone.0136767


Part III
Complex Systems, Social Practices

and Issues Generated
by Reification



Chapter 8
Ontological Fallacies Linked to Energy,
Information and Related Technologies

Nicola Labanca

Abstract People and the socio-technical systems they constitute are being literally
identified with motors and information processors in the present age of complex
systems. This means, among others, that (a) energy and information are seen as
actual ontological entities whereon the survival and the evolution of social aggre-
gates depend and that (b) these entities entirely frame mainstream research and
policy approaches aiming to increase the sustainability of human activities. This
chapter (1) discusses how and why these extremely useful conceptual entities
should be considered as metaphors when applied to study societies; (2) identifies
some main social dynamics causing that these metaphors are instead constantly
taken literally; (3) describes the implications of this literal interpretation for the
ongoing energy transition. In particular, it shows how the literal interpretation of
these metaphors reinforces dependency on abstract resource units supplied by
energy and information technologies as well as a continuous growth in their con-
sumption. In addition, this chapter illustrates how the unwanted effects of this literal
interpretation can be effectively escaped by researchers, policy makers and all
people involved in the current energy transition by focusing on the design and
implementation of policy actions where the installation of technical solutions with
reduced energy input and/or emissions is made complementary or subordinated to a
reorganization of the energy outputs. This chapter also shows how this can allow
exploiting an otherwise neglected huge variety of context dependent policy solu-
tions relying on people capacities and on their more active involvement in policy
making.
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Introduction

Complex systems are being constructed on a massive scale principally thanks to the
large-scale employment of information computer technologies allowing people to
perform an increasing number of tasks. These systems are made of huge amounts of
standardized information, energy and material units circulating within highly
interconnected and intricate networks. They result from a series of scientific and
technological advancements that are leading to a complete reorganization of soci-
eties based on the properties of very abstract entities which cannot be sensed by
people and have been named energy and information by physicists, engineers,
biologists, ecologists and cyberneticians. This reorganization reframes the way in
which the problems caused by the increasing burden on the environment by human
activities have to be faced.

The present chapter examines this transformation under a very particular point of
view. Rather than endorsing the theoretical perspective informed by the concepts
and operational definitions whereby these systems are being socially constructed,
the reasoning presented hereunder aims to put these concepts under the microscope
and to show how their deconstruction can serve to identify important biases and
alternative policy approaches to energy sustainability. This reasoning has been
inspired by a series of paradoxical situations generated by technologies and the
scientific discourse supporting their large scale utilization. These paradoxical sit-
uations are determined by the fact that the energy and information concepts hold
rigorously only within laboratories, whilst scientists and people in general tend to
mistake these concepts for entities actually populating everyday life when they
literally identify human aggregates and societies with motors and information
processors. The thesis supported in this chapter is that the literal interpretation of
what should instead be considered as metaphors is responsible for a huge process of
homogenization and reification. Rather than being considered as metaphors with
potentially different referents in different contexts of everyday life, input–output
systems represented by motors and information processors are literally identified
with the aggregates made by people and their technologies while energy and
information are changed into standard and abstract resource units to be consumed
everywhere to accomplish any kind of activity. The literal interpretations of these
metaphors reinforce each other and take place on a large scale within present
competitive market settings basically because it is constantly validated by the huge
technological apparatus whereby complex systems are being socially constructed.
These interpretations shape our imaginary and the way we organize our societies
and, in so doing, increase our dependence on the supply of abstract resource units
and artificially reinforce a process of continuous growth in natural resources
consumption.

As explained in this chapter, the misplaced concreteness attributed to given
amounts of energy and information units, whenever they are considered as the input
that people necessarily need to perform any kind of activity, is the result of an
interplay between linguistic phenomena and sequences of technologically mediated
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activities by which it is constantly validated. This particular interplay results from
attempts to bridge what actually is an unbridgeable gap separating experimental
setups and conceptual artefacts developed by scientists from what people do and
say during their everyday life. Due to this type of separation between spaces,
materials, and roles of involved actors, the dynamics generated by these attempts
can be described through the language and the mechanisms of myth.1

This being said, it is probably necessary to stress that the author of this chapter
does not certainly want to suggest a technophobic view. His aim is rather to show
how the study of the phenomena described can help identify important comple-
mentary approaches to mainstream policies for energy sustainability and relevant
weaknesses thereof.

The first two sections of the chapter are hence dedicated to discuss how energy
and information play the role of central metaphors that are being constantly taken
literally in the present age of complex systems and which are the consequences of
this aberration for social organizations. The third section discusses how this con-
stant literal interpretation and its validation by existing energy and information
technologies2 can inhibit the expression of a human faculty named practical
knowledge and is associated with the exertion of a radical monopoly by these
technologies on the practices that people can elaborate to provide for their neces-
sities. The fourth section puts these phenomena under a more general framework
and shows how they result from a particular type of counterproductivity generated
by technologies largely employed by people that has been studied and identified for
the first time by a series of scholars during the 1970s. This section also discusses
how the main characteristics of this counterproductivity have been changed by the
social transition from instrumental tools to complex systems that has been taking
place since the mid-twentieth century, as described in the first chapter of this book.
The fifth section discusses instead how and why the constant literal interpretation of
energy and information metaphors and myths should be escaped and which are the
implications for the solutions that people can identify to increase the sustainability
of their lifestyles. Finally, the sixth section of the chapter draws some main con-
clusions from the questions previously addressed and discusses some relevant
policy implications.

Energy Metaphors

Whenever we turn a switch on to get light, fill our automobiles with gasoline, install
a PV panel on the roof of our house or attend a debate where scientists and
politicians discuss about the need to construct new power plants, we implicitly

1The reasons for this can be understood by reading, for example Durkeim (1915).
2By energy technology it is generally meant here any energy end-use technology or technology
used to produce, transmit or distribute some type of energy carrier (e.g. electricity, gas, etc.).
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receive a confirmation concerning the indispensable presence in our daily life of a
protean and scarce resource that has been named energy. This confirmation is also
given whenever we are identified with human motors and rewarded by counting the
number of the specific outputs we produce through our job or by measuring the
number of hours we spend within an office or while supervising the proper oper-
ation of a machinery. Even our leisure, when organized according to more or less
tight time schedules for the activities we plan, is informed by a mindset and social
imaginary that has consolidated through the intensive production and large scale
application of steam engines and motors starting from the mid-nineteenth century.
Despite the implicit validation provided by most of our habitual practices and by
contemporary public discourses concerning energy, the actual nature of this entity
has been highly debated and has been redefined several times by scientists. The
physicist and Nobel Prize winner Richard Feynman has for example stressed the
importance of acknowledging that we “have no knowledge of what energy is” and
that energy “is an abstract thing in that it does not tell us the mechanism or the
reasons for the various formulas”.3 Percy Williams Bridgman, another physicist
and Nobel Prize winner, has pointed out that “the energy concept has no meaning
apart from a corresponding process. One cannot speak of the equivalence of the
energy of mass and radiation unless there is some process (not necessarily rever-
sible) by which one can get from mass to radiation”.4 The objective of this section,
however, is not certainly that of contesting the validity of the outcomes of the
scientific activities related to energy and, for example the validity of the law of
energy conservation to which no exception seems to have been so far identified
within laboratories.5 The above quotations are just reported to point to the diffi-
culties arising when it is pretended to identify the operational definitions produced
for energy with something whose existence can be derived from experience and the

3See Feynman (1964).
4See Bridgman (1961).
5It remains, however, extremely interesting to follow the evolution and the transformations
undergone by the formulations of the energy conservation principle, for example in the account
provided by Mirowski (1989). This account illustrates how. during the first decades of the nine-
teenth century, the verification of the constancy of the ratios between the amounts of heat,
mechanical work, electricity, radiation, etc., that can be generated from given amounts of these
same physical quantities within specific physical transformation processes conducted under very
controlled conditions provided the experimental basis to interpret these transformations as con-
version processes whereby amounts of a same and conserved ontological entity were converted
from a form to another. This account also shows how the energy conservation principle has
undergone after that time a series of reformulations that have transformed it into a consequence of
specific fields symmetries and of time homogeneity up to the quite recent and serious cosmological
theories that have proposed that the universe has been generated from a vacuum fluctuation and
that there is no globally conserved energy (Mirowski 1989, p. 129). What would then remain of
the ontological entity named energy and of its conservation principle would just be the previously
mentioned conversion factors widely employed by engineers to calculate how much mechanical
work, heat, electricity, etc., can be generated within specific transformation processes of given
natural resources together with the possibility of measuring these different physical quantities by
using a same unit of measure.
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objective of this section is rather that of hopefully contributing to better understand
the social impacts and the problems generated by the interpretation of given social
dynamics in terms of the physical laws verified by scientists within their labora-
tories. Analogies and similitudes populating discourses whereby scientists interpret
and explain their intellectual advancements often obscure the fundamental differ-
ence existing between laboratories and everyday life and the perverse effects that
can be generated when this difference is neglected by experts and policy makers
asked to intervene over societies. It is for this reason that a good part of this chapter
is dedicated to discuss how this difference can be kept hidden and to describe the
specific social dynamics, whereby the myth of the actual presence of an ontological
entity named energy is kept alive when persons and societies are seen as kind of
engines and the perverted outcomes of this mindset are not recognized.

When analysed in relation to its social impacts, energy comes to represent a very
particular type of abstraction together with a handful of other conceptual artefacts
produced by science. Strange as it may seem, the main peculiarity of this concept
and some of its present and most relevant social impacts can be highlighted by
studying a roundtrip that this concept has started during the nineteenth century. This
roundtrip has brought energy from the vernacular to the laboratories of physicists
and engineers and has taken this concept back to everyday life under the guise of a
metaphor that is constantly being taken literally. Put it bluntly, the result of this
roundtrip is an aberration that consists in assuming that when we, e.g. say “Mr.
Smith is a Lion” we constantly and completely overlap and identify the person of
Mr. Smith with a Lion, as if we would constantly be under the influence of a kind of
tribal ritual where Mr. Smith plays the Lion or as we would constantly feel as we
felt when we were children and acted the part of a Lion in the game of the Savanna
wild animals with other children transforming themselves into as many wild ani-
mals.6 In these ritual transformations the Lion becomes so magnified to completely
blur and overcome Mr. Smith’s identity in the interactions we have with him, as if
we would forget about the context where Mr. Smith is not a Lion, or as if we would
lose the capability to distinguish the context where Mr. Smith lives his everyday life
from the context and the intercourses where the statement “Mr. Smith is a Lion”
actually holds. In this situation, the Lion (and not Mr. Smith) is the authority
defining and controlling how we have to interact with it.

Because of the peculiar relationship existing between things of everyday life and
concepts developed within laboratories and because of its roundtrip between these
two worlds, it can be assumed that energy is transmogrifying ourselves and our
environment as the Lion of the example has overlaid and reduced Mr. Smith’s
unique identity and the potentially infinite types of different intercourses and

6It may be interesting to observe that the disability consisting in not being able to distinguish
among different contexts is associated with schizophrenia (see Bateson et al. 1956). It has then to
be pointed out that the example and the considerations presented here result from a specific way of
intending metaphors, myths and rituals. Put it shortly, metaphors are seen as small myths telling a
story that is embodied by people through a ritual. This interpretation of metaphors, myths and
rituals can be found, e.g. in Vico (1744), La Scienza Nuova.
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interaction contexts that it is potentially possible to establish with him. One of the
main enacting “ritual ceremonies” whereby this is happening worldwide has very
likely been set-up during the nineteenth century when a specific ritual has started
developing around the metaphor “Labour is Energy”. This is most probably the
central metaphor whereby the energy concept has irradiated over Western societies
and has transformed and reorganized labour and most of human activities organized
around this concept according to conservation and degradation principles. Through
this central metaphor most of the social settings, skills and artefacts that people had
previously developed to provide for their necessities through labour started (and
still are) being transmogrified to generate work7 according to laws and principles
defined in laboratories for the energy concept. The tracks of this transformation are
for example reflected in the highly intensified commodification of labour and in the
wide diffusion of labour theories of value that could take place with the progressive
assimilation of labour to the abstract notion of energy as defined and employed by
physicists and engineers starting from the mid-nineteenth century. On the material
side, these tracks can be found in the impressive diffusion of technologies gener-
ating work from natural resources according to precise conversion factors and in all
the sequences of human activities organized around these technologies since that
time. These sequences of activities have, among others, played the role of ritual
actions and ceremonies whereby the literal interpretation of the above-mentioned
metaphor has been constantly validated and the distinction between humans and
motors has been progressively obscured.8 The validation of the literal interpretation
of the energy metaphor does not, however, exclusively come from activities
organized around motors and steam engines. As it can be inferred, for example from
Mirowski (1989) this validation is actually the result of a mutual reinforcement and
validation process involving metaphors of motion produced by physicists, meta-
phors of value produced by economists and metaphors of body produced by
biologists. Put in other words, the constantly literal interpretation of the energy
metaphor has to be seen as the result of the joint and mutually reinforcing social
constructions of invariants and conservation principles taking place in the fields of
physics, biology and economics. As pointed out by Mirowski (1989), the structures
of explanation produced in these three different fields have probably always been
homeomorphic and would legitimize each other even in the face of possible dis-
confirming evidences produced in each field. Labour theories of value reflected

7The word “work” is being used here to refer to a motor/machine like conception of the organi-
zation of productive activities that prevailed after the invention of the energy concept. The word
“labour” is instead used to refer to a pre-existing conception of the human activities whereby
goods and services were provided within economies. The decision to use these two words to
denote these two radically different ways of intending human activities is not accidental. Compared
to work, labour denotes indeed a type of activity where the body of persons and their physical
effort is more directly involved and needed. A similar distinction is also present in French (travail
vs. oeuvre), Italian (travaglio vs. lavoro), German (Geburtswehen vs. Arbeit).
8For an historical account concerning how this identification between human and motors has
developed, see Rabinbach (1992).
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perfectly this interconnection and mutual reinforcement at least one century before
the advent of complex systems could suggest that the information flows developing
within biological organisms and ecosystems could be identified with those occur-
ring within monetary systems and human made energy distribution networks.9 An
homeomorphism and mutual reinforcement between metaphors related to conser-
vation and variation principles applied in economics, biology and physics would
have been at work well before the formal analogy among the dynamics of money,
information and energy flows within complex systems could be established.
According to Mirowski (1989), this mutual confirmation of metaphors was indeed
already operating when the institution of money was disconnected from any ref-
erence to a particular commodity and became the abstract representation of pure
value, when the dual concepts of the organism and of natural selection were
established within the evolution theory of Darwin and when the energy conserva-
tion and degradation principles were established by physicists and engineers around
the mid-nineteenth century.

Besides this mutual legitimization occurring among metaphors produced in
different areas, further elements to understand the social construction occurred
around of the literal interpretation of the energy metaphor have to be found in the
studies conducted by Ivan Illich and Uwe Poerksen in relation to the evolution of
some terms used by science.10 These studies allow inferring that the previously
described transformations could not have been possible without a roundtrip
undertaken by the word “energy” itself. This round trip started in the vernacular
where energy was used to refer to “the vigor of an utterance, the force of an
expression, the quality of a personal presence”,11 at least until the sixteenth century.
It continued then through the laboratories of physicists and engineers where energy
was associated during consecutive phases with a magnitude remaining constant
during collisions of rolling balls and springs oscillations, with a primordial entity
obeying conservation and degradation principles, with states of electromagnetic
fields, with field symmetries, with time homogeneity. It is through these meta-
morphoses that energy has become more and more esoteric and distant from what
can be experienced. At the same time, however, physicists have made energy come
back to common speech by popularizing the supposed real nature of the various
conceptual artefacts they have progressively associated with this word and by
supporting their theses through the material artefacts that were being massively
constructed by referring to the energy concept. The account provided by Illich and
Poerksen explains how this roundtrip has caused a colonization of the vernacular by
an abstract concept whose precise meaning cannot be discerned anymore and that,
contrary to other abstractions generated within languages and practices, makes
impossible that people can use it with precision by adapting it to the different

9For an explanation concerning how this identification is realized, see for example Goerner et al.
(2015).
10See Illich (1983) and Poerksen (1995).
11Illich (1983).
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contexts of their everyday life.12 The following sections of this chapter will discuss
some of the consequences of this roundtrip and how the intensive technological and
economic development that has accompanied it have led to the creation of energy
metaphors which are constantly being interpreted literally and which are trans-
forming people into consumers of a phantom entity.

As several concepts and ideas have been already introduced in the brief rea-
soning so far presented, it is however probably better to pause a bit and provide
some more element to hopefully make it clearer.

First, it may be worth highlighting that the metaphors being considered are not just
a mere figure of speech and the elements involved in the considered social dynamics
are notmerely linguistic. Thesemetaphors represent indeed smallmyths telling a story
that is validated through specific ritual actions. In the example of the metaphor “Mr.
Smith is a Lion” it is assumed, for example that this small story is being actually lived
by Mr. Smith and/or is being told by a speaker who has actual had interactions with
Mr. Smith. Similarly, themetaphor “labour is energy” is not a simple figure of speech.
It is deeply interwoven with energy technologies and is validated and kept alive by
other central metaphors produced by biology and economics and by all the sequences
of actions that since the mid-nineteenth century are being widely generated and
undertaken around engines and that may lead to organize people activities as if they
were motors consuming the conserved and degradable entity whose properties have
been established by physicists and engineers in their laboratories. Human actions and
practices are, therefore, assumed to have primary role for the generation, validation
and maintenance of these types of metaphor.

Second, despite the metaphor of Mr. Smith and the Lion initially used as an
example is of a different type, the metaphors and the ritual actions of interest in this
chapter are always made by one term (e.g. energy) that refers to a concept and the
related operational definition produced by science by rigorously applying the sci-
entific method, whilst the other term (e.g. labour) refers to a series of embodied
interactions with the physical world experienced by people during their everyday
life and is assumed to be progressively identified with the term representing the
abstract concept defined by science through the previously described process of
literalization. Behind these specific types of metaphor there is hence, on the one
hand, an abstract scientific conceptual artefact which one term of the metaphor
refers to and, on the other hand, the object of a variegated and personal experience

12For further information concerning how energy and other abstractions undertaking a similar
roundtrip can be characterized and distinguished by the abstractions generated within common
languages see (Poerksen 1995). Before describing 30 criteria allowing characterizing a series of
science abstractions like energy, Uwe Poersken explains how they differ from other abstractions,
like e.g. the concept of “love” as used within common parlance. He explains how the meaning of
the word “love” can be expanded to embrace a wide range of meanings (from affection within
families, to physical love, to pleasure at a piece of music, to the love of humanity, etc.) allowing
the speaker to employ it in a series of different ways depending on the context where it is used. The
word energy does not instead allow the speaker to define it. It disempowers the speaker, it cannot
be replaced by pantomime or gesture, it is like a lego block that can be put everywhere within
speech, its meaning is not affected by the context where it is used, etc.
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made by people which has socially coalesced into the word constituting the other
term. The two words constituting the metaphors studied here have, therefore, a
completely different nature and history. One word (e.g. the word “labour” in the
example above) still keeps track of a variety of meanings that allowed the speaker
to use it very precisely to denote very different situations and practices, the other
(e.g. the word “energy”) results instead extremely impoverished in content because
of the roundtrip and reshuffling operated by science. As first highlighted by Uwe
Poersken, this latter type of words generally disempowers the speaker, creates the
need for expert help, leads to silence, cannot be represented by gesture or pan-
tomime, is not affected by the context where it is used, etc.13

Third, the above considerations and the way in which human labour has been
progressively aligned and organized according to energy conservation and degra-
dation principles, while all the different meanings and practices associated with the
word labour have been progressively reduced to and identified with an activity
produced by an engine, are assumed to represent a specific case of the following
general perverse effect of applications of scientific artefacts: the extensive use of
technologies developed around an abstract concept of science can serve and be used
to constantly and extensively validate the literal interpretation of an associated
metaphor. In this way, this concept can function as a kind of black hole attracting
into its orbit and causing the progressive disappearing of myriads of alternative
practices while the different meanings coalesced into one term of the metaphor and
denoting these practices progressively disappear and are drained into the void
generated by the term used to connote this scientific concept. This void is due to the
fact that this scientific concept has typically no analogous in everyday life and the
term used to connote it has, therefore, a mere symbolic value.

Fourth, together with the extensive technical applications they can contribute to
develop, scientists and experts producing the above mentioned abstractions can
contribute to validate the literal interpretation of the above mentioned metaphors by
popularizing the real nature of these abstractions. Curiously, however, these
abstractions may be object of continuous redefinitions by scientists and experts
themselves; as happened, for example in case of energy. Despite the abstract
conceptual and material artefacts developed by scientists belong to a world which is
definitely separated from everyday life, these scientists and laboratories have
however not to be considered as living within kind of case glasses keeping them
separated from the real world. They are clearly and constantly influenced by the
cultural milieu, where they live and their artefacts have to be considered as the
result of a particular type of social construction.14 The separation existing between

13See explanations provided in the previous footnote.
14It is a particular social construction because, contrary to other concepts and categories developed
by societies, the possibility of an involvement of common people during the construction and
validation of these conceptual artefacts remains very limited. Despite this limited involvement,
these latter conceptual artefacts can remain in use within common language due to the indirect
validation they can receive from scientists and from technological applications employed on a
large scale.

8 Ontological Fallacies Linked to Energy, Information … 179



the world of their conceptual artefacts and the world where people usually live is
mainly determined by the fact that the scientific method whereby these artefacts are
produced imposes that their properties must hold everywhere, for everybody and at
any time. The specificity of all the particular cases that can be identified during
everyday life escapes by definition the reductions operated to produce the
abstractions of science. This is generally why the properties of these abstractions
can be observed only under the very controlled and specific conditions created
within laboratories.15

Fifth, the reasoning being presented implies that energy is engaging all the
members of societies into a constantly literal interpretation of a central metaphor. It
might be objected that many persons cannot actually be engaged in this literal
interpretation because they do not have a proper cognition of what energy is in so
far as, for example, they do not know the difference between energy (kWh) and
power (kW) or they do not know-how the associated conservation principle is
defined. The point, however, is that the knowledge of the physical properties of
energy and of the related units of measure is not a necessary condition for
engagement. The simple physical involvement in the ritual actions represented by
the sequence of actions they undertake around existing technologies together with
the fact that societies and experts validate the assumption that these technologies
and the social aggregates constituted around them function like engines consuming
energy inputs is alone sufficient for engagement. On the other hand, it might be
objected that energy does not engage in any metaphor at all, because it is a real
entity of which people can have direct and physical experience; for example when
they receive an electric shock or when their body is heated by solar radiation. The
answer to this objection is that the direct experience of these transformation pro-
cesses does not certainly allow per se to infer the presence of a universally con-
served and continuously degraded entity that has been named energy by scientists
and whose existence is nowadays questioned by the scientists themselves.

Sixth, the aberration being described in this chapter does not relate to the
presence of the metaphors being discussed. It rather concerns their constant literal
interpretation and the social constraints impeding that a metaphorical character can
be associated with some abstractions generated by science. Rather than as the result
of a social construction, these abstractions are in fact presented and interpreted as
always existed natural entities that have been detected by science. The energy
concept is, for example extremely useful in so far as it used to study specific

15Science is axiomatically rooted on abstractions supposed to hold anywhere, at any time and (in
principle) for anybody because of the irrevocable application of the principle of repeatability and
reproducibility of observed events that must be observed by the scientific method. Due to the strict
observance of this principle, science cannot typically tell or suggest anything in relation to how
explain particular and unique events. Relationships with single and unique entities can be
explained by science only by referring to qualities that are shared with other entities, i.e. by
neglecting what makes these entities unique. On the temporal side, not repeatable events occurring
in a specific instant are considered by science either as never happened or (in case they produce
durable and detectable changes) are considered as the result of pure “chance”.
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transformation processes of matter and radiation and to design, manage and con-
struct technologies relying on these processes. This concept should, however, be
considered a “reality” only within a specific technical and scientific environment.
When energy is instead constantly interpreted as a real entity populating everyday
life, the survival of any person and biological being become subordinated to it,
energy considerations can become one of the main driver of political decisions
concerning how people should organize their lives, the extensive usage of tech-
nologies supplying energy becomes automatically legitimized and our dependence
on them is reinforced. When, on the contrary, they can be seen as a metaphor, the
installation of energy technologies can be subordinated to the political decisions
concerning plenty of alternative practices that people can design and implement to
provide for their necessities. It should not be very difficult, for example to realize
how the number and the diversity of solutions that can be identified and imple-
mented to solve a number of issues change dramatically depending on whether
people are seen as energy consumers or as active persons endowed with the
practical knowledge needed to provide for their necessities. How labour activities
can be organized in a city in such a way that the highest possible number of person
in a city can receive profit from these activities to enjoy their lives? How houses and
buildings in a city should be rebuilt or retrofitted, which of them can instead be left
how they are in order to allow a comfortable way of life to everybody without
increasing the burden on the available natural and economic resource budget?
Which transformation processes of available resources is better to implement to
provide for the necessities of people living in a city? How might people’s transit be
organized to make it more sustainable and less stressful? Answers to these question
provided by mindsets identifying cities and persons with a kind of energy motor
will be very likely informed by principles of measurability, efficiency that can be
applied everywhere and that would necessarily increase homogenization16 and
dependence on specific technologies, whilst mindsets recognizing the metaphorical
nature of energy will more likely consider all the specificities of the situation at
stake and will potentially be able to generate a much wider variety of context
specific answers which have nothing to do with energy consumption. The solutions
generated in this way will nevertheless generally have important energy impacts
and will be identified by starting from considerations related to what people do and
say in relation to their lives. Needless to point out that possible solutions elaborated
under the former mindset can be implemented mostly by technicians and experts,
whilst the knowledge concerning the specific practices that can be implemented in a
specific context can reside within all people living in this context and this people
can therefore play a fundamental and much more active role in their design and
implementation.

16Homogenization is seen here as the somehow inevitable outcome of the application of solutions
based on an identification with energy motors and informed by measurability and efficiency
principles.
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Most of the issues above mentioned would certainly require much more detailed
discussion and actually concern a variety of scientific abstractions developed in
conjunction with widely employed technologies. They concern, e.g. abstractions
and operative definitions that have been produced by scientists for time, space,
speed,17 etc., and how these abstractions have been applied in relation to a large
series of human activities and practices related, for example to time management,
urban planning and mobility, buildings design, etc.

All of these concepts and applications would deserve a specific “metaphorical”
study because they are having deep impacts on how sustainability issues are cur-
rently framed by researchers and policy makers. The following section will nev-
ertheless refer the above considerations to a further key scientific concept that is
closely connected to the energy concept and that has determined a radical shift of
paradigm in how social practices are conceived and organized since the mid of the
past century: information.

Information Metaphors

Computers represent the main central metaphor whereby we have been taken in the
present age of complex systems. The current social imaginary concerning the nature
of the world around us and the way we interact with it is deeply shaped by
computer technologies and is progressively changing us into multitaskers while the
universe is being interpreted as a bits processor.18 The main abstraction whereby we
are brought into the world of this metaphor is information. As happened with
energy, information has undertaken a round trip started from everyday life during
the second decade of the twentieth century when it still had several meanings and
could take additional ones depending on how it was used in a context. At that time,
its three basic meanings were generally related to instruction (in the domain of
education), inquiry, investigation (in jurisprudence) and message, report, evalua-
tion (probably in the area of institutional assignments).19 It then happened that it
reached the laboratories of cyberneticians and biologists around the mid-twentieth
century and was subsequently taken back to everyday life extremely impoverished
in content as an abstract entity that can be measured through probabilities.20 This

17Scientific developments concerning the notion of time and related social implications are closely
interwoven with those of the energy concept. For information on this point see, for example Perulli
(1996). Some considerations on how the social construction of energy and the social transfor-
mations that led to conceive time as a resource implicate each other are provided also in the first
chapter of this book. Concerning the notion of speed, Illich et al. (1996) provide important
elements to perform the proposed study. Concerning the notion of space, Bauman (1998) can
instead represent a good starting point.
18On this point see, for example Chiribella et al. (2011).
19See Poerksen (1995), p. 38.
20See the first chapter of this book for further explanations.
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roundtrip has brought societies within the rituals animated by a relatively new
phantom-named information.

In the light of what was mentioned so far, it is not so bizarre to assume that the
nature and the impacts of the transformations induced by these rituals can be
grasped by studying the elements of the central metaphor that can be identified by
looking at how information has been defined by cybernetics.

Cyberneticians tell us that “information is a difference which makes a differ-
ence”.21 It can probably be stated that by redefining information in this way,
cybernetics has led to the technical implementation of the latest vision of
“change”22 provided by science. This is the metaphor that deserves to be studied to
understand the central ritual in which people are collectively engaged by complex
systems.23 To do so, it is necessary to try to grasp the nature of this particular type
of information and how it has been modifying the way in which we interpret change
and the role of persons within it.

The anthropologist Gregory Bateson has contributed to this end in important
ways and has, among others, provided a series of fascinating examples taken from
the phylogenesis of biological organisms, from the phenomenology of perception,
from linguistics, from sociology, etc., whereby this transformation can be under-
stood. Gregory Bateson has explained how meaning and information content would
be purely relational and constitute an infinite series of hierarchically organized
contexts.24 According to Bateson, this type of information regulates the functioning
and the evolution of all natural aggregates involving living entities. Through this
type of information, any entity of the natural world comes ultimately to be defined
and regulated by infinite chains of relationships (i.e. differences) with other entities.
In the world made of the information created by cyberneticians, there are no objects
with proper and intrinsic characteristics. There are only relationships. Starting from
the smallest elementary bricks constituting any natural object up to the largest
aggregates available in nature, we only find dualities, i.e. relationships between two
irreducible entities, which are non-entities when taken alone.25 Natural objects
would appear just when artificial delimitations are created within complex systems
by defining an “inside” and an “outside”. The descriptions of complex systems

21See for example Bateson (1972) and what discussed in the first chapter of this book for further
details.
22Change can indeed be considered as a “difference which makes a difference”.
23People can somehow be considered as collectively engaged in a ritual when their habitual actions
are informed by given central ideas. The rituals constituted by complex systems are generated
through the actions accomplished by using the technologies whereby these systems are being
socially constructed (e.g. computer technologies) and are informed by the central ideas whereby
these technologies are conceived, used and imagined.
24See the first chapter of this book for further information.
25This specific property of information relates also to how sequences of 0s and 1s come to
constitute computer programs. 0 and 1 are indeed the two non-entities defined by their mutual
relationship that can be used to represent any kind of elementary difference starting from which
complex and hierarchical organized pieces of computer codes can be produced.
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dynamics that can be provided in this way (i.e. a description in terms of delimited
entities and related functions within an external environment) are assumed to result
just from a decision/intervention by an observer.

It is for this reason that complex systems actually engage people into a ritual aiming
at associating objects populating everyday life and their related functions with the
entities populating an underworld made of the information bits that constitute the
complex systems which these objects are supposed to belong to and that regulate the
evolution of these systems. It is through this ritual that change is being reinterpreted.
With complex systems, the “classical” explanation of change formulated by evolu-
tionary theory and relying on a combination of variation (due to stochastic processes)
and selection is indeed somehow assumed to belong to an outsideworld created by the
observer. These two explanatory principles are being revised by complex systems
theorists by interpreting observed stochastic variations as the result of thermodynamic
processes generated by energy andmatterflows occurringwithin a kind of underworld
and obeying phenomenological principles that can be equivalently described and
interpreted through information theory and thermodynamics.26

Nevertheless, besides this underworld made of matter and energy flows where
information and energy metaphors are mutually validated, an upper world made of
functions supposed to evolve and adapt continues to remain. Our attention has
hence to focus at the microscopic interface existing between these two worlds in
order to understand the ritual in which we are engaged by taking literally the
information metaphor associated with complex systems. It is indeed at this interface
that functions performed and observed during everyday life are being identified
with the abstract information that can be managed by computers and that can be
possibly associated with underlying energy and matter flows.

It has indeed to be stressed that functions observed in natural entities are being
artificially jointed to bits of information and, thanks to information, to energy and
matter flows. As already mentioned in the first chapter of this book, the estab-
lishment of these joints in any department of knowledge and human practice is what
essentially characterize the present age of complex systems. These joints are being

26Variations appearing in the world of the observer are supposed to be generated by dynamics
studied by science addressing far from equilibrium open systems. Put is shortly, these dynamics
are described in terms of structures (i.e. structured/not random patterns of energy and matter flows)
emerging through the dissipation of energy gradients. It is as if steep gradients applied to open
systems would give open systems “a certain tension that creates a condition of an accident waiting
to happen” (see Allen et al. (2003), p. 331. Thinking of a fluid within a box and of the convection
currents generated through it because of a temperature difference applied at the two opposite
extremities of the box may help to visualize what being described here). This accident generates
then a kind of cascade through positive feedback loops whereby structures of energy and matter
flows are created. These energy and matter flows would then tend to dissipate the previously
mentioned applied gradient. The creation of these energy and matter flows can be equivalently
described and studied by information theory in terms of probabilities and creation of information.
It is through the establishment of this equivalence between probabilities and energy and matter
flows that information theory can incorporate and confirm thermodynamics (for a detailed account
of how this incorporation takes place see, for example, Ulanowicz (1997), pp. 63–71).
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established, for example in ecology and energy studies when each observed
function reproduced by biological entities is associated with the consumption of
given amounts of energy and matter, or within biological studies when it is pre-
tended that molecular biology (studying life with a thermodynamic/informational
posture) and organismal biology (studying life in terms of evolution and adaptation
of functions) can be merged, or when computerized prostheses are created to enable
people to perform given functions through the elaboration of information, or when
personal time is managed by prioritizing and allocating given amounts of measured
time units to each daily activity. Present information technologies allow performing
these allocation tasks at such level of detail that the constructed joints often appear
as the reproduction or the detection of something established by nature itself.
Unfortunately, however, they always generate or are generated through a dis-
cretization and a reduction to standardized functions of the continuous spectrum of
unique functions that human beings and nature can generate27.

This discretization and standardization is the sign of the artificial character of an
underworld made of energy and matter flows supposed to generate functions repro-
duced within complex systems. This underworld comes indeed to represent an arti-
ficial layer that is interposed between people and what people see and do in the
material world. Its energy and matter flows come to constitute a kind of artificial
membrane impeding a direct and fleshy coupling with this world and impeding to
generate an infinite variety of functions while interacting with it. The constant literal
interpretation associated with the information metaphor consists in accepting the
constant presence of this artificial membrane constituted by a cybernetic version of
information (and by the associated energy andmatter flows). It consists in considering
this membrane as a natural entity and in accepting the limitations28 determined by its
interposition in the interactions that we have with the world.

27As discussed in the first chapter of this book, this discretization and standardization can be seen
as the result of an (at least partly) arbitrary resolution of an otherwise unsolvable allocation
problem. This problem inevitably arises whenever the amount of resources (e.g. energy, time,
matter, etc.) consumed by a given organism or person to perform given functions has to be
established. The solutions that can be found to this problem are inevitably associated with a
discretization and standardization of these functions. Complex systems somehow always invite to
take decisions in relation to these types of unsolvable allocation problems and make people blind
to the distortions they generate in this way.
28Limitations may relate to the types of explanations that can be provided by referring to dynamics
occurring within this membrane when studying natural and social phenomena. As far as the
reproduction of human functions is concerned, it has to be stressed that the creation of the artificial
prosthesis represented by this membrane through suitable interfaces and information technologies
can clearly highly potentiate a number of single and specific human functions. We daily experience
this by using computer technologies to purchase goods, write letters, communicate with friends
and colleagues, etc. The limitations being discussed relate mostly to the isolation from the external
world generated by this membrane and to the variety and the character of the functions that is
possible to reproduce thereby. The kind of limitation effect on human functions being described
resembles in some respects to the effects produced by a magnifying lens. While magnifying single
and particular details, this lens inhibits indeed the vision of all the details allowing constructing the
whole picture of the object being observed.
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What has been highlighted so far in relation to the influence exerted by energy
and information metaphors seems to be the inevitable consequence of the following
general social phenomenon concerning science and technologies: when technolo-
gies commonly employed by people become the object of intense scientific
reflection, they become able to speak and to convey messages on the large scale that
societies end-up accepting as certainties. They tell very convincingly what specific
human activities are and what are some of the specific processes that constitute the
world around us. This has happened, for example, when mechanical sciences
generated around human tools during the twelfth century have led to conceive the
world and the beings populating it as constituents of a gigantic clock or, as pre-
viously discussed, when energy physics generated around engines during the
nineteenth century led to conceive people and the whole universe as motors, or with
the developments occurred within cybernetics and biology with information theory
and information technologies during the past century.29 Due to the intensive and
large scale employment of the technologies conveying them, the power of these
messages can become so strong as to generate a social blindness in relation to how
they actually cause distortions within societies while legitimizing extensive pro-
cesses of homogenisation determining the disappearance of a large series of dis-
courses and practices which are typically specific of the cultural context where they
are generated and which better fit it. These dynamics are extremely reinforced by
the fact that the metaphorical nature of the abstract concepts whereby the func-
tioning of technologies is explained remains hidden and people do not realize, for
example, that abstractions like energy and information do not actually belong to
their everyday life. These abstractions can certainly serve to engineers and tech-
nicians to build extremely useful technologies. Given the way in which they are
developed and used, they should however be seen as belonging to just one specific
sphere of everyday life and become subordinated to the myriad of concrete pro-
cesses and solutions people can actively develop to comfortably provide for their
necessities. The social factors impeding the recognition of the metaphorical nature
of the above mentioned abstractions are ultimately the same factors impeding to
recognize what makes people fundamentally different from motors and information
processors. They pave the way to a colonization by technologies and impede to
identify some perverted implications of this colonization that will be further anal-
ysed in a subsequent section of this chapter. Before doing that, it is necessary to
further discuss how metaphors come to play a fundamental role in social organi-
zations and how they and the material artefacts whereby they are kept alive can
inhibit the exertion of a specific human capability contributing to constitute the vital
force of any social aggregate.

29These transformations have been discussed under Chap. 1 of this book.
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The Role of Practical Knowledge and the Effects of Its
Inhibition Within Social Organizations

Metaphors are the fundamental and necessary element of any scientific advance-
ment30 and play a central role in the social construction of concepts and principles
constituting languages, rules, material artefacts, institutional settings and know-how
whereby societies can be organized.31 Their relevance for social organization is the
consequence of the funding role played by a particular type of complementarity
within human affairs.

Emotional and rational, analogical and logical, unconscious and conscious,
profane and sacred, particular and general, feminine and masculine are useful
couples of adjectives that can serve to connote and characterize the two polarities of
this particular dual structure. Out of the two polarities, the former is usually more
primary (i.e., it pre-exists to the latter) and generates the latter whilst constantly
embedding it. The former polarity is more closely associated with human bodies,
senses and feelings of persons, whereas the latter may be seen as a result of a social
process of abstraction, objectification, hypostatization. The way in which this
generation takes places can be described archetypically by referring to the myth of
Eros and Psyche (Neumann 1971).

The generative power and the primacy to be acknowledged to the first polarity are a
consequence of the fact that the human body and perception are the necessary pre-
condition for the social production of any kind of abstraction (either this abstraction is
represented by the terms constituting a given language, or by a concept, a rule, a
principle, or an institution) whose meaning can be communicated among people and
can represent a point around which individual persons coalesce in a social aggregate
without generating violence on some of its members. In order to perform this
aggregation function, this abstraction has indeed to be generated by the body and to
remain embodied in all the individuals constituting a society. The meaning of words,
rules, concepts or ideas used to organize a social aggregate has to be felt by the flesh of
all of its members. These abstractions could not be maintained and used without
violence within societies if they were not embodied, and the evidence of this
embodiment is that the concepts generated in this way can always be referred and
adapted by people to the context and the particular circumstances where they are used.

Based on the above, it can be concluded that the type of complementarity to be
maintained between the previously mentioned two poles relates to the process
whereby one pole is generated from the other and can be returned to the other. This
kind of process is always bent over and submitted to the primacy of the particular. It
results from possibility of exerting the human habit that Aristotle (Nicomachean
Ethics 6.8) named Prudentia or Phronesis (i.e., the wisdom of prudence and
practical thought) and that allows being guided from and adapting general rules to

30On this point see, for example MacCormac (1976).
31On this point see, for example Lakoff and Johnson (1980).
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the particular case when producing good actions. This habit involves primarily
human senses, not reason. It requires a kind of opening to the possibility of being
constantly surprised by the disclosing of unexpected developments and the capacity
to cope with them by taking own perception and feelings as ultimate guide.32 The
exertion of this habit corresponds to the exertion of a practical knowledge described
also in (Heidegger 1994) and it can be probably assumed that practical knowledge
acts within a kind of infinitely recursive cycle: it is what initially allows people
properly generating general rules and abstractions from the particular and then
allows taking the general rules back to the particular case and the particular case to
the general rules during the circumstances of everyday life.

Nevertheless, it has also to be observed that, despite their original union, the two
polarities at stake in this process constitute two separate and completely different
worlds governed by radically different rules and principles. The two worlds where
the two aforementioned polarities live are completely separated and disjointed.
Given this radical separation, the inhabitants of one out of the two worlds can
indeed be described in the language of the inhabitants of the other world only by
using metaphors. Given this otherworldliness, the only reasonable statements that
can be produced about the former inhabitants by the latter inhabitants are statements
like “Mr. Smith is a Lion” with Mr. Smith and the Lion respectively belonging to
each of these two radically different worlds. The fundamental role played by
practical knowledge derives from this unescapable separation. Practical knowledge
can indeed be seen as a kind of boat connecting the shores of these two worlds.33

32It may be interesting to observe that the capabilities required for the exertion of this habit are the
same that Aristotle attributed to artisans. While advancing with their works, artisans are indeed
supposed to be able to adapt the ideas they have in their minds to the specificities and particu-
larities unexpectedly emerging within the matter and the materials being used. The ultimate guide
for the making of their activity is not reason, but perception (see Mitcham (1994), p. 122; Carl
Mitcham produces this description of artisans’ activity based on what reported in Nicomachean
Ethics 2.9.1109b23; cf. 2.2.1104a1-9). Same capabilities were considered also essential for
politicians. Politics was indeed assumed to be concerned with action and deliberation about
particulars. Grounding in law was assumed to be necessary, but law alone could not serve to do
justice. Judges, for example had certainly to be educated by the law, but they were also supposed
to perfect and complete it while applying it. Judges and politicians were in this respect the
functional equivalent of artisans (see Mitcham (1994), p. 125; Carl Mitcham produces this
description of politicians and judges based on what reported in Nicomachean Ethics 3.3, 10.9 and
in Politics, 2.8.1269a10).
33This particular role of practical knowledge can probably be verified also within human lan-
guages. It can indeed be probably assumed that practical knowledge allows converting own
feelings and sensations into utterances that can be understood by others and allows interpreting
utterances produced by others by converting them into own feelings and sensations. A noun or a
sentence can after all be considered as one part of a metaphor, the other part being constituted by
the feelings and the sensations of the speaker pronouncing it. The exertion of practical knowledge
for understanding languages could then be identified with the act of interpretation as performed by
the listener during the process whereby he understands the words pronounced by a speaker and
connects in this way to the speaker’s internal world. Due to the way in which science can attach
particular operative meanings to some words, the above mentioned process can be inhibited (see,
what mentioned in subsequent parts of this section).
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As long as generated metaphors are not taken literally, it can be assumed that the
realization of this connection entails the same capabilities at stake with
hermeneutical interpretation (i.e., the exertion of practical knowledge entails the
same capabilities and involvement at stake when performing texts translations,
interpretation of historic events, etc.). Interpretation brings foreign worlds under the
interpreter’s spatial and temporal perspective. Interpretation implies that foreign
worlds are brought within the context of the interpreter (i.e., it automatically brings
foreign worlds within the geographical and historical space where the interpreter
lives). Interpreters are (or should be) always within an “as if” condition, i.e. they are
(or should be) aware that their interpretations consist in the construction of meta-
phors and that these metaphors should not be taken literally. The two worlds
bridged by their interpretations should never be considered as strictly equal: they
are analogous. This characterization of the role of practical knowledge indicates the
kind of awareness to be cultivated in relation to abstractions and concepts used
within societies and provides important insights concerning a particularly relevant
type of perversion which often passes unnoticed.

The previously mentioned generation process may indeed be perverted and the
primacy of the first polarity may be disregarded. Societies can be organized based
on the properties of abstract concepts like the ones described in the previous sec-
tions and made completely dependent on the dynamics associated with the supply
of energy units, information bits or monetary units by allowing that the technolo-
gies validating the existence of these entities take the radical monopoly of most
human activities. This phenomenon is completely similar to what happens on a
smaller scale to some social practices in those places where, for example you
“cannot move any longer without wheels, you cannot eat without a refrigerator, or
you choke unless you do not turn on the air conditioner”34 and people’s lives
become completely subordinated to the abstract dynamics that can be generated by
car mobility, food refrigeration and artificial cooling of living environments.
Although extremely useful, technologies can in some cases completely redefine,
reduce and homogenize the meaning of human practices linked, e.g., to transit, to
eating or to human comfort by taking the radical monopoly of these practices and
by obliging people to live according to the dynamics of the abstract concepts
whereby they are conceived. In case of energy and information, the exertion of this
type of radical monopoly is much more than a mere possibility due to the literal
interpretation and mutual reinforcement of associated metaphors occurring within
competitive market settings and to the diffuse presence of technologies validating
this interpretation. People’s lives are nowadays completely dependent on the
dynamics generated by the joint evolution of aggregated energy demand and supply
within existing energy markets. In a similar way, they are made more and more
dependent on the various large scale information flows and decision systems

34These examples have been taken from Illich (1983).
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wherein people, machines and the environment are increasingly integrated.35 There
is indeed a very close formal similitude and mutual reinforcement among the
dynamics exhibited by energy, information and monetary flows due to the way in
which energy, information and money have come to constitute complex systems by
becoming the ultimate resource units that have to be consumed and exchanged to
perform any kind of human activity.36 The type of dependence that has been
nowadays established on existing financial markets offers indeed another funda-
mental evidence of the abstractness of the rules regulating these artificial complex
systems, of how these rules can be highly disembodying and generally correspond
to a blind and passive submission to myths and assumptions of very different nature
which are not anchored in what persons can feel and practically make and verify.

The consequences of this submission are, however, anything but immaterial. Their
degree of materiality is the same of the immense technological apparatus and the huge
amount of natural resources supplying the standardized energy and information units
whereby most of us live today. Their origins have to be ultimately found in the
impossibility of putting the dynamics related to the consumption of these artificial
units under some type of social control, this impossibility being due to the fact that
every action we accomplish is nowadays mediated by this consumption.

Despite the possible best intentions of people submitting to their dynamics, the
complex systems so created become actual and autonomous delegates of the
administration and regulation of human violence and desires. This is basically what
happens when the metaphors whereby these systems are created are constantly
taken literally and, due to a social blindness and misplaced concreteness, societies
are made increasingly dependent on technologies validating this interpretation. As
idols, they may tend to dis-embed37 from any type of social control. The occurrence

35These information flows may concern, e.g. the elaboration of risk profiles based on the con-
tinuous monitoring of socio-technical systems and related feedback loops needed to timely
respond to emerging threats (wars, nuclear accidents, environmental accidents, etc.), or manage-
ment systems for transport networks used within large cities and regions, or the elaboration of
consumers profiles whereby investment decisions are taken by companies, or the monitoring of the
GDP of national economies, etc.
36See the first chapter of this book for further information. Important insights concerning the
mutual reinforcement taking place among the energy, information and money metaphors can be
found in Mirowski (1989).
37This idea of dis-embeddedness has been taken from (Polanyi 1944). Polanyi argues that the large
scale application of the international gold standard and the transformation of land, labour and
money into fictitious commodities that can be sold within a market regulated by Adam Smith’s
“invisible hand” has been at the root of the upheavals and violent disorders that took place in the
North Atlantic Community and its periphery at the beginning of the twentieth century and has led
to the World War I and the subsequent Great Depression. According to Polanyi these disorders
would be the consequence of a “double movement” of long duration made of the expanding
application of the above mentioned abstractions on the one hand and of the spontaneous resistance
to the pressure they generate within civil societies on the other hand. As suggested by other
scholars, in this chapter it is being assumed that this double movement of long duration can be
generated also in other social spheres where scientific abstractions are largely applied (e.g. within
social arrangements established to regulate energy and natural resource consumption).
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of these situations of dis-embedding can most probably be considered as the result
of the inhibition of people’s practical knowledge and the impossibility to generate
the associated virtuous hermeneutical cycle whereby persons can improve their
present and future conditions.

Counterproductivity of Technological Myths

The social phenomena so far described can be analysed in more detail by taking the
studies performed by Ivan Illich,38 Jean-Pierre Dupuy, and Jean Robert39 as a
starting point. To the knowledge of the author of this chapter, these phenomena
have been so far investigated only by these scholars and mostly in relation to
instrumental artefacts, i.e. in relation to artefacts industrially conceived as means to
allow any person to achieve a specific end (e.g., cars, medicines, but also institu-
tions like schools and hospitals in so far as these entities can be seen as instruments
conceived to allow people mobility, allow solving specific health problems or
achieving conditions of equality through education). Given their seminal influence
on the ideas presented in the previous sections and the light they can help shed on
the previously described dynamics associated with energy and information tech-
nologies, the outcomes of these studies will be briefly summarized hereunder.

The above mentioned scholars performed their researches during the 1970s,
when the social attention was intensely focused on the impacts of the industrial
production on the environment and on the availability of natural resources. During
that time, they decided to direct their attention to how an intensive production of
given technological instruments could turn these instruments into the main obstacle
to the achievement of the ends for which they had been conceived by causing an
overall decrease in the number of persons able to reach these ends. They were
interested in a type of instrumental counterproductivity which had nothing to do
with negative environmental impacts or reduced marginal returns of investments on
given technologies. This type of counterproductivity rather concerned the dynamics
whereby, e.g. cars can become the main obstacle to people’s mobility, medicines
and hospitals can become a cause of iatrogenic diseases or schools can become a
social threat for learning capabilities of people. Thanks to their studies, these
scholars managed to identify three different and interwoven social dynamics con-
tributing to this type of counterproductivity that were respectively named technical,
social and cultural counterproductivity.

The technical counterproductivity is basically generated by overlooked and
unwanted impacts of technological instruments on the systems where they are
massively put in circulation. These impacts generally consist in the creation of
situation of overcrowding and obstruction or are generated by the presence of

38See Illich (1976).
39See Dupuy and Robert (1976), p. 55.
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interconnections and correlations existing among parts of these systems which are
overlooked for various reasons when instruments and the possible infrastructures
needed for their employment are fabricated and used. These situations may occur,
for example, whenever too many vehicles are put in circulation within a road
network, or when too many graduated students are produced by a scholastic
institution in specific disciplines compared to existing demand in related job sec-
tors, or when the extensive and prolonged use of specific medicines produces side
effects which are worse than the diseases to be cured for the organisms wherein they
are injected, or when the way in which an hospitalization system is established or
managed generates an unexpected circulation and exchange of diseases among
patients, etc.

The social counterproductivity associated with the intensive production of
technological instruments is instead due to a confusion similar to that usually
arising between stock and flux variables that leads to mistake these instruments for
human capabilities. This confusion would lead to erroneously identify existing
possibilities to express personal capabilities (concerning for example how we
manage to move, how our bodies manage to keep themselves in good health
conditions, how we learn, or how we establish relationships with other persons and
the environment) with the presence of given instruments (e.g., cars, hospitals,
medicines, schools, telephones, etc.) and would cause the intensive technological
multiplication of the latter. Instruments would indeed allow developing personal
capabilities in the targeted areas only up to a given threshold value achieved by the
intensity of their industrial reproduction. Whenever this threshold is exceeded,
instruments would markedly constrain and limit the development of these capa-
bilities by causing people to prefer receiving or buying things rather than doing
things by themselves. This situation increases, among other, the chances that a
condition of technical counterproductivity is achieved.40

Finally, the cultural counterproductivity concerns directly myths and metaphors
accompanying the extensive use of instruments. As already explained in the pre-
vious sections, due to the way in which they are conceived and produced, the
extensive use of instruments would automatically put them at the centre of rituals,
mythopoetic ceremonies and social liturgies generating existing certainties con-
cerning human action and extinguishing the added value that persons can give to
their design, fabrication and employment. It is in this way that for example cars
would become able to convey a specific and standardized message concerning what
has to be intended for mobility, refrigerators would tell with the authority of science
what food conservation is, air conditioners would define what has to be meant by
comfort, etc.

40The presence of these critical thresholds has been subsequently questioned by the same scholars
who hypothesized their presence. This probably happened when they acknowledged that the
achievement of given ends can be socially delegated to different instruments. Besides schools,
the task of educating people has been, for example socially delegated also to TV programmes, the
Internet, etc.. This possibility probably renders the concept of counterproductivity threshold
practically inapplicable.
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These three factors comprised the main conclusion of the above mentioned
scholars in a time when instruments were probably still the main human artefact
informing the current ideas about human action and related social and environ-
mental impacts.

The situation was however already radically changed in the age of complex
systems we were already entering when these scholars were conducting the above
mentioned studies.41

Complex systems are indeed made of single types of often highly interdependent
artefacts whereby an increasing number of different functions can be performed by
people thanks to flows of abstract and standardized units of information, energy,
matter, money, time, etc. This characteristic radically changes the social dynamics
whereby situations of counterproductivity can be generated.

Nowadays, the extensive use of monitoring and information processing tech-
nologies associated with these systems can for example contribute to solve major
problems linked to the technical counterproductivity that was generated by
instruments. This can be done by redirecting, rearranging, and rescheduling the
production of their outputs or by avoiding unwanted instruments outputs interac-
tions in a way that looks very similar to what can be done by modern GPS systems
to solve potential situations of traffic congestion or by internet based monitoring
systems to prevent the outbreak of dangerous epidemics, natural disasters, or
accidents.

Situations of technical counterproductivity do not nevertheless disappear with
complex systems. Rather than to single ends achieved by given instruments, these
situations relate nowadays to how complex systems and persons integrated therein
may become the main obstacle to the achievement of the only comprehensive end
these systems can allow achieving, this end being represented by systems survival
through expansion, i.e. through increased complexity. This counterproductive sit-
uation is generated specifically by the way in which existing complex systems rely
on the flow of highly standardized resource units and tend to become a single global
system made of tightly interconnected parts to increase their chances of survival.
Small perturbations originating into one part of the system may indeed become
constantly able to generate kinds of avalanches whose effects quickly propagate
throughout the whole system causing a deep restructuring and putting system
survival at risk.

The social counterproductivity of instruments is also deeply reshaped by com-
plex systems. Contrary to instruments, the artificial prostheses integrating people
into complex systems mediate any kind of action and cannot therefore be aban-
doned. The inhibition of personal capabilities caused by an existing confusion
between the possibility of expressing these capabilities and the presence of given
artefacts that characterized instrumental social counterproductivity cannot therefore
be a problem anymore. This problem is completely overcome due to the fact that
persons are de facto constantly integrated into specific types of artefact for any type

41For a description of this transition see the first chapter of this book.
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of action they accomplish. With complex systems, the expression of personal
capabilities may at most relate to informed decision making concerning the possible
consequences of a predetermined finite number of decision options that can be
taken within these systems. Either people have to decide whether eating pasta is
better than eating vegetables for their metabolism, or they have to decide which of
the products available in their supermarkets is less harmful for the environment, or
they are asked to take decisions concerning their life and death by medical
geneticists,42 or they have to manage private companies, states budgets or
ecosystems, the various involved complex systems always frame the so-called
informed decision making process in terms of a choice among a series of
pre-established evolution patterns to be made based on the knowledge of given risk
probabilities. The possibility of expressing personal capabilities and autonomy is in
this way reconfigured in terms of decisions to be taken within a kind of poker game
where players can know in advance the probabilities of the outcome of their
choices. The social counterproductivity of decision systems framed in this way has
to be found in how they inhibit any kind of personal initiative by limiting it to a
selection among different choices that could be performed also by a computer. At
the same time, these decision systems can make persons blind in relation to the
hypotheses whereby probabilistic scenarios are elaborated and to how these
hypotheses could be put into question by how people can reconfigure their habits to
face the problems at stake. Probabilities create the illusion that the statistical cat-
egories defined for their calculation are something real that can deterministically
influence the evolution of the specific case at stake. On the other hand, complex
systems constantly provide evidences concerning the impossibility of predicting the
evolution of associated dynamics neither by using probabilistic nor deterministic
methods.43

The confusion existing between stocks andflux variables that had characterized the
instrumental social counterproductivity does not result any longer from a confusion
between personal capabilities and the presence of given material artefacts. With
complex systems this confusion moves and relates to each of the single units of
information, energy, money, time, etc. assumed to flow within these systems. Their
definition creates indeed the illusion that these units represent actual and stable
entities, whilst information and the probabilities whereby it is calculated remain an
abstract difference between non-entities, energy is a variation that only materializes
during transformations, the value represented by money is an abstract estimate pro-
duced around exchange processes, time units are assumed to measure a pure flow, etc.

Complex systems reshape finally also the cultural counterproductivity of instru-
ments, in so far as themetaphors animated by these systems change. Rather than being
related to what single instrument types tell to people concerning their activities, these
metaphors relate altogether to the abstract resource units flowing within the complex
systems that people and their material artefacts have started constituting.

42On this point see for example Samerski (2002).
43On this point see, for example, Taleb (2001).
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It is amazing to think of how their literal interpretation can serve to legitimize a
complete reorganization of societies and how the constant integration into the
artificial membrane created by complex systems implies the inhibition of any form
of control. The association of any activity performed by people with the combined
consumption of abstract units of information, energy, money, etc. is alone sufficient
to render the complex of these units scarce in so far as their flow obey a conser-
vation principle implying that they cannot be generated at will from nothing and the
abstractness of these units put people at the dependence of the technologies and
experts that can supply them. This scarcity is at the same time responsible for a
continuous intensification of production activities and for continuous efforts to
make this production more efficient.44 Rather than to reduce the overall

44The interplay of conservation principles artificially established for different abstract resource
types is crucial for the generation of this situation of scarcity and the associated social dynamics
combining increased resource efficiency and increased consumption. The following imaginary
story may perhaps help clarify this point. Let us assume that on our planet there is still a land
whose inhabitants are not aware of the fact that whatever action they accomplish requires the
consumption of some units of energy, time, information or money. Let’s then assume that one
person of this land decides to move, e.g. to New York City, London, or Rome. Once arrived in one
of these cities, the first thing he learns is probably that he cannot do anything without some amount
of money and that he is not allowed to get this money for free. The second thing he learns is that he
has to work to get this money and that this means that during each day he will have to spend given
amounts of time while producing something that can be valued and rewarded with the money he
needs. Unfortunately, however, the amounts of time he can spend each day are limited and this will
oblige him to divide his time into a part that can be used to get money and a part that can be used to
spend this money and do what he wants to do. In addition, most of the things he could do while
working, or during his leisure or while at home, necessarily require the utilization of complex
devices consuming units of energy (that, overall, is available in limited amounts and cannot be got
for free either) because these devices can do in less time what he or other persons could do and
people cannot spend too much of their time while producing what they want, otherwise the time
remaining to use it will be too few. The third thing he might probably have to learn is that he has to
be trained and receive the necessary information to properly use the previously mentioned
machines, to be able to work, to get money and to be finally able to do what he wants to do.
Unfortunately, these information cannot be get for free either. If he is lucky, it might be allowed to
download this information from the internet. He might even manage to work and get money and
the things he wants through the internet. The information and the things he gets through the
internet however also require money, energy and other types of resources units. Overall, he would
then learn that he must find a way to maximize the amounts of money, energy, time, information
and other indispensable resource units he receives or employs because his survival and well-being
depend on them. This, however, will require that he has to be very efficient while using these
resource units, because these resources, when taken individually or all together, are necessarily
scarce. The anxiogenic condition described in this very simplified and imaginary account could not
certainly be referable to all persons living in the cities taken as an example. Some of them might
have important amounts of the previously mentioned resources and manage to escape this con-
dition. There might even be entire cities and nations depending on these resources where all the
inhabitants could manage to escape this condition. The above mentioned conservation principles
imply, however, that situations of particular abundance in one part of the system where these
principles are enforced determine situations of exacerbated scarcity in another. The previously
mentioned dynamics have indeed to be referred to the whole system, the system at stake being
probably already represented by our whole planet.
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consumption, these efforts, however, generally serve to destine what saved to other
end-uses within a process of continuous consumption growth.45

As also showed by the examples produced in the first chapter of this book, the
nature of these dynamics typically transcend the possibility that people can inter-
vene to change them. With complex systems we are always within a bigger context
that determines how things will ultimately go. Somehow, complex systems make
any responsible action impossible. Besides the previously mentioned causation
mechanisms associated with variation and selection, complex systems entail a type
of causation that reminds a kind of Aristotelian causa finalis by which we are
guided and to which we cannot nevertheless give sense. Its effects are indeed
intrinsically unpredictable. Within complex systems we are invited to live within an
oxymoron. We have to prepare for and learn to manage the unpredictable. The
adjectives used to describe what complex systems call for are: resilient, flexible,
adaptable, etc.

Escaping Energy and Information Myths

As repeatedly pointed out, metaphors play a central role within languages, rules,
material artefacts, institutional settings, and know-how that organize societies. They
allow connecting the subjective experience and feelings of persons with the general
and abstract concepts and rules whereby people can form social aggregates. They
can be considered as small stories and myths that people can embody through
repeated actions necessarily mediated by given material artefacts. This embodiment
could not however take place if these metaphors were not generated by referring to
entities that people can experience during everyday life and if people could not
report and adapt these stories to their personal experience through their practical
knowledge. Practical knowledge is indeed another fundamental element whereby
societies are established. This faculty can be seen as a human characteristics
allowing people to enter (or create) and exit (or adapt) the metaphors, myths and
rituals they create to administer societies. Practical knowledge somehow represents
the possibility that, as persons, we are socially given either: (1) to produce and
rigidly stick to the cultural constraints represented by concepts and rules established
within societies, or (2) to modify and adapt these constraints to our specific situation
by taking our body and our feelings as ultimate guide. The proposed view sees
practical knowledge as the manifestation of a kind of vital and grounded force that
animates and complements while remaining irreducible to any rational account of
its functioning. If the type of flexibility associated with the exertion of this human
faculty could not be expressed within a society, this society would soon or later
become violent or generate violent reactions by its members. Persons and their

45On this point see, for example Jarvis et al. (2015).
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specific situations come indeed before any abstract rule that can be established to
administer a society.

As previously mentioned, the exertion of the human faculty associated with
practical knowledge can, nevertheless, be inhibited whenever people constantly live
within a myth, i.e., whenever the metaphors underlying this myth are constantly
taken literally. Considering that this is what probably happens in case of the energy
and information metaphors validated by current complex systems, the question then
is whether it is possible to stop taking these metaphors literally and understand in
this way the social implications of their literal interpretation. It is indeed through
this change of posture that the influence of these metaphors can be taken to the
foreground and alternatives to the technological practices validating them can be
found. By taking the first metaphor used in this chapter as an example, it can be
stated that the main route to stop taking a metaphor literally consists in managing to
enter an observation perspective wherefrom this metaphor can become a similitude
and an “as if” can hence be added in front of the statement “Mr. Smith is a Lion”.
By doing so, we automatically put ourselves in a different context, we put ourselves
outside and take distance from the world of the metaphor. In this way we become
able to observe Mr. Smith under a perspective that allows identifying in which
respect Mr. Smith is different from a Lion and in which sense he can be assimilated
with a Lion. Put in other words, the possible close similitude between Mr. Smith
and the Lion notwithstanding, we must become able to speak about Mr. Smith
whilst not speaking about the Lion. When we manage to speak of a metaphor in
terms of an “as if”, this is the sign that we are performing an act of interpretation
and translation; we are exiting the world of the metaphor and we are taking Mr.
Smith into our world, into the place and the time where we are staying. This means
that, in order to exit a metaphor that is being taken literally, it is necessary to take
either a spatial or a temporal distance from the place where the metaphor is being
lived. In case of energy, this means that we have either to attempt to move back to
the past in a time when this metaphor did not hold and societies were not organized
according to energy principles, or to move to a possible still existing social context
where people are not organized according to energy principles. There is, however,
also a third and very interesting possibility. Given the categories used within the
proposed account, this third approach can be called profanation46 of energy. To
profane energy means to bring the materials, the technical apparatus, the institu-
tional settings and the technical skills out of the “sacred” world where liturgies and
rituals around energy are administered by experts and give them back to the profane
life of ordinary people. This is probably the most practical approach to experience
the exiting and understand the implications of living within the energy metaphor.
The more the administration of so-called energy resources, of related technologies
and technical skills are left to the management of ordinary people, the more it can

46The description of the proposed approach in terms of a profanation has been derived from a
series of considerations on how persons should relate themselves with technological artefacts as
formulated in (Agamben 2009).
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become possible to observe the flourishing of a diversity of practices whereby
people can provide for their necessities by using natural resources without
becoming energy addicted and causing an unnecessary depletion of these resources.
The decision to call it “practical” approach is not accidental, as this approach
corresponds to the possibility of developing and exerting the type of practical
knowledge previously described.

The same type of considerations applies to the information metaphor and the
value metaphor validated by current monetary systems. As previously mentioned,
the literal interpretation of energy, information, and value metaphors reinforce each
other within existing complex systems. These metaphors keep people within a
separate sphere from where it becomes more and more difficult to exit. As pointed
out by Jeremy Rifkin,47 in an age that has been consecrated to information, people
receive some comfort by believing that their efforts to generate and exchange larger
amounts of information allow them to increase their autonomy and organization and
that, as for natural evolution, they can strengthen in this way all their social rela-
tionships thanks to the increase of their interactions and of systems complexity.
Nevertheless, the general loss of the sense of agency caused by the integration in
these systems is nowadays common experience and the progressive integration into
dynamics that escape any form of personal and social control takes with it the
impossibility of experiencing and appealing to any sense of citizenship and
responsibility. The case of renewable energy systems can represent one extremely
relevant case of mutual reinforcement among the energy, information and value
metaphors generating these complex dynamics. Modern information technologies
allow nowadays to manage huge numbers of abstract energy units generated from
extremely diffused natural sources and to distribute them within suitable energy
distribution networks. The association of a monetary value with these units and
their commercialisation within competitive market settings is rightly seen as the
most promising approach to promote their extensive employment and reduce
dependence on non-renewable energy sources and relative negative environmental
impacts. The adoption on a larger and larger scale of this type of approach requires,
however, an increased delegation to information technologies of the activities
linked to production, transmission, distribution and end-use of energy sources
together with a process of technologically managed adaptation to the discontinuities
and variabilities in the supply of energy associated with the complex dynamics
generated by these systems. Beside reducing harmful emissions, policy strategies
reproducing this type of approach are destined to inevitably increase social
dependence on complex systems dynamics and to contribute to constantly validate
the literal interpretation of associated metaphors while causing a large scale
homogenization in energy end-uses mostly due to the need of synchronizing energy
demand to an energy supply that can unpredictably fluctuate during time. On the
other hand, these strategies are completely blind to how people can develop context
specific practices to temporarily and comfortably live disconnected from the energy

47See Rifkin (1998).
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network and outside the energy metaphors. The consequences of this constant
embedment in the literal interpretation of given central metaphors are relevant not
only for our environment. They are relevant in particular for how they can negate to
people the possibility of making direct experience of the world around them and to
elaborate own solutions for the problems affecting their lives. The effects of this
imprisonment within metaphors validating our constant dependence on the supply
of energy and information units are completely similar to those generated by the
marketisation of every aspect of our lives. The association of a monetary value with
every dimension and activity of our daily life is transforming any place and social
aggregate into a kind of museum and showcase where people cannot any longer
make a direct and lively experience of the things around them. It is amazing to
observe how this type of marketisation is changing cities (e.g. Venice, Florence
and, in general, other cities declared Intangible Cultural Heritage of Humanity by
UNESCO), regions (e.g. natural parks or oases) all over the world into museums
where things and spaces are exhibited for consumption without allowing any actual
experience of use and habitation.48 The creation of these “sacred” spaces that
people cannot profane by making any real experience of use or habitation is not an
exclusive characteristic of capitalism and associated monetary systems. It corre-
sponds to the previously described inhibition of practical knowledge that can be
generally ascribed to specific types of technologies and, more in general, also to
energy and information technologies. The curious thing is, however, that the main
entities responsible for this inhibition are not the specific material instantiations
whereby these metaphors are produced. Cars can, for example be substituted by
bicycles without changing the metaphor according to which “transportation is the
act of moving people from point A to point B in a given amount of time”. The
literal application of this metaphor within cities is alone sufficient to provoke radical
modifications in the landscapes and to drastically limit the infinite ways of transit
that can be adopted by people within these landscapes by expressing their practical
knowledge. This metaphor does so by projecting all the possible conceivable ways
of transit along the common metrics of travelled kilometers/hour either cars, or
bicycles, or trains, or airplanes are used to move people. The same may happen, for
example, when gas boilers and gasoline cars are substituted by heat pumps and
vehicles consuming PVs’ electricity. The production and the employment of these
two different material arrangements can be animated by a same energy metaphor
that can become the ultimate and main constraint shaping the way in which people
address the issue of heating and transit. The different practices that people can
develop to provide for their heating and transit are in this way generally subordi-
nated to standard technical solutions that can be provided by experts of various
kind.

This being said, it perhaps has to be stressed that technologies and associated
metaphors are extremely necessary and useful. It is however also extremely nec-
essary that they can be put among parentheses and subordinated to people

48These examples have been taken from Agamben (2007).

8 Ontological Fallacies Linked to Energy, Information … 199



decisions. To do so, they have to be somehow read in transparency. They have to be
kept at sufficient distance in order to become hopefully able to see how they are
framing and constraining our ways of life. At the same time, however, they have to
be read from the inside. We have to listen to the stories they tell us and we have to
take them very seriously. These metaphors are extremely powerful. They speak to
us and confirm themselves through an immense technical apparatus.

Conclusions and Policy Implications

Energy and information technologies can nowadays allow translating any human,
mechanic and biological activity into extremely abstract flows of information,
energy and matter units.

The evolution of any aggregate at any scale (from the smallest organisms
populating an aquatic environment to the households living in a city, from the traffic
congestions occurring in a road network to the winds circulating in the stratosphere)
can be translated into flows of this kind and be monitored in the smallest detail.

While changing beings populating societies and ecosystems into intricate
streams of abstract entities that can be managed and monitored by computers, these
translations are also at the core of continuous and large scale reorganizations of the
processes whereby people arrange their lives. The benefits that these processes and
transformations can generate to the environment and to societies are huge.

The complex networks generated by energy and information technologies can in
principle integrate on the large scale and up to the microscopic level any aspect of
human and biological life. The possibility of associating a monetary value with the
artificial units circulating within these networks creates incredible business
opportunities which are increased by the fact that the links of these networks can be
bidirectional and allow any of its nodes to manage and inject additional units into
the networks. The classical distinction existing between producers and consumers
of economic goods can be cancelled in this way. Persons integrated into these
complex networks become goods prosumers whose activity is subordinated to the
possibility of having access to the information, energy and matter flow circulating
therein. With a computer and a 3D printer, persons seem to have become able to
fabricate, use or sell whatever they want. Through suitable application service
providers, people can transform their cars into a taxi, their houses into a hotel and
their kitchens into restaurants where human and material flows can be redirected. At
the same time, energy renewable technologies and computer technologies are
assumed to enable everybody to provide for their own energy needs while selling
extra energy units within complex distribution networks regulated by suitable
market rules. The transformative power associated with energy and information
technologies is enormous, and the fascination these technologies have on people,
policy makers and corporate organizations is impressive.

It should however be taken into due account that the complex systems these
technologies constitute can very easily disengage from any form of social control
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while generating artificial dynamics of consumption growth which can also have
extremely negative and large scale impacts on persons and natural resources.

The thesis supported in this chapter is that a fundamental social factor con-
tributing to the creation of these perverse dynamics has to be found in the huge
process of homogenization and reification resulting from the fact that societies are
identified with motors and information processors that, together with the energy and
information resources whereby they function, play nowadays the role of central
metaphors that are constantly taken literally The literal interpretations of these
metaphors reinforce each other within present competitive market settings while
being constantly validated by the huge technological apparatus whereby complex
systems are being socially constructed. These interpretations shape our imaginary
and inform the way communities organize becoming responsible for an increased
dependency on abstract resources units and reinforcing growth in natural resources
consumption.

This being said, it has however to be stressed that metaphors are necessary
constituents of any social aggregate. Languages, rules and institutional settings
established within societies rely typically on metaphors which contribute to struc-
ture personal feelings while connecting these feelings to abstract concepts around
which social aggregates can coalesce. Nevertheless, what differentiates the energy
and information metaphors validated by present complex systems is that they
engage people into a literal interpretation that is practically impossible to escape
and report to a personal experience.

In a time when we are constantly assimilated to computers and are invited to
manage our lives and the environment as multitaskers working under a regime of
resources scarcity, it becomes extremely difficult to explain how these metaphors
can cause the extinction of a variety of sustainable practices while inhibiting the
possibility of making actual experiences of use and habitation. The situation is then
worsened by the fact that the problems caused by their literal interpretation cannot
be identified even by scientists and experts asked to solve these problems. Their
methods and the way they operate is indeed typically the result of this literal
interpretation and represent therefore part of the problem. In a time when existing
complex financial systems are escaping the control of national economies while
increasingly generating situations of extreme poverty, professional managers
mostly formulate solutions supposed to allow increasing monetary flows through
increased monetary investments. In a time when working systems are expelling an
increasing number of people inhibiting any possibility that they can provide for
their necessities and actively contribute to the wellbeing of their societies, people
and opinion leaders mostly just require that these systems provide more work,
without discussing whether the output of this work is actually needed. In a time
when fossil fuels have proved harmful for people and the environment, experts and
scientists mostly point to a massive substitution with renewable energy sources and
to the implementation of energy and material recycling systems that can hopefully
guarantee a continuous growth in the power output of economies, without con-
sidering that this continuous growth is in itself a major sustainability problem.
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These approaches are certainly important, but can serve to solve the problems at
stake only to a very limited extent.

Possible way outs to this social entrapment so far described can only be found by
acknowledging the axiomatic incompatibility of social organizations to the reduc-
tions operated by scientists (including economists) and the fundamental value of
people’s practical knowledge in the definition of solutions to increase their
well-being and the sustainability of their ways of life. As mentioned at the
beginning of this chapter, it is not a question of denying the extreme usefulness of
the technical solutions provided by science. It is rather a question of subordinating
their application to people’s necessities and to the solutions they can develop
through what they know and what they can experience about their context. This
change of perspective requires that policy making re-gains a particular sensibility
allowing that the implementation of abstract solutions is always subordinated to the
specific needs of the specific context. Whilst this change of perspective is in
principle easy to achieve under a theoretical point of view, it remains extremely
difficult to implement in practical terms. It needs that, rather than just inputs, the
outputs of human activities are also discussed and negotiated. In so far as policy
solutions are informed by energy and information metaphors, they are mostly
limited to technical solutions that can be implemented to reduce energy and material
inputs or harmful impacts of these inputs. These solutions are, however, ultimately
functional to continuous growth in resources consumption and, above all, somehow
represent a way to bypass true political and democratic discussions concerning
outputs. Technicalities concerning their design and implementation typically leads
to the exclusion of people’s contribution to their enforcement in very devious ways.
People are typically just involved as passive consumers supposed to change their
individual behaviour. The decision-making processes are in these cases mostly
informed by individual and atomised considerations concerning investments needed
by individuals and collectives to implement given technological solutions.

When sustainability issues are instead faced by taking an economy’s outputs as a
starting point, the problems at stake can in principle more easily become genuinely
political. Energy and information metaphors can be put between parentheses and
people can in principle stop taking them constantly literally. The nature of the
policies that can be implemented to increase sustainability can also change radically
in this way. When adopting the proposed perspective, it can be easily acknowl-
edged that the variety of policy options that can be considered to increase sus-
tainability increases dramatically. Decisions concerning, e.g. where and how to
build a school or how to allow children reaching it that are taken by having the
outputs of these activities as main focus, enable the implementation of plenty of
context dependent solutions reducing the amount of inputs needed. Decisions taken
within school institutions concerning, e.g. how to improve learning capabilities of
people enable to envisage solutions not exclusively relying on the consumption of
natural resources (like those related to the usage of computers, books, etc.). When,
instead these decisions are taken by starting from the inputs, the related outputs
result somehow implicitly frozen. They cannot either be changed or re-discussed,
either because the presence of these outputs is erroneously considered as the
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expression of a not constrainable people’s free will, or because a possible
re-discussion of outputs is seen as potentially detrimental for the existing economic
system. In addition, the implementation of most technological solutions aiming at
reducing inputs is typically promoted to be replicated in the highest possible
number of sites because of the economic interests of involved actors, this situation
typically implying that this implementation can become counterproductive in
several cases (e.g. is it really necessary that all houses, cars and other technical
equipment are replaced by more efficient substitutes when some of them are very
rarely used by their owners? Rather than pretending substituting gasoline cars with
electric vehicles in every circumstance, could not it be better complementing this
approach with an approach focused on the reduction of the needs for vehicles? In
which circumstances specific human practices can be preferred to automated
solutions for the provision of comfort within buildings?). For the way in which the
energy and information metaphors have originated, there is always a close con-
nection between energy, information and monetary considerations impeding that
the need for given outputs and the possibility to increase well-being by reducing
these outputs can be actually discussed. Objects and activities around us seem to be
destined to be immediately transmogrified and converted into an associated energy,
information and monetary content regulating their reproduction and impeding that
they can be manipulated and adapted by people according to their will. This process
of mutual reinforcement among energy, information and monetary metaphors is
exemplary in the case of the ongoing transition to renewable energies occurring in
several countries. Without computer technologies this transition could not have
been even hypothesized. Through these technologies, it becomes possible to
hypothesize that energy produced from highly distributed renewable energy sources
can be managed and redirected to provide the energy inputs needed by whole cities
and countries. Monetary values associated with the units of energy generated from
renewables and managed through computer technologies are then supposed to
provide the main leverage for this transition. The artificial dynamics of growth that
can be generated in this way and the way in which they can dis-embed from any
form of political control are probably considered by policy makers as a minor thing
compared to the environmental and economic benefits expected from them. These
general economic and environmental benefits often lead to neglect the risks gen-
erated by the progressive complexification and homogenization of the energy
supply system (mostly oriented to supply electricity) associated with this transition.
In addition, the need to promote the development of alternative practices that people
may adopt to survive to the anything but infrequent system crashes that can be
expected in this transition do not seem to be object of major concern. It is instead
not so unrealistic to assume that the actual accomplishment of this transition
depends on the possibilities that societies will be given to develop ways of life
allowing them to temporarily and comfortably survive while disconnected from
current energy, information and monetary systems. This condition of temporary
disconnection would be enabled by the huge variety of context dependent solutions
that people may elaborate to increase their well-being while reducing their
dependence on these complex systems by relying on their practical knowledge.
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Chapter 9
Energy and Social Practice: From
Abstractions to Dynamic Processes

Elizabeth Shove

Abstract Energy policies are typically organised around the supply, management
and reduction of energy conceptualised as a singular resource and measured in
standardised units like KWh or Mtoe. This kind of abstraction enables national and
international institutions to collect and compare data on per capita consumption, the
effect of efficiency measures, progress towards emissions targets and the like. The
problem is that such approaches treat energy, and energy consumers, as topics of
analysis in their own right, stripped from the historically and culturally specific
situations in which demand arises. In this chapter I make the case for seeing energy
demand as something that is intimately related to the conduct of social practices,
and thus inseparable from the spatial and temporal ordering of society, and from the
infrastructures and institutions involved. I argue that better understanding of the
dynamic and recursive relation between supply, demand and social practice is both
necessary and important, particularly given the increasing significance of renewable
energy and related challenges of matching peaks in provision with those of con-
sumption. This way of thinking has policy implications. Rather than seeking to
maintain present ways of life (but with lower carbon energy supplies), I suggest that
the longer term goal could and should be that of imagining and promoting tech-
nologies, practices and socio-temporal orders that are compatible with greater
reliance on renewables and reduced demand, accepting that this is likely to entail
the emergence of ways of living that are really very different from those with which
we are familiar today.

Introduction

How energy is known, measured and understood is hugely important for the
development of carbon reduction policies and for strategies adopted in pursuit of
these goals. In collecting and analysing data on the production and consumption of
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energy, national and international organisations work with a limited palette of
standardised metrics, the most common of which are Million Tonnes of oil
equivalent (Mtoe), or million tonnes of carbon emissions. Units like these make it
possible to aggregate and to thereby ‘see’ the extent of the problem and to quantify
and evaluate the impact of steps taken in response. The paradox is that these
arguably necessary methods and approaches prevent researchers and policy makers
from engaging effectively with the multiple dynamics of energy demand or with the
fundamentally different characteristics of renewable rather than fossil fuels.

There is nothing new in the suggestion that theories, methods and paradigms are
inherently selective: in highlighting certain features they inevitably obscure others.
It is also not surprising to discover that concepts and measures are products of their
time: in the energy field, it is no accident that ‘oil equivalent’ is the common point
of reference. As described below, historical reliance on fossil fuel has a bearing on
the terms and parameters of energy-related analysis, and on conceptualisations of
energy as a singular resource that can be allocated, managed and depleted.

It is now so thoroughly normal to represent and account for energy in these terms
that it is easy to overlook the work that lies behind the production of pie charts
showing energy use by sector, of Sankey diagrams depicting the movement of
energy from sources of supply through to end use and consumption or forms of
input–output accounting like those used in attributing carbon emissions to nation
states (Scott and Barrett 2015). It is nonetheless important to remember that pro-
ducing figures like these depends on abstracting ‘energy’ from the range of tech-
nologies and practices in which it is enmeshed and from the multiple settings and
moments in which it is produced, distributed, transformed and used.

Methods of knowing and managing energy that depend on techniques of
abstraction, standardisation and equivalence tend to preclude close analysis of how,
when and where energy demands are made and reproduced. These time-less, or
time-independent representations relate to the tendency to think of energy as a
quantifiable resource and as something that can be stored and used at a later date, as
is the case with fossil fuels. Such ‘purifying’ (Latour 2012) moves make it difficult
to engage with fluctuations in the timing, duration and sequencing of the various
practices that underpin energy demand. These are especially limiting features when
thinking about a future in which renewables have a much more significant role than
they do today. Developing this idea, any really substantial movement away from
fossil fuels almost certainly implies correspondingly substantial shifts away from
resource-based views of energy and from related concepts of efficiency and con-
sumption. Put differently, greater reliance on renewables calls for a major over-
hauling not only of infrastructures and systems of provision, but also of how energy
is defined and understood. In effect a more sophisticated account of energy as a
feature of the situated and dynamic enactment of social practices is a precondition
for comprehending and shaping the timing and the dynamics of supply and demand
(Shove and Walker 2014).
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In exploring these themes, the first part of the chapter discusses the tendency to
treat representations of energy as if they had meaning in their own right. The second
part considers methods of reconceptualising the place of energy-and-practice within
society.

Abstracting Energy

In the span of human history, energy has only recently been isolated and described
in the way that it is today. It was not until the 1840s that previously important
theories about vital forces gave way to a handful of interlinked ideas which
established ‘energy’ as a common point of reference, enabling further distinctions
to be drawn, for instance, between potential, thermal and kinetic forms. The laws of
thermodynamics are part of this tradition, as are understandings of how energy is
transmitted, converted and ‘lost’. Alongside and as part of these theoretical
developments, standard units (e.g. the Joule) replaced what were previously loca-
lised, variable and situated forms of knowledge about horse power, manpower,
candle power, etc.

In the physical and natural sciences, and in policy, energy is now known and
discussed in the singular and in terms that are removed from many and varied
moments and sites of ‘use’. This is reflected in widespread reliance on what have
become thoroughly routinized methods of measuring energy and of estimating
carbon emissions. Units like Million Tonnes of oil equivalent (Mtoe)1 are used to
represent and summarise different forms of energy provision and consumption. The
carbon consequences of a plethora of energy-and-emissions-related activities are
rendered comparable in much the same way, being described in standard units of
tonnes, or millions of tonnes of CO2. It is usual to assume that assessments of this
kind record and capture relevant trends on a global scale, and in a sense they do. It
is nonetheless important to recognise the ‘performative’ character of such calcu-
lations and the forms of averaging and aggregation involved.

By performative I mean that measurement and calculation have an active role in
shaping and framing what count as relevant questions and lines of enquiry: they do
not simply reflect what is going on in the world. They also constitute and sustain
understandings of problems and of potential solutions. Contemporary techniques
typically reproduce an understanding of energy as a finite resource: specifically, as
oil equivalent. As discussed in the next part of the chapter, such representations
underpin ideas about efficiency and consumption which percolate through national
and international policy agendas.

1One tonne of oil equivalent represents the energy content of a metric tonne of crude oil.
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Energy Efficiency

Increasing efficiency, for instance of a light bulb or a car engine, depends on
knowing, with some precision, how much energy is required to produce a specific
result: to deliver a certain amount of light or to enable a standard car to travel a
certain distance under certain conditions. Amongst other things, measuring energy
input and comparing the outcome depends on defining, stabilising and quantifying
‘relevant’ features such as levels and qualities of light or aspects of a car’s per-
formance. The limits and boundaries that are needed to evaluate efficiency also limit
and bound the scope of efficiency-oriented programmes. This works in different
ways.

Since measures of efficiency depend on comparing things which purport to
deliver the same service, changes in the meaning of ‘service’ are consequently out
of view. In practical terms, this means that if items like fridge freezers increase in
size or if they offer additional facilities (ice making, etc.), new protocols are
required to ensure that their efficiency is fairly assessed and compared to other
equivalent models. Because the focus is on efficiency, not on energy consumption,
trajectories of product development are out of scope.

A second related point is that measures of efficiency work with, and thus
reproduce particular understandings of what a car is, or of what a freezer should do.
Focusing on efficiency tends to obscure the recursive and somewhat longer term
co-evolution of technologies and practices. To give a different example, lighting
technologies are implicated in constructing and reproducing ideas about what
constitutes good or acceptable standards and qualities of light: these qualities are
then treated as fixed points of reference when evaluating the relative efficiency of
different bulbs and fittings.

Methods of identifying and enhancing efficiency are designed to isolate and
abstract the ‘energy’ from the ongoing conduct (and transformation) of social
practices of which more and less ‘efficient’ technologies are a part. This result is to
emphasise technological substitution and equivalence of delivery, forgetting that
things like cars, washing machines and heating systems have histories that are
themselves bound up with the provision and consumption of energy. As a result,
and precisely because they depend on stripping energy out of context, efficiency
agendas side-line questions of change which are arguably crucial for any under-
standing of demand.

In measuring efficiency the meaning of useful work2 is stabilised and taken for
granted: all that counts are the means––i.e. the standardised units of energy––
through which this work is done. This separation of means and ends is doubly
problematic in that it disguises the extent to which definitions of service (neces-
sarily black boxed in assessments of efficiency) are shaped by the technologies
involved. The International Energy Agency’s (IEA) suggestion that ‘energy effi-
ciency’ should be thought of as a ‘fuel’ alongside others like coal, gas and oil (and

2Physicists define energy as ‘the means to do useful work’.
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measured in Mtoe avoided) compounds these problems, entailing a further level of
abstraction by treating energy that is not used (because of efficiency measures) as
some kind of virtual supply.

Representing Efficiency as a Fuel

In 2013 the IEA published its first Energy Efficiency Market Report which ‘sits
alongside IEA market reports for oil, gas, coal and renewable energy, highlighting
its place as a major energy resource’.3 Producing this assessment required con-
siderable methodological ingenuity, including setting baselines from which to
estimate the energy that might have been used had efficiency measures not been
introduced,4 touching on issues of rebound (in which money saved by installing
efficiency measures might be used in ways that increase energy consumption
elsewhere), and grappling with the complexity of estimating ‘cumulative’ avoided
energy.5 Having established methods of calculating avoided energy, and having
assessed the costs of installing energy efficiency measures, the report’s authors go
on to calculate what are described as ‘reserves’ of energy efficiency––namely the
catalogue of presently cost effective efficiency measures that have yet to be taken.
As described, ‘the sum of these opportunities at today’s price levels can be con-
sidered to be our “reserves” of avoided energy use. These reserves are analogous to
the world’s stated reserves of oil or gas.’ (International Energy Agency 2013: 30).

Estimates of the extent of efficiency-as-fuel are bewilderingly huge. To quote:
‘Between 1974 and 2010, cumulative avoided energy consumption due to energy
efficiency in these IEA member countries amounted to over 1350 EJ (32 billion
toe).’ (International Energy Agency 2013: 55). Such estimates are also bewildering
in the sense that they peg definitions of service (that is of what energy + tech-
nologies are expected to deliver in terms of heating, cooling, speed, etc.) to a fixed
point (1974) and evaluate efficiency in delivering them, but without acknowledging
that expectations of heat, cool, speed, etc. evolve. This is, perhaps, an extreme
example but the step-by-step logic of calculating the use of efficiency-as-fuel in
units of avoided Mtoe is entirely consistent with dominant methods of conceptu-
alising energy in ways that lift it out of the flow of social practice and out of related
patterns of social, cultural and technological change.

3http://www.iea.org/publications/freepublications/publication/energy-efficiency-market-report-
2013.html.
4Examples include better building insulation, more efficient appliances, light bulbs, etc.
5Here, the challenge is to quantify the energy not used In the year following the baseline (i.e. when
the energy efficiency measure was introduced), and in all subsequent years of the expected lifetime
of the ‘measure’––whatever that might be.
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Energy Consumption and Energy Consumers

The standardising language of energy goes hand in hand with an also ‘flattened’
account of consumer behaviour. Representing people as ‘energy consumers’ rather
than as commuters, home owners or chefs prevents further analysis of how patterns
of energy consumption follow from the enactment of practices as diverse as those of
commuting or having dinner. Instead, all feature as similar if not equivalent
instances of energy consumption. The same applies in the field of transport, a sector
in which it is usual to compare and quantify passenger kilometres travelled.6 As
with units like Mtoe, any one passenger kilometre travelled is equivalent to the
next. Given that it is normal to describe journeys in these terms, policy analyses
rarely differentiate between trips to the supermarket or to school: as a result there is
often no way of knowing whether diverse mobility dependent practices are evolving
in similar or in radically different ways.

Instead, energy consuming behaviours are discussed as if people were also
standardised ‘units’, and as if moments of consumption were, for all practical and
analytic purposes, identical. Consistent with this view, initiatives designed to
modify energy-related ‘behaviour’ routinely suppose that trends and patterns are
outcomes of a handful of generic behavioural drivers, typically including attitudes
towards energy/environment and price (Chatterton 2011).

In all of these, the figure of ‘the energy consumer’ is multiply removed from the
flux of day to day life. Not only is he or she taken to consume ‘energy’ rather than
mobility, heat, entertainment etc., not only is there no historical or situated account
of the technologies and practices involved in travelling or keeping warm, there is
also no recognition of how such practices change and vary or how they come to be
shared across space and time. Instead, increases and decreases in energy use are
thought to reflect narrowly defined commitments to energy conservation or carbon
reduction (Shove 2010), or the price of fuel.

Different discourses, starting from physics but extending into policy, economics
and behavioural science/psychology, reinforce and amplify each other, creating an
impression that ‘energy’ exists as a topic in its own right and that energy is
something that people save, consume and waste. Policies grounded in these ideas
separate ‘energy’ from the multiple historically and culturally specific practicalities
of demand. They work with a view of energy that is indeed ‘oil’ equivalent as
regards processes of using (up), storage and consistency; they take no account of
when consumption happens (units and moments of consumption are equivalent);
and they prise ‘energy’ apart from other forms of consumption, material culture,
technology and practice. As such they are quite unsuited to the problems of
organising and handling energy which is not oil equivalent.

6https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/489894/tsgb-2015.
pdf.
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Renewing Ideas

The share of renewable energy in global power generation is expected to rise to
over 26% by 2020.7 At first sight, variable renewables like solar and wind power
represent useful, low carbon additions to existing energy sources, and it is in these
terms that their actual and potential contribution is generally understood. For
example, the IEA reports that ‘In 2013, world total primary energy supply (TPES)
was 13,555 million tonnes of oil equivalent (Mtoe) of which 13.5%, or 1829 Mtoe,
was produced from renewable energy sources’.8

Despite this description, renewables are not ‘oil equivalent’: they are not
depleted or stored in the same way, the scale of the ‘resource’ cannot be estimated
in the same terms, and there are distinctive and important variations in the timing
and location of harvesting or ‘production’. Since there are significant losses
involved in converting renewable energy into forms that can be transported over
any distance, or stored on any scale there is a distinctive immediacy to the relation
between supply and demand.

These features do not prevent analysts from aggregating and averaging renew-
able energy as if it were fossil fuel (see above). But it is obvious that information
about the average annual output of a nation’s wind turbines is of limited value for
those who are trying to manage and use wind energy on a daily basis. Sometimes
turbines produce a lot of power, sometimes not, and to complicate matters, output
varies from one location to the next.

As one might expect, efforts are being made to ‘tame’ renewable energy,
whether by slotting it into a world of existing policy, provision and practice or by
making it fit established conventions of representation and analysis. In this context
it is no wonder that there is so much emphasis on developing energy storage,
including batteries and electric vehicles, and in using smart grids to help cope with
awkward variations in supply.9

This is not the only way to go. Rather than reproducing a fossil fuel mentality, a
more ambitious and also more challenging response is to re-conceptualise energy––
or to be more precise, to re-conceptualise the relation between energy and social
practice––and to do so in terms that are capable of capturing and characterising
fluctuations, ranges and variations in the extent and quality of supply and demand
across different spatial and temporal registers. Although inspired by the distinctive
features of renewables, and especially matters of intermittency and timing, the ideas
outlined below entail a more deep-seated revision of the terms in which
energy-society relations are understood. Amongst other things, such an approach

7http://www.iea.org/aboutus/faqs/renewableenergy/.
8http://www.iea.org/publications/freepublications/publication/RENTEXT2015_PARTIIExcerpt.
pdf.
9Significant fluctuations in supply only count as a problem in a context in which producers and
consumers are used to thinking about energy as a uniform, oil equivalent resource, and in which
there is an expectation of continuous, uniform and stable supply all year round.
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situates the pursuit of efficiency and helps overcome the limitations of a narrow
interest in energy consuming behaviour. More fundamentally it involves reversing
the tendency to abstract energy or to see it as a separable subject. Instead, energy
(supply and demand) is understood within and as part of a more comprehensive
analysis of the dynamics of social practice. The following paragraphs give a sense
of what such a conceptual renewal might involve, starting with a discussion of the
temporal relation between supply and demand.

Renewing Representations of Time and Energy

One of the problems of radically increasing the share of renewable energy is that in
a country like the UK, peaks of provision do not correspond to peaks of demand.
This begs the question of how and why moments of peak demand come to be as
they are, and of whether they might shift. At first sight, these are not questions
about energy: rather they are about the range of social practices enacted in society
and related aspects of timing, duration, sequencing and synchronisation.

This is not the place to rehearse the ways in which ‘time’ and especially
clock-times have been conceptualised but as Glennie and Thrift explain, time, like
energy, ‘comprises a number of concepts, devices and practices’ (Glennie and
Thrift 2009: 9). Amongst other things, this means that understandings of time vary
and evolve. Contemporary interpretations of time as a measurable, finite but also
abstract resource have a short history, and one that has also revolved around the
production of standards, units and notions of equivalence. These parallel histories
combine in that methods of defining and managing the problems of matching
supply to demand in ‘real time’ revolve around typically ‘detached’ understandings
both of time and of energy.

Smart grids and smart appliances are, for example designed to influence the
timing of energy demand. These and other such strategies suppose that house-
holders and organisations are free to rearrange the standardised currencies of time,
energy and money at will, adapting the timing of energy-demanding practices to fit
the tariffs of the day. The hope, here, is that these techniques will make it possible
to bring the awkward ebb and flow of renewable energy into line. That is, bring it
into line with a set of temporal patterns that are themselves outcomes of an historic
reliance on fossil fuels.

The fact that energy-time management is a tricky business, and that it is often
difficult and sometimes impossible to ‘shift’ the sequences of daily life is not simply
indicative of the fact that social practices are interconnected, coordinated and
synchronised. The further point is that energy-time management strategies are
designed around a concept of time which is as abstract and as reified as that of
energy. These standardised representations have only limited purchase on the flow
of daily life in part because the practicalities of timing and scheduling are not in
some sense ‘outside’ the realm of practice, but are outcomes of it (Shove 2009). To
put it more directly, social rhythms and meanings and experiences of time reflect
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and are reproduced through conventions like those of family life, the week and the
weekend, and the special characteristics of Friday night (Zerubavel 1982). From
this point of view time, like energy, cannot be extracted from the plenum of
practice.

To elaborate, arrangements like ‘the week-end’ or the evening meal are not
natural, they do not arise by accident, nor do they develop in ways that are inde-
pendent from technologies, infrastructures and resources. To give one obvious
example, the widespread provision of electric lighting transformed the length and
standardisation of the working day. In addition, systems of provision along with
infrastructures of power and of transport are typically designed and sized to cope
with ‘peak’ demand. The existence and the persistence of a standard 9 am–5 pm
working day is thus multiply woven into present regimes of energy provision.

Efforts to embed renewables into existing systems and societal rhythms currently
seek to mimic and maintain forms of energy-society relations that are grounded in
an understanding of energy as a temporally stable and reliable resource. Anything
else spells trouble. In particular it spells trouble for established metrics and methods
of measuring and representing ‘energy’, none of which make reference to the
relational timing of supply and demand. This is curious in that matters of timing are
massively important, not for the IEA or national energy agencies, but for companies
involved in energy markets.

One response, and one way of bringing the intermittency of renewables into a
modified version of normally ‘timeless’ ways of thinking about energy is to con-
tinue working with standardised units of energy but to value and qualify them
differently depending on exactly when they are produced and used. A KW at peak
time (KWAPT) is thus not the same as a KW outside of peak time (KWOPT).
Widespread use of new units like KWAPTs and KWOPs would depend on the
production of a standardised, internationally recognised method of assessing the
fluctuating and changing relations between energy supplies and patterns of demand.
Should such measures exist they would complicate global estimates of energy
supply currently represented in temporally ‘flat’ units of Mtoe, but would share
many of the same characteristics. In effect they would fold a standardised time
dimension into already familiar processes of averaging, aggregating and managing.

Another more radical alternative would be to develop a thoroughly relational and
a thoroughly situated understanding of energy-in-use and of energy-in-time that
might actively foster the re-emergence of complexes of social practice and temporal
orders more closely attuned to the seasons and the ebb and flow of renewable
resources. Should they exist, methods of representing relations between
energy-and-the-timing-of-social-practice could not be aggregated or averaged like
Mtoe, or like KWAPs and KWOPs. Whilst this has obvious disadvantages, espe-
cially given the needs and ambitions of national and international organisations, it
would provide an arguably more meaningful representation of the various
socio-technical arrangements in and through which energy is, in fact, produced,
transformed and used. These suggestions have further consequences (a) for
understanding ‘efficiency’, or to be more precise, for analysing the recursive
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relation between technologies and practices, and (b) for comprehending the
dynamics of energy demand in terms that go beyond limited accounts of energy
consumers and their behaviour.

Renewing Ideas About Energy Efficiency

Normal methods of evaluating energy efficiency depend on quite specific forms of
abstraction and boundary-making. Are there ways of reconceptualising relations
between energy (resources), appliances and practices so as to reveal and perhaps
influence their interaction? One way of thinking about this question, and hence of
recovering the possibility of conceptualising the dynamics of energy demand, is to
reconsider the scope of analysis. For example, rather than stripping energy out of
context, and rather than focusing on vehicle efficiency in isolation, it would be
possible consider the energy involved in commuting to work. At a minimum, such
an exercise would draw attention to issues of distance as well as to modes of
transport. Extending the boundary of what is included in a judgement of effi-
ciency––e.g. not the performance of a car engine, but patterns of commuting––
would most likely inspire new forms of policy response and investment.

A second option is to work with different terms and units of comparison. As
explained above, present methods of assessing efficiency depend on comparing like
with like. As such they disguise trends over time. What is needed is a method of
highlighting points of non-equivalence and folding these into a more ‘rolling’ or
dynamic mapping not only of how services are provided, but also of how they
change.

According to Kris De Decker, the current Citroen C1 does about the same
number of miles per gallon (mpg) as a 2CV from the 1950s.10 Whilst the C1’s
engine is much more ‘efficient’ in technical terms, it is used to drive a vehicle that is
heavier, that has windows that wind down, and that has all the features one would
expect of a car today. The mpg would increase significantly if manufacturers were
to put a modern engine inside an old 2CV, but the result would not correspond to
what now counts as a ‘car’. As already mentioned, focusing on engine efficiency
alone, and insisting on comparability, e.g. between the C1 and other similar cars
reveals nothing about how the ‘yardstick’––in this case the meaning of a car––
evolves. Somehow what is required, but also missing, is a means of representing
changing relations between energy-and-service that is sensitive to the recursive and
dynamic relation between technologies, expectations and practices. It is important
not to resort to simplistic notions of function, but it is also liberating to think of how
one might compare the energy involved in drying clothes on a washing line as
compared with a tumble dryer. The obvious objection that these are not ‘the same’
is itself part of the story: as I say the challenge is in part one of reintroducing an

10http://www.lowtechmagazine.com/2008/06/citroen-2cv.html.
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account of difference and of incomparability in order to ‘see’ the changing roles of
energy in society. Whatever else, thought experiments of this kind underline the
point that energy is not used ‘raw’: resources, devices and infrastructures are always
interlinked and are, in turn, inseparable from what it is that people do, how they do
it, and how this changes.

Renewing Ideas About Energy Consumers

Fossil fuel-based policies and analyses treat energy as a commodity and as a
resource. Energy is consequently thought of as something that people ‘consume’.
Quite different issues come into view if energy is reconceptualised as part of what
people do. This is not just a semantic point. The proposition that people do not use
energy for its own sake but always and only as part of accomplishing social
practices at home, at work or in moving around highlights the need for an account
of energy demand as an outcome of social/technical processes, not as an expression
of consumer choice.

The significance of reconceptualising ‘consumption’ in these terms becomes
obvious when thinking about what it might mean to match demand to more
intermittent and more variable forms of renewable energy supply. As already
mentioned, peaks and troughs in demand are outcomes of the collective, not per-
sonal, scheduling of different areas of daily life. Whilst it is difficult, but not
impossible, to imagine a situation in which working hours were seasonally adjusted,
or in which certain activities were commonly re-scheduled depending on the
weather (and thus related to the generation of renewable energy), it is quite out of
the question to think of such developments as expressions of individual choice.

More ordinarily, and because energy is not dis-embedded or separated from
items like cars, freezers or tumble dryers, people do not in any meaningful sense
‘consume’ energy. In essence this means that any representation of the dynamics of
demand is, at the same time, a representation of changing practices. The issue here
is that aggregate trends in energy consumption reveal nothing about the detail of
exactly which energy-demanding practices are moving, in which direction, at what
rate and with what consequences for other interconnected areas of daily life. This
argues for methods of analysis and policy-making which set a concern with ‘energy
consumption’ and with the ‘energy consumer’ aside in order to identify and dis-
tinguish between the processes and relationships at play, for example, in relation to
driving as opposed to freezing or drying. Rather than trying to isolate a handful of
generic factors that propel energy consumption (as if these pertained in all historical
contexts, cultures and contexts) such a strategy would favour a range of different
enquiries, focusing on how specific conjunctions of technology-and-practice cir-
culate (as is the case with air-conditioning and cooling), or on how food chains have
come to rely on a global network of home freezers.

Finally, it is important to recognise that social practices influence each other,
forming what have been described as loosely connected bundles or more closely
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interdependent complexes (Shove et al. 2012). Time use data provides traces of
some of these relations. For example, studies of what people are doing at different
times of day show that a much higher percentage of French people stop for lunch
than is the case in Finland, for example. This collective habit represents a form of
societal synchronisation that has knock-on consequences for the timing and
scheduling of other activities (Shove 2009).

Energy-dependent practices are linked in various other ways, including via
shared reliance on infrastructures of power. Compared with devices and appliances,
which are often practice-specific (a toaster, a freezer), infrastructures like an electric
grid enable the powering of many practices at once. Figuring out how energy is
situated in society is thus a matter of figuring out how resources, appliances and
infrastructures work together and what these conjunctions mean not only for the
lives of individual practices but also for the emergence and disappearance of dif-
ferent forms of inter-practice connectivity. The terms of such an analysis have yet to
be worked out, but it is in any case evident that it is a mistake to think of ‘energy’
consumption as a category in its own right, or to think of consumers as separate
decision-making units.

Renewing Agendas in ‘Energy’ Research and Policy

This chapter has outlined and polarised two very different ways of knowing energy:
one that proceeds by abstracting, the other by embedding.

For the time being, the first approach constitutes what amounts to a dominant
paradigm reproduced in research agendas, journal articles, reports and policies
around the world. Techniques that enable global assessments of trends and
opportunities for decarbonisation consequently depend on (a) stripping ‘energy’ out
of the situations in which it is ‘made’ and used and (b) conceptualising it as an oil
equivalent resource. The understandings that follow feed into compatible, but yet
more distanced or abstracted ideas about efficiency, consumption and behaviour.
The result is a total package of thinking that hangs together but that is progressively
disconnected from what people do. As discussed in other chapters in this volume,
renewable energy has the potential to upset the entire apple cart.

So far the response has been to look for ways of overcoming or obliterating the
practical and theoretical challenges posed by renewable sources. This is likely to
continue. However, there are already signs that the dominant paradigm is starting to
creak at the seams. Some utilities are developing business models that depend on the
provision of ‘energy services’ not resources as such. This depends on a much finer
grain analysis of what energy is ‘for’ and on a more direct and obvious involvement
in when and how energy is used. Real-time tariffs, designed as means of handling
peaks in supply and demand, have new and different roles as the share of variable
renewables increases. At some point it may be truly meaningless to try to describe
energy without reference to social–temporal rhythms of generation and use.
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Likewise, the efficiency agenda, to date a mainstay of energy policy is subject to
a number of increasingly powerful critiques. These generally revolve around issues
of rebound, suggesting that efficiencies are likely to be counterproductive in the
longer run. But the limitations of side-lining more fundamental changes in what
energy is used for over time are also coming into view. There are obvious political
advantages in promoting efficiency––who could object to the idea of using less to
achieve the same?––and equally obvious risks in broaching issues of how expec-
tations change and of whether conventions and practices can or should be steered.
But sticking to the seemingly ‘safe’ ground of efficiency is itself an intervention:
effectively stabilising and reproducing specific interpretations of ‘need’ (e.g. of
what makes a car, what a freezer should do). Meanwhile, efforts to modify con-
sumer behaviour (as defined above) putter along, disregarding major developments
in the spatial and temporal ordering and organisation of daily life, and instead
showing up as marginal (e.g. 5–10%) reductions in energy use, as measured against
a fictionally stable benchmark.

Would it really make sense to scrap all talk of Mtoe or Joules and start from
scratch? And if so what might an alternative involve? Ironically, some clues are to
be found in physicists’ definition of energy as the means to do useful work. Work
can, of course, be reduced to a small movement, or to a shift in temperature, but
there is scope for developing a more historical and sociologically sophisticated
interpretation of the concept of ‘useful work’, and of the practices that constitute it.
Emphasising this part of the definition, i.e. the useful work, not the means, rein-
troduces the possibility of appreciating that energy has no abstract meaning, but is
instead always part of some practical undertaking––some form of practice or ‘work’
broadly defined. Such a move would make it possible to recognise that interpre-
tations of ‘use’ develop and change alongside the means of provision.

I am not sure I can imagine an international agency of useful work, not least
because the practices that constitute ‘useful work’ have localised and differentiated
dynamics, though some aspects may indeed be international. However, it is not too
difficult to think about what new style ‘energy’ policies might entail at other scales.
For a start and as indicated by the quotation marks, they would not be confined to
departments of energy. Instead, such strategies would recognise that many different
areas of policy-making have a hand in configuring and shaping trajectories of
practices and practice complexes that matter for the timing of what people do and
for the technologies and resources on which those doings depend. In other words,
the development of a paradigm anchored in practice depends on taking the ‘en-
ergy’––as an abstract and reified concept––out of energy policy. Research and
policy would no longer focus on identifying opportunities for substitution (e.g. with
renewables), efficiency or marginal behaviour change, all geared around present
practices and ways of life. Instead, agendas and programmes would form around the
challenge of imagining and establishing configurations of technologies, practices
and socio-temporal orders that would be compatible with greater reliance on
renewables and with reduced demand, accepting that the result might involve the
emergence of ways of living that are really very different from those with which we
are familiar today.
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Chapter 10
Radical Transitions from Fossil Fuel
to Renewables: A Change of Posture

Timothy Allen, Joseph Tainter, Duncan Shaw, Mario Giampietro
and Zora Kovacic

Abstract The transition from fossil fuel to renewable resources is more difficult
than it at first appears. It is not just a pressing issue of policy and governance; it is a
special case of a whole raft of problems that press contemporary society in tran-
sition. The trap is that fossil fuel and renewables both are matters of energy in the
service of human society, but they are essentially different. The issue invites giving
privilege to an engineering level of analysis which is not special except it is reg-
ularly chosen by experts. The justification for the privilege of energy as understood
by engineers is reification of that level of analysis. Reification in turn leads to an
assertion of a situation in material terms, when it is in fact an abstraction. More data
do not help if the situation is not material; it is not a data problem. Dominant and
recessive genes are not a data problem as conventionally conceived, so the errors
coming from reification are commonplace. It has led to 60 years of misconception
in the Darwinian new synthesis. The effects of genes do not simply cascade up to
phenotype, but instead pass through a hierarchy of physiological processes.
Similarly, joules do not simply cascade upward to give sums for fossil fuels and
renewables that are equivalent and straightforwardly comparable. The critical
complication is the distinction between energy sources versus energy carriers.
Embedded in all this are the purposes of energy use. Wheat is an energy source,
flour is a carrier, but horse feed uses the source while making cake uses the carrier.
At each stage, there are grammars that act as constraints on sources and carriers.
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The language of fossil fuel use is different from renewable energy use. The refer-
ence systems for time and energy are simply different. To bring energy systems into
equivalent terms, it is crucial that the language of energy capture in the environment
be distinguished from language of energy currency inside the system. Energy use is
a complex system because it requires more than one level of analysis, with no
simple nor necessary translation between levels. Fossil fuel is so fundamentally
different from renewable because fossil fuel is simply consumed while renewables
must be hugely processed outside the system. These ideas are remarkably general
because goods are carriers of service.

Introduction

There is something very different about fossil fuel and its high return on effort
(EROI) as opposed to renewable resources with their lower EROI. One face of
fossil fuel and renewables would appear to be only different sources of energy. But
the difference between them invokes complexity, and that denies the two forms
being simple counterparts. Complexity presents difficulty in mapping a transition to
renewable energy from fossil fuels because discontinuities deny a simple rescaling.
There is an asymmetry between them that puts the respective sorts of resource in a
relationship that invokes discrete dissimilarities, which deny a unified treatment. All
this is very confusing, because on the face of it they are simply different sources of
mechanical force unified through capture and use of energy. Fossil fuel and
renewables would seem to be simply materially different, but they are not. They are
apples and oranges while both are still fruit. The implication is that they are simply
different sorts of energy, with energy as the reference for comparison, but it is not
that simple.

This paper moves across several areas of discourse: engineering, energetics,
ecology, and the philosophical nuances of epistemology and reification. We see a
commonality between business creating goods to satisfy desires and the function-
ality of postal services, and relate all this to energy offering services to society. We
choose examples from complexity as it arises in ecology and genetics. We contrast
rate-independent grammars with thermodynamic flux. We contrast energy sources,
such as grains of wheat, with energy carriers such as flour. We are conscious that
the tensions raised in energy use challenge what society will tolerate politically.
And yet this is not a grab bag. In all this, we circle around the issues of energy types
situated at different levels in a complex system. Different levels cannot be easily
connected and have to be explicitly linked for each example. Simple summation to
move across levels is simply delusional. The very diversity of issues raised indi-
cates we are addressing a particularly general problem. All this ties tightly into the
tension between using fossil fuel on the one hand and renewable energy on the
other hand. The problem here is the usual raft of difficulties and misconceptions
surrounding complexity. Complexity is widely misunderstood as being a material
issue; it is not, and that is whence comes the difficulty embodied in complexity.
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Tainter and Lucas (1983) made the same point for significance not being material.
Mind you, once something has been recognized as significant, material findings do
allow for some material situations to have more of what it takes to be significant
than others, but that is a different discussion that arises only once significance is
recognized as not material. Concepts do collide with experience such that we can
invoke materiality. Similarly, once we have asserted complexity by asking a
question, tooling up to define the situation in material terms actually destroys the
intrinsic uncertainty and discontinuity that was in the original conception of
complexity. Complexity arises from the point of view that is taken, leaving some
significant aspects undefined. The situation degenerates from full blown complexity
to mere complicatedness when definitions are imposed. The whole problem appears
to be in understanding the role of the observer’s cognizance in a complex system.
What does the observer do in assessing quality of resources that confuses the
situation so that it is not a simple sum of energetics?

Reification

The muddle comes in reification of concepts. Reification is a common problem in
biology and ecology. In their recent book, Allen and Hoekstra went back to Arthur
Tansley who wrote about reification in ecology as early as 1926.

One last point, we must always be aware of hypostasizing [reifying] abstractions, that is,
giving them an unreal substance, for it is one of the most dangerous and widespread vices
through the whole range of philosophical and scientific thought. I mean we must always
remain alive to the fact that our scientific concepts are obtained by “abstracting from the
continuum of sense experience,” to use philosophical jargon, that is by selecting certain sets
of phenomena from the continuum and putting them together to form a concept which we
use as an apparatus to formulate and synthesize thought. This we must continually do, for it
is the only way in which we can think, in which science can proceed. What we should not
do is treat the concepts so formed as if they represented entities which we could deal with as
we should deal, for example, with persons, instead of being, as they are, mere thought
apparatuses of strictly limited, though of essential value.1 Thus a plant community is an
essential concept for purposes of the study of vegetation, but is, on the other hand, an
aggregation of individual plants which we choose to consider an entity, because we are able
to recognize certain uniformities of vegetational structure and behavior within the aggre-
gation by doing so. A climax community is a particular aggregation which lasts, in its main
features, and is not replaced by another, for a certain length of time; it is indispensable as a
conception, but viewed from another standpoint it is a mere aggregation of plants on some
of whose qualities as an aggregation we find it useful to insist… But we must never deceive
ourselves into believing that they are anything but abstractions which we make for our own

1Footnote (of Tansley): A good example of the hypostatization of an abstraction, exceedingly
common 40 years ago, but now happily rare, is the treatment of the process of natural selection as
if it were an active sort of deus ex machina which always and everywhere modified species and
created new ones, as a breeder might do with conscious design. Tansley (1926, pp. 685–6, his
emphasis and quotation marks).
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use, partial synthesis of partial validity, never covering all the phenomena, but always
capable of improvement and modification, preeminently useful because they direct our
attention to the means of discovering connections we should otherwise have missed, and
thus enable us to penetrate more deeply in the web of natural causation.

In biology, reification comes from the misunderstanding surrounding material
systems. It is universal. For example, almost all biologists think that dominance of
genes is a material issue. It is in fact a normative judgement not a material fact that
is accessible through data. Most problems in biology are not data problems. Once
we have decided that a gene is dominant, then there are indeed material happenings
that follow, but they do not determine which gene is dominant in the first place; that
is a distinction at a higher level of analysis. Dominant versus recessive is a prior
compression into the surrounding human values that make the context. Only then
can we see how the gene works in a material fashion. The problem for dominance
being material is all genes are dominant for the protein for which they code, and are
recessive with regard to what all other genes code. Sickle cell anemia is almost
always seen as recessive relative to the normal gene for red blood cells, but a
wrinkle is that it offers resistance to malaria in the heterozygote. With regard to
resistance to malaria, the sickle cell gene is dominant. It is never called dominant
because the homozygote is lethal. Dominance carries baggage of “normal,” “pre-
dominant,” or “beneficial.” All these are normative values. If the issue is malarial
resistance then sickle cell is a dominant gene. It may seem we are raising a special
case, but sickle cell is only distinctive in the way it forces an intellectual dilemma.
We use sickle cell because it is a powerful pedagogical device in an arena where the
conventional mistake is held particularly vehemently.

For over 70 years the new synthesis of Darwinian genetics has held sway with
Darwin police making sure heretics are burned, in academic terms. The new syn-
thesis is now in tatters, as physiologists (Noble 2013) have shown that genes do not
have the material effect that was given them by orthodoxy. Lamarck’s acquired
characters are looking less like a failed competitor to Darwinian concepts. The two
evolutions look more like an alternative conception that is not competitive, and
explains certain common situations. As with dominance, there is some material
consequence to genes, but it is always after decisions about privilege have been
made. Significance and privilege always reside at the hierarchical level above the
discourse. Allen has written extensively on hierarchies (Ahl and Allen 1996; Allen
and Starr 1982; Allen and Hoekstra 2015).

Levels of Analysis of Energy

One source of reification is from those who calculate energy and like issues by
giving a privileged position to some arbitrary judgement only because it is a
commonly accepted benchmark. Almost everyone agrees as to the units, and that is
taken as justification to make them real. For instance, some of the authors of this
chapter were at an energy meeting in Porto Venere in 2002 where world class
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exergy experts were insisting on a certain value for exergy of a can of gasoline.
Exergy is the amount of work that can be done (it is explicitly not the inverse of
entropy). The expert insistence was because the calculation for getting work out of
gasoline is based on the assumption that one will burn it all the way to what is
mistaken to be the real dead state, down to water and carbon dioxide. And with that
assumption in place the experts were right, there was only one valid number for
exergy with complete oxidation. But they had forgotten a prior assumption about
how the fuel was going to be used. Giampietro mocked the energy engineers by
setting his narrative on an island, thus making for a closed system. But in the story,
Giampietro had nothing to light the gasoline and anyway burning it to cook food
was not the issue. The can was used to kill a rabbit by hurling it at the animal.
Clearly, the exergy involved in killing the rabbit was not the same as that involved
in burning gasoline.

In the world of physical phenomena, such as energy systems, the tangible
properties of the phenomena in question encourage reification of the concepts
employed, e.g., the units of energy. In the world of digital services, like web site
design and ecommerce, the phenomena of interest are services which are obviously
virtual rather than material. And they are more commonly accepted as being sub-
jective (Allen et al. 2013). Services and the systems that produce them are much
more malleable than products, they can be customized to fit the needs of a specific
individual and they can be produced as and when required. Modern digital services
are commonly personalized for specific users because users value a service that fits
their specific contexts—their situation, their needs and their timing. It is clear that
the relationship is malleable. The exergy involved in killing the rabbit—using the
kinetic energy of the can transferred to it by the muscles of the desperate hunter—
was not the same as that involved in burning gasoline because of the decision of the
different users. This is subjectivity that is based on each user’s capabilities for using
exergy in different forms.

Beyond sentient decisions of humans, subjectivity matters in biological systems
because life plays with the dead state of its fuel. So do social systems that use either
fossil fuel or renewable energy. Active manipulation of the dead state is more
obvious in society with its sentient humans at work making decisions, but it hap-
pens in biology all the time. For instance, yeast given free oxygen can reduce sugar
down to the generally accepted physical dead state of water and carbon dioxide. But
without free oxygen yeast must ferment the sugar down to carbon dioxide and
ethanol as the dead state. The fact that ethanol will still burn is beside the point. As
far as yeast is concerned ethanol is the dead state. It all depends on the significance
of the fuel for the user. Another favorite of Giampietro is to point out that there is
no exergy in a gallon of gasoline if your mode of transportation is a donkey cart.

So the difficulty in calculating energy in a shift from fossil fuels to renewables is
that the units of energy are not the same across the divide and so are not additive.
The change means a shift in who is using renewables. That changes the calcula-
tions, including information as to what these new users would find usable and
useful. It is an information issue rather than a material shift. Like any ecommerce
web site, energy use suggests products that anticipate what a customer needs.
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Reification of Time

Much as the units of energy use and capture, time also is labile and cannot be
reified. This adds to the dilemmas of switching from fossil fuel to renewable
resources. Time does not progress at the same rate in different phases of ecological
progress, and it is open to subjectivity. H.T. Odum worked hard to try and keep
time and energy as measurable in certain units for consistency. In his maximum
power principle, Odum notes that capital builds in ecological systems that organize
to protect the capital. Trees have devices that preserve capital by discouraging fire.
Odum makes the distinction between capital and liquid assets. There is a specific
phase when capital declines because it is converted to liquid assets. Liquidity
matters because it can easily be spent, and always is in short order. In all this Odum
moves forward in fixed time units. Sometimes changes are slow, as in accumulation
of capital, but at other times capital is quickly converted to liquid assets. But all this
is expressed by Odum in the progress of just one set of time units. C.S. Holling has
an equivalent scheme, called panarchy, where he plots capital against organization.
He slowly reaches a K phase where capital is great and is protected by organization.
Holling, unlike Odum, does not distinguish capital from liquid assets; it is all
something that can do work under transformation (Fig. 10.1a, b). When Holling’s
K phase collapses he notes capital suddenly declining. But then in a surprising
switch, Holling’s capital re-emerges, but in a disorganized state. After the forest
dies, a new capital appears in the body of dead trees which decay faster than they
grew. They are dead and so have no means to defend their capital. Holling with his
dead trees is in fact speaking of ecosystem liquid assets, which are not protected.
Quickly Holling’s capital-come-asset is used up. Holling uses a Lazy 8 figure where
the cycle is slow as it creates capital, but whips around fast from collapse to
re-emergence and on to loss of “capital” and organization. So for Odum, time
marches on, where for Holling the move to other phases suddenly speeds up or
slows down. Time is different for Odum and Holling, even though they are studying
the same general pattern in just one material system.

So Odum keeps time moving forward in a way that addresses rate-dependent
phenomena of flux and consumption. Holling’s system moves forward from one
rate-independent event to another. Both are descriptions of the passage of time. We
make the distinction between high and low gain (Allen et al. 2001) which is
exquisite in distinguishing energy inside versus outside the system. High gain takes
in ready-made fuel for great profit. Low gain takes in low quality material and
needs to process it to make fuel (like agriculture makes sunshine into something to
burn). Fossil fuel and its use is a high gain, rate-dependent description. The system
is governed and predicted by limits on the rates of flux. Renewable resource cre-
ation takes in low quality resources and has to make it into fuel. Low gain con-
sumption is a matter of applying constraints on flux to increase efficiency. Low
quality resource is first forced up a gradient to become more concentrated. Resource
is captured and processed to turn it into fuel by the imposition of constraints. Such a
scheme is governed by efficiency, and that turns on favored states, which are of
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course rate-independent. So renewable resource use is best seen as a sequence of
rate-independent, but time-dependent events. It is best treated with a narrative rather
than models. Fossil fuel is therefore fundamentally different from renewable

Fig. 10.1 a Holling’s Lazy 8 narrative, which has come to be known as panarchy (Holling 1986).
The Lazy 8 scheme is really a narrative, not a model. Capital builds, is destroyed, and then
re-emerges as disorganized capital (did it ever disappear?). The track is from r to K, to X, to a, and
back to r. At K, the system has much capital but is brittle and fragile. As in all fragile systems,
collapse to X is fast. At a and K, capital is high. At a H.T. Odum (1995) would say that capital is
converted to liquid assets. For Holling, the distinction is that a is not organized. b More like a
model than Fig. 10.1a’s narrative, Odum’s maximum power principle plots capital on one line and
liquid assets on the other. The two lines sidestep the inconsistency of panarchy, making it more of
a model. In terms of high and low gain, K to X is the high gain harvesting of standing crop. But the
whole cycle for r to r is a low gain scheme that keeps r to K growing with maximum power. From
X–a to r–K is not just a passive phase of not harvesting; it is part of the low gain strategy of
maintaining maximum power. While the panarchy cycle has fast and slow transitions, Odum’s
scheme moves through time at the same pace, but the passage across the narrow (short time) a
peak is where panarchy cycle appears to speed up. Without the X and a phases where there is lots
of action, both systems would stagnate at K. Odum says maximum power always pertains. After
Allen and Hoekstra (2015)
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resource, all the way down to the passage of time and what is inside versus outside
the system. Entities that use fossil fuels must have boundaries differently defined
from those using renewables.

We invoke here notions of grammar. With regard to the switch to renewables,
different perspectives on time will interfere with translation. Odum’s sidereal view of
time changed to Holling’s organizational perspective is a way to translate a
time-based view into a view of energy systems that substitutes organizational
complexity for time. The benefit of this is that organizational complexity can be
mitigated using common digital platforms. Using platforms to solve “dating prob-
lems”—like how to fit a specific individual’s needs to specific service sources—
needs a grammar, i.e., an interchange mapping model. Units of use of fossil fuel are
unlikely to be the same as units of time for generation and use of renewable resources.

Grammars at Different Levels

Giampietro has been able to aggregate units (of energy, water, or food) to reach
upper levels. His research group achieves this by developing a grammar for energy,
water, and food. The grammars specify units of time, allowing them to remain
comparable. The point of tension here is that energy flows in a rate-dependent
manner while grammars are rate-independent constraints. The grammar gives rules
for aggregation in relation to particular contexts (Holling and Odum used alterna-
tive grammars). In Giampietro’s example, there is a grammar that says donkeys can
burn hay down to feces, but not gasoline. Fraser and Kay (2004) developed a set of
different definitions for exergy, variously limited by rules and usefulness for given
purposes. With all the changes in type and vehicle for energy transfer, regular
engineering cannot work with moves over to wind, wave, solar, or thermal and still
keep the units straight. All this involves shifts between levels in a hierarchy. If we
are working with hierarchies, it might be a good idea to develop a practical theory
of hierarchies.

If renewable energies are to substitute for fossil fuels one must identify how
particular instances of reification are so damaging. First, what is meant by energy?
We distinguish between primary energy sources (such as oil, coal, gas, wind,
waves, and solar radiation) and energy carriers (such as gasoline, electricity, and
heat). In food, primary energy sources can be understood as wheat, and energy
carriers as flour. One kilogram of wheat is not equivalent to one kilogram of flour
for two reasons: (1) one kilogram of wheat is of no use in baking a cake, one must
first make the flour—the process matters; and (2) processed wheat (flour) is of no
use in feeding an animal; other byproducts are used for feed—purpose matters. The
usefulness of the units used to measure the quantity of wheat, or of a primary
energy source, depends on its end use.

In terms of energy, alternative energy carriers require different production, and
different energy carriers have different end uses. In talking about the transition to
renewable energy in terms of primary energy sources, these two important
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distinctions can be missed. Using a gallon of oil to produce gasoline is not the same
as producing electricity from burning oil. Using wind and solar radiation to produce
electricity does not mean that all end uses are provided (one still needs gasoline for
cars, gas for heating, hay for feeding animals, etc.).

The distinction between primary energy sources and energy carriers as well as
between different end uses leads to a second issue: how useful is it to measure
everything in terms of Joules? The use of the same unit of measurement makes the
quantification of energy problematic as it does not provide the conceptual tools
needed to distinguish between different forms of energy. At the same time, the use
of quantitative measurements gives a false sense of objectivity to the description,
inviting reification.

Once the differences in processes and end uses are taken into account, the
viability of a transition to renewable primary energy sources becomes most difficult
to assess based on the availability of technological solutions. That is, even though it
is technically possible to produce electricity using photovoltaic panels, wind mills,
water turbines, etc. this information cannot be used to infer that the above energy
production processes will satisfy the variety of end uses in society. It may well be
incompatible with the resources available (labor force, primary energy inputs, etc.).

The way around reification is translation. Giampietro et al. (2014) have devel-
oped grammars to translate units of energy, water, or food, and we have developed
grammars to translate between time and organizational complexity. These gram-
mars could be the basis of a digital translation platform that would enable diverse
sources and diverse users of renewables and fossil fuels to get, buy-in, plan, act, and
operate.

To explain one of the pillars of this platform, an analogy with the delivery of
mail is useful. To use Fig. 10.2, one works around the sectors of the figure in a
counterclockwise direction. The distinctions are between moving in and out of the
environment and system (horizontal movement) on the one hand, and moving from
inputs to outputs (vertical movement) on the other hand. Figure 10.2, represents a
mail delivery system divided exquisitely into two parts. (1) Actually delivering
letters inside the society are postmen playing a role in society. (2) This is in contrast
to the context of mail delivery, the society at large served by the mail system. So
there is a subtle change in level of analysis: who does the work and how, as
opposed to how much work is to be done. In the upper right quadrant of Fig. 10.2 is
the total population and the total mail received by that population in one year. That
is the context in which the actual delivery of mail by postmen operates. The letters
received per capita can be defined as the rate of mail consumption by that popu-
lation (20 letters per capita per year). Moving to inside the societal system, the
upper left quadrant shows the percentage of the population that works as postmen.
Outside the system the lower right quadrant shows the percentage of annual flow of
letters delivered per day. Finally, the lower left quadrant represents the letters that
each postman must deliver per day in order to support the rate of mail consumption
of the population. The latter can be defined as the intensity of mail supply (16 letters
per capita per day) (after Giampietro et al. 2012).
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This representation makes it possible to visualize the forced congruence that
there must be between the different quadrants that represent input and output
segments. It is forced because once three quadrants are specified the fourth is fixed
in a zero sum game. That says, in terms of energetics, in a transition to renewable
energy it must all add up. That seems to be obvious enough, but in an elaborate
change of energy source, energy vehicles, and uses for energy it is easy to forget
this or that translation such that “It does not add up,” even if it is mistakenly seen to
do so. In the mail system, a change in any of the parameters causes a change in the
rest of the system. For example, an increase in the flow of letters per year, would
require either that a higher percentage of letters is delivered per day leading to
longer working hours, or that the mail delivery system is improved leading to a
higher rate of letter delivery per postman per day, or that more postmen are hired
leading to a decrease in employment in other economic activities, or to the
employment of people from the nonworking population.

Similarly, in the case of energy, one can plot the total population against the total
energy throughput—measured in energy carriers in order to refer to end uses
(Fig. 10.3). A transition toward renewable energy sources, based on the available
technology (a fixed slope of the curve in the lower left quadrant), requires a higher
flow of primary energy sources per Joule energy carrier produced. This is due to the
fact that fossil fuels have a much higher energy return on energy investment than
solar radiation and wind. As a consequence, the slope of the curve in the lower right
quadrant would change leading to a lower total energy throughput, which would

Fig. 10.2 Mail delivery system (after Giampietro et al. 2012)
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affect food production, manufacturing, and living standards, or would require a
higher portion of the human activity to work in the energy sector. This change in
proportions would either increase the working hours of those employed in the
energy sector, take away from other economic activities, or require the employment
of the nonworking population (children, retired people, etc.).

The scenario presented highlights some of the constraints that would be forced
by a transition toward renewable energies based on current technologies. This
representation is based on the relationships of congruence between the system as a
whole and its parts. This is different from quantification of energy flows as an
abstract category. In our representation, it becomes possible to distinguish between
the energy used by the energy sector to make energy carriers, and the energy
available to the rest of society. A finer grain of analysis can be used to distinguish
among different end uses in society.

Our representation does not give any indication about which technology should
be developed and how, but it does make it possible to assess the possible constraints
to the large scale application of available technologies. A further issue is raised as a
completely separate concern, scale of analysis. Which scale is the most useful?
Reification occurs in the muddling of different levels of analysis in the assessment
of renewable energies. The use of renewable primary energy sources refers to a
particularly low level of analysis: that of the technical processes used to produce
energy carriers. Questions about the transition toward renewable energies refer to a

Fig. 10.3 Energy system (after Giampietro et al. 2012). Total population against the total energy
throughput—measured in energy carriers in order to refer to end uses
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much higher level of analysis: that of the reproduction of society as a whole, which
attends to a plurality of end uses through a plurality of processes. So in order for
any solution to be useful, it must encompass the higher levels of society’s energy
production as well as lower levels of energy carrier characteristics and users’
capabilities to use different carriers.

Endosomatic and Exosomatic Energy

We have mentioned high versus low gain energy. The difference turns on resources
coming into the system, as opposed to raising the quality of the resources within the
system. Fossil fuel comes from without the human system, while sunshine is better
seen as inside the ecology of humans living in an ecosystem. Lotka (1956) pro-
posed the distinction between endosomatic metabolism (the food energy converted
inside the human body) and exosomatic metabolism (the energy converted outside
of the human body but under human control to perform work). Exosomatic
metabolism has greatly changed thanks to the industrial revolution. “For example,
when driving a tractor a farmer can deliver in one hour a flow of power that is a
thousand times larger than the endosomatic power delivered in one hour of manual
work.” (Giampietro et al. 2012).

In relation to renewable energies, the question is whether renewables would
make it possible to maintain the same exosomatic metabolic rate as fossil fuels.
With the current technology, this is not possible, and it is for strategic not tactical
reasons. Tactics would be about technical invention and efficiency. Strategies
would have to recognize the fundamental differences between fossil fuels and
renewables. Here we again make the distinction between high gain systems that use
a ready-made fuel, as opposed to low gain systems that must aggregate and process
low grade material into fuel. The process of concentration of the fuel in high gain
systems is done by some external system. Crude oil is created by natural processes
over many millions of years. Renewable energy is too low quality to use it as a fuel;
rather it is a low gain, low quality input that must be processed, often involving
extensive transportation. Fossil fuels we burn, but renewable we must make into
fuel. Renewable energies have a much lower metabolic rate than fossil fuels (again
the steeper slope of the curve in the lower right quadrant of Fig. 10.3). For example,
when thinking of biofuels, the suggestion is to go from an exosomatic metabolism
(burning oil) to an endosomatic metabolism taking place within the plant (which
requires water, fertilizers, time to grow, before it can be harvested, processed, and
burned). Fossil fuels are focused, while biofuels are extensive so that gathering is a
much larger part of the enterprise.

In his conclusions in Drilling Down, Tainter expresses these arguments in
similar terms, emphasizing how renewable energy will have huge environmental
impacts. Tidal energy:

232 T. Allen et al.



could mean treasured coastlines would need to be engineered to become industrial envi-
ronments. Renewable energy that gives the same power per person as we enjoy today
would not be free of environmental damage. Indeed, in the large land areas that it would
require, renewable energy would cause more environmental damage than that caused by our
use of fossil fuel.

Tainter argues extensively that money and energy are in a sense the same thing
(Tainter and Patzak 2012). Much as concentrated heat from burning coal can be
dissipated in doing work in a steam engine, gold in treasuries can do work by being
degraded into copper coin, and then dissipated in the payroll given to a diffuse body
of individual workers. The second law of thermodynamics applies to energy and
gold. Furthermore, the accumulation of energy can also accumulate treasure. Excess
agricultural production can be stored in a transformation into precious metals;
miners are fed on surplus food. Tainter suggests that a mere 5% decline in energy
availability in the transition would bring about financial distress as large as the great
recession of 2008 (Tainter and Patzak 2012). To put it in perspective he reports
street lights turned off, roads returning to gravel, teachers laid off, and:

Britain is eliminating whole agencies of government, and planning to implement the most
drastic curtailment of public services since World War II. All this is happening at a time
when energy is still abundant and relatively inexpensive.

All of industrial society will be reorganized. This is not just a change of energy
sources. Cities in decline are already reorganizing so that the rich return to the city
centers. The poor are moved to the margins. In Europe, the rich never left.

The central problem here is as much cultural as anything. Even in economic
recovery the less educated in the United States are angry and supporting an overt
loss of reason and civility reminiscent of Germany in the early 1930s. And times are
not yet hard. The kudos of quantification in science and engineering allows sci-
entists to “prove it!” Able to prove it, experts feel obliged to do so. That has two
effects. First, it slows down the progress achieved by experts. Second, it narrows
scope so it applies to the proof. It is not that the conventional approach is illogical;
it is that it is cast at such a local scale as to have limited utility in addressing the
pressing questions of our energy future. Some changes will involve quantitative
differences. But complexity invoked by the pressing questions means we must use
qualitative approaches as they become necessary.

The General Condition

We can generalize our discussion to show how ubiquitous are the points we make.
There is a similarity to Vargo and Lusch’s (2004, 2008) argument that products are
just service carriers, i.e., products are vehicles to achieve “what is needed to be done”
for users (2004). In the world of ecommerce where products and services are sold on
web sites the problem is called “personalization.” Personalization is based on
understanding each service user’s individual context, which is the reason for the
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modern corporate thirst for customer data. Customers increasingly expect to consume
product and services, especially digital services, that fit their exact needs. This applies
even if customers do not know their own needs themselves. “Google Now,” a product
of Google, is a good example of an advice service that can give advice before you even
ask because it has enough data to understand your individual context.

The problem of fitting the characteristics of specific energy carriers to specific
energy users at specific times and in specific situations is a translation problem. It is
a mapping and interchange problem. In ecommerce, multinational firms have many
different country web sites and if a change is made on one then it is common for all
others to need changing. But human translators, who are capable of translating
cultural concepts not just words, usually speak only a pair of languages. So any
translation project—a document or a whole web site—requires a specific config-
uration of translators and their language pairs. And projects can last minutes or
weeks. Shaw and Holland (2010) have explained how this boils down to a real-time
matching problem, like a dating web site, and how digital platforms can facilitate it.
Transitions in energy is not just a matter of energetics, it is a huge matching and
translation problem.

Carriers are what users use; they do not generally use sources. What matters are
the characteristics of energy use that fit a user’s needs. This is a translation problem
that could be eased by a digital platform. That platform uses information describing
the characteristics of energy carriers and the contexts of energy users at two levels:
(a) fit specific sources to users and to (b) aggregate all these specific matches to
higher levels of matching, for insights about policy. At the heart of such a digital
platform are the ideas that we have described including energy aggregation
grammars, time to organization mapping and values forced by fixed sums. We note
that Figs. 10.2 and 10.3 are implementations in just two dimensions of interest.

We warn against reification because it canalizes conception and so action to a
few and often just one level. In our more open view, we give several methods for
translation (using grammars) and a method for seeing the big picture at different
system levels. The grammars translate between carriers’ characteristics and a user’s
need/abilities. The method of Figs. 10.2 and 10.3 helps one to see the implications
of this. Together, these methods can be made into a technically simple and highly
scalable web platform to get buy-in, spread the word, and support decision-making.
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Chapter 11
An Analysis of Everyday Life Activities
and Their Consequences for Energy Use

Jenny Palm and Kajsa Ellegård

Abstract In this chapter, we discuss the need for deeper knowledge about the
relation between people’s daily activities and their electricity use and how to
increase our knowledge through time use surveys and the visualization of aggregate
activity patterns. To understand people’s energy consumption and how to improve
energy efficiency or reduce demand during certain peak hours requires an under-
standing of households’ daily activity patterns. The activity patterns can be revealed
when people keep time diaries, from which we analyze where, when, and for how
long specific energy-related activities occur. In this chapter, we discuss how energy
consumption varies in the course of the day and differs between people in different
age groups. This has implications for how individuals should be approached and
indicates that policies and advice should differ when directed to people in different
life stages. By utilizing many time diaries from a population we can analyze dif-
ferences in aggregate activity patterns. In Sweden, women, for example, use more
electricity for activities related to cooking and household care than men do, which
makes them the most relevant target group when it comes to giving feedback on
how much electricity an appliance uses or on alternative ways of doing certain
activities. Time diaries and visualization tools can also be useful as a reflective tool
for the households when discussing their members’ various daily activities in
relation to energy consumption. This can be used by energy advisors when targeting
individual energy behavior.

Introduction

Developing a 100% renewable energy system requires substantial changes in the
structure of both supply and demand. The smart grid has appeared as a solution,
where one idea is that demand is actively managed to fit energy supply over time.
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With the smart grid follows a vision where the grid can deliver low carbon elec-
tricity more efficiently and reliably, while it enables consumers to manage and
reduce energy use and minimize costs to the benefit of all (Lunde et al. 2015;
Nyborg 2015). The concept of flexible consumers has been well recognized within
this discourse.

The idea of a flexible consumer relates to and relies on individuals’ daily choices
and household routines, i.e., what they do in their everyday lives. As a conse-
quence, the development of policy means or business models targeting people’s
energy consumption requires an understanding of how energy consumption is
related to a household’s daily activity patterns. Energy is an important resource
used for performing a multitude of activities that form people’s everyday rhythm.
To support improved energy efficiency at household level, it is necessary to
understand this rhythm of people’s everyday life, which preferably can be done in
terms of the timing and duration of energy-related activities within an individual’s
full daily activity sequences. More knowledge is needed about the basic dynamics
and temporalities of demand to develop an informed demand-side policy (Walker
2014). In this chapter, we offer time-geographic concepts and tools to gain such
insights.

The individual’s activity sequence in daily life reveals when, where and for how
long the electricity consumption is generated by her daily activities. One important
implication is that each individual must be regarded as an indivisible whole, which
implies that activities cannot be altered or moved without influencing other activ-
ities of importance for the individual. From individual time diaries, we will analyze
and learn about where, when, and for how long specific energy-related activities
occur in the whole activity sequence of individuals. We will discuss how energy
consumption varies in the course of the day and differs between people in different
age groups. This has implications for how individuals should be approached and
indicates that policies and advice should differ when directed to people in different
life stages.

By aggregating activity sequences from the time diaries written by many indi-
viduals we can reveal differences in aggregate activity patterns in larger groups, for
example, men and women, people in and outside the labor force, single households
and families, adults, and children.

In this chapter, we start by contextualizing the need for deeper knowledge about
the relation between people’s daily activities and their electricity use. Then we
present data and methods. Thereafter, we show the activity sequences of an indi-
vidual, to explain the principle of the visualizations, and then we visualize the
aggregate activity pattern of a larger population. Following that, we show how
electricity use is derived from the aggregate activity patterns. Finally, we present
our conclusions on the relation between daily activities and electricity use.
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Activities, Time, and Everyday Energy Consumption
in a Wider Context

The major tool the EU and governments use to reduce household energy con-
sumption is information. Information and education are also often regarded as basic
and necessary preconditions for achieving more efficient energy use (Gyberg and
Palm 2009; Palm 2010). The use of information touches on the moral aspects of
household members’ energy behavior, rather than strictly economic ones, as they
will need to become more aware of and involved in their energy consumption
(Oikonomou et al. 2009). People will then need to start reflecting on their energy
consumption, and data collected from time diaries are suitable for creating tailored
information.

We know from social science research that the use of energy is interwoven in
everyday life, with its routines, meanings, social dynamics, and technical infras-
tructure (Lutzenhiser 1992; Wilhite et al. 2000; Wilhite 2005; Bartiaux 2008;
Bartiaux and Salmón 2014; Palm and Ellegård 2011; Ellegård and Palm 2011;
Gram-Hanssen 2010; Shove 2003). Energy consumption is embedded in cultural
processes (Aune 1998; Stephenson et al. 2010). Shove (2003) emphasizes the
importance of understanding consumption, technology, and social change from the
perspective of “invisible practices”. When it comes to energy systems today it is
more of a fact that few consumers are interested in the delivery of energy per se, but
rather in the functions and conveniences it can provide. Energy is required for such
needs as preserving and preparing food, supplying heat and light, and maintaining
health and sanitation. How energy is produced and distributed is not of prime
interest from this point of view, since the important purpose is how to fulfill those
needs. When for example developing and introducing sustainable solutions, these
need to be integrated in a way that they “provide and sustain what people take to be
normal services” (Shove 2003, p. 198). Consequently, what people do in their
everyday life, their activities, is an important starting point for understanding
energy use in a social context.

The understanding of energy demand and how it relates to a sustainable
everyday life requires different approaches to analyze and explain change.
A common approach has been to model and forecast household energy consump-
tion, rather than to understand the practices that give rise to energy demand (see
Anable et al. 2014 for a more thorough discussion on this). If change in energy
demands follows changes in social practices, then we need a better understanding of
the complexity and dynamics of these practices (Walker 2014).

In this contribution, we will put people’s activity sequences in focus for the
analysis, and we use concepts and visualizations developed within the
time-geographic approach. Time-geography emphasizes a bottom-up perspective
and one basic ontological assumption is that the individual is an indivisible whole,
which implies that it is not sufficient to regard the average time use for activities per
individual. According to Ellegård and Palm (2011), understanding of energy use at
household level needs to be framed by all activities that are the basis for everyday
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life, in which habits are embedded. This understanding is complex since flexible
work schedules and school hours, as well as increase in mobility, create new types
of activity patterns and routines that have implications for energy use. However, the
result of these will differ considerably depending on into which activity sequence
these new activities are interwoven.

The time-geographical approach is based on the human impact on the ecological
balance on Earth and was developed by Hägerstrand (1985), Hägerstrand et al.
(2009), Hägerstrand and Lenntorp (1993), Hägerstrand (1970). In time-geography
the individual’s indivisibility is emphasized, and the individual is regarded as
continuous every day from birth to death (Hägerstrand et al. 2009).

Time-geography assumes that time may serve as a measuring device for all
existence and thereby things that seemingly are not connected still coexist in time
and space and can be described and analyzed together because of their time-space
coexistence. From the early days of time-geography, the importance of individuals’
daily activities to analyze and understand society was emphasized (Mårtensson
1974) which includes how people can arrange their daily projects depending on the
location of the home and their opportunities to transport themselves (Lenntorp
1977; Ellegård et al. 1977).

Time-geography is a contextual approach, where the everyday activity context is
defined as the sequence of activities that the individual has performed in the course
of the day. Then, the individuals’ projects which they pursue by performing
activities relate to their household context. A household’s project is defined as a set
of activities distributed among and performed by the household members to achieve
a goal they have agreed upon, e.g., feeding the family, maintaining the home and
belongings or raising children. A short-term project is for example preparing a
specific dinner or buying a new washing machine. Projects are fulfilled by
household members performing the necessary activities. For example, preparing
dinner for the family comprises activities, such as reading a recipe, finding the
ingredients, cooking the dish, setting the table, serving the dinner, and eating it
(Ellegård and Palm 2015).

Practice theory has in recent years become a common approach to apply when
discussing consumption and everyday life (Reckwitz 2002; Gram-Hanssen 2010;
Shove and Spurling 2013; Warde 2014; Welch and Warde 2014; Shove 2003;
Røpke 2009; Strengers 2012). Time and space was not discussed as much to start
with, but has become more in focus within practice theory too (Shove et al. 2009).
In their study Røpke and Christensen (2012) combined time-geography and practice
theory to analyze energy impacts of ICT. In this study, they also discuss how
practice theory and time-geography relate to each other and we will repeat some of
the main points here (for the full comparison see Røpke and Christensen 2012).

In practice theory it is possible to identify clusters of activities where coordi-
nation and mutual dependency makes it possible to see them as an entity, as a
practice. A practice is also recognized across time and space and an important
assumption in practice theory is that a practice is reproduced over time. In a practice
theory perspective people are engaged in practices, such as cooking, eating, work,
sleep, etc. A time-geographic project consists of specific activities to achieve a goal
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set up by one or more individuals, while in practice theory this is expressed as a
series of practices needed to complete an intention. Røpke and Christensen (2012)
describe this as a metapractice to which several subpractices relate.

Practices may be related to each other without being bound together through
projects. Pantzar and Shove (2010) distinguish between bundles and complexes of
practices. A bundle of practices is recognized by the coexistence of two or more
practices that are minimally related by for example being co-located. A complex of
practices is practices that are closely related and mutually dependent (Røpke and
Christensen 2012).

Elementary in time-geography is that everyday life develops in time and space
and that every individual’s movements can be described by a path, or trajectory, in
time and space. A basic everyday life challenge is also to participate in projects
within the constraints set by time and space and where each individual’s activity
sequence is coupled with the activity sequences of other individuals. Most
multi-person households usually have some kind of division of labor. Perhaps one
member always performs all the activities in a certain household project or all
household members cooperate and alternate the responsibility for performing cer-
tain activities over time (for further discussion on this see Ellegård and Palm 2015;
Isaksson and Ellegård 2015). This rhythm of everyday life changes however over
time. It changes because the composition and social context of households change,
and because the household’s project goals change.

In this perspective Garabuau-Moussaoui’s (2011) interesting historical study
shows how individuals in France, at each stage of life, build a specific relationship
with energy and energy efficiency. She shows that people have different relations to
energy in different stages in life and emphasizes the importance of developing
generational policies and tools. Each life stage has its own behavior according to
Garabuau-Moussaoui (2011), with its own possibilities and restrictions to change
energy consumption patterns.

This conclusion is interesting and calls for a deeper investigation. We will
therefore use time-diary data from the Swedish population from a study undertaken
by Statistics Sweden in 2010/11, to compare the temporal distribution of activities
by individuals belonging to different generations and consider weekdays and
weekend days. But before we do that, we will first describe the methods used.

Method: Time Use Survey and Visualization

In everyday life many activities are performed by routine and without any deeper
reflection. Therefore, it can be hard to collect reliable data on when and for how
long activities are performed. Collecting diaries of individual time use is one way to
deal with this problem. Time diaries reveal what activities are performed, when they
are performed and for how long. However, time diaries do not usually include
information on motives, so information of that kind needs to be collected through
other methods.
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In the type of time diary commonly used in national time use surveys, each
participant of the study writes what activities she is occupied with during a whole
day, divided into 10-min intervals, with whom, where and if they use a computer.
Other time-diary methods let the participant define the starting time of an activity
which at the same time serves as the stop time of the previous activity. This diary
method is used in studies aiming at a dialogue between a researcher and the par-
ticipants (see, for example, Orban 2013). The data from any kind of time diary can
be used to visualize the activity sequences of individuals and the activity patterns at
aggregate levels, and at all levels the rhythms of everyday life are revealed. In
addition, they show the social context in which the individual performs various
activities, and finally the geographical context, which shows where the activities are
performed.

Time can be defined and analyzed in different ways (see Hellgren 2015 for a
more thorough discussion on this). Here, the time used for a specific activity is
defined as the duration of the uninterrupted time period when an individual carries
out the activity. This definition excludes for example peoples’ experiences and their
perception of time. Another way to collect data on people’s time use is to ask
respondents to retroactively estimate the average time they spent on an activity
during a day or a week. This so-called stylist method has a bias to over- or
underestimates actual time used for an activity. This method does not consider the
context an activity is carried out in, but the interest is on singular activities
(Hellgren 2015).

Another way to collect data on time use is experiential sampling methods where
the respondents report what activity they are doing and answer supplemental
questions when they are alerted at randomized points in time. This method yields
what an individual is doing at these randomized times and what happens in between
is left out. Thereby the individual’s activity sequence is lost and the rhythm of
everyday life is not identified (Hellgren 2015).

There are various ways to do large-scale data collection via time diaries
(Hellgren 2015). One is the American Time Use Survey (ATUS) used by the US
Bureau of Labor Statistics. Another is the Harmonised European Time Use Study
(HETUS) developed by Szalai (1972) and Harvey (1993). Still another way is a
low-budget time use survey diary with a limited number of predetermined activities
(see, for example, Skolverket 2013). Researchers make efforts to develop methods
for time-use data collection by means of ICT devices, and (Minnen et al. 2014)
developed methods to collect time diaries over the Internet. The use of smart phones
with apps and GPS devices is reported and discussed by many, for example, Shaw
et al. (2008), Silm and Ahas (2014), and Shoval et al. (2014). However, GPS data
will give information about travel between and stays at various places but no
information about what activities people perform. A smart phone app for collecting
activity data from time diaries is in its tryout phase (Vrotsou et al. 2014).

In this chapter, we use data from Statistics Sweden’s time use survey 2010/11
which follows the HETUS guidelines (Eurostat 2009). These guidelines recom-
mend that data be collected during 2 days, a weekday and a weekend day from
every participant. This is due to cost aspects and that it should not be too much
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effort for the participants to fill out the diaries. One negative aspect of this choice is
that data are just collected from two singular days and there might be substantial
differences in activities at an individual level between days. Also, projects (various
activities that relate to the same goal) that persist over a longer time will not be
covered since just some of their constituent activities are performed during the diary
day (Hellgren 2015). Statistics Sweden has however added a question on how well
a day represents an average day to ensure validity.

In the Statistics Sweden time use survey 2010/11, 3244 respondents yielded a
total of 6477 diaries covering 3233 weekend days and 3244 weekdays. The age
span was from 15 to 84 years. The study included individuals in households of
various sizes and living in various regions of Sweden. The data can be used to
capture the unique and complex everyday life activity pattern of each individual, as
well as to demonstrate that there are basic patterns common to many people (the
aggregate activity pattern) and that people share a similar rhythm of everyday life
with others.

The Swedish time use survey of 2010/11 was initially coded by Statistics
Sweden according to the HETUS guidelines with its five main activity categories.
This coding is recoded to fit the activity categories of VISUAL-TimePAcTS by
Hellgren (2015). The recoding translated the activities into a code scheme which
has seven main categories: care for oneself, care for others, household care,
recreation/reflection, transportation, prepare/procure food and work/school
(Ellegård and Nordell 1997; Ellegård 2006).

The combination of people’s uniqueness and similarities is revealed by using the
visualization software VISUAL-TimePAcTS1 (Ellegård and Vrotsou 2006; Vrotsou
2010). The software was developed to analyze, at different levels of aggregation,
people’s everyday activity context from their diaries (Ellegård and Vrotsou 2006;
Ellegård and Cooper 2004). Later, this software was refined to estimate, in real
time, the electricity used by people’s utilization of electric appliances when ful-
filling their activities. The opportunity to estimate electricity use is based on a
model developed by Widén (2010). This refined software, VISUAL-TimePAcTS/
energy use, tracks the relationship between activities, appliance use, and electricity
consumption. The software may handle several levels of aggregation, i.e., indi-
vidual, household, group, and population, though the individual is in all cases the
basis for analysis.

The software visualizes individuals’ everyday activity sequence in a systematic
and standardized way. Hence, the software helps visualize people’s activities per-
formed as a sequence in the course of the day, from 4 am to 4 am the next morning,
just as they are written in the diaries.

1VISUAL-TimePAcTS: VISUAL = visualization, P = place, Ac = activity, T = technology,
S = social companionship; time is, of course, time.
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Results: Visualization of Activities in Everyday Life

The rhythm of everyday life describes the dynamic of repetition that permeates
everyday life and provides temporal structures that organize the social world
(Walker 2014). The rhythm can be observed on an aggregate level but it is made up
by the many activities individuals are doing in the course of the day. The rhythm to
a large extent relates to the timing of individuals sleep and meals and of them being
out of home for work and education activities.

In Fig. 11.1 we show the activity sequence of one time-diarist, a woman, to
visualize how her day (using a 24-h clock) is created by showing the activities
performed in sequence (Fig. 11.1a) and what activities she performed indoors when
at home (Fig. 11.1b). A time-geographic assumption is, as already mentioned, that
activities are performed sequentially by each indivisible individual during the day,
and that movements are regarded as activities among other activities. The visual-
ization of the activities performed by the woman in Fig. 11.1 shows the duration of
each activity, what activity precedes each activity and what activity follows each
activity. The purpose of showing this example is twofold: first, to show how the
activity sequence is built up by activities sequentially performed by the indivisible
individual, and second, to help the reader understand the principle that is behind the
aggregated activity patterns of many individuals to be shown in the next section.

The visualization shows the seven main categories with different colors.
However, the diaries are much more detailed than that. The software can handle five
levels of detail, but not display them in different colors because of blurring nuances.
Therefore, to handle this problem, all sublevel categories within each of the seven
main activity categories can be detected by the “activity separator lines” in the
figure.

The woman’s day is structured around her physiological needs for sleep and
food and her work time. Work time serves as a constraint to when she has to get up
from sleeping in the morning, have breakfast and when it is possible for her to have
dinner in the afternoon. Her work time takes into account the need for food, so she
has a lunch break at noon. The evening activities are less steered by authorities, but
maybe she is following a TV series and therefore she might be steered by the
timetable.

In the time-diary material from 2010/11 it is only possible to follow the daily
activity sequence of individuals with no social relation to each other, so, for
example, the household level cannot be investigated in that dataset. In another,
older time-diary material (from 1996) time diaries were written by individuals who
live together in households. Then it is possible to use the diary information to
investigate who does what activities (division of labor) and when the different
household members are in the home (Ellegård and Palm 2015; Isaksson and
Ellegård 2015). There are many advantages to collecting time diaries from all
members in the households. Then it is possible to identify constraints for an indi-
vidual due to other members in the household doing an activity that needs the
other household members’ attention or due to competition over appliances.
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Fig. 11.1 A weekday activity pattern of one woman. In VISUAL-TimePAcTS it is possible to
follow her activities during the day. In the figure to the left it is shown that she sleeps until 6:30,
when she wakes up and takes care of others. She does her hygiene and then she has breakfast at
7:00. At 7:10 she reads the newspaper. At 7:40 she takes her moped to work. From 8:00 to 11:50
she works. Between 11:50 and 13:00 she has lunch and then she works again until 16:10 when she
takes her moped to the supermarket. She does some shopping. At 16:30 she is at home cleaning
until 16:50 when she does her hygiene. At 17:00 she cooks and she eats at 17:10. After dinner, she
has a cup of coffee. At 18:20 she starts watching TV. At 19:20 she has supper. At 19:39 she sits at
her computer. At 20:20 she watches TV again. At 22:00 she goes to sleep. In the figure to the right
her being indoors at home is shown. She is in her home primarily when sleeping, cooking, and
performing reflection/recreation activities in the evening
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The main drawback is that it is difficult to get all members of many households to
keep time diaries.

Figure 11.2 presents a visualization of all activity sequences performed by the
individuals in the Swedish time use survey from 2010/11 on weekdays. The time is
running vertical on the y-axis from 4 am at the bottom to 4 am of the following day
at the top. Each individual is represented by her activity sequence (according to the
principle presented in Fig. 11.1a for one individual) and they are placed along the

Fig. 11.2 The weekday aggregate activity pattern of a population based on the activity sequences
of 3244 individuals as recorded in their time diaries. Time, on the y-axis, should be read from
bottom to top. Each individual is accordingly represented by a line (compare Fig. 11.1), and the
activities performed are colored according to the color legend above the figure. Activities are
presented in sequence for each individual and should be read from bottom to top. The individuals
are ordered along the x-axis according to gender and age (men to the left and women to the right
and the youngest to the right and the oldest to the left within each gender). The dominance of sleep
during night-time hours (green, care for oneself) and work/school activities (red) during daytime
hours is evident. Travel to work/school in the morning and after these activities in the afternoon is
indicated by the yellow parts of the line. In the evening, reflection/recreation activities (dark lilac)
dominate, the most significant of them being watching TV
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x-axis, each activity sequence beside the other, ordered by gender and age. Men are
displayed to the left and women to the right. The youngest individuals are placed to
the right and the oldest to the left.

This aggregate activity pattern shows some common structures: sleep dominates
early mornings, nights, and late evenings. The oldest people spend more time for
sleep and meals in the morning than do people working or going to school. There is
a very distinct structure of the day given by the lunch break for all people in the
active population. Also, a pattern that covers all people is the reflection/recreation
activities (primarily watching TV) in the evenings.

Figure 11.3 presents a visualization of all activity sequences performed by all
individuals on a weekend day. The seven activity categories are colored according
to the same legend as in Figs. 11.1 and 11.2. Weekend days have a very different
aggregate activity pattern from weekdays since only a few individuals are subject to
constraints from work and school schedules. Instead, the youngest individuals sleep
longer in the morning. Just like weekdays, the evenings are dominated by
reflection/recreation activities (mostly watching TV). There are also more house-
hold care activities and more time-consuming travels undertaken on weekend days.
Among retirees, weekdays and weekend days look very much the same.

Fig. 11.3 The weekend day aggregate activity pattern of a population based on the activity
sequences of 3233 individuals as recorded in their time diaries. Each individual’s activity sequence
is visualized with the same principle as in Fig. 11.1. There is still a dominance of sleep during
night-time hours (green, care for oneself). The day is however now more scattered and it is more
unusual to have one activity that lasts for several hours. In the evening, reflection/recreation
activities (dark lilac) dominate, the most significant of them being watching TV
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On the whole the aggregate activity patterns of weekdays and weekend days are
both similar and different. They are all in general structured by the sleep period that
starts around 22:00 and ends around 7:00. During weekdays the periods of work
structure the day and for most people free time starts around 17:00. Transportation
connects home-based activities and work and school activities.

During weekends most people use the whole day for activities according to a
more irregular pattern. There is however still a rhythm that shapes everyday life and
structures it. Watching television is e.g. mainly done in the evening between 19:00
and 21:00, including during weekends.

Visualization of Everyday Activities and Electricity
Consumption

Many households’ daily activities consume electricity since electrical appliances are
used for their performance. Widén et al. (2009) estimated the electricity use for the
appliances, presented in Table 11.1. The electricity demand generated from this
approach has a binary nature, where an electricity-consuming activity is performed
and then uses the full amount of estimated electricity or is not performed at all and
in such cases uses no electricity. The modeled synthetic load profiles were validated
with measurement of electricity use, and the generated load profiles were found to
be representative (Widén et al. 2009).

When we use these estimated parameters in the software we add an electricity
load profile to the aggregate activity pattern, and thereby visualize the electricity
consumption pattern during a weekday, in Fig. 11.4, and a weekend, in Fig. 11.5.

Figures 11.4 and 11.5 visualize activities performed on weekdays and weekend
days respectively and how much electricity these activities require when appliances
are used. We got a load profile for this population that can be used for information
to inspire people to action leading to a change of the load profile. Interesting to note
is how similar the load curves are when the electricity demand peaks are achieved

Table 11.1 Appliances and
the parameters, power, and
runtime developed by Widén
et al. (2009) and used in the
software

Power (W) Runtime (min)

Cold appliances 100 –

Audio 100 –

Computer 100 –

TV 200 –

Cleaning 1000 –

Ironing 1000 –

Drying 1650 90

Washing 490 130

Dishwashing 430 160

Cooking 1500 –
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around lunch time and in the evening, both during weekdays and weekends. This
visualization clearly shows the connection between activities and electricity con-
sumption and that electricity consumption is a consequence of activities performed
and not a demand than can be understood as something isolated. From this it is
possible to start elaborating about possible changes in load curves about the pos-
sibilities to change activities that consume electricity. Activities such as going to
work/school and sleeping are quite inflexible and need to be done at certain times.
This also creates a restriction concerning which activities can be moved in time.
Activities are in general much more flexible during weekends than during week-
days. The determination of which activities are perceived by households as flexible
needs further investigation however, using other methods such as interviews or
surveys. The load curve can also be changed by appliances storing energy for later
use by the appliance itself or by appliances storing energy that can be delivered to

Fig. 11.4 The load profiles of a weekday from the aggregate activity pattern of a population based
on the activity sequences of 3244 individuals. The colors in the load profiles follow the colors of
the legend above. The load profile yields the estimated averaged of these activities of the sample
(N = 3244)
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the grid when there is high demand. These kinds of solutions also need more
research in relation to how the households perceive and would accept them.

Everyday Life Activities in Different Generations

As noted above, Garabuau-Moussaoui (2011) finds in her study in France that
different stages of life had specific connotations for energy and energy efficiency.
From earlier studies we also know that choice of housing, i.e., detached houses or
apartment buildings, are not only related to household income and household type
but also to the phase in the life cycle a person is in. In Sweden, many households in
which parents live together and have children living at home, live in detached
houses. Single parents with children usually live in a rental apartment in a block of
flats. Households of immigrants usually live in rental apartments. Young single
persons often live in rental apartments, while older single people live in rental
apartments or housing associations. During their lifetime Swedes usually change
housing according to specific events in life, e.g., when young they move into their
own home, when they have children they move to a bigger home, when they are
aging or when families are reconstituted by divorce or new cohabitation they move
to a smaller home (Lindén 2011).

With this in mind we checked what the activity patterns and load curves looked
like in different age spans. Below we have categorized the individuals according to
their age. The first figure shows those who are between 55 and 84 years old,

Fig. 11.5 The load profiles of a weekend day from the aggregate activity pattern of a population
based on the activity sequences of 3233 individuals. The coloring in the load profiles follows the
color of the legend Fig. 11.4 and again the load profile yields the estimated averaged of these
activities of the sample (N = 3233)
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Fig. 11.6 The weekday aggregate activity pattern and the load profile of the 1179 oldest people in
the surveyed population, born between 1927 and 1955

Fig. 11.7 The weekday aggregate activity pattern and the load profile of the 1679 surveyed
individuals in middle age, born between 1956 and 1985
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the second figure those who are between 25 and 54, and the last figure those who
are between 15 and 24 years old.

From Figs. 11.6, 11.7 and 11.8 we can see that the biggest difference in the
aggregate activity pattern occurs with retirement. The restrictions in the timing of
activities caused by work schedules that until retirement have structured everyday
life disappear and the days become filled with activities, such as care for oneself,
household care, and recreation/reflections. Still, the electricity load curve has more
or less the same shape over the generations. People in the oldest group wake up
during a longer time-span in the morning, which slightly flattens their electricity
load and moves it to later in the morning. But otherwise they also have a peak
during lunch time and in the evening. The oldest generation also uses most elec-
tricity, according to the estimated load profile. This is mainly due to them being at
home most of the day, while the other generations are at workplace or school. The
youngest generation uses more electricity for computers all through the day.

Men’s and Women’s Cooking and TV Activities

It is also interesting to analyze if there are gender differences. The aggregate activity
pattern shown by VISUAL-TimePAcTS/energy use visualizes differences in men’s

Fig. 11.8 The weekday aggregate activity pattern and the load profile of the 386 surveyed the
youngest individuals, born between 1984 and 1996
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and women’s aggregate activity patterns with focus on specific activities. In
Fig. 11.9 we have visualized the cooking activity of the whole population during a
weekday. The men’s cooking activity is shown to the left and the women’s to the
right.

Figure 11.9 shows that women perform cooking activities both more frequently
and during longer periods than men. A deeper analysis of this activity shows that
the men participate in preparing food, while the women bear the main responsibility
for this activity. The women use more electricity than men in relation to this
activity. In earlier studies, we have also shown that it is the women that consume
most electricity in the home, simply because they perform more activities in the
homes that require electricity (Ellegård and Palm 2015) and much of this electricity
is used for the good of the entire household.

The electricity used for watching TV is visualized below. Figure 11.10 shows
the women’s activities, while Fig. 11.11 shows the men’s activities.

When it comes to electricity used for watching TV, the differences between men
and women are erased and both groups report more or less the same time use for
this activity. It is however interesting to note that most women stop watching TV at
10 pm, while the men’s stop time is more fluid. But for both groups the electricity
consumption peaks between 9 and 10 pm.

Fig. 11.9 Cooking activities during a weekday for the whole population, where the men are to the
left and the women to right
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Conclusions

Public policy on more efficient energy consumption and on climate change miti-
gation needs more informed knowledge about everyday life activities in house-
holds, since these activities give rise to household energy consumption. To analyze

Fig. 11.10 Women’s TV activity during a weekday, with the load curve profile to the left

Fig. 11.11 Men’s TV activity during a weekday, with the load curve profile to the left
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and understand energy consumption in relation to people’s activity patterns is one
way to increased knowledge, both on how people live their everyday lives and how
the household sector can contribute to energy efficiency targets.

It is very important to relate information to the household members’ own activity
patterns and their rhythms of everyday life. By utilizing many time diaries from a
population we can, as shown, discover differences in aggregate activity patterns, for
example, between generations and between men and women. In general, women use
more electricity for activities related to cooking and household care thanmen do, which
makes them the most relevant target group when it comes to giving feedback on how
much electricity an appliance uses or on alternative ways of doing certain activities.

Time diaries and visualization tools such as the VISUAL-TimePAcTS/energy
use software are useful for learning more about everyday activities that need
energy. They are useful for researchers, policymakers and others that want to be
informed about energy-related activities in households or want to reach out to
household members with tailored information about energy efficiency. But they are
also useful for households as a reflective tool when discussing their members’
various daily activities in relation to energy consumption. Then, the method can
provide direct feedback to the household members and the information is valid
since it emanates from their own reported activities. It is then possible to begin
discussions on how activities can be changed and energy consumed without losing
values and routines that the households believe contribute to maintaining their good
life. This is a tool for energy advisors trying to target individuals’ energy behavior.

Household energy use is however a collective rather than an individualized
process. In the future, it is important to collect time diaries from everyone in one
household to also be able to analyze the links between members of households and
the energy use resulting from this. This linking of members is increasingly being
recognized, and households will be a key unit for analysis in the future.

Recommendations for Policy Makers

Relevant and efficient policy promoting renewables and more efficient energy
consumption needs informed knowledge about individuals’ everyday life activities.
These activities are part of the projects people want to realize and the activities give
rise to household electricity consumption. It is simply not efficient to base energy
policymaking on an average individual taken out of his/her context.

One way to increase the understanding of everyday life activities is to take the
perspective of the households by analyzing the time diaries kept by the household
members that describe their day. By starting from an analysis of people’s everyday
activities in their sequential appearance knowledge is gained of whom to target with
policy instruments. Tailored information can use knowledge from time use surveys to
find out who in the household does what activity and with whom to communicate.

Time diaries are equally useful for energy advisors and others who give advice
to households. A time diary can be used as a reflective tool when discussing the

11 An Analysis of Everyday Life Activities and Their Consequences … 255



family members’ daily lives together in relation to energy consumption. The
method is useful to provide direct feedback to households about their own reported
activities. On this basis, it is possible to begin discussing how activities can be
changed without affecting the values and routines that households believe help
maintain their good life.

Household energy use is a collective rather than individualized process. To
collect time diaries all members in a household should be prioritized in the future. It
is analytically quite simple to handle single individuals’ time at home, but much
more complicated when a whole household is to be taken into consideration. This
means that the links between members are as important to understand as individual
activity performance per se if the goal is to reduce household energy consumption.
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Chapter 12
Making Energy Grids Smart. The
Transition of Sociotechnical Apparatuses
Towards a New Ontology

Dario Padovan and Osman Arrobbio

For when asceticism was carried out of monastic cells into
everyday life, and began to dominate worldly morality, it did its
part in building the tremendous cosmos of the modern economic
order. This order is now bound to the technical and economic
conditions of machine production which today determine the
lives of all individuals who are born into this mechanism, not
only those directly concerned with economic acquisition, with
irresistible force. Perhaps it will so determine them until the
last ton of fossilized coal is burnt.

Weber (2005: 123)

Abstract The analysis of the assemblages and the functioning of conventional
energy grids is the starting point of any process of smartness. Even if smarter
elements already exist in energy grids, a full transition towards smartness is still far
away. To investigate the starting conditions of a claimed process towards smart-
ness, we realized an investigation in the city of Turin exploring the socio-technical
development of its district heating network. The social elements it is composed of
have been the object of an empirical investigation, based on 38 interviews and 3
focus groups and aimed at depicting its features from the various perspectives of the
many roles that are played in it, from the professionals of the energy utility to the
end users. We use two main perspectives. The first one is to conceive energy grids
as technological zones, in which metering standards, communication infrastruc-
tures, and social evaluation assemble. The second one is to conceive energy grids as
apparatuses or dispositives in which asymmetric lines of power, knowledge,
information, decision-making, intensity and artefacts, constitute the ontology of the
grid itself. An apparatus is an assemblage or a hybrid of technical and social
elements, which has the strategic function to respond to an urgency. Foucault refers
to the apparatus as a device consisting of a series of parts arranged in a way so that
they influence the scope. This device exerts a normative effect on its “environment”
because it introduces certain dispositions. In their effectiveness, energy networks
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are apparatuses made of variable and disparate assemblages of natural, technical,
and social elements, a continuous process fostering differences and repetitions.
Based on our outcomes, we can consider thermal grids as a kind of complex system
or network of agents in which energy power circulates in a way very similar to the
circulation of social power.

Introduction

In this chapter, we describe the assemblages and functioning of conventional
energy grids at the beginning of the smartness process. This exercise is useful
because it makes possible to pinpoint obstacles, barriers, resistances, conflicts,
differences, necessities in the process of energy grids’ democratization and aligning.
Usually, the description of an energy smart grid consists of a list of properties that
the grid needs to get to be called “smart”. Thus, smart grids are tools that can make
imaginable the management of “direct interaction and communication among
consumers, households or companies, other grid users and energy suppliers”
(European Commission 2011). A smart grid gives smart information, allows for
savings, allows for good and real-time information, connects providers and users.
Yet, what is still lacking in the claim for smart grid is an ontological dimension of
both energy and grid. In our idea, it is not enough to enunciate an amount of
technical characteristics that should mark the grid and its smartness. What we are
trying to do is to provide a deeper and more complex frame for the energy smart
grid implementation.

To accomplish this task, we use two main perspectives. The first one is to
conceive energy grids as technological zones, in which metering standards, com-
munication infrastructures, and socio-technical evaluation assemble. The second
one is to conceive energy grids as apparatuses in which asymmetric lines of power,
knowledge, information, decision-making, intensity and artefacts, constitute the
ontology of the grid itself. This “irreducible inequality”, this transcendental injus-
tice, which marks the grid—likely any grid or network of relations—is what the
smartness has to reduce but also to convert in new qualitative characteristics of the
grid itself and of its components. A smart grid that wants to align or flatten
the original disparities making itself more effective must change by actualizing its
creative potential. Insofar as an apparatus such as an energy grid is constituted by
heterogeneous components such as corporate actors, people and devices, its
ordering is always unstable and challenged by the mutating conditions of the
environment. However, despite the fluctuating orders capable of entering into
communication, everything that happens and everything that appears into the grid is
correlated with orders of differences: differences of level, temperature, pressure,
tension, potential, intensity. These differences, when aligned, produce new con-
figurations between agents of the grid. This is what policymakers and technical
makers have to take in mind when they foster the smartness of the grid. These new
alignments are what allows the smartness of the grid.
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In the first section, we depict the present discourses aimed to foster smart grids.
In the second, we illustrate the characteristics of conventional energy grids how we
knew them during our investigation. In the third section, we enter the description of
a thermal grid, more specifically, the thermal grid constituting the district heating
system of the city of Turin in Italy. This grid has been the object of an empirical
investigation, based on 38 interviews and 3 focus groups, aimed at depicting its
features from the various perspectives of the many roles that are played in it, from
the professionals of the energy utility to the end users. Some of the socio-technical
features of the district heating network are thus described in that section, while the
conceptual framework of this work mainly derives from, and was mainly tested
against, the results of our empirical investigation. In the fourth section, we resume
the transitional perspective towards the smartness. In the fifth, we introduce the
problematic of technological zones by pinpointing three different configurations
that might support the transition towards smart thermal grids: metrological zones,
infrastructural zones, zones of interoperability. In the sixth, we introduce the
concept of apparatus, trying to using it to understand the very nature of energy
grids. In the seventh paragraph, we underline the distribution and formation of
asymmetries of power inside the grid. In the eighth, we claim for a deep change in
energy apparatuses and we provide some advice for policy and technical makers.

Energy Smart Grids

To manage the transition to a more sustainable energy system based on fluctuating
and asymmetric energy production and consumption, a new highly complex,
self-balancing energy system called ‘smart grid’ has been designed. Though ele-
ments of smartness already occur in many parts of existing grids, the difference
between today’s grid and a smart grid of the future is mainly the grid’s capability to
handle more complexity than today in an efficient and effective way (European
Commission 2011). The European Commission described smart grids as “energy
networks that can automatically monitor energy flows and adjust to changes in
energy supply and demand accordingly”.1 Smart grids are regarded as an upgraded
energy network to which two-way digital communication between supplier and
consumer, intelligent metering and monitoring systems have been added.
Combining information on energy demand and supply can allow grid operators to
better plan the integration of renewable energy into the grid and balance their
networks. Smart grids also open up the possibility for consumers who produce their
own energy to respond to prices and sell excess to the grid. In a few words, the
smart grid is a process of defining and developing intelligent control technologies to
control and coordinate flexible consumption in order to maintain over time a

1http://ec.europa.eu/energy/en/topics/markets-and-consumers/smart-grids-and-meters [Last acces-
sed: 07-11-2016].
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balance between production and consumption in the overall energy system. It
should open up possibilities for consumers to directly control and manage their
individual consumption patterns, providing, in turn, strong incentives for efficient
energy use if combined with time-dependent energy prices. Improved and more
targeted management of the grid translates into a grid that is more secure and
cheaper to operate. Smart grids should be the backbone of the future decarbonised
power system. They can enable the integration of vast amounts of both on-shore
and off-shore renewable energy and electric vehicles while maintaining availability
for conventional power generation and power system adequacy.

The development of smart grid visions and solutions are influenced by many
different interests, ideas and actors, which contribute to a high degree of complexity
within the field. However, despite the plethora of R&D and demonstration projects,
only little has been achieved in terms of actually realizing the smart grid visions
fully. The smart grid system is still much in the making, and there is still a gap
between the ideas of the future system and the practical realization of these ideas
(Gram-Hanssen 2009). In order to get an effective transition towards smart grids,
important aspects that are so far considered merely technological have to be
managed, faced and, where possible, overtaken. To understand the particular form
smart grids requires, detailed empirical and historical analyses are needed.
Moreover, the evolution of these technical configurations is not predetermined. The
particular circumstances of their development are of considerable significance, and
these particular circumstances depend on the construction of a whole series of
inter-relations which all agents or stakeholders are involved in.

Conventional Thermal Grids

Our chapter gives an understanding of the current functioning and potential evo-
lution of conventional thermal energy grids. As said before, elements of smartness
already exist in many parts of existing grids. But these elements have to be inte-
grated, harmonized and pushed at work. Conventionally, thermal grids convey
energy by using water as a carrier. Water, hot or cold, is conveyed through
underground hubs, which then distribute water throughout different buildings’
thermal plants or boilers and then among final users. This is the reason why they are
often seen as composing the district heating system. Thermal energy grids are
technically different from electric smart grids, mainly regarding final users. For
example, from the point of view of metering, given the current infrastructure in
Europe, it is easier to provide feedback on electricity consumption than on thermal
energy consumption (EEA 2013). Residential thermal energy consumption (as well
as gas consumption in the case of domestic autonomous consumption) is deter-
mined principally by structural dwelling characteristics, while electricity con-
sumption varies more directly with household composition and social standing—
and thus may be more responsive to behaviour change programmes (Brounen et al.
2012). Heat consumption practices, when enacted through thermal grids, i.e.
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through centralized heating systems, differ for some other aspects from the elec-
tricity consumption practices, notably from those which are not aimed at providing
warmness or coldness. First, heat consumption practices are marked by a temporal
dimension. Indeed, unlike what happens with electric appliances (again, excluding
those which are not designed to modify temperatures), the required energy service
is not obtained, nor it ceases, instantaneously. As it is well known, radiators only
gradually gain and lose heat. Moreover, switching radiators on or off is only
effective when enacted within the building heating time. Second, differently from
electricity consumption, which is paid only based on singular household con-
sumption, the apportionment of heating costs is based on different criteria. Where
heat costs allocators are not put in place, they are apportioned only based on the
cubic meters of the apartments. Where heating costs allocators have been installed,
heating costs are partly apportioned based on cubic meters and partly based on heat
consumption. It is in the last few years that, as the installation of thermostatic valves
and heat costs allocators became mandatory, the costs apportionment procedures
have been moving from the former to the latter. Under the former system of
apportionment, thermal energy consumption is characterized by a process of
compensation. Differences in thermal energy efficiencies of apartments and in
thermal energy consumption behaviours among final users do not directly translate
into differences in heating expenses. People who spend more time at home (e.g.
homemakers, the elderly, sick persons, part/full-time unemployed) thus benefit
from an advantageous price per unit of thermal energy they directly enjoy. The
same happens to people living in the coldest sections of buildings. It means that a
sort of “thermal equity” issue is (was) in some way addressed or implied.
Thermostatic valves and heat costs allocators are thus pulling towards a more
individualized way of consumption that erodes the former compensation process
described here.

Based on our investigation we can say that conventional thermal grids are not
only a set of technical devices aimed at the provision of warmness or coldness,
but are a more complex arrangement of technical objects, practices, rules, and aims
regulating, driving and compensating the actions performed by agents. In our case,
the thermal energy grid regulates and performs the comfort condition in relation to
two aspects: (a) by determining and deciding prices, conditions of use and provision
of thermal energy and (b) by providing people with some tools in order to freely
and autonomously control the energy apparatus. This latter aspect, at least in our
investigation concerning the district heating system of Turin, is very limitedly
addressed. Temperature, schedule, time, starting and stopping, are often not con-
trolled by the final user. Compared with electric energy grids, thermal grids are so
unmanageable by the final users that we got the idea that they are still victims of a
centralized and untouchable power. This condition generates an asymmetry of
power that is at the core of socio-technical apparatuses developed in the context of
modern society and that is often managed and controlled by corporate actors.
Before starting the smartness processes, agencies, public authorities, providers and
final users have to be aware of the complex arrays of relations and configurations
that make possible a smart energy grid. Here we provide some possible
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interpretation of smart grid development in order to foster an interplay among
technical and social agents and agencies to reach a real smartness.

The Turin District Heating System

Despite all the existing literature and pilot projects on smart energy grids, their
actual implementation seems to be far from giving effective results. As revealed in
our case study, i.e. the district heating system of a medium size city, the imple-
mentation of the smart grid is not happening quickly enough. The reasons why this
case study looks interesting are varied:

– it relates to an energy system under transition: from the actual situation to a
virtual or desired one;

– it shows some of the difficulties characterizing the process. For instance, the
problematic interactions between the agents of the grid;

– it shows some of the frictions that final users have with technical apparatuses.

As already mentioned, the Turin district heating system has been the object of an
empirical investigation based on 38 interviews and 3 focus groups aimed at defining
its features from the various perspectives of the many roles that are played in it,
from the professionals of the energy utility to the end users. Some of the
socio-technical features of the district heating network are thus described in this
section, while the conceptual framework described in the following mainly derives
from, and was mainly tested against, the results of our empirical investigation.

The process of smartness implementation is not at its first stages. It can be said
that it had already started with the remote monitoring of substations as well as of
other heating network components. The district heating network in Turin is quite
huge, supplying 56 millions of cubic meters to 550,000 inhabitants, out of a
population of almost 900,000. At present, the point of saturation, given the current
infrastructure, has been almost achieved. Not differing from other district heating
systems, Turin’s processes trying to implement smartness in thermal grids has to be
assessed against its capacity of leading to consumption peak shaving. Being the
most part of the delivered thermal energy produced by means of CHP (Combined
Heat and Power), shaving the peak would mean that the number of hours in which
the integrative HOBs (Heating Only Boilers) have to be used should be reduced,
leading to a more efficient heat delivery with reference to the primary energy used.
Such an outcome would also be positive for the metropolitan area as a whole.
Indeed, it would decrease the pollutant emissions, at the same time allowing more
cubic meters to be connected to the network.

There are two ways in which more and/or enriched information and data could
be used to achieve this outcome. Firstly, a more reliable model of the functioning of
the network could be used by the heating company for peak smoothing purposes,
meaning for optimization interventions (invisibly) carried out by the heating
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company itself. Secondly, this information could be used to foster changes in the
way the other actors act. In order to understand which information and data could
serve to this aim, let us have a look at the features of the actors of the
socio-technical system represented by this district heating network by selecting two
main categories of buildings connected to this network: private (residential)
buildings and public buildings (owned by the Municipality).

Private Buildings

The management of private buildings is run by professional building administrators.
They manage the great majority of apartment buildings in Turin. It means that they
need to be annually and formally appointed as building administrators by the
residents’ assembly. With reference to heating aspects, building administrators
receive and pay (to the supplier) the heating bills, receive any heating reports,
communicate with the district heating company which is the desired heating time
schedule and set point for the building, answer to complaints coming from resi-
dents, and so on. Building administrators also act as mediators between the district
heating company and final users.

Residents’ heating practices are much thinner. Indeed, many final users have
almost completely delegated the heating practices to the building administrators. As
a result, they only have vague or wrong ideas about which is the heating system of
the building as well as about the building heating time schedule. Moreover, they
usually only receive an annual report containing the heating costs as they were
apportioned among apartments according to different methods (cubic meters alone
or in conjunction with metering performed through heat cost allocators, where
available). In sum, residents have, by default, very few possibilities to make
comparisons with previous years, self-metering being one of them. Understanding
if any improvement or worsening in heat expenses is attributable to their beha-
viours, to other residents’ behaviours, to errors, to insulation measures, to tariff
changes, to supplier’s policies, to a mild or harsh winter, etc., is even more difficult.
On the other side, they are in charge of the management of the thermal comfort in
their apartments, even if they have very few (or dependent on income and on
homeownership) ways to reduce heat consumption.

Public Buildings

With a few exceptions, the management of thermal issues is only in a limited way
part of the tasks of public buildings managers. They do not receive any heating bill,
nor do they receive any heating report. They are not given guidance or objectives to
reduce thermal energy consumption either. Seen from a public building managers’
perspective, thermal issues are thus essentially related to guaranteeing the thermal
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comfort for workers and employees. Indeed, the management and setting of the
thermal systems, as well as the decisions related to refurbishments and mainte-
nance, are left to an external company managing all energy aspects for all public
buildings owned by the Municipality. Neither the managers of the public buildings,
nor the employees using them, are asked on a regular basis, or they are not asked at
all, to monitor and steer the heating practices as they manifest in these buildings.
Nonetheless, this does not prevent some employees to adopt in their workplace
some of the elements constituting the heating practices as carried out in their private
buildings (thermometers, complaints and clothing). As we are going to show in the
following sections, public buildings are the least flexible and the interactions
between actors and technical devices are problematic.

Thermal Grids Transition: Interpretations, Visions,
Dynamics

Notwithstanding their differences, smart thermal grids are claimed to play, as smart
electric grids do, an important role in future smart cities by ensuring a reliable and
affordable heating and cooling supply to various customers with low-carbon and
renewable energy carriers like waste heat, waste-to-energy, solar thermal, biomass
and geothermal energy. Smart thermal grids allow adapting to changing conditions
in supply and demand in the short, medium and long-term, and facilitate partici-
pation of final users, for instance, by allowing supplying heating or cooling back to
the network. To do so, they need to be spatially integrated in the complete urban
energy system and to interact with other urban infrastructures, such as networks for
electricity, sewage, waste, ICT (Lund et al. 2012, 2014). By optimising the com-
bination of technologies and enabling a maximum exploitation of available local
energy resources through cascade usage, smart thermal grids can contribute to
improving the efficiency of urban heating and cooling, while increasing the cost
efficiency and increasing the security of supply at a local level. The scale of smart
thermal grids can range from neighbourhood-level systems to citywide applications,
depending on heating and cooling demand and urban context.

The technical elements of smart thermal grids cover thermal generation systems
like small-scale low-carbon heating and cooling systems, combined heat and power
systems (CHP), thermal storage technologies and innovative network improve-
ments. Network-integrated sensors and smart heat meters allow for more effective
and efficient use of the separate components when supported by overarching energy
management (Schmidt et al. 2013; Lund et al. 2014). This so-called 4th Generation
District Heating concept is interesting, but it lacks some key elements, the main
ones being the final users involvement in the idea of smartness and, consequently, a
broader and smarter design of the grid that includes these users.

The design of the 4th Generation District Heating concept is enlightening
because it clearly shows that the technological dimension is widely overriding the
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future scenario. Here, institutional planning policies, social motivations, economic
incentives, costs/benefits perspectives, are compressed and superposed to the
technical architecture. Moreover, the juxtaposition of sectors and parts of the grid
and the imaging of their amalgamation is not enough if the processes, in virtue of
which they integrate, are not decomposed and analysed in their effective dynamics,
oppositions, and tensions.

Technological Zones

Thermal energy grids are situated socio-technical systems that combine hard
technical infrastructures and devices with expectations of ordinary and
pre-established actions and behaviours from both distributors and final users. In this
sense, their working needs repetitive interactions among all human agents and
technical devices involved and locally composing the grids. Often thermal grids do
not need to be large to be conventionally efficient. Their spatial dimensions are
often coincident with the urban dimension, covering large sectors of urban settle-
ments but not embracing entire regions. The situatedness of thermal grids is also
understandable when looking at its implementation. Grids are carriers of energy
(electric or thermal as in the case of district heating), better they are carriers of
energy intensity and their performance is based on an ontology of difference. The
energy intensity conducted by water coming from the provider’s station is very
different from the energy intensity arriving at the final user location, and then to the
station again. Generally, the water leaving a heating station is around 100–120 °C,
it reaches buildings boilers at around 80–90 °C and it comes back at the heating
central station around 60 °C. This intensity can be measured by different standards
such as Joule/second/m2 or also in more trivial terms of initial (power plants) and
final (end users) temperature. However, we would like to suggest a revision of the
classical thermodynamic interpretation of energy flowing into grids, as well as of
conventional engineers’ interpretation of grids.

Embracing an idea coming from Gilles Deleuze’s philosophy, we understand
intensity as the force that determines difference and produces repetition (Deleuze
1994; Crockett 2013). Every phenomenon is marked by differences. For Deleuze,
“Every phenomenon refers to an inequality by which it is conditioned. Every
diversity and every change refers to a difference, which is its sufficient reason.
Everything that happens and everything that appears is correlated with orders of
differences: differences of level, temperature, pressure, tension, potential, difference
of intensity” (Deleuze 1994, p. 222). What is interesting here is the fact that the
different agents of the grid are connected via difference (of energy/power obviously,
but also of status, role, control, income). The difference in intensity conveyed by the
grid, and the way it is flattened, is very crucial for the efficiency of the grid itself.
Energy intensity dissipates along the grid, producing entropy. The process, “from
more to less differentiated, from a productive to a reduced difference, and ultimately
to a cancelled difference” (Deleuze 1994, p. 223), is immanent to the grid’s
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dynamic (will the grid never come to deliver customized temperatures?). The
smartness process, how is until now designed, strengthens the process of annulment
of difference, without thinking that new qualities emerge from it. This is the reason
why fourth generation smart thermal grids are designed to cut down the water’s
temperature they are carrying and to shave daily, weekly, seasonal peaks. Actions
and applied devices are implemented in different zones of the grid to smooth this
difference in intensity. These devices and operators vary from smart metering to
home appliances, from dynamic tariffs to network management, focusing on dif-
ferent technological and social areas as shown by JRC studies (Mengolini and
Vasiljeska 2013). Thus, thermal grids, as we collected information on its estab-
lishing, functioning and deploying, are areas where differences and asymmetries
between the agents of the grids are often present, but where these ones tend to be
shaved. Energy grids can thus be viewed as technological zones that work as
operators or “differentiators” aimed to reduce differences, transforming intensity
into extensity, as said by Deleuze (1994, p. 223).

We know only forms of energy which are already localized and distributed in extensity, or
extensities already qualified by forms of energy. Energetics defined a particular energy by
the combination of two factors, one intensive and one extensive (for example, force and
distance for linear energy, surface tension and surface area for surface energy, pressure and
volume for volume energy, height and weight for gravitational energy, temperature and
entropy for thermal energy …). It turns out that, in experience, intensio (intension) is
inseparable from an extensio (extension) which relates it to the extensum (extensity). In
these conditions, intensity itself is subordinated to the qualities, which fill extensity (pri-
mary physical qualities or qualitas, and secondary perceptible qualities or quale). In short,
we know intensity only as already developed within an extensity, and as covered over by
qualities.

In this perspective, a technological zone can be understood as an extended space
where differences and intensity are reduced thanks to standardized techniques,
procedures and forms. As suggested by Barry (2006), such technological zones take
broadly one or a mix of three forms: (1) metrological zones associated with the
development of common forms of measurement; (2) infrastructural zones associ-
ated with the creation of common connection standards; and (3) zones of qualifi-
cation that come into being when objects and practices are assessed according to
common standards and criteria. Smart grids visions such as those developed by
different European Commission DGs and agencies such as JRCs are made of
varying combinations of these traits. An analytical approach to such technological
zones that forge thermal grids is required in order to pinpoint hotspots where
intervening to trigger a grid transition.

Metrological Zones

At the core of a smart grid there is a metrological zone based on smart metering.
Intelligent metering is usually an inherent part of smart grids, forming a common
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form of measurement. Without a homogeneous metrological zone where power
metering is standardized in order to make all agents aware of their contribution to
the grid functioning, we find no smartness. When coupled with smart metering
systems, smart grids reach consumers and suppliers by providing information on
real-time consumption. This process is called feedback. Feedback is claimed to be a
strong condition for the grid’s smartness (Pullinger et al. 2014). With smart meters,
consumers can adapt—in time and volume—their energy usage possibly avoiding
different energy peaks throughout the day, the week, the month, the season, and so
on, fitting different prices for saving money by consuming more energy in lower
price periods. Smart metering systems support devices that give feedback aimed at
encouraging behaviour changes, specifically to reduce energy demand and spending
on energy. Detailed standards specify the minimum technical capabilities of the
smart meters and feedback devices. It means that the adoption of smart metering
systems should raise specific functionalities for the final users, providing readings
from the meter to the customer and to equipment that he/she may have installed,
and updating these readings frequently enough to allow the information to be used
to achieve energy savings. Moreover, the establishment of a smart metrological
zone allows all customers to possess and control meter data and to transmit these
data to in-house devices. Finally, a smart metering allows the provision of messages
or other information to the users from the energy supplier.

All aspects here evoked have the goal to reduce energy consumption that in
terms of thermal energy provision and consumption means that the indoor comfort
have to be managed in a more smart and flexible way, adapting to the variability of
daily life circumstances, such as outdoor weather conditions, people time-use
patterns, services provision’s patterns in the case of public buildings. The devel-
opment of common measurement standards and practices that make information
comparable between different locations, agents, and final users aims clearly to
change the so-called thermal behaviour, or in other words to change the final users
pursuing of thermal comfort. The assumption behind a smart metrological zone is
that energy consumption behaviours can be altered by reminders on energy con-
sumption data provided by ICTs devices, and that consequently behaviour can be
monitored and changed where needed (Cakici and Bylund 2014).

However, research on feedback information effects illustrates its own limits for
fostering behavioural change. For Hargreaves et al. (2010), householders interac-
tion with feedback is marked by different and contrasting aspects. For one side,
overtime, smart energy devices gradually become ‘backgrounded’ within normal
household routines and practices, increasing the householders’ knowledge of and
confidence about the amount of energy they consume. For the other side, beyond a
certain level and for a wide variety of reasons, these devices do not necessarily
encourage or motivate householders to reduce their levels of consumption. Once
equipped with new knowledge and expertise about their levels of energy con-
sumption, household practices may become harder to change as householders
realize the limits to their energy saving potential and become frustrated by the
absence of wider policy and market support.
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In the course of our investigation, we did not notice of feedback devices used by
users. We found that conventional energy grids are far from the use of these
devices, and that they completely miss metrological zones and common modes of
measurement. Final users, being private flat owners or public services workers or
costumers, are blind about their consumption. Often, also institutions get not
comprehensive data about their consumption. Moreover, we think that detailed,
different and adjunctive indicators are needed to meet smartness, even though it is
plausible to think that people do not want to pay too much time to the reading of
data provided by these indicators. In any case, indicators of energy mix, energy
time using, primary and secondary energy consumption, energy prices variability,
CO2 emissions, and of the making of communities that practice the distributed
energy production, have to be considered and deployed. In short, the deployment of
smart metrological standards requires in depth adjustments of the conventional and
existing metering systems in order to meet the needs of different stakeholders and
make all agents aware of their reciprocal and ontologically differential contribution
to the grid.

Infrastructural Zones (Connection and Communication
Standards and Feedback)

The development of common connection standards makes it possible to integrate
systems of production, distribution, and communication, as well as to exclude
consumers and producers who do not conform to the standard. Connection stan-
dards establish infrastructural zones that have a critical importance in the devel-
opment of smart energy grids governed by information and communication
technologies. In this case, it allows remote reading of meter registers by metering
operators and by third parties. Moreover, these functionalities allow on-demand
frequent regular readings by the meter operator. The provision of meter reading
information by the supplier to the customer is thus very crucial. This would include
regular readings of peak demands where the tariff is based on these; ability of
linking several meters (electric, gas, water, etc.) into a single smart Meter System in
order to facilitate communications; data storage within the meter; correct billing,
both on a regular basis or on demand (say on the change of occupier or energy
supplier). In this perspective, smart energy grids imply infrastructural zones asso-
ciated with the creation of common connection standards. Infrastructural zones are
areas of interoperability among different agents. It means that the thermal system
must be monitored using sensors, collecting data, crossing data, performing algo-
rithms, building platforms, enabling feedback processes. These infrastructural zones
serve to make social practices of heating and cooling possible and possibly less
disordered or redundant compared to what they already are. Infrastructural zones
also serve to reduce the power disparity and differential among agents that is an
ontological condition of energy grids. These have a critical importance in the
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development of information and communication throughout the grid, in order to
facilitate agents’ exchange of information on conditions, settings, socio-technical
arrangements, and final users’ practices performances.

Zones of Qualification and Improvement

Smart energy grids imply at the end the existence of a zone of assessment, in which
evaluations related to grid quality and to its capacity to generate comfort while
saving energy are performed. The decoupling between comfort and energy con-
sumption is the core of smart energy grids goals and it has to be detected by using
metering, devices and some comfort indicators. The development of common
regulatory or quality standards has become critical to the governing of energy. Such
standards govern the quality of practices enabled thanks to energy, which may exist
within a particular domain. Necessarily, such standards depend on the development
of various technical devices, which make it possible to assess and compare the
qualities of technical devices and practices performed. However, we may speak of
the existence of a zone of qualification when the technical devices allow for
practices that meet common criteria, such as environmental standards. Here the role
of final users such as households becomes the core component in the smart grid.
The role of dynamic users that support the energy system by e.g. being flexible in
their consumption and able to produce autonomously warmness or coldness, thus
helping the grid to face peaks of consumption is now increasingly acknowledged
(Nyborg and Røpke 2011; Strengers 2012). The changing role of final users in the
transition and functioning of energy grids to smartness is year-by-year revaluated,
not only at the academic level, but also in the more important documents of EU and
other European bodies (European Environmental Agency 2013).

The problem is that, the way for facing the human scope in energy grids is
mainly psychological or behavioural, what has been termed by Elizabeth Shove the
ABC syndrome (Shove 2010). Our exploration of conventional thermal grids
towards smartness confirms that this is the main vision shared by designers,
engineers, and administrators. Behind this approach is the idea that individuals are
fully rational beings and that they should be aware of what they are spending,
consuming, and dissipating not only in monetary terms, but also in thermodynamics
terms. As it has been demonstrated by several studies, not only money is for people
a volatile and sometime invisible object, but also energy is difficulty understandable
in its nature and ontology. Energy flows are in many ways invisible to residential
energy consumers. This makes energy management and conservation practices both
difficult and unusual. The more modern energy systems provide increasingly
invisible means of meeting demands for heating and cooling. Warm water that
flows seamlessly and silently into homes meeting our demand of comfort makes it
without any notable trace of their presence (Ehrhardt-Martinez et al. 2010; see also
Schwartz et al. 2013). The only way to get an account of energy use is the practices
that people perform thanks to energy, such as heating. Household’s everyday

12 Making Energy Grids Smart … 271



practices are indicators of how much energy is consumed and dissipated, the
involuntary way to make energy visible. In our case of district heating, shaving the
peak loads and avoid primary energy consumption is a consequence of comfort
practices performed by households’ agents, whereas technologies and nature of
households’ engagement and a new displacement of time for heating play a very
crucial role. This time shift in governing energy production, distribution, and
consumption, plays an important role in European energy policies. Energy saving is
also the expected outcome of the evolution of this reincorporation of a time-based
perspective into technological zone.

The introduction of these new perspectives, such as the temporal ones, poses the
question of the useful function of economic incentives to drive the behavioural
change. The idea that everything can be obtained given the right incentive is an
appealing idea. However, it is not enlightening enough. What is becoming clearer is
that a rational and informational view of energy users is not enough to foster change
in energy system and related social practices. An approach based on theory of social
practice to address this problematic is far more useful. Practice theory contributes to
understanding how thermal energy is used and how this changes over time by
focusing not on energy per se, but on the everyday routines of space heating through
which energy is used, and on the roles of technologies, material environment, skills,
rules and habits in constraining or enabling change. Practice theory is providing
insights into the likely effectiveness of feedback devices and the forms of feedback
they provide (Shove and Walker 2014; Schatzki 2011; Pullinger et al. 2014).

Sociotechnical Apparatuses

The technological zones as previously described are mainly technology-oriented. It
is not wrong to depict energy grids in terms of technical standardization but this
seems to exclude something else. Here we broaden the Foucauldian perspective
suggested by Barry embracing the very interesting concept of dispositive or
apparatus forged by Michel Foucault along all its oeuvre (see Agamben 2009;
Raffnsøe 2008; Bussolini 2010). An apparatus is “a thoroughly heterogeneous set
consisting of discourses, institutions, architectural forms, regulatory decisions,
laws, administrative measures, scientific statements, philosophical, moral, and
philanthropic propositions—in short, the said as much as the unsaid. Such are the
elements of the apparatus” (Foucault 1980, 194). The apparatus itself is the network
that can be established between these elements, but it is also an assemblage or a
hybrid of technical and social elements, which has the strategic function in a given
moment to respond to an urgency. Foucault refers to the apparatus as a device
consisting of a series of parts arranged in a way so that they influence the scope. An
apparatus indicates an arrangement that exerts a normative effect on its “environ-
ment” because it introduces certain dispositions.

According to Foucault, there are two important moments in the apparatus’s
genesis. A first moment is that oriented to a prevalent strategic objective.

272 D. Padovan and O. Arrobbio



In a second step, the apparatus as such is constituted and enabled to continue in
existence insofar as it is the site of a double process. On the one hand, there is a
process of “functional overdetermination”, because each effect—positive or nega-
tive, intentional or unintentional—enters into resonance or contradiction with the
others and thereby calls for a readjustment or a reworking of the heterogeneous
elements that surface at various points. On the other hand, there is a perpetual
process of “strategic elaboration” that allows the apparatus to establish and
reproduce different fields of power relations (Foucault 1980, 195). Being its nature
essentially strategic and goal-oriented or teleological, it implies a certain manipu-
lation of relations of forces, a rational and concrete intervention in the relations of
forces, either to develop them in a particular direction, or to block them, to stabilize
them, to utilize them. Finally, an apparatus is also always linked to certain limits of
knowledge that arise from it and, to an equal degree, condition it. In short, an
energy grid is a set of strategies of the relations of forces supporting, and supported
by certain types of knowledge.

Foucault applies his concept of apparatus to asylums, prisons, schools, factories,
and hospitals, as apparatuses of disciplining and transformation of practices. In our
view, it appears reasonable to apply the concept of apparatus, as depicted here, to
energy grids. Norms are thus developed and inscribed in the case of energy grids
into a play of power, aimed to overcome resistances, or to change inertial habits, or
again to orient future choices. Data standardization and collection is crucial to
monitor the functioning of the energy grid, to drive it towards more efficient ways
to provide and use energy, and to discipline agents of the grid for more appropriate
behaviour, as for example the harmonization of demand and supply. Infrastructures
provide the architectural frame in which power and prescriptions flow. Moreover, in
the case of the energy grid, “functional overdetermination” refers to the interactivity
between effects of constructive or destructive interaction/interference that might
create a need to adjust or rework the connections between elements. A perpetual
process of “strategic elaboration” happens whereas the strategic objective is the
reduction of energy dissipation alongside the grid favoured by different changes of
agents’ practices. This energy grid transition is not peaceful or irenic, but con-
stellated by more or less critical contradictions that ask for perpetual adjustments
and strategic elaboration. It is a process that never ends. This holds for example the
interest of provider to supply increasing energy (and not reducing it) or the aspi-
ration of the final user to freely use the desired amount of energy without con-
straints, or again the right of a final user to exercise a quasi-total control on his/her
piece of apparatus.

What we discovered is that our final users would take place inside the apparatus,
cooperating in it, sharing the power circulating in it. The problem is that they cannot
do it because they are off-grid, separated from the apparatus or deprived of their
potential or virtual agency to act on it. Moreover, when they are incorporated into
the grid, they fight with the grid’s devices, that resist any intervention and intrusion.
Final users expect to be active grid supporters and not only passive objects of grid,
aiming to drive and sway technological improvement dynamics. They also are not
really persuaded that “dynamic pricing” should manage their enrolment in the grid
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as anticipated by the EU and enclosed in the Commission Staff Working
Document SWD 442 (2013). We got insights also from the energy provider,
underlining that they are very disappointed with other grid’s agents behaviour.
They think that energy managers and facility managers are an obstacle to inno-
vation, that people do not understand their proposals such as to provide thermal
energy during the night or to shave energy peak early in the morning when they
start to warm buildings. Therefore, they show a clear distrust in potential beha-
vioural changes, and human agents are the problem not the solution.

A more general question arises regarding the role of technical devices and
artefacts in the evolution of the apparatus. As already pointed out, Foucault uses
this term to designate a configuration or arrangement of elements and forces,
practices and discourses, power and knowledge, that is both strategic and technical.
He mentions material arrangements as part of the apparatus, but he does not pay
much interest in developing this, as it would deserve. As observed by Karen Barad,
he does not provide a satisfying and articulate explanation of the precise nature of
the relationship between discursive practices and material phenomena. The
dynamic and agential conception of materiality that takes account of the materi-
alization of all bodies (nonhuman as well as human) and that makes possible a
genealogy of the practices, is not examined by Foucault (Barad 1998, 2007). He
only alludes to the ways in which technical apparatuses provide intimate, pervasive,
and profound reconfiguring of the practices performed by agents, and that this
reconfiguring is often unstable and unfixed. The definition of apparatus provided by
Deleuze sounds more fitting our idea of energy grid, underlining the disconnected
and rather precarious character of such ensemble of heterogeneous elements.

But what is a dispositif? In the first instance it is a tangle, a multilinear ensemble. It is
composed of lines, each having a different nature. And the lines in the apparatus do not
outline or surround systems which are each homogeneous in their own right, object, sub-
ject, language, and so on, but follow directions, trace balances which are always off
balance, now drawing together and then distancing themselves from one another. Each line
is broken and subject to changes in direction, bifurcating and forked, and subject to drifting.
Visible objects, affirmations which can be formulated, forces exercised and subjects in
position are like vectors and tensors. Thus the three major aspects which Foucault suc-
cessively distinguishes, Knowledge, Power and Subjectivity are by no means contours
given once and for all, but series of variables which supplant one another (Deleuze 1992,
159).

Our issue of energy grid might be a clear example in which a satisfactory
transformation of practices should be understood only in the light of new assem-
blages of technology and human activity. The notion of apparatus, readjusted and
moved towards a consistent materiality where the inseparability of objects and
subjects is acknowledged, can give energy grid a different interpretation, allowing
the pinpoint of a surface where to attach a strategy of transition. In short, a con-
ventional energy grid is an apparatus in which humans act as depending from
devices driven by incorporated knowledge and language. A smart energy grid is an
apparatus in which devices and humans try to communicate to adapt to new
conditions.
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Asymmetries of Energy and Power

In their working, thermal grids bring and convey both energy power for heating and
social power in forms of rules, norms, and dispositions. They apply on subjects, but
in doing it they also change the current state of affairs. Our investigation rises up the
problematic of the flows and links between energy and power, the problem of how
energy is appropriated, transformed, converted, distributed, used and disposed and
the way in which these processes change the actual configurations. The agents of
those processes that all contribute to the building and functioning of the grid, and
how their nexuses and relationships work out, become a matter of investigation.
How is the “power of power” maintained, conditioned and disputed by coalitions of
agents, dominant and resistant, performing different but interlinked social practices
from which these emerge? (Mitchell 2011). This asks for analysis of how power
flows through complex systems, how it supports and makes existing positive and
negative feedback loops between production and consumption of energy, how
technical devices, knowledge, enunciations, build up energy machines, regimes,
apparatuses, that make society likely. Social forms, as living systems, depend upon
flows of energy maintaining their systemic viability far from thermodynamic
equilibrium (Smil 2010). Since only the simplest forms of energy may be harnessed
without infrastructures, energy resources are always mediated through
socio-technical systems (Smil 2010, p. 12; quoted in Tyfield 2014, p. 61). Keeping
different forms, energy is central to a social system’s metabolic reproduction
(Padovan et al. 2015; Padovan 2015a, b).

In their effectiveness, energy networks are analogous to social networks, been
made of the same substance: a variable and disparate assemblage of natural,
technical, and social elements, a continuous process fostering differences and
repetitions. Based on our outcomes, we can consider thermal grids as a kind of
complex system or network of agents in which energy/power circulates. This power
and the way in which it works have very great similarities with social power. As
stated by Bertrand Russel, “The fundamental concept in social science is Power in
the sense in which Energy is the fundamental concept in physics. Like energy,
power has many forms, such as wealth, influence, communication. No one of these
can be regarded as subordinate to any other, and there is no form from which the
others are derivative” (Russell 2004, Or. ed. 1938 p. 4). As in the social networks in
which power flows reproduce asymmetries and differences (but also negating
them), in these technical energy networks energy flows reproduce asymmetries and
dissimilarities. The analogy can go further whereas we pinpoint dynamics of
energy/power circulation, disciplining, and control: how is the grid governed? Who
benefits in terms of energy provision, consumption and comfort? Is the smart
energy grid a dispositive that assures a win-win mechanism? Our investigation tries
to give some answer to these questions, not looking at thermal grids as a vertical
apparatus going from the centre to the periphery, but understanding energy/power
circulation by looking at its extremities, at its outer limits where it becomes cap-
illary (for this perspective see Foucault 2003). For instance, we discovered
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continuous attempts made by final users to understand how much they are con-
suming, how to save energy, how to regulate temperature, how to intervene on
devices, how to make the apparatus more flexible, how to manage a common
thermal comfort in public spaces. Our goal, similar to the Foucault one, has been to
analyse energy/power regulation at the point where it is invested in real and
effective practices, where it relates directly and immediately to what we might call
its object, its target, its field of application, or, in other words, the places where it
produces its real effects. So the question is this: what happens in the continuous and
uninterrupted processes that go throughout the grid making energy circulate and
investing bodies, directing gestures, and regulating forms of behaviour? In other
words, rather than asking ourselves who simply rules or governs the grid, we should
try to discover how multiple bodies, forces, energies, matters, desires, thoughts, are
gradually, progressively, actually and materially constituted as subjects in the
making of the thermal grid, or to grasp the material agency that uses energy. For
instance, we realized that conventional grid leaves agents in a state of blindness
regarding the heating system functioning. On the other hand, the deployment of
smart grids implies a process of subjectivation whereas agents are invested by a
twofold dynamic of freedom and individual responsibility. While water flows
through pipelines, the grid conveys also data, prescriptions, rules, advises for users,
disciplining and regulating their practices. The study of the multiple peripheral
bodies, the bodies that are constituted as subjects by power effects in the frame of
thermal grid, enlightens the way in which it acts and is enacted by different users. In
our investigation, we noticed also that agents can bend, in some cases, the grid
towards their own goals, or can refuse at all the regulating power conveyed by it.
Forms of adaptation, rejection, manipulation, constellate the grid along its entire
length, becoming often sources of controversies and conflicts mainly in buildings
where different tenants experience different intensities and performances of the grid,
or in different areas where grid shows some malfunction. Energy/power handling is
not a homogeneous phenomenon; it is marked by different levels of intensity and
power. Energy/power is something that circulates, or rather is something that
functions only when it is part of a chain. It is never localized here or there, it is
never in the hands of someone, and it is never appropriated in the way that a
commodity can be appropriated. Power functions. Power is exercised through
networks, and individuals do not simply and passively receive the energy circu-
lating in those networks; they are in a position to both submit to and exercise this
power. They are never the inert or consenting targets of power; they are always its
relays. In other words, power passes not only through the pipelines but also through
the users. It is not passively applied to them, but it asks for a process of
subjectivation.

Thermal (but also electric) grids are complex systems of connection of different
agents equipped with different agency and different power of influence and inter-
vention on consumption and environmental impact. It is in some way self-evident
the fact that big energy providers and final users are very a-symmetrical in the
influence on energy management. At the theoretical level, we can see two big
categories of agents: natural and corporate. Natural persons are obviously those
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people that do not have any legal definition, the final users of the energy. They can
only make contracts and agreements with providers and managers. The other cat-
egory is the one of corporate actors that range from extractors, refiners of oil and
gas, sellers and intermediaries placed at the core of the big energy market, national
and local providers, energy managers of other corporate actors such as cities and
firms. All of them are corporate actors in the sense that they act as fictional persons,
law rules their actions, and finally they get an internal structure composed of
positions rather than persons, a structure in which persons are merely occupants of
positions (Coleman 1974, 1982).

We can define corporate actors as those organized actors, which participate
directly in (policy-oriented) decision-making, which are formal organizations, have
a real constitution and a real membership, purport to represent the interests of their
membership, but often have been challenged for misrepresenting these interests by
both internal and external critics. Their decisions result in the establishment,
maintenance and transformation of rule regimes (Flam 1990). The main conse-
quence of the corporate actors’ agency is an asymmetry of the relations in the
energy grid. The relationship between the two actors (natural personas and cor-
porate actors) is asymmetric in the types of parties they involve, but are asymmetric
—often extremely so—in two other respects as well: in the relative sizes of the two
parties, and in the numbers of alternative transaction partners on each side of the
relation. One main consequence of the asymmetry is that a corporate actor nearly
always controls most of the conditions surrounding the relation. The result is that
two parties beginning with nominally equal rights in a relation, but coming to it
with vastly different resources, end with very different actual rights in the relation.
This asymmetry of rights taking place in the evolution of a system of relations is
one of the main reasons that make people distrust regarding generally processes of
socio-technical innovation at the point to refuse them. Distrust, disappointment,
discontent are conditions that shape people when they realize the asymmetries of
power in which they are involved. This is the case of such top/down strategies of
smart grid deployment, whereas actions of involvement are not contemplated or are
merely claimed.

Conclusions: Transitional Apparatuses as New Frame
for Policymakers

Because of path-dependency mechanisms deployed by the development of fossil
fuel conventional energy grids, the transition towards smart energy grids must start
from them. A counterapparatus, far more suitable and acceptable for current pur-
poses of energy transition of those existing nowadays, can be built only on already
existing infrastructures. There is not alternative to begin from this constraining
stage of thermal grid evolution. Consequently, we need to know how conventional
grids work and where their potential for change is. As technological zones they are
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rather rigid, linear, inelastic and thus useful only to a certain extent. In the case of
district heating the situation is even worse in the sense that the rigidity and path
dependency of co-generation apparatuses is very strong: likely it will be very tough
to emancipate this energy provision from its fossil fuel primary source. Moreover,
the socio-technical vision of grids transition is considerably naïf: the list of stuff that
“should be done” is not enough to ensure a successful transition.

The notion of apparatus or dispositive seems to us more useful to adopt
strategies of transition. This notion is similar to concepts such as assemblage
(DeLanda 2006) and arrangement (Schatzki 2011, 2015), which outline a relational
system for dissimilar elements and practices. Apparatuses, assemblages, and
arrangements are concepts that often overlap, and that at the empirical level can
operate symbiotically to explain the forging and emerging of practices such as
energy production, distribution, usage, and dissipation. All in all, that of apparatus
seems to us a more intense, dynamic, and agential concept than the other ones. The
co-evolution of varying lines and strata of practices, techniques, discourses, and
singularities establishes it. An apparatus is more concerned with its security and
functional certainty than an always virtual and a never fully actualized assemblage.
Moreover, it is purpose-oriented in the sense that an apparatus organizes people,
artefacts, enunciations, and things according to functions, statuses and relations of
agents involved in it (see Schatzki 2015 when it describes Deleuze “regimes of
power”). Finally, it denotes large systems of real life, such as energy systems with a
time-space relevant dimension, which are incessantly changing. Regarding energy
grids, it is undoubtable that they are greatly concerned with their security and
continuity in time and space, being them an indispensable support for the societal
reproduction. They aim towards clear purposes, are spatially deployed and, finally,
they are under an incessant process of change depending on the practices performed
within them. This tension for change is what distinguishes an apparatus from other
kind of socio-technical configurations such as arrangements or assemblages.

Apparatuses are made of lines, which show continuous variations. The features
of nonlinear change, emergent properties, spontaneous self-organization, fractal
becoming, and so on are perceived to represent not the abnormal conditions of
existence of physical, chemical, biological and even socio-historical processes but
rather their ‘normal’ conditions of existence (Ansell-Pearson 1997). The fact that
human agents always belong to apparatuses and act within them, interacting with
their lines of functioning, means that apparatuses exercise a certain power on them
but also that these agents can change them by performing their own practices or
fighting against them, as said by Agamben (2009). In other words, apparatuses are
agents of change aimed to secure in this way their own continuity and the
immortality of the society where they act (Garfinkel 1988). Each apparatus shows
lines of breakage and fracture. Sometimes these are situated at the level of powers;
at other times at the level of knowledges; other times more at the level of structures
of practical action. More generally, it should be said that the lines of subjectivation
indicate fissures and fractures. Change depends on the content of the apparatus, and
each apparatus deserves its own diagnostic, its own archaeology. Moreover, an
apparatus creates a propensity for certain types of events, a trend that some things
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“happen”. The application of this concept to an energy grid opens up the possibility
of its change towards the smartness. Can an apparatus become smart, or flat or
democratic or equal or differentiated in its functions and provisions? Might an
apparatus such as an energy thermal grid be designed and managed in order to
generate insensible but enduring changes in the agents’ performance? Or to be
flexible enough to change in virtue of agents’ performance?

An apparatus can change whereas it gives visibility to variable creativity arising
out of itself. What counts is the newness of the regime in which a new perspective
arises (Deleuze 1992). The newness of an apparatus in relation to what is going
before is what one could call “actuality”. The new is the current that we are
fostering. Each apparatus is thus defined in terms of its newness content and its
creativity content, this marking at the same time its ability to transform itself, or
indeed to break down in favour of a future apparatus, unless it concentrates its
strength along its hard, more rigid, or more solid lines. Apparatuses are composed
of lines of visibility and enunciation, lines of force, lines of subjectivation, lines of
splitting, breakage, fracture, all of which criss-cross and mingle together, some lines
reproducing or giving rise to others, by means of variations or even changes in the
way they are grouped. Important consequences arise whereas these lines are more
or less rigid and unyielding when they try to orchestrate new configurations and
bundles of practices along the grid. An apparatus has in some way the capacity to
capture, orient, determine, intercept, model, control, or secure the gestures, beha-
viours, opinions, or discourses of living agents. An energy grid is an apparatus
aimed to capture bodies making them subjects, in the sense of subjectification. As
said by Agamben (2009), a subject is that which results from the relation and, so to
speak, from the relentless fight between living beings and apparatuses.

Our scrutiny of conventional thermal grids suggests recommendations to policy
makers and technical designers to be taken in mind when they decide to build up
smart grids.

• Conventional thermal grids offer—because they already are a web of reciprocal
actions and of functional interdependencies—the ground on which smartness
can be built upon. It means that constraints and opportunities are already
established, and they have to be in some way forced up to reach desirable goals
of smartness.

• The transition process towards the smartness is often, if not always, seen as a
simple addition of different technical operations. From our point of view, these
operations are too naïf, socially inappropriate, and driven by a mechanic and
linear causality. We suggest thinking in terms of apparatus, or in terms of
circularity and co-evolution.

• Different and contrasting aspects mark the deployment of feedback devices. On
one side smart energy devices can gradually become ‘backgrounded’ within
routines and practices, increasing the agent’s information about the amount of
energy they consume. On the other side, beyond a certain level these devices do
not encourage householders or customers to reduce their levels of consumption.
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They realize the limits to their energy saving potential and become frustrated by
the absence of wider policy and market support.

• Smart grids are aimed to shave peaks. This goal can be reached by orchestrating
new patterns of differences and repetitions in the heating practices performed by
actors.

• A thermal grid bears at the same time energy, power, heat, information, rules,
codes, data, and so on. The fact that human practices and technical systems do
not act in synchrony is often a matter of communication, interpretation and
reciprocal interpenetration.

• The intensity deployed in a thermal grid is fated to disappear in favour of
extensity. However, it does not mean that difference inside the grid cancels out.
The extension process produces new orders of differences and individualization
that inhabit the depth of the reality. A smart thermal grid with all its devices
pulls for new singularities and attracts new differences and asymmetries.

• The deployment of change depends on the struggle between agents and appa-
ratuses. It means that in the fostering of smart thermal grids a process of sin-
gularization occurs, which implies a harmonization of interests and practices
among the different agents of the grid.

• The process of smartness lies into technological areas where metrological,
infrastructural and qualification aspects have to be met synchronically, in order
to give start to a new becoming involving all socio-technical aspects and the
way they communicate and foster feedback.

• The system and its history and dynamics—which is the combination of the
intensity that drives the system and the extensity that it exhibits—produces at
the end novel patterns depending on its own entropy. In this vision of
non-equilibrium thermodynamics, socio-technical systems evolve in an unpre-
dictable way.

• In this perspective, we can say that physical, technological and social agents of
the grids are caught into a process of individualization and singularization that
opens up new energy arrangements, new intensity/extensity configurations and
new forms of socio-technical organization.

• Having described grids as apparatuses we can also say that they are aimed to
endorse disciplined actors in order to secure energy provision. However, the
way in which people are pushed to behave in way to make energy use more
efficient is also unpredictable.
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Chapter 13
Grid Dependencies and Change
Capacities: People and Demand
Response Under Renewables

Mithra Moezzi

Abstract Much of everyday activity in highly technologically developed societies
involves electricity from a centralized grid. This is most evident during blackouts—
at which point the availability of many routine forms of information, communi-
cation, light, money, and other connectors are quickly depleted. The expectation of
perfect electricity has accompanied an evolution of social practices that absolutely
require a working electricity system, while practices that escape that system become
abandoned or antiquated. By definition, during supply shortages, societies adapt. In
less-developed countries, especially those experienced with unreliable power, and
with less-dense ties to the grid, there is established capacity to cope, including
substituting non-electricity for electricity, and adjusting the timing of activities. In
areas that expect perfect electricity, and rarely experience failures, however, reli-
ance on electricity is higher and coping is more fragile. Drawing on social practice
theories and history of technology, this chapter explores examples in the evolution
of the grid dependence and develops a concept of sociotechnical resilience.
Sociotechnical resilience refers to the degree to which basic activities can be
decoupled from the grid, and how they do so. This resilience obviously matters in
the case of blackouts and severe supply restrictions, but it also speaks to flexibility
within “portfolios” of practices in terms of their synchronization with electricity
supply. Demand flexibility is expected to become increasingly important in future
scenarios where electricity supply has evolved to include much higher penetrations
of renewables. To date, most of the debate on how this flexibility will occur has
focused on “demand response,” particularly through individual end-user behaviors,
and well as through isolated and largely private backup systems to provide tem-
porary power. Focusing instead on sociotechnical resilience broadens the scope of
flexibility by looking at people, technologies, and adaptation in a more connected
and intricate combination. In addition to the power markets and generation capacity
markets that already exist, there is thus a need to recognize, maintain, and further
develop the sociotechnical capacity to do without electricity. This possibility is
rarely included within the usual boundaries of debates about the renewables and the
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grid, or balancing supply and demand. To illustrate, the chapter provides examples
from supply disruptions in both more-developed and less-developed countries,
explores how policies, language, technology design, and the public sphere might
better recognize and build this sociotechnical capacity.

Introduction

Planning for a lower carbon future and hedging against risks of fossil fuel depen-
dence, countries and jurisdictions increasingly envision a future where electricity
generation is dominated by renewable resources. A departure from
fossil-fuel-centered generation means that the easily dispatched, predictable, stor-
able, and energy-dense nature of fossil fuels that industrialized portions of the world
have grown to depend on would be replaced by power sources of a different nature.
Renewables-based power is more dependent on uncontrollable environmental
conditions, and more variable across time in both short and long terms, than fossil
fuels (Labanca et al. 2015; Powells et al. 2014; Stephens et al. 2013). Wind changes
from moment to moment; droughts reduce the availability of hydropower and
biomass; sunlight is not always available; floods, earthquakes, and high winds can
destroy infrastructure for renewables and fossil fuels alike (Michaelowa et al.
2010).

Nuclear power, continued use of fossil fuels, robust portfolios of renewable
energy sources, improvements in storage, grid management, and various other
supply system technical strategies and innovations can be applied to manage some
of the challenges of renewables variability and uncertainty (Lund et al. 2015). Most
discussions of a future renewables-based grid, however, include demand response
as an important part of that future, usually with an argument that the need for
demand response will be greater than in largely fossil-fuel-based electricity systems
(e.g., Aghaei and Alizadeh 2013; Denholm 2015; Roscoe and Alt 2010).

References to the “smart grid” then often step into the policy narrative as a
solution that would help make this new order workable by efficiently providing
price signals, enabling direct load control, and by improved supply and distribution
management (Tricoire 2015; Skjølsvold et al. 2015). With limited exceptions (e.g.,
Higginson 2014; Strengers 2011), the public discussion of demand response in a
future renewables-centric grid has been fairly narrow and schematic relative to the
scope of social change and responsiveness that seems envisioned. In particular,
there has been little serious discussion of what might be required from energy users
to provide this higher level of demand response, the limitations and consequences
of this response, nor of the larger changes in technologies and practices that might
increase demand response capacity or lower the need for short-term demand
response through longer term shifts in demand. Rather, price seems to take the
default role of an efficient, unbounded, and fairly unproblematic device to unlock
potential.
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This chapter is not intended to dismiss the tools and insights of conventional
demand response. Rather it begins with the recognition that research in load
management and demand response have had little direct truck with people, what
they do or could do and why, but instead generally includes them implicitly as end
users who participate, or not, in generating demand or demand reduction. Demand
response is framed as an almost entirely economic mechanism, to be supported by
relatively minor adjustments to end-use technologies (e.g., price-responsive smart
controls). From this perspective, demand response can be scaled by gaining more
participants into the fold of the demand response mechanism and by increasing the
financial incentives for reducing demand. There is, however, little reason to assume
that current levels of demand response are simply scalable at any level, and little
discussion of what price mechanisms might miss, such as equity (Darby 2012),
societally reasonable allocation of electricity under conditions of scarcity, or whole
new ways of doing things for which electricity is not crucial. In envisioning the
future of demand response, a richer dialog about the capacity for, and costs of,
energy users voluntarily “changing their load shapes”—that is, what they do and
how and when they do it—is needed. These less-spoken alternatives are relevant
not only for developing short-term capacity for reducing electricity use when
needed (narrowly, demand response) but also for considering the possibilities of
reshaping demand over the long term.

Compared to the demand response questions of past decades, as noted above,
high penetrations of renewables will likely need a higher degree of flexibility in
demand, including both long-term shifts in demand and shorter term “responsive-
ness.” The aim of this chapter is to help expand the current “demand response
thinking” that now fills the discursive slot on how the variability and uncertainty of
renewables will be integrated into future electricity systems. In particular, the
chapter aims to open a fuller appreciation of what activities provide, or could
provide, demand response (or some of the benefits of demand response, but from a
conceptually different viewpoint), and to begin to ask questions about the conse-
quences and requirements for this expanded capacity in terms of technology design,
policies, social structures, and expectations, as well as about the roles of people in
producing and enduring this capacity. Paschen and Ison (2014: 1083) note that
visions of change, as encoded in “adaptation” and “innovation,” often end up
“maintaining existing production systems—including … systems of knowledge
production, therefore traditional framings and knowledge paradigms that restrict the
meanings and implementations of adaptation.” Their comment provides an entrée
for identifying these paradigms and some of their limitations.

Approach

This section provides an abbreviated preview of the argument to be elaborated in
the remainder of the chapter. Table 13.1 compares a more conventional and narrow
notion of demand response and demand management to “sociotechnical capacity”
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viewpoint that sets its sights on broader strategies for shifting activity across time
and lowering dependence on electricity. For example, in conventional demand
response, people are seen to react to prices or to social calls for curtailment by
offering precise actions, generally at the device level, e.g., to reduce air condi-
tioning, to charge batteries off-peak, etc. The broader view moves beyond devices
to attend to why activities happen at particular times and in particular ways and
what is needed to create affordances for change. Opportunities may be afforded by
provision systems that can function without electricity (the Capacity row in the
table) or by non-grid electricity (Realm of Analysis row) and that can better manage
costs (Load Management Technologies and Priority During Scarcity rows).
Elements in the leftmost column overlap and interact with one another.

Lutzenhiser (2014) argues that the vocabularies and politics of conventional
energy efficiency debates can quietly limit what can be seen, what counts, and how
it can be debated. Table 13.2 outlines some of these conventions as they appear in
demand response and smart grid literature, and comments on their potential con-
sequences in restricting the view of what is at play in a renewables-centric future.

The experiences of a smart grid and a largely renewables-based supply are in the
future. To explore the expansions hinted at in Tables 13.1 and 13.2, this chapter
turns attention to blackouts, load shedding, and power shortages, the exact events
that demand response is usually intended to prevent. While drawing from examples
in developing countries, the geographical focus for interpretation is the United
States, the sector focus is generally residential, and the intent is exploratory: to help
open existing technology-centered vocabulary and concepts of the energy efficiency
rubric beyond their normal limits, connecting them to a larger framework that
includes practices, practitioners, and the possibility of a more historically based
evolutionary view.

Dependence and Disruptions

Practice theorists describe practices as “recruiting” practitioners (Shove et al. 2012).
Electrical grids, as infrastructures, have done a remarkable job of recruiting inter-
connected bundles of practices, practitioners, and their devices to rely on these
grids. Mundanely, electricity is often called “the lifeblood of modern society” (e.g.,
NAS 2016). A huge proportion of daily social activities circulate based on the
availability of a somewhat fragile centrally planned electricity network. This net-
work is so crucial to everyday life in some areas that power shortages cause panic
and the suspension of many normal activities, resulting in high economic and other
costs. The point is not just that centrally planned electricity systems are “brittle”
(Lovins and Lovins 2001; Smith 2003) but that extreme dependence on this system
also creates vulnerabilities.

In evolutionary terms, some of this dependence stems from interests in creating
demand and in shaping it to economically suit supply, a dynamic present from the
beginning of the grid electricity industry (Deumling 2004; Hausman and Neufeld
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1984; Nye 1990). Contemporary goals of electrification (substituting electricity for
other energy sources), such as electric vehicles and the conversion of natural gas
end uses to electricity, as well the “smart grid” in general (Powells et al. 2014;
Stephens et al. 2013) are also aligned with these interests. Couched in the context of
climate change mitigation, environmental improvement, system efficiency, relia-
bility, modernity, etc., the self-interested nature of these arguments is sometimes
forgotten. In sanctioning what appears to be a more controllable form of energy
supply, these electricity-centric trajectories also create dependencies that can limit
societal flexibility and resilience, as well as increase it.

Electricity grids have been described as mammoth infrastructures that tie tech-
nology together with social practices, generally through the mediation of appliances
(Shove 2015; Skjølsvold et al. 2015) and devices. People, technologies, and
activities are entangled, mutually shape and limit each other, and constantly
co-evolve (Rupp 2016). Visions and actualizations of a smart grid and a corre-
sponding “internet of things” create a denser network of dependent connections,
which at the same time become less tangible and visible. This smart grid involves a
“physical, technological and social reconfiguration of the entire energy supply
system” (Ballo 2015) as well as adding different types of load (Labanca et al. 2015;
Stephens et al. 2013).

Blackouts in the US

Power blackouts have been examined by anthropologists (Rupp 2016), sociologists
(Matthewman and Byrd 2014), historians (Nye 2013; Trentmann 2009), and others
(Deverell 2009) as moments of rupture of the normal fabric of society. While
dependence on grid-tied electricity is obvious, blackouts can make the details of this
dependence much clearer both in terms of technical ability (e.g., will this phone
work in a power outage?), and interlinked systems providing communications,
goods, environmental control, etc. They can also reveal insights about the nature of
social connections including both those operating when power is available as well
as latent types of social interactions that are activated or become more evident in
these liminal periods (Rupp 2016); some of these insights are discussed later in this
section.

In the US, blackouts are not common, and usually do not last long. One report
estimates an average of 214 min of blackout every 9 months (Amin 2011; Apt et al.
2006), which amounts to a rate of less than 0.1% of time. That is a higher rate than
in other countries such as the UK, France, and Japan (Apt et al. 2006), but still quite
rare. Usually outages are short enough that they are annoyances or inconveniences
that can be coped with, with relatively few people or entities sustaining major
losses. In 2003, however, the Northeast blackout affected over 50 million people in
Canada and the US. This remains the largest North American blackout to date.
Some customers only lost power for several hours, but others were without power
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for more than two days, and some faced rotating blackouts for 2 weeks (NERC
2004).

In the US, large-scale blackouts are interpreted first as extremely costly eco-
nomic events.1 For example, a US federal report estimated that costs from
weather-related electricity outages alone ranged from $25 to $70 billion annually,
with costs expected to get worse due to increasing severity of weather-related
events (White House 2013). In the aftermath of the Northeast Blackout, newspaper
and television coverage often referred to the US electricity grid as being
“third-world.” Though technically this was not a reasonable comparison, it signaled
a substantial national shame reflex. This became paired with a renewed emphasis on
avoiding blackouts altogether and creating a “perfect grid” providing flawless
power, rather than making use of lower quality power when necessary and
managing blackouts when they do happen (Marnay and Bailey 2004). The flip side
of the expectation of a perfect grid is high dependence on this perfection and
potentially high societal vulnerability in the case of power failures.

There are, of course, safeguards in place. There are federal emergency and
security analyses and procedures; property, building, and enterprise managers often
have plans and sometimes conduct drills for dealing with local power emergencies;
and isolated groups of “preppers” take steps to protect their families and commu-
nities and talk about these steps with others (e.g., Luther 2014). Overall there is
surprisingly little public discussion of how the various costs of blackouts might be
reduced, despite the relevance to climate change and societal adaptation and resi-
lience. In the meantime, elements of the technological fabric of everyday life
change rapidly, and the dependencies that come along with these changes can be
difficult to see without empirical evidence.

Reports by the International Energy Agency and others outline how communi-
ties have responded to reduce electricity usage in mid-term and longer term power
emergencies, such as during the California “electricity crisis” of 2002 and the
Fukushima Daiichi nuclear plant shutdown in 2011 (IEA 2005; Kimura and Nishio
2013; Pasquier 2011). The 2005 report estimated energy savings of between 0.5 and
20% in response to electricity shortfalls, depending on the country. Other authors
(Nye 2013; Rupp 2016; Trentmann 2009) have analyzed social responses to
blackouts, as discussed further below. What appears to be missing, however, is a
detailed account of the technological, infrastructural, and social responses to
blackouts insofar as the functionality of basic systems—transportation, water
available and quality, sewage management, basic heat and light, communications—
and the effects of dysfunctionalities are concerned.

Failure stories that report on these problems can expose individuals, organiza-
tions, or technologies to blame and legal repercussions, which likely inhibit the
circulation of these stories. In addition, during power outages, the ability of indi-
viduals to control the environment on their own is radically changed, since instant

1Another common stream of the effects of outages covers accidents or conditions affecting health
or mortality (e.g., Anderson and Bell 2012).
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power, movement, and information are suddenly much less available. Accordingly,
there is more need to cooperate to get things done, though this cooperation requires
a different set of skills and rules than those in electrified environment.

Analyzing blackouts in New York City between 1965 and 2012, Rupp (2016)
describes an increasing “atomization” of society, wherein each individual circulates
largely on his or her own, or at least has the ability to do so. Communication
devices connect people as nodes of a social system in a way that is quite different
with respect to space, time, and the qualities of sociality compared to those
requiring face-to-face interactions. Worldviews and the organization of society echo
(and are echoed by) the electricity system, though it would be incorrect to assume a
simple formula by which the ubiquity of individual communication devices creates
higher levels of individualism from a psychological perspective. In any case, this
organization has obvious implications for the electricity system, among them the
fact that individualization can increase energy demands because certain energy
services become less shared.

According to Rupp, in the case of New York, atomization is fostered by the
availability of electricity-mediated technologies that override traditional geographic
space as well as the limitations of natural cycles of light and dark. Technically, one
can communicate with nearly anyone at any time. Blackouts, Rupp argues, halt
these abilities, “resulting in a contraction of space and distances traveled, a slowing
of ever-accelerating time, and a thickening of social relations from ethereal, dis-
embodied, mediated communications to communication that is immediate.” Thus
blackouts create a space that can reignite older forms of sociality, and less atomized
relationships, by temporarily evacuating the “normal” electronically based com-
munications infrastructure. Trentmann (2009) also emphasizes the importance of
sociality and sharing that arise during power outages. Rupp suggests that sociality is
a dynamic matrix where humans and nonhumans continually interact and affect
each other. Forms of sociality are certainly emergent based on the forms of the
available networks (be they electronically mediated or in physical space), but these
forms are presumably path-dependent. That is, interactions and expectations will
depend on past experiences and skills.

Load Shedding and Blackouts Where They Are Common

The discussion of power shortages above concerns situations where blackouts are
unexpected and uncommon. But what about where they are common and expected?
Up until very recently, energy supply has been primarily based on renewable
energy sources. Currently many less-industrialized nations currently use high per-
centages of renewables. Considering electricity itself, 80% of electricity produced
in Sub-Saharan Africa is largely fossil fuel based, but in some countries most
electricity is hydropower, e.g., 97% in Cameroon (Williamson et al. 2009).
According to the World Energy Outlook (2015), in 2013, an estimated 1.2 billion
people did not have access to electricity and 2.7 billion relied on traditional biomass
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for cooking. Even when grid electricity is available, there can be frequent power
shortages (Burlando 2010; Kavishe 2015; Nkwetta et al. 2007; Trovalla and
Trovalla 2015). According to The Economist, in South Africa, people check the
reports of Eskom (the national power utility) like weather forecasts to be prepared
for probable load shedding (Economist 2015). The Twitter hashtag #loadshedding
is active for Eskom as well as other utilities in African and Asia. In short, people in
countries with unreliable power expect power outages and organize their activities
and expectations to prepare for them.

In providing this analogy, there is no intent of celebrating blackouts (see Onishi
2015), or of exaggerating parallels between countries that are relatively unindus-
trialized and have poor power infrastructures with those that are highly industri-
alized and expect cheap plentiful power to be always available. Presumably, in
countries where power outages are common, there are greater skills in improvising
solutions and in relying on various kinds of social and technical backup systems,
due to the frequent need to do so, relative to places that rarely need these skills and
systems.2 In academic and internet-available popular literature, however, there is
little detailed information about how this coping, adaptation, and management take
place; rather, it is clear that it does take place. At least speculatively, however, a
better understanding of the technical and social arrangements through which
electricity supply disruptions are managed in countries where disruptions are rou-
tine can provide insight that can help understand how adaptation to a more
renewables-centric power system could work in industrialized countries.

A basic scheme of blackout coping mechanisms contains at least three com-
ponents, each of which draws on combinations of social and technical elements.
First, generators and other backup power systems are available. Due to the regular
need to use such backup, they are (probably) more reliable than is the case in
countries where power outages are rare. Second, there are alternative energy
sources, such as kerosene and biomass, which can provide energy services when
electricity is not available. This is not just a matter of substituting one fuel for
another, but instead requires necessarily social systems of distribution as well as
technological devices suited to these alternative sources. Non grid-tied local gen-
eration and micro-grids are also sometimes available, again an alternative to a
centralized grid. Third there are short-term and longer term time—and resource—
management strategies that distribute activity with respect to expected value.
Kavishe (2015), for example, describes how industry manages blackouts through
shifting working hours, using low-skilled low-cost labor, and investing in high
productivity systems to take advantage of power when it is available, if there might
not be power tonight, study now, and so on. Because power shortages can be
expected, the consequences of power shortages can be expected. While on the

2There is a popular concept particularly in some formerly French-colonized countries in Africa of
“Système D” where the D stands for se débrouiller (see Kaufmann 1985) and/or (according to
some) se démerder (to get yourself out of shit), now referring to the informal economy in general,
or otherwise to do or construct without the proper equipment, tools, or rules, mundanely a form of
“do-it-yourself.”
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surface, this level of coping would hardly be viewed as practical or acceptable
policy in the US, it is also not distant from the types of suggestions that are
sometimes provided in demand response and conservation material directed to
residential customers, as Carlsson-Kanyama and Lindén (2007) detail—e.g., to do
one’s dishes at night or refrain from using the clothes dryer.

Learning from Blackouts

The question is not whether society is flexible when forced to be, since clearly the
answer is yes. Instead what is most interesting is the nature and consequences of
flexibility and inflexibility, how flexibility might be increased, and how the con-
sequences of flexibility and inflexibility can be made less costly—to individuals,
organizations, governments—in terms of economic costs, financial costs, lost
amenities, time and process synchronization, and other social costs such as stress,
suffering, and psychic tolls.

Above I remarked on narratives about coping with blackouts as experienced in
the United States. In discussing the role of narrative in conceptualizing how people
can and do adapt to climate change events, Paschen and Ison (2014) argue that local
narratives about adaptation help draw connections between otherwise seemingly
unrelated socio-cultural and institutional aspects, as well as highlight individual and
community local knowledge and coping capacity. This ability to capture com-
plexity, context-specific adaptability, and emergent knowledge (Paschen and Ison
2014) as rendered in stories contrasts with a flatter, more top-down, focus on
universals, discrete elements, and quantification (Moezzi 2015) characteristic of
demand response-based view of demand flexibility.

In summary, blackouts reveal existing interconnections between different prac-
tices and potential domino effects of failures among them, many of which are
difficult to predict without empirical evidence. These connections are in continual
evolution. Second, blackouts also provide evidence and examples about how
electricity shortage problems have been, or could be, coped with, and the potential
consequences of such coping. Third, blackouts also provide an escape from elec-
tricity that may itself provide pleasure including different, and perhaps deeper,
forms of sociality, and “regressive” snapshots of what everyday life could require.

An improved ability to cope with blackouts is not the central point of this
argument, in part because seriously considering a future studded with blackouts is
hardly a winning vision. Rather, it is that it is possible to configure society so that it
is less dependent on having any amount of centrally provided power available at
any time. For a simple example, shifting geographies of cooling, such as via
“cooling centers,” or more archaically, with theaters (Cooper 1998), shopping
malls, grand cool churches and mosques, can reduce the amount of space that needs
to be cooled. Cooling centers as a course of action are already included, to some
extent, in municipal heat response plans (e.g., Bernard and McGeehin 2004) but
less so as a matter of demand response itself.

13 Grid Dependencies and Change Capacities … 293



Expanding Demand Response

Darby and McKenna (2012) argue that residential demand response, while poten-
tially effective in reducing load, requires a relatively large societal effort. Given the
small loads at play—a bit of WiFi power for a timer—for many particular end uses,
many actors must participate in order to produce an adequate aggregate load
reduction. Most demand response has been focused in the commercial and indus-
trial sectors, and few aggregators have been interested in residential demand
response (Darby and McKenna 2012). Current residential demand response
mechanisms include energy efficiency and conservation programs; static
time-of-use pricing; critical day pricing; critical peak pricing; peak time rebates;
real-time pricing; demand-side bidding; and dynamic demand via equipment
cycling (Darby and McKenna 2012). As noted above, so far the demand response
literature has largely focused on getting people to “participate” in demand response
and assessing the load reduction effects of this participation, rather than on exactly
what people do to provide this load response, how to increase the capacity for this
response (beyond price/utility ratios and direct load control mechanisms), and what
the individual and social consequences of response might be. These issues normally
lie beyond the scope of power utility interests. In thinking about how a high
penetration of renewables can be integrated into power systems, a broader view is
necessary.

Time Dependency and Utility Interests

The idea of time-dependent rates is as old as the electricity grid (Hausman and
Neufeld 1984). At the turn of the twentieth century, peaks were in the early eve-
ning, driven by lighting, leaving large excess capacity for much of the rest of the
day. Industry tried to encourage load in other hours by supporting the conversion of
steam engines to motor, discouraging grid-independent power, implementing
time-of-day rates, encouraging electric vehicle charging at night, and focusing on
load factors. As noted above, this pressure to build load and shape demand is
echoed in contemporary US arguments for further electrification. Despite the long
history of time-of-use rates, they are rare in the US, with less than 1% of households
using time-of-use rates in 2001 (King 2001). In UK only a quarter of households
are on time of use (Higginson 2014). For residential end users, even current par-
ticipants in current demand management schemes, demand response may often take
quite a bit of effort (Burchell et al. 2016; Higginson 2014), in part because the array
of alternatives to electricity is so poor.

The problem of trying to change load shape to economically fit supply capacity
is usually rendered as demand-side management. In the US, demand-side man-
agement is usually considered to include (a) load reduction or conservation; (b) load
shifting; (c) peak-clipping; (d) valley-filling; (e) load growth (Faruqui and
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Chamberlin 1993); and (f) load shape flexibility. The first four, and especially the
first two, of these are based on short-term definitions. From the perspective of
thinking about societal flexibility of electricity use, this supply-side view of demand
might be translated into a demand-side view of supply. Table 13.3 provides a
provisional view, asking (a) what are current “baseline” levels, and thus the grounds
for accounting for saving and shifting?; (b) how might changes work in the
long-run versus in response to short term?; and (c) what are the levels of willingness
and ability of end users to provide these shifts in support utilities and the grid?

Smart Grid

The smart grid is a not a centrally planned concept or implementation but rather an
umbrella term that has taken on currency and a variety of definitions, courtesy of a
wide variety of stakeholders. In aggregate, a great deal of promises have been made
for this smart grid—including ability to manage supply and renewables intermit-
tency and accordingly support greenhouse gas emissions goals and reduce fossil
fuel dependence; providing two-way communications between producers and users;
and managing end-use demand and costs, safety, security, and reliability (Tricoire
2015). Skjølsvold et al. (2015) note that this smart grid has become a sort of
catch-all solution to the anticipated need for a more efficient, more manageable,
mode of supply, and supply–demand linkages. It inscribes users themselves and
encodes expectations about them, such as that they will engage with
time-dependent home energy management, sell electricity, etc.

Most renditions of the smart grid are optimistic about the eventual participation
of their customers, particularly residential customers, in demand management
programs. There is rather slim evidence that many people really want to manage
their electricity use in this way or that they would consider it “empowering”
especially in the long term (e.g., Burchell et al. 2016; Darby and McKenna 2012;

Table 13.3 Some types of demand classified with respect to their time flexibility

Category of demand Examples

Time-dependent, linked to
environmental circumstances such as
weather, darkness

Cooling, heating, lighting

Time-dependent, linked closely to other
schedules

Mealtime, working together, serving patrons,
transportation

“Always on” load, such as many
electronics, communication networks

Standby modes, WiFi (in some cases)

Baseload that can be off or cycled for a
while, with little loss of amenity

Refrigeration, storage domestic hot water,
charging, etc.

Load that technically might be very
flexible as to time

Individualized/atomized operations (e.g., working
alone); some industrial processes

Storage Charging vehicles, electronics, pre-cooling, etc.
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Hargreaves et al. 2013; Higginson 2014; Peters et al. 2009). Experimental and
small-scale programs do sometimes show savings, but not only are these programs
often centered on volunteers, they are generally short-term rather than longer term.
Leaving issues of equity and prioritization aside, here is also a question of what
rates (and other rules) would be required to achieve the levels of demand response
required—itself rarely discussed publicly.

One of the basic social discomforts expressed about the smart grid is ceding
control to the utility and its agents. There has been little acknowledgment of this
fear other than some expectation that it is a matter of short-term distrust and
ignorance that will eventually be ceded. But historically, a combination of fear and
fascination with robots and dumb agents runs very deep (Schelde 1993).
Individuals, households, and communities can do change schedules and habits,
sometimes very quickly and massively (e.g., during Ramadan, war, vacations, etc.)
but the reasons for, and infrastructural support for, these changes matter. So it
remains to be seen why exactly customers would find these demand response
activities to be of value, other than the schematic economic argument where
individuals balance electricity price with its utility. Table 13.4 summarizes some
typical assumptions promoted in smart grid frameworks, along with corresponding

Table 13.4 Promoted expectations of a smart grid future, and reservations thereof

Promotional line Reservations

Prices will be used to trade off personal costs
and benefits of load shifting and conservation

Does not allocate across users; takes effort;
does not address equity

Short-term demand response delivers
capacity

Short-term capacity is important but longer
term shifts in demand may also be necessary

Demand response can be scaled to any degree May not scale well

Focus on discrete “conservation” actions
rendered as relatively independent choices

Actions are integrated into practices which
depend on material arrangements linking
“people, organisms, artifacts, and things”
(Schatzki 2015)

Transform consumers to engage with the
smart grid and to value the practices and
advantages that it enables

Little evidence that people want to
co-manage their energy use in accordance
with utility interests

Energy tariffs are otherwise logical indicators
of the costs of supplying electricity

Current electricity prices are based on a
variety of historic, social, regulatory, and
profit motives; as in the case of, e.g., demand
charges, they may have little relationship to
cost of provision

Demand response is a positive way of giving
control to users

Demand response can have a psychic toll and
physical repercussions

The grid should be perfect Expecting perfection creates dependencies
may increase both vulnerability and
electricity use

Electrification and smart grid to create a
near-ubiquitous network offering power,
management, and control

Control controls, and this control may often
be unwelcome
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reservations that arise when considering these assumptions from a broader, more
practice-centered, perspective.

Even when customers are required to be on time-of-use rates, or can be enticed
into them, demand response efforts traditionally focus on the minds of end users
(Strengers 2013). Hence, visions of how the new flexibility in demand will be
achieved seek solutions in terms of rational price response, knowledge, and
cooperation from end users, including their acceptance of automated agents that
choose to consume or not on the basis of some pre-arranged criteria. By focusing
instead on practices as composing demand, a whole new set of strategies and
potential points of influence comes into view (Strengers 2013). In the case of
residential air conditioning, this could include, for example, reformation of housing
construction to better allow passive cooling (Strengers 2013) as well as the cooling
centers noted above. Having a variety of these alternatives available increases the
ability of end users to reduce electricity demand, whether through curtailing energy
services, shifting modes, or shifting timing.

Time Flexibility, Synchronicity, and Sociotechnical Capacity

In some regions of the world, electricity markets include capacity markets (Anders
2015; Creti and Fabra 2004), which are a type of futures market for electricity. The
product on offer in these markets is the commitment to provide a given amount of
electricity—through generation, demand response, or transmission improvements—
at a given point in the future (e.g., three years). These markets can be configured in
various ways; they are controversial but have been growing in popularity (Schlandt
2015) especially as linked to the growing penetration of renewable energy in
electricity markets (Bothwell and Hobbs 2016). Capacity markets are intended to
incentivize investments in future capacity (particularly generation) but they have
also been criticized as potentially dissuading investment in renewables because of
their intermittency, as opposed to the more predictable power available through
thermal generation (Bothwell and Hobbs 2016).

In explicitly including demand response, capacity markets frame demand
response as a future resource that has value and can be developed. Generally,
demand response capacity is restricted to the realm of electricity markets. This
chapter argues that the notion of demand response capacity can be expanded, both
to include stakeholders that do not explicitly participate in electricity markets (e.g.,
government entities such as those involved in urban planning, emergency planning,
codes and regulations, as well as technology developers, non-governmental orga-
nizations, etc.) and to include notions of capacity that are less rooted in narrow
notions where price is the major incentive for, and determinant of, response.

The discussions of blackouts and demand response above provided examples of
how one might increase the degrees of freedom available to provide demand
reduction capacity, especially by promoting different modes of doing things that
rely less on electricity. These modes depend not only on individual volition but also
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on the availability of material configurations, whether dormant or active. For
example, as Shove et al. (2012) argue in the case of bicycling, where relevant
elements from a more bicycling-centric past persist, “including meanings, compe-
tences, and bicycling-related infrastructures,” bicycling can more easily re-emerge
as a viable mode of transport that is alternative to cars, for example. This “so-
ciotechnical capacity” for reducing electricity dependence could draw on material
configurations from the past, as in the bicycling example, or, for an
electricity-centered example, on the ability to passively cool buildings. It could also
draw on new material configurations that are potentially designed, in part, to pro-
vide alternatives to electricity dependence. Table 13.5 lists some conceptual
dimensions of sociotechnical capacity, as well as some simple examples of how
these capacities might be achieved.

With respect to the time dimension of sociotechnical capacity, a fair amount of
evidence is already available. From a technical perspective, most people in
industrialized countries have been able to “live like it is daytime in the dark and
cold” for decades, even a century. Schivelbusch (1995) describes the night as
“frontier,” where the availability of industrialized lighting allowed colonization of
the night. With the internet, it is now completely normal to communicate, shop, etc.
in the middle of the night. Shaw (2015) argues that finally and slowly, the night has
become clearly inhabited. What seems remarkable, however, is the fact that rela-
tively little of this happens in public physical space. From the perspective of

Table 13.5 Some elements of sociotechnical capacity perspective on demand response

Dimension Examples

Time flexibility Shift timing of activities within days, weeks, or longer
time period

Space flexibility Shift the geography of activities so that distributed
services serve more people (e.g., more communal spaces
for lighting and environmental control) or that
environmental conditions are more hospitable (e.g.,
avoid living in very hot areas)

Material flexibility Buildings designed with operable windows or other
features that enable reduced need for electricity-based
cooling

Tailor services more closely to
what is required or wanted

Variable speed drives; reduce overheating or
overcooling

Manual backup modes Integrate manual backup modes in technology design;
conduct tests in place to ensure that these backup
systems work

Reduce standby demand Smart on/off; forms of technology memory that reduce
the need for electricity outside of active-on modes

Storage Storage on either side of the meter; expanded ways of
thinking about storage

Retain/develop non-electric
energy sources

This could include technologies such as solar thermal
cooling, generators, etc.
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aggregate load, activity is quite synchronized. For most cities and for most
households, rhythms are still remarkably linked to daylight. This has implications
for space usage as well as electricity usage as well; streets and parking lots that are
severely congested in the daytime may be nearly empty at midnight, and so on. In
general, despite the possibilities of light and a 24-h society and despite the diversity
of ways of living and the variability of energy use seen, for example, from one
house to another (Lutzenhiser et al. 2016), load may be becoming more synchro-
nized, rather than less. Mass actions, usually coincidental (such as a major soccer
game) but sometimes intentional (such as Earth Hour) can have major impacts on
load shapes (Olexsak and Meier 2014).

Next Steps

This chapter has aimed to pry open currently relatively narrow concepts of demand
response and demand management, especially as they are being imagined in future
high-penetration renewables scenarios. The expanded view urges a shift to focus on
sociotechnical entities rather than on individual actors deliberating on choices and
taking discrete actions. As Strengers (2013) notes, considering “minds,” “actions,”
and “technologies” as separate entities in the bid for demand management is
inadequate for the scope of the problem. A number of different research directions
could help support this broader view and potentially help guide modes of adaptation
to better suit the anticipated new shape of electricity:

• In current demand response schemes, what do users actually do to provide
demand response? What enables, motivates, and restricts demand response? Are
current expectations of electricity users as future providers of much higher levels
of demand response reasonable?

• By viewing demand flexibility as a matter of sociotechnical capacity to change
demand, including the material means and social experience to do so, can
society develop better support for demand response as well as reduce the
potential costs of electricity shortages? What can be learned from locales where
high levels of flexibility are already required? How can current experience with
blackouts and other electricity supply irregularities in both grid-dependent and
less grid-dependent areas help both increase flexibility with respect to electricity
supply and reduce vulnerability to shortages?

• While further electrification of energy supply systems is usually viewed as a
path to clean, controllable, energy, what are the potential downsides of this
dependence, and how can these risks be mitigated?

• How have demand shapes changed historically? What are recent trends in
demand shape evolution? What factors affect these shifts and to what extent
have load shapes been resistant to change? In what ways might load be reshaped
over the long term to better suit the potential changes in the time availability of
supply?
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• What older practices (including their material configurations) might be espe-
cially valuable to revive or retain as alternatives to greater dependence on
electricity? What policies, processes, or principles might help?
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Chapter 14
Energy Systems and Energy-Related
Practices

David S. Byrne and Françoise Bartiaux

Abstract In this chapter we attempt to synthesize two relevant bodies of social
theory which can be used to understand how human beings—consumers, distrib-
utors, producers, and regulators—act in relation to energy systems. The two key
words are actions and systems. Practice theories deal with how social life is con-
stituted by practices, or is a product thereof, and with how “people perform the
actions that compose practices” (Schatzki 2015: 27). Complexity theory is a general
framework of reference which deals with systems which are emergent in character:
that is to say they cannot be understood by an analytical programme which seeks to
explain them in terms of the properties of their components taken alone. Our
approach here is to begin with two sections which in somewhat brutal summary
outline the essentials of social theories of practices and complexity theory. We then
continue with a discussion of practice and action to show how they are interrelated
into a web of interconnected practices. In a similar vein we develop a complexity
theory founded discussion of the constraining and enabling role of systems. We
then proceed to attempt a synthesis of practice theory and complexity theory with
specific reference to how such a synthesis can help us to understand and shape the
whole emergent complex system which incorporates institutions and humans and is
reconstructed or reshaped by the interaction of all of these entities in daily life. On
the basis of this synthesis we will try to make some policy recommendations which
will really be about how policy makers should understand what they are trying to
influence because such an understanding is foundational to effective intervention.
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Introduction

In this chapter we attempt to synthesize two relevant bodies of social theory which
can be used to understand how human beings—consumers, distributors, producers,
and regulators—act in relation to energy systems. The two key words are actions
and systems. Practice theories deal with how social life is constituted by practices,
or is a product thereof, and with how “people perform the actions that compose
practices” (Schatzki 2015: 27). Complexity theory is a general framework of ref-
erence which deals with systems which are emergent in character: that is to say they
cannot be understood by an analytical programme which seeks to explain them in
terms of the properties of their components taken alone. It is useful perhaps to
consider practice theories as departing from Sociology’s traditional dichotomy of
structure and agency, and then to see complexity theory as mode of thinking which
helps us to engage with social structures. In terms of the title of a classic article we
are trying to integrate “The Two Sociologies” (Dawe 1970).

One of Marx’s mostly widely quoted dictums asserts that: “Men make history,
but not in circumstances of their own choosing.” Of course the totality of the social
world is constituted by social actions but we cannot understand the social world
without reference to the emergent components of social reality which are the
product of historical action and which do in fact have agentic properties of their
own. The expression used most generally for these taken together is social structure.
As Westergaard remarked “ … structure is only a metaphor, but useful to denote
persistence and causal force” (2003: 2). Indeed the word “structure” is perhaps an
unfortunate linguistic choice since it implies a degree of rigidity which is inap-
propriate in considering the character of systems which are inherently dynamic,
even if their system state remains functionally constant for considerable periods of
time.

Our approach here is to begin with two sections which in somewhat brutal
summary outline the essentials of social theories of practices and complexity the-
ory. We then continue with a discussion of practice and action to show how they are
interrelated into a web of interconnected practices. In a similar vein we develop a
complexity theory founded discussion of the constraining and enabling role of
systems. Of particular significance here is the role of institutions, considered as
collective entities having the properties of complex systems in themselves and also
being effective social actors. We can see all the collective actors in an energy
system, producers, distributors, regulators, legislative bodies, judicial bodies, social
movements, indeed even perhaps terrorist organizations—as institutional complex
systems which act in creating and shaping the ongoing character of energy systems
in relation to the social practices of all these actors, including individuals and
households as consumers (producers) of (renewable) energy.

We then proceed to attempt a synthesis of practice theory and complexity theory
with specific reference to how such a synthesis can help us to understand and shape
the whole emergent complex system which incorporates institutions and humans
and is reconstructed or reshaped by the interaction of all of these entities in daily
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life. On the basis of this synthesis we will try to make some policy recommenda-
tions which will really be about how policy makers should understand what they are
trying to influence because such an understanding is foundational to effective
intervention.

Short Account of Social Theories of Practices

Social practice theories mainly draw on Bourdieu’s works on practices and habitus
(1972, 1980, 1994), on Giddens’ structuration theory (1984)—namely the key role
of routines in structuring societies—and on Wittgenstein’s works. In his seminal
book, Schatzki (1996) acknowledges these influences and others while he develops
his own practice theory, which was further enriched by Schatzki himself and other
scholars (Schatzki et al. 2001; Schatzki 2002), and by Reckwitz (2002). Though
really important, as exemplified for example by the word “turn” in the title “The
Practice Turn in Contemporary Theory” (Schatzki et al. 2001), these publications
came in the spotlight in 2005 when Warde summarized them (mainly Schatzki
1996; Reckwitz 2002) and underlined their potential for consumption studies
(Warde 2005). This article has inspired many empirical studies and has been cited
more than 1300 times according to Google Scholar (May 2016). Nearly one decade
later Warde (2014) synthetises the origins and developments of this “practice turn”
and shows the remaining problems to be addressed.

In 2005 too, Shove and Pantzar (2005), and later the same ones with Watson
presented a “deliberately slim-line version of practice theory” (Shove et al. 2012:
82) where they theorize practice change. For them, practices change by “the dis-
tribution and the circulation of materials, competences and meanings,” the recon-
figuration of “relations between practices,” the reshaping of “the careers of practices
and those who carry them” or the “forging and breaking some of the links, rela-
tionships, networks and partnerships involved” (Shove et al. 2012: 163).

To acknowledge these different influences and theories, the line of thought
devoted to the study and/or theorisation of social practices is usually referred to in
its plural form as “the social practice theories.” This short account of social practice
theories (SPT) is primarily based on the works of Schatzki and Reckwitz. It defines
a practice and shows that a practice approach transcends the micro/macro
opposition.

Practice: Performance and Entity

Schatzki (1996: 89) defines a practice as both a coordinated entity and a perfor-
mance. A practice as a coordinated entity is a “temporally unfolding and spatially
dispersed nexus of doings and sayings. Examples are cooking practices, voting
practices, industrial practices” with major key components of the nexus. He first
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envisions that “[t]hree major avenues of linkage are involved: (1) through under-
standings, for example, of what to say and do; (2) through explicit rules, principles,
precepts, and instructions; and (3) through what we will call ‘teleoaffective’
structures embracing ends, projects, tasks, purposes, beliefs, emotions and moods”
(1996: 89). In other words of the same author, practices are “open spatial-temporal
nexuses of doings and sayings that are linked by arrays of understandings, rules and
end-task-action combinations (also emotions and even moods) that are acceptable
for or enjoined of participants” (Schatzki 2015:15). Reckwitz (2002) later adds the
material arrangements as a fourth key component. There is no hierarchy between
these components coordinating the doings and sayings in order to constitute a
practice, and according to the practice studied, their relative importance may be
different. In several researches on energy-related practices (e.g. Gram-Hanssen
2010; Bartiaux et al. 2014) four linking components are considered: material
arrangements, know-how and routines, institutionalized rules, and teleoaffective
structures. It can be noted that in further work, Schatzki differentiates practices from
material arrangements by which he means “collections of people, artefacts,
organisms and things that are linked by such matters as contiguity, causality, and
physical connections” (Schatzki 2015: 15). Practices and material arrangements are
interconnected: “[w]hile practices effect, use, react to, bestow meaning on and are
inseparable from the entities that compose linked arrangements, arrangements
induce, channel, prefigure and are essential to practices.” (Ibidem: 15).

Practice as a performance is carrying out a practice as just defined, i.e. a coor-
dinated nexus of doings and sayings. According to Schatzki (1996: 90), practice as
a performance “denotes the do-ing, the actual activity or energization, at the heart of
action. (…) It designates the continuous happening at the core of human life qua
stream of activity and reminds us that existence is a happening taking the form of a
ceaseless performing and carrying out.”1

Both notions of practice refer to each other as underlined by Schatzki (1996: 90):
“Each of the linked doings and sayings constituting a practice is only in being
performed. Practice in the sense of do-ing, as a result, actualizes and sustains
practices in the sense of doings. For this reason, a general analysis of practices qua
spatiotemporal entities must embrace an account of practice qua do-ing; in more
standard language, it must offer an account of action.”

Both Schatzki and Reckwitz underline the collective character of practices. As
clearly stated by Reckwitz (2002: 250), “[t]o say that practices are ‘social practices’
then is indeed a tautology: A practice is social, as it is a ‘type’ of behaving and
understanding that appears at different locales and at different points of time and is
carried out by different body/minds.”

Schatzki (1996) acknowledges Wittgenstein’s influence in departing from the
usual dichotomies in social sciences such as holism/individualism, or macro/micro.
He thus distances himself from individualist theories that “problematize any con-
strual of social existence as simply interrelations among individuals” and “all give

1In all citations, italics are from the author(s) quoted.

308 D.S. Byrne and F. Bartiaux



theoretical pride of place to the actions, strategies, mental states, and rationality of
individuals, the cooperation, negotiations, and agreements reached among indi-
viduals, the rules, norms, and threats governing people’s behavior, and the unin-
tentional consequences of behavior that often extend beyond actors’ purview.”
(Schatzki 1996: 4, 6).

Which place is given to the individual in practice theories? Reckwitz (2002:
249–50) answers by explaining that “[t]he single individual—as a bodily and
mental agent—then acts as the ‘carrier’ (Träger) of a practice—and, in fact, of many
different practices which need not be coordinated with one another.” This is well a
“secondary role” respectively to practices as Shove (2010: 1279) has made it
clearer.

Indeed, Shove (2010: 1279) underlines that practice theories are irreconcilable
with psychological models based on attitudes (A), behaviours (B) and individual
choice (C)—that she somewhat mockingly calls the ABC model—given “the
incommensurability of these contrasting paradigms, and hence about the impossi-
bility of merger and incorporation”: theories of practice “emphasise endogenous
and emergent dynamics” and view individuals as “carriers of practices” whereas
many psychological theories—namely behavioural and psycho-social theories—
view them “as autonomous agents of choice and change” and “focus on causal and
external drivers” (see also Shove et al. 2012: 143–164). Shove’s (2010) position is
endorsed by many social scientists working on energy-related topics (her article
entitled “Beyond the ABC” is cited more than 750 times according to Google
Scholar in May 2016.)

Regarding so-called social wholes, Schatzki emphasizes that “social” “means
pertaining to social coexistence” (1996: 170), coexistence being defined as “the
hanging-together of human lives” (Ibidem, 171). And he concludes his book by
saying that “[s]ocial life is an intricate nexus of practice, thus centrally a compli-
cated weave of constellations of normativized understanding and intelligibility
articulated through action.” (Schatzki 1996: 210). He later writes that “the social is
a field of embodied, materially interwoven practices centrally organized around
shared practical understandings.” (Schatzki 2001: 3).

Summarizing, Schatzki (2015) refers to one of his earlier publication (2002)
where he “argued that social life, or human existence, transpires as part of bundles
of practices and material arrangements.” (Schatzki 2015: 15)

By making obsolete the debate on micro/macro, SPT opens the consideration of
another representation of the links between individuals and societies than concentric
circles. (Note that this representation is well in line with our anthropocentric system
of thought whereas other systems exist (Descola 2012)). Recently, Schatzki (2015:
26) makes it very clear by using the word “bankrupt”: “this multi-level perspective
[the one of Rip and Kemp, 1998] is bankrupt: the phenomena it assigns to the
micro, meso and macro levels are in fact laid out on the single plane of the practice-
[material] arrangements plenum.” This single plane refers to the “flatness of social
life” (Ibidem: 17) and to his “flat social ontology.”
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Complexity Theory—A Brief Guide

The term “complexity theory” is widely employed but as Castellani and Hafferty
(2009) note, the word theory is not the best one to describe what is implied by the
complexity turn. That turn is a rejection both of the reductionist programme which
argues that all larger scale entities can be understood in terms of the properties of
the components which make them up and of simplistic holism which asserts that
entities can only be understood as themselves alone—somewhat on the lines of the
phenomenological emphasis on back to the things themselves. We might better
think of it as involving a new frame of reference which hinges around the notion of
“emergence” which can be summed up by the old expression to the effect that the
whole is greater than the sum of its parts, so long as we recognize that the parts and
interactions among them play a role in the constitution of the whole. Indeed we
cannot think of entities in isolation. All are influenced by and influence other
entities which also have a complex character. The idea of emergence as an explicit
position can be dated back to Lewes (1875) and was very much a consequence of
sophisticated reflection on the implications of Darwin’s understanding of species in
interaction in what we now call ecological systems.

And that brings in the word “system.” The complexity turn in contemporary
science runs on from the development of systems theory, both in the Cybernetics
movement and in the form of General Systems Theory as outlined by Bertalanffy
(1968). Cybernetics had its origins in engineering mathematics and the application
of those methods to the solution of problems in whole engineering systems,
although as Prigogine and Stengers (1984) have observed, the development of heat
engines in the nineteenth century and the consequent need for physics to engage
with thermodynamical systems had already initiated a turn from Newtonian
reductionism towards understandings based on consideration of the properties of
systems as a wholes. This led to developments in mathematics through attention to
nonlinearity, which in this context means something which cannot be described by
an equation of a form which through differentiation can be reduced to a linear form.
In practical terms this means that the effects of inputs into the system cannot be
predicted by linear law—they may be disproportionate to any differentiable equa-
tion based description of the system behaviour—the essence of Chaos Theory. The
usual, if somewhat erroneously expressed, way of describing this is in terms of the
butterfly effect. It is not that the flapping of a butterfly’s wings can cause a hurri-
cane, but that rather in the models describing weather systems as they develop over
a time a difference in the specification of the initial parameters of that tiny order can
generate a qualitatively different outcome in a relatively short time—the difference
between a flat calm and a hurricane. There have been a number of developments in
mathematics which have attempted to generate ways of describing nonlinear sys-
tems. These include nonlinear difference and differential equations and splines,
although splines really just describe linear phases with breaks in the linearity.

The development of computing power is another contributor to the complexity
turn, particularly in relation to the possibility of agent based modelling.
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A well-known precursor of this is Conway’s game of life, a cellular automaton in
which the state of cells in a grid depends on the state of neighbouring cells
according to a set of specified rules. If the game is driven forward through
numerous iterations in which the rules are applied, then quite complex forms
emerge from the very simple initial specification. Agent based models are similar
although the agents interact in more complex ways. They have become an
important part of the quantitative programme in the social sciences since we can
build such models and see what emerges from interactions among agents following
a given rule set. Again as with the game of life we see emergence. Macy and Willer
(2002) argued that the development of agent based models means that the social
sciences can turn from factors i.e. analytical accounts based on the identification of
causal entities through factor analysis of quantitative descriptions of social entities,
to actors, i.e. to agents acting to create the social world.

Those actors recreate or reshape or change the social pre-existing world through
their actions is the essential proposition of all social science. And of course this
resonates absolutely with the approach of practice theories. What is much more
contentious in pure micro-emergent positions, as elegantly but in Byrne’s view
erroneously argued by Sawyer (2005) is that there is nothing there other than the
product of contemporary action. In other words there is no historically created
social structure, an emergent social system, which operates to constrain and shape
the potential of agents as actors. Indeed, as Room (2011) notes in pure micro
emergence, there is no place for social institutions, crucial collective entities with
agentic powers of their own, e.g. corporate entities with an independent legal
existence, let alone for a general over-arching social system. Here we might turn to
Reed and Harvey’s (1992) elegant and persuasive synthesizing of complexity
theory as a scientific ontology with critical realism as a philosophical ontology. This
has been developed with reference to the work of Archer (2003) in way which
allows for agency in context but sees the social world as composed of complex
systems at all levels interacting and nesting with no hierarchical ordering of causal
powers. Human social actors, whether individual or collective have agentic power
but in specific socio-historical contexts—people make history but not in circum-
stances of their own choosing. We might add that Actor Network Theory
(ANT) actually gives non-human entities agentic power and although this theme
was developed in relation to the production of scientific knowledge it has been
more widely applied, not least in relation to the power of ecological systems.
Practice theory, drawing in particular on Bourdieu’s concept of habitus, emphasizes
the routine non-agentic character of social practices but when people are confronted
with profound changes in the context within which they perform practices then
things which had not been subject to conscious reflection come to the forefront, for
example in the formation of class practices in a context of deindustrialization.

So individual human actors are complex systems which form, for example,
emergent complex systems of households—the crucial unit of social consumption
some of which of course contain just one individual. These in turn live in neigh-
bourhoods with different spatial characteristics within localities and regions and
these exist within nation states which themselves in the contemporary world are
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part of trans-national government systems. Think of a person in a modal nuclear
family household with a partner and two children living in a working class multi
ethnic neighbourhood in a post-industrial municipality in a post-industrial region in
France in the EU in the globalized world system. Cross-cutting this set of nested
geographical systems, all of which have causal powers with implications for all the
other systems, the essence of practice theory is that the practices of individual
human participants thereto have causal powers for all social systems but those
actions happen within constraints deriving from the causal powers of other systems,
systems including corporate entities and any emergent institutional form.

In essence the complexity frame of reference resonates well with the central
traditions of social theory—the social has causal powers but actors act within that
social not as programmed automatons but with some autonomy, although that
autonomy is shaped by all that is social around them and that which they have
internalized as part of the social world. Key here are the discussions on the social
constitution of mind (see also Schatzki 1996: 55 et sq.) as well as Bourdieu’s
conception of habitus. Wilhite (2012) on his part has stressed the embodiment of
social practices. What we have now through the complexity frame of reference is a
way of thinking about practices in context and of deploying a whole range of
powerful techniques to describe and understand those practices.

Practice and Action

As already introduced above in the “Neither micro nor macro” section, social
practice theories rests on a “flat ontology” of social life (Schatzki 2015: 17). And as
clearly demonstrated by Shove (2010) they are thus impossible to merge with other
theories grounded in the view of individuals being autonomous agents choosing
their behaviours—like in economic and some psychological theories. Here there are
versions of Complexity Theory which agree with Practice Theory, notably those
which derive from the work of Deleuze as developed by DeLanda (2006).
However, other versions which relate to Bhaskerian realism work in relation to a
layered ontology of causation—see Harman (2010). These certainly see social
action as being in large part socially determined but also generally allow for a
degree of autonomy.

How then do social practice scholars speak about action, which they do much
more often than speaking about actors and agents? But Reckwitz (2002: 256)
speaks of agents as carriers of practices: “In practice theory, agents are body/minds
who ‘carry’ and ‘carry out’ social practices. Thus, the social world is first and
foremost populated by diverse social practices which are carried by agents. Agents,
so to speak, ‘consist in’ the performance of practices (which includes—to stress the
point once more—not only bodily, but also mental routines). As carriers of a
practice, they are neither autonomous nor the judgmental dopes who conform to
norms: They understand the world and themselves, and use know-how and moti-
vational knowledge, according to the particular practice.” So agents are carrying
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and carrying out social practices and these social practices are the focus of the
analysis.

Indeed, for Schatzki (2001: 3), practice approaches’ flat social ontology “con-
trasts with accounts that privilege individuals, (inter)actions, language, signifying
systems, the life world, institutions/roles, structures, or systems in defining the
social. These phenomena, say practice theorists, can only be analysed via the field
of practices. Actions, for instance, are embedded in practices, just as individuals are
constituted within them. (…) institutions and structures are effects of them [prac-
tices].” The field of practices is “the total nexus of interconnected human practices
(Ibidem: 2).

Earlier, in his seminal book, Schatzki had explained his conceptions of action
and behaviour: “actions consist of (or, in the case of omissions, in the absence of)
particular behaviors in particular circumstances. This indicate, notice, that behav-
iors must be distinguished from actions. A behaviour is a bodily doing or saying, a
type of action. Actions are either bodily doings or sayings or something a person
carries out by way of performing a bodily doing or saying in a specific circum-
stances. (…) Indeed, the performance of an action consists not only in a bodily
doing or saying (basic action), but also in sensations and images that accompany
that behaviour.” (Schatzki 1996: 38–39).

A further quote may be useful to better understand how behaviours and actions
are embedded in practices: “[w]ithin practices (1) intelligible or paradigmatic pat-
terns of behavior, combinations of conditions, and situational relevancies are laid
down and lived through; (2) people’s behaviour becomes informed by these pat-
terns, combinations, and relevancies; (3) people come to understand everchanging
patterns, combinations, and lines of relevancy, as well as the conditions of life that
bodily activity expresses on their basis.” (Schatzki 1996: 37).

In deconstructing what Schatzki (2002: 207) calls “the fanfare attending the
‘discovery’ that people are assemblages or networks” as made in Actor Network
Theory (ANT), Schatzki (2002: 208), acknowledges that both types of theories
(ANT and practice theories) agree that “(1) humans actors are composed of active
physical subsystems that maintain causal relations among themselves and with the
environment outside their skin, and (2) what people are capable of doing depends in
part on the people organisms, things, and artifacts around them.” In this book,
Schatzki (2002: 189–256) discusses at length how his practice theory differs from
other social theories (including ANT). Of special interest in our discussion on
practice and action is where Schatzki (2002: 240–241) locates intentionality as it
relates to human agency; but first he distinguishes two processes that bring about
practice change: “Practice organizations are not static. The understandings, rules and
teleoaffective structures that organize integrative practices frequently change. So,
too, do the doings and sayings that constitute these practices. These two processes
can be called “reorganization” and “recomposition.” I reiterate that the constant flow
of human and nonhuman doings, in addition to altering practices, maintain them.
(…) The reorganization of rules and teleoaffective structures is an occasional and
largely intentional process. By contrast, both recompositions of practices and shifts
in their practical understandings are continual and largely unintentional events.”

14 Energy Systems and Energy-Related Practices 313



So up to now, practice theories differ from complexity theory in their different
views on individuals (a secondary role in SPT/agents if not actors in complexity
theory) and these views rest on different social ontology (flat/multi-layered). But
they do match very well in at least four ways: (1) in acknowledging that the
whole—being it called the total nexus of practices versus a system—is greater than
the sum of its parts (i.e. the practice’s components versus the different actors), and
that the parts and interactions among them play a role in the constitution of the
whole; (2) in seeing the multiple and variable influences in systems (of practices);
(3) in showing that a historical approach of the social system (of practices) is quite
desirable: and (4) in considering the constraining and enabling role of systems, as
explained below.

The Constraining and Enabling Role of Systems

We act, autonomously and routinely, with social structures which both enable and
constrain our actions. Let us illustrate this fundamental principle by drawing on the
life experience of David Byrne as an energy user. As a child and adolescent
growing up in a coal mining region—the northeast of England—where coal was the
dominant domestic fuel although town gas and electricity were also available, and
where coal miners even received part of their wages in the form of deliveries of
coal, a very important part of his social practices were about fuelling fires which
also heated a boiler which provided hot water and about cleaning up the dirt which
was created both within the household by burning coal and externally by the
prevalence of coal smoke in the air. The region was the earliest locale of the
carboniferous capitalism which dominated the industrial world for most of the last
two centuries and coal, coal dust and coal smoke were everywhere. The availability
of town gas and electricity, important then for cooking and lighting but not
otherwise, were themselves products of coal—coal used to make town gas in
coke-works and coal used to generate electricity in power stations. Indeed, much of
the basic science and engineering science fundamental to the getting and using of
coal had been developed exactly in this region.

Important daily social practices included lighting fires, banking them up to keep
them going over night, cleaning grates, and disposing of ash for removal.
Laundering clothes was a constant activity done in the late 1940s by heating water
on a gas fired boiler and then pounding clothes and bedding in a poss tub with a
poss–stick. To Poss was the north of England vernacular expression for beating
clothes in a tub to clean them. Housewives often had shoulders, to use a local
expression, like coal heavers.

All this changed as domestic appliances transformed or eliminated much of the
heavy domestic labour of women. Electric powered washing machines progres-
sively reduced the task of laundry. The replacement of open coal fires with
smokeless systems, and particularly with the availability of North Sea Gas with
gas fired central heating, eliminated all the labour associated with coal fires.
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In David Byrne’s last house in urban Tyneside where he carried out all the domestic
labour he could control his gas heating on line and did laundry with an automatic
machine which reduced the labour to drying and ironing—not that he ever ironed
much. Now David Byrne lives in a house in a deep rural area in the Scottish
borders. There is no gas supply to the village—it was too far from the nearest urban
settlement and at the time it might have been available many households had
installed oil fired systems and wanted to retain them—a decision which has led to
many regrets as oil has become so much more expensive than gas. Byrne’s space
and water heating and cooking for 70% of the year is provided by a large multi-fuel
stove which mostly burns Furnacite—a semi smokeless fuel. This is much easier to
manage than an open fire and much more efficient but it has reintroduced the
practices of fuelling and ash removal into his daily routine. It is also less dirt
generating than an open fire but much more so than gas so laundry is now a much
bigger element in his daily practices.

In all this we can see systems acting to constrain the nature of practices. The
original driver for the shift away from coal burned on open fires was a public health
recognition of the damaging effects of smog. This led to a system which combined
prohibitory regulation with subsidy. People had to get rid of open coal fires but
were given grants to provide replacement systems, often fairly basic ones in the
early years. There was in fact opposition from miners and their families although
this was bought off with the substitution of solid smokeless fuel for coal in that
element of remuneration in kind. The opening up of the North Sea gas fields made
relatively clean gas not only widely available but also relatively cheap which in an
era of rising real incomes made efficient gas based domestic central heating the
norm in the urban UK. Solid fuel became largely a rural energy source for
households although it has only just ceased to be the largest single fuel in electricity
generation. Privatization of energy supply with the abolition of nationalized gas,
electricity and coal institutions has supposedly led to a market based systems of
delivery of energy to households. People in the Scottish borders actually do look
keenly at prices for coal based fuels and wood, and at the quality of wood in terms
of dryness, but do not seem any more active in changing electricity suppliers than
the UK norm.

So we have institutions and systems which enable and constrain practices. These
include energy providers, energy regulators and all components of the energy
system. Local government plays a role. Whilst in Scotland there is a general strong
planning regime support for the development of sustainable energy sources there
are also rules relating to conservation of the status of older buildings. So Byrne is
not able to install solar photovoltaic panels on the south facing roof of his rural
home, something he had in his urban house, because they would be visible from the
street in a conservation area. His practice in relation to PVPs was only to check and
return his usage on a quarterly basis but they were an important component of his
domestic energy system. At the same time there is a whole local network of stove
suppliers, wood suppliers and coal merchants which constitutes a system enabling
the use of relatively efficient solid fuel as the basis of much of domestic energy use.
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What this vignette shows is the interaction of systems at a whole range of levels.
Individuals are complex systems in and of themselves with agentic powers
involving both routinized practices and innovation, e.g. in relation to personal
commitments to sustainability and therefore contextually constrained options about
domestic fuels and heating systems. Multi member households are emergent
complex systems which can function differently depending on practices performed
by each member. Households are embedded in social, market, and governance
systems—often populated by institutions which in and of themselves are complex
emergent systems—which both constrain and enable the character of social prac-
tices. Byrne’s house, built in the 1880s, could function effectively as a residence in
a post-apocalyptic context in which gas and electricity ceased to be available since
he can burn wood, although wood supply would be a real issue. Modern dwellings
in larger urban settlements often lack chimneys and could not. Building regulations
permit such dwellings. Building regulations change but last for a long time before
changing. Think complex, think interactions.

Energy Systems and Energy Practices:
Policy Recommendations

This section is intended to giving policy recommendations in the fields of energy
retrofit and renewable energies by integrating and applying some of the main ideas
and concepts briefly sketched above and relating to complexity theory and to
practice theories.

A first important point to stress is that Shove’s (2010) critique of the ABC model
is still quite relevant, even after several years. As she puts it: “Given that the ABC is
the dominant paradigm in contemporary environmental policy, the scope of relevant
social science is typically restricted to that which is theoretically consistent with it.
At this point it is important to acknowledge that the ABC is not just a theory of
social change: it is also a template for intervention which locates citizens as con-
sumers and decision makers and which positions governments and other institutions
as enablers whose role is to induce people to make pro-environmental decisions for
themselves and deter them from opting for other, less desired, courses of action.”
(Shove 2010: 1280). This self-deterrence by governments and other political
institutions already points to the relevance of analysing as well political practices in
the field of energy policy. However this research agenda has not been much
implemented so far (see below).

Shove’s (2010) critique resonates very well with Zélem’s (2012) one about the
notion of social acceptability, that she sees as placing the burden of high energy
consumption, and the change thereof, solely on individuals in such a way that
policy makers and their political parties have no other responsibility than to device
“acceptable” policy. She proposes instead the notion of sociotechnical feasibility
that obliges to question both the techniques’ meanings and the political choices
related to energy.
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This is not simply a conceptual discussion but a case for a “turn” in energy
policy at most levels: European, national, regional if competent, and local. Indeed,
the notion of “social acceptance” has flourished in the literature, especially the one
devoted to the renewable energy and with a psychological orientation2 while the
notion of “social acceptability” is widely used in other disciplines, including
sociology.

Social practice theories have been operationalised in energy research, especially
on energy consumption. Even energy retrofit by home owners is studied with this
theoretical framework as critically synthesized by Karvonen (2013). One of the
questions raised is whether energy retrofit forms one practice in the way that
practices are defined by social practice theories. Bartiaux et al. (2014) answer by the
negative drawing from their qualitative survey released in 2009–2010. Even if their
answer is justified by arguments related to political procedures and institutionalized
rules (above all, the Energy Performance Certificate) as well as to craftsmen and
professionals’ practices, their analysis is based on in depth interviews realized only
with homeowners, as also done by Judson et al. (2014). Diversifying the stake-
holders and integrating their narratives in the analysis would give a more complete
(and more complex!) view of the system of interconnected practices carried on and
by political institutions, business, and home owners. In this regard an interesting
analysis on infrastructure is reported in Shove et al. (2015).

Political instruments could thus push forward such scientific practice. Another
scientific practice that deserves more support from energy policy makers is to fund
evaluation studies of energy-policy instruments with the methodologies developed
in the framework of complexity theory (for a state of the art, see Byrne and
Callaghan 2014). To impose on Member States (or subnational entities if relevant)
to realize such research in a comparative way and providing them with a mandatory
and very detailed research protocol is not an unusual practice for the European
Commission. An example of this is the Commission delegated regulation on the
energy performance of buildings by establishing a comparative methodology
framework for calculating cost-optimal levels of minimum energy performance
requirements for buildings and building elements (European Commission 2012).

Regarding energy policy instruments Bartiaux et al. (2014) conclude their
comparative study (between Denmark, Latvia, Wallonia, a Region of Belgium, and
the Coimbra area in Portugal) by the following sentences: “this analysis based on
social practice theories shows the way for novel recommendations on energy policy
that are directed to the social context of energy-related renovations rather than to
individual house owners. As outlined above, these recommendations are of at least
three types: subsuming and integrating practices that are otherwise disparate;
strengthening the components linking doings and sayings; and reinforcing the
synergies between two or more components” (Bartiaux et al. 2014: 536). Many
examples are given there on these three types of recommendations that stress the

2See for example http://climatepolicyinfohub.eu/social-acceptance-renewable-energy#footnote1_
00q6zyd
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connexions within and between practices’ components (such as for the institu-
tionalized rules, between the EPC and other policy instruments such as fiscal ones),
as well as the interrelations already existing and/or to be improved between
craftsmen’s practices and homeowners’ practices.

Furthermore, how to device novel energy policy instruments by integrating the
many contributions of complexity theory with the ones drawn from the opera-
tionalization of social practice theories?

Both complexity theory and practice theories envision the social as complex
adaptive systems or as the total nexus of interconnected human practices: by
sharing this systemic approach and the importance given to interactions and
interconnections between parts of the system, both groups of theories stress com-
plexity and the insufficiency of top-down policies namely in the field of energy (as
information given through energy labels on appliances, energy performance cer-
tificates on buildings, sensitisation campaigns, and so on): people are not empty
reservoirs waiting to be filled with information, they act in relation to their
understanding, know-how and motivational knowledge as well as in relation to how
systems bound them.

And to progress on this integration, there is no need to first give an answer to the
difference outlined above between complexity theory and practice theories namely
in their opposite views on individuals (agents if not actors in complexity theory/a
secondary role in SPT) and in their different social ontology (multi-layered/flat).
Indeed, complexity is more a frame of reference which can allow for a range of
theories of the social than a specific theory per se. As we have indicated there are
versions of a complexity way of thinking about the social which are founded in a
flat ontology, as with practice theory, and others which very much challenge the
notion that we should work with a flat ontology but rather see the social, and in
particular social causation, as layered with complex and multi-directional chains of
causation running between, among and across these layers. For us in practical terms
this is not a problem. Rather we think that practice theory and the complexity frame
of reference are both useful tools for thinking about real policy issues. They can be
deployed in relation to other useful perspectives, and we would mention particularly
the approaches being developed in institutional economics. Complexity thinking
does have an advantage in that it has been associated with forms of quantitative and
calibrated modelling which have some predictive capacity (see Allen 1997). These
are tools which are both familiar in form to engineers and planners and can be used
by them. What practice theory does is constantly remind us of the actual forms of
social life which surround any planning or policy process. So for us what we have
are tools for thinking about policies in the process of forming those policies which
suggest a way of making those policies work in practice. That has been what we
have attempted to demonstrate in this chapter.
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Part IV
Summary and Conclusions



Chapter 15
Key Messages from the Authors
of the Book

Nicola Labanca, Paolo Bertoldi, Isabella Maschio and Daniele Paci

Abstract The main research and policy indications produced by the authors of the
book are summarised in this final chapter. Formulated research and policy indications
reflect the positivist and the constructivist approaches adopted by these scholars to
study the ongoing transition to renewables. Contributing authors conducting their
studies from a positivist perspective mainly stress the need for researchers and policy
makers to give priority to a complex system approach when addressing this transition.
Rather than just focusing on decarbonisation of countries, some of them highlight, in
particular, the relevant effects that can be generated by de-olification of societies and
by a close monitoring of the environmental impact of giant corporations. Others
discuss the urgency of going beyond purely neoliberal approaches to energy sus-
tainability and of complementing energy efficiencywith energy conservation policies.
On the other hand, scholars representing the constructivist perspective point to the
need for researchers and policy makers to go beyond approaches informed by com-
plexity by avoiding, among others, constantly taking literally the metaphors devel-
oped around the energy and information concepts.At the same time, they urge tomove
the focus of policy and research agendas from an abstract notion of energy to social
practices and to develop technical tools enabling the dynamic match between energy
end-uses and available renewable energy sources entailed by radical transitions to
renewables. In addition, they highlight the importance of achieving a deeper under-
standing of the concept of smartness and of expanding current approaches to demand
response and demand management by focusing on the role played by people’s
practices and on how existing disparities on energy generation, transmission and use
can be reduced. The chapter finally draws somemain conclusions concerning how the
above-mentioned complementary approaches have allowed framing the problem of
energy sustainability in this publication.
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The complementary perspectives adopted by the authors of the chapters included in
this book has allowed them to discuss a series of key aspects concerning the
on-going energy transition which are often neglected by researchers and policy
makers having to deal with it. This chapter is dedicated to synthesizing these key
aspects and highlighting the main conclusions achieved by the various contributors
as well as formulating some indications for research and policy making based on
what they have presented. Summarized indications have been grouped under two
separate chapter sections depending on whether they reflect what is, in our opinion,
either a positivist or a constructivist perspective.

Indications for Research and Policy Making
from a Positivist Perspective

Facing the Challenges of the On-Going Energy Transition
by Giving Priority to a Network Perspective

If the present level of complexity of societies and economies has to be maintained,
the on-going energy transition will necessarily entail an increased complexification
of energy (notably electricity), information, and transport networks. Ruzzenenti and
Fath point out in Chap. 3 that this increased complexification will generally be
caused by the necessity of fulfilling existing energy needs through highly dis-
tributed, intermittent and low intensity renewable energy sources. Moreover, they
highlight the possibility of a dramatic increase in the electricity demand caused by
fuel shifts towards electricity caused by this transition and by an ever increasing
automation of human activities. According to Ruzzenenti and Fath, besides this
very likely and difficult to manage increase in electricity demand, the main
impediments to a complete transition to RES are represented by the inadequacy of
the existing electricity and transport networks, by the existing obstacles to make
power (i.e., energy produced per unit of time) rather than energy the main com-
modity traded on the markets and by the intrinsic unpredictability of RES avail-
ability. They explain that the current energy transition is mainly a policy problem
that needs to be faced in a systemic way by giving priority to the creation of the
technical and institutional conditions for the establishment of a market of power. In
this respect, priority should be given to the development of technical and institu-
tional solutions enabling the purchase and sale of energy and power anywhere in
the grid on the condition that there exists a free and suitable electric meter (and
inlet/outlet point) to enter the grid. Overall, the current energy transition would
hence be accelerated if policy measures stimulating the diffusion of end-use tech-
nologies using RES (e.g., electric vehicles) would be accompanied and subordi-
nated to the implementation of measures more focused on improving existing
electricity network and stimulating a transition from an energy to a power market.
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Focusing on De-Olification of Societies

In Chap. 4 Ruzzenenti and Fath illustrate instead how oil shapes the energy meta-
bolism of current economies. They discuss how economic growth, the international
division of labor, the development of global value chains, stockmarkets, currency rate
exchanges, markets of commodities, and the balance of payments are all globally
correlated to oil price. Oil has increased the scale of economy and the energy meta-
bolism of countries and cities by decoupling primary energy production from land
(like any other fossil fuel), by increasing the density of energy production and use and
by dramatically enhancing the transport system and thereby allowing the integration
of the production structure globally. The authors conclude therefore that crude oil is
largely responsible for the present energymetabolism of societies and current levels of
greenhouse gas emissions. Rather than a general de-carbonization, de-olification of
economies should hence become the main target for a massive transition to RES. The
transport sector would need to be addressed in particular to achieve this end, because
oil is still non-fungible in this sector. On this line of reasoning, they also argue that a
transition toRES can reduce the scale of the energymetabolism of countries and cities,
facilitate governance of energy systems and monetary and financial processes, and
ease the implementation of a circular economy. In this respect, they point out that low
oil prices associated with present oil-economy foster the establishment of interna-
tional outsourcing which represents a major impediment to the governance of these
processes. The dismantling of the oil-economy could however also have negative
effects on a global scale, as oil price is a control variable that could be used for global
governance purposes. By downsizing the scale of energy metabolism, a transition to
RES may however partially restore the link with land, as, even in a globalized
economy, the ultimate source of energy would be bounded to land surface. All in all,
the points discussed by these authors prove that the ways in which oil shapes the
present economy and society are still very little understood and that a deeper under-
standing of this mutual interaction can provide important insights concerning the
feasibility and the impacts of a massive transition to RES.

Monitoring the Environmental Impacts of Giant Corporations

In Chap. 5, Ruzzenenti concludes that competition for survival in nature and in the
domain of the economy is driven by power output maximization and that the
creation of hierarchies is functional for this maximization and for the associated
scaling up of metabolic processes within natural and socio-technical complex
systems. Following this line of reasoning this scholar shows that the gigantism and
complexity achieved by international corporations is, under a thermodynamics and
cybernetics point of view, consistent with the general evolution pattern followed in
nature and consisting in maximizing power output production through the creation
of hierarchies. Paradoxically, however, this gigantism of corporations and of the
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productive structure becomes also the main factor responsible for the instability of
natural cycles, the main threat for human beings’ survival and a major impediment
to a low-carbon transition. Ruzzenenti highlights therefore the urgency of widening
the objective of present energy studies by including firms among the categories
usually considered when studying the dynamics of energy consumption. As already
proved by existing life cycle analysis studies, firms have necessarily to be con-
sidered as an elementary unit of analysis as they can represent one major deter-
minant of large-scale energy consumption dynamics that cannot be captured by
present energy accounting systems developed around the categories of
consumers/sectors/cities/countries. The inclusion of this category within existing
energy accounting systems could indeed represent a first and important step for
energy governance that could be performed at the global level and that would be
highly needed to achieve a low-carbon transition.

Going Beyond Purely Neoliberal Approaches to Sustainability

Thomas Bauwens explains in Chap. 6 how a polycentric governance approach can
greatly enhance energy systems capability to adapt to the ever-changing environ-
mental conditions that can affect their performances within a low-carbon transition.
In particular, he provides case studies showing how community-based energy
initiatives, as part of large polycentric systems, can effectively increase this capa-
bility by reducing possible incentives to free-ride on the constructive behavior of
others, by overcoming the obstacles represented by a lack of trust in conventional
energy actors and by existing vested interests in preserving the current system
leading to institutional rigidity. The author of this chapter draws attention to how
the implementation of a polycentric approach for the governance of future
low-carbon complex energy systems requires that policy makers create favorable
conditions for the self-organization of local communities. In particular, he discusses
how these stakeholders are supposed to ensure a coordination in the whole systems
of initiatives by guaranteeing the establishment of an overarching set of common
rules and sanctions for noncompliance. Moreover, he underlines how these stake-
holders should also play the role of facilitators managing negations and situations of
conflicts among lower level governance units while representing neutral sources of
information for energy systems functioning. The necessity to go beyond purely
neoliberal and competitive approaches to sustainability is stressed also by Labanca
in the conclusions of Chap. 2. He for example discusses how, rather than by
exports, the resilience of an economy in a country is enhanced in the long term by
the presence of as many as possible self-feeding return loops whereby energy and
material flows generated by this economy are constantly redirected back into the
country to maintain internal productive capacities and processes. The same resi-
liency principle would also indicate that healthy economies have to constitute
intricate networks wherein human expertise, material infrastructures, and cultural
systems grow together and play a mutually supportive role.
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Complementing Energy Efficiency with Energy
Conservation Policies

Ruzzenenti and Bertoldi illustrate in Chap. 7 how natural and human made systems
exhibit at a global level a positive correlation among energy efficiency improve-
ments, energy consumption, and complexity growth and discuss the implications of
this correlation for policies that can be implemented to foster a low-carbon energy
transition while avoiding the unwanted increases in the absolute values of final
energy consumption. In particular, they discuss the need to revisit the role of energy
efficiency policies by integrating these policies with measures aiming at an absolute
reduction in the energy demand. By focusing on the European context, these
experts discuss how a first and preliminary step to be made in this direction consists
in the production of harmonized and consistent statistics on energy consumption by
countries. Then they underline the need to intensify information measures on
energy performances of technologies based also on life cycle assessments.
Moreover, they stress the need for a reinforcement of R&D activities in the fields of
energy efficiency and renewable energies without neglecting research on the
impacts of present and future energy efficiency programmes and associated rebound
effects. In addition, they suggest designing policy measures where minimum energy
efficiency requirements are introduced in conjunction with requirements concerning
maximum allowed total consumption of technologies (e.g., besides achieving given
minimum energy efficiency requirements, cars may be required to not emit more
than a given amount of CO2 equivalents per year, refrigerators may be required to
not consume more than a given amount of KWhs per year, houses could not
consume more than a given amount of primary energy per year, etc.). They also
hypothesize that a maximum CO2 budget per person/household/building could be
introduced in the long run by leaving choice on how to meet it and using money to
be paid for possible budget infringement for energy efficiency investments. Energy
price signals are finally also seen as a policy measure that could be used to
counteract energy consumption increase, e.g., by establishing additional taxes on
energy consumption and using the additional money so collected by governments
for investments on energy efficiency.

It may be worth mentioning that the necessity of complementing energy effi-
ciency with energy conservation policies is stressed by Ruzzenenti also in Chap. 3
of this book. In this chapter, he explains how power output maximization drives the
evolution of societies and economies at the global level and then shows how energy
efficiency improvements are functional to this power output maximization. Labanca
in Chap. 2 and Shove in Chap. 9 also point to the need for expanding present policy
approaches mostly exclusively informed by the energy efficiency paradigm. The
alternative approaches they indicate do not however concern policy measures
whereby a cap on total energy consumption can be established. As partly illustrated
in the reminder of this chapter, they are instead mostly informed by a constructivist
perspective and are focused on how social practices responsible for energy con-
sumption can be changed.
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Indications for Research and Policy Making
from a Constructivist Perspective

Complementing Possible Policy Approaches
Informed by Complex Systems

Nicola Labanca illustrates in the first two chapters of this book how the com-
plexification of energy systems that can be associated with the on-going energy
transition can be considered to be the result of a particular social construction. This
social construction relies on and constantly validates the assumption that functions
accomplished by people within societies can be reproduced and sustained through
underlying networks wherein abstract units of energy, matter, information, and
monetary values circulate. In doing so, he discusses how policies exclusively
informed by the abstract principles regulating the evolution of these networks, and
focused, e.g., on promoting an increase in networks’ output production while
improving the efficiency of this production, may cause serious problems due to how
these policies cannot take into account the specificities of the contexts and of the
people they are applied to. In particular, he points out how the implementation of
technical solutions exclusively informed by these principles (e.g., solutions
abstractly aiming at diversifying mobility options in a city by promoting the dif-
fusion of more energy efficient and less polluting vehicles) can represent a way to
bypass any political consideration concerning the actual utility of these solutions.
He therefore underlines the necessity of combining this policy approach with a
more genuinely political one based on collective decisions for a reorganization of
specific systems outputs (e.g., decisions concerning how the need for vehicles in a
city can be reduced by reorganizing existing pathways or by promoting mobility
practices not relying on vehicles) that can have beneficial results for the community
while reducing unwanted energy and environmental impacts. This necessity is made
more urgent by the fact that the on-going energy and technological transition makes
existing energy and communication networks more brittle due to the increased
coupling being established among their nodes, the progressive reduction to a single
energy type (i.e., electricity) circulating among these nodes, the more intermittent
character of used energy sources, the increased burden on these networks deter-
mined by how they tend to progressively integrate within them all human activities,
and the impossibility of creating control systems that can completely secure from
networks breakdown caused by their increasing complexification. While the pre-
viously mentioned policy approach would reinforce an integration within existing
complex systems, the latter approach would rely on developing solutions which
reduce dependency on these systems while allowing a more active involvement of
citizens in the design and implementation of policies enhancing energy sustain-
ability and reducing unwanted environmental impacts of technologies. It may be
interesting to note how the relevance of this latter policy approach is confirmed also
by the conclusions achieved by Moezzi in Chap. 13 in relation to how reduce
energy grid dependencies.
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Escaping the Literal Interpretation of Energy
and Information Metaphors

Labanca discusses in Chap. 8 how the complex systems constituted by energy and
information technologies tend to disengage from any form of social control while
generating artificial dynamics of consumption growth which can have extremely
negative and large-scale impacts on persons and natural resources. He illustrates
how one main social factor contributing to the creation of these perverse dynamics
is to be found in a huge process of homogenisation and reification generated by the
constantly literal interpretation of metaphors developed around the energy and
information concepts. The literal interpretations of these metaphors would basically
lead to a reorganization of societies based on the assumption that persons and
existing socio-technical systems can be constantly identified with motors and
information processors. He illustrates how these literal interpretations reinforce
each other within present competitive market settings while being validated by
technicians, scientists and the huge technological apparatus whereby complex
systems are being socially constructed. In addition, he discusses how these inter-
pretations increase our dependence on the supply of abstract and standardized
resource units which are constantly mistaken for entities actually populating
everyday life. He then concludes that possible ways out of the social entrapment
generated by this phenomenon can only be found by acknowledging the axiomatic
incompatibility of social organizations to the descriptions and reductions operated
by scientists (including economists) and the fundamental value of people’s practical
knowledge in the definition of solutions to increase their well-being and the sus-
tainability of their ways of life. The presence of this social phenomenon gives more
relevance to the alternative policy approach already illustrated by Labanca in the
conclusions of the second chapter of this book. He explains that the literal inter-
pretation of energy and information metaphors can only be escaped in the field of
energy policies by subordinating the implementation of solutions reducing tech-
nologies energy inputs or increasing technologies outputs to collective and political
decisions taken by people in relation to how to change the social practices they
reproduce in the context of their everyday life. This change of perspective can
indeed disclose a huge variety of additional options whereby people can actively
improve the quality of their lives by reorganizing their practices while reducing the
impacts of their activities on the environment and available natural resources. The
author of Chap. 8 remarks that this change of perspective is particularly needed
with the on-going energy transition given the way in which it can trigger dramatic
increases in energy demand and the risks of systems crashes associated with the
progressive and particular complexification that this transition entails. He points out
that it is not so unrealistic to assume that the actual accomplishment of this tran-
sition depends on the possibilities that societies will be given to temporarily escape
the literal interpretation of energy and information metaphors through the devel-
opment of ways of life allowing them to temporarily and comfortably survive while
disconnected from current energy, information, and monetary systems. This
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condition of temporary disconnection would be enabled by the huge variety of
context dependent solutions that people can elaborate to increase their well-being
while reducing their dependence on these systems by relying on their practical
knowledge.

Moving the Focus of Policy and Research Agendas
from an Abstract Notion of Energy to Social Practices

Elizabeth Shove discusses in Chap. 9 how the dominant paradigm presently
reproduced in research agendas, journal articles, reports, and policies around the
world consists in stripping energy out of the context where it is produced and used
and in conceptualizing it as an oil equivalent resource. She points out that this
produces an understanding of policy action based on abstract ideas of efficiency,
consumption, and behavior which is progressively disconnected from what people
do. This dominant paradigm is however being called into question, as, e.g., the
on-going transition to renewable energy increasingly requires that energy is studied
in relation to sociotemporal rhythms of generation and use, as energy efficiency
agendas are being subject to increasingly powerful critiques based on the presence
of long-term counterproductive rebound effects, as the results of efforts to change
consumers’ behaviors are proving to be limited and as utilities’ business models are
increasingly oriented to the provision of energy services that are clearly more
tightly focused on how and when energy is used. Elizabeth Shove discusses the
urgency of developing a new paradigm anchored in social practices that depends on
the possibility of taking an abstract and reified notion of “energy” out of energy
policy. This new paradigm would allow acknowledging that many different areas of
policy making contribute to configure and shape social practices impacting on
available natural resources and the environment. Rather than making research and
policy agendas which focus on substitutions (e.g., with renewables), efficiency or
minimal behavioral changes that do not actually modify present ways of life, this
new paradigm challenges researchers and policy makers to imagine and try to
establish configurations of technologies, practices, and sociotemporal orders which
are really different from the present and which are more compatible with renewable
energies and reduced energy demand.

Facing Radical Energy Transitions by Matching Energy
End-Uses to Available Renewable Energy Sources

Allen et al. discuss in Chap. 10 why renewables cannot maintain the metabolic rate
that is being presently generated within societies through fossil fuels. The reasons
for this are mainly found in the fact that renewable energy sources need to be
processed in order to be transformed into a fuel and that this often involves
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extensive transportation. While fossil fuels are found practically ready to use,
renewable energy sources like, e.g., biofuels, require extensive gathering activities,
water, fertilizers, and time to grow before they can be used as fuels. This funda-
mental qualitative difference between fossil fuels and renewables means that it is
not possible for the latter energy sources to maintain the present energy metabolism
of economies on the large scale. A massive transition to renewables would hence
entail a radical reorganization of societies, as it would affect food production,
products manufacturing, and living standards and would require a higher portion of
human activity in the energy sector. They therefore see a radical transition to
renewables as a gigantic translation problem consisting of fitting the characteristics
of specific energy carriers to specific energy users at specific times and in specific
situations. Moreover, they suggest that this problem could be handled through a
digital platform using information describing the characteristics of energy carriers
and the contexts of energy users (a) to fit specific sources to users and (b) to
aggregate all these specific matches to higher levels of matching for insights about
policy. The problem of matching the different processes producing energy carriers
from the various renewable energy sources to the different needs/abilities of energy
end-users constituting a society would become in this way a huge congruence
problem between society as a whole and its parts. These scholars explain that the
solution to this problem would require a multilevel and fine-grained analysis and
specific grammars for translation that could be performed through a scalable web
platform whereby decision making could be supported.

Taking into Account Sociotemporal Rhythms
of Social Practices

In Chap. 11 Palm and Ellegård highlight the importance of understanding energy
consumption in relation to people’s activity patterns in order to develop suitable
policies for more efficiency energy consumption and climate change mitigation. By
focusing on households, they explain how time diaries from a population can be
used to reveal differences in the energy consumption associated with aggregate
activity patterns generated by people of different generations or by men and women.
These types of analysis represent the necessary prerequisite for any policy dis-
cussion and intervention related to modifications in social practices that can enable
a transition to renewables while allowing energy conservation. In addition, time
diaries can be useful for energy advisors and other experts giving individual advice
on how to reduce energy consumption and associated costs. The authors of this
chapter also point out that, when it comes to understanding whether and how
energy consumption patterns of households can be changed, it becomes important
to understand how activities of various members are interlinked: they claim that
suitably designed time diaries help achieve this result.
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Achieving a Deeper Understanding
of the Concept of Smartness

In Chap. 12, Padovan and Arrobbio point out that, contrary to views generally
adopted by researchers and policy makers, smart grids cannot be simply defined and
studied in terms of series of technical characteristics supposed to mark their
smartness. Smart grids should rather be seen as a new type of apparatus aiming to
reduce the disparities represented by the asymmetric lines of power, knowledge,
information, decision-making, intensity, and artifacts that constitute any energy
grid. Researchers and policy makers involved in the building up of smart grids are
therefore invited to adopt a radically new perspective. As any transition toward
smart grids must start from existing infrastructures, these stakeholders should first
of all start by understanding these infrastructures in relation to embedded con-
straints and opportunities for the development of the previously mentioned type of
smartness. Then they should consider that, rather than through the linear addition of
technical operations, a transition to smartness can only be achieved through a
co-evolution of varying lines and strata of practices, technics, and discourses
according to patterns that remain ultimately uncontrollable. In relation to energy
conservation or peak shaving targets to be achieved by smart grids, researchers, and
policy makers should then take into account that smart feedback devices encourage
end-users to reduce their level of consumption only to a limited extent and a wider
policy and market support is generally needed to achieve significant energy con-
sumption reductions. Moreover, they should consider that achieving these targets
depends on existing possibilities to change social practices generating energy
consumption and that these possibilities can be markedly increased by improving
communication and reciprocal interpretation between human practices and techni-
cal systems. The authors of this chapter also underline the point that the inevitable
struggle and harmonization of interests among different human and not human
agents involved in a transition to smartness should always be considered.

Expanding Current Approaches to Demand Response
and Demand Management

In Chap. 13 Mithra Moezzi highlights how scenarios regarding the future
high-penetration of renewables require us to expand the present concepts of demand
response and demand management. In particular, she urges a shift of focus—
concentrating on comprehensive socio-technical entities rather than on individual
actors deliberating on choices and taking discrete actions. Individual minds, actions
and technologies cannot indeed be considered as separate entities in the bid for
demand management. Mithra Moezzi indicates a series of research directions that
could support this broader view. These directions generally point to the need for
considering a wider spectrum of demand response options while understanding
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whether current demand response expectations are reasonable. To further this aim,
it could prove extremely useful to assess to what extent existing material means and
social experience can improve demand response while reducing costs associated
with electricity shortages. Experience from countries and regions where high levels
of demand flexibility are already required could be useful in this respect. Other
insights could then come from studying how demand profiles have changed his-
torically, which factors have affected these shifts and which load profiles have been
resistant to change. It would then be important to assess which older practices
(including their material configurations) might be valuable to revive and/or become
valid alternatives to greater dependence on electricity and which policy measures
might be implemented to exploit these alternative options. Current experience with
blackouts and other electricity supply irregularities could also indicate additional
possibilities to both increase flexibility with respect to electricity supply and reduce
vulnerability to shortages. Moezzi also underlines that it would be important to
study potential downsides of increased dependence on electricity associated with
the on-going energy transition and how associated risks can be mitigated.

Integrating Ideas and Concepts of Complexity and Social
Practice Theories into Policy Making

In Chap. 14, Byrne and Bartiaux highlight that both complexity theory and social
practice theories prompt a systemic approach to policy making which is mostly
incompatible with the top-down approach typically adopted in the field of energy
today. Rather than as the result of unidirectional and linear causation mechanisms
that can be activated by policy makers, change is indeed seen by these theories as an
emergent phenomenon resulting from the mutual interactions and interconnections
existing among all parts of the system. In order to understand how and whether
policy action can trigger some type of change, it would hence be necessary to
consider how this action can affect the interactions among all the parts of the
system. To exemplify this, they suggest that the impacts of policies implemented to
stimulate residential building energy retrofits can only be understood when all
involved stakeholders, related narratives, and the whole system of practices carried
on by political institutions, business companies, and building owners are taken into
account. Rather than just targeting individual building owners, these policies should
hence address the whole social context involved in energy retrofits and, in doing so,
they should aim to properly integrate all involved practices, strengthen the com-
ponents linking people doings and sayings and reinforce synergies between two or
more components. Byrne and Bartiaux argue for policy instruments that can
stimulate the adoption of the principles of complex systems and social practice
theories within policy making related to energy. They suggest, for example, that
policy makers might start by supporting the realization of evaluation studies of
energy policy instruments with the methodologies developed in the framework of
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complexity theory. At the same time, they share the critiques raised by a series of
scholars in relation to the notion of social acceptability of policies and the problem
that this notion places the burden of reducing energy consumption solely on
individuals while leaving policy makers and their political parties just with the
responsibility of devising acceptable policies. In their opinion, the notion of
socio-technical feasibility would instead be more appropriate to assess energy
policies in so far as it obliges analysts to question both technological meanings and
political choices related to energy.

Conclusions

After having summarized, some of the main research and policy directions
described in the various chapters, it is time to conclude this book by briefly drawing
some main conclusions and mentioning some of challenges faced during the writing
of this publication.

Rather than just focusing on the technological challenges associated with the
on-going energy transition and discussing in detail the technical innovations that
can enable it, the authors of this publication highlight the interactions between
involved social and technological aspects under a complex system and social
practice perspective. This approach makes it possible to identify and address fun-
damental questions and frames the issue of the energy sustainability of this tran-
sition in a way that has not so far received the attention it deserves within research
and policy agendas being adopted worldwide.

The contributions included in this publication have showed that this transition
has to be inscribed within complex systems dynamics of growth in energy con-
sumption. Phenomenological evidence so far collected indicate that socio-technical
systems whose intricacy and density of energy flows increase have better chances of
surviving in the long term compared to lower density systems, provided these
systems manage to balance this growth with adequate energy efficiency improve-
ments. When applied to the energy systems that will result from the on-going
massive shift to renewables, this insight suggests that energy efficiency has a still
fundamental although complementary role to play in ensuring the survival of these
systems. In the long term, energy efficiency improvements can help increase energy
systems resilience against ever changing environmental conditions. This increased
resilience results from an augmentation in the diversity of systems outputs and/or in
the pace at which these outputs will be produced thanks also to these energy
efficiency improvements.

Concerning the way in which future energy systems resilience can be increased,
it is then worth pointing out that complex system theories provide a quite robust
theoretical basis for arguing that community-based and collaborative approaches to
renewable energy production, management and use can represent a very effective
way to increase systems resilience compared to approaches devised within current
competitive market settings.
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The above-mentioned evidence also, and somewhat paradoxically, shows how
relevant it becomes that new energy conservation policies are implemented to
counteract expected growth in renewable energy consumption. Despite the rhetoric
developed around renewable energy sources—especially that which suggests that
these sources are infinitely abundant and that the on-going shift to renewables is just
a technical issue that can be solved without significantly affecting how our lives are
organized, the above-mentioned dynamics of growth will indeed always render
available energy sources scarce, not to mention their persistent, unwanted, and
negative environmental impacts. As previously mentioned, energy efficiency
improvements in the utilization of available energy inputs and policies that can be
devised to foster these improvements do not necessarily help solve this issue at the
system level, because they often create the conditions for an increase in systems
outputs production and therefore contribute to the creation of a situation of
increased energy scarcity. These policies must therefore be accompanied by a new
generation of policies capable of curbing total systems consumption. As some of
the authors of this book argue, new types of policies aiming at energy conservation
can in principle be represented by energy taxation measures where associated
increases in governments’ revenues are used for energy efficiency improvements or
by suitable command and control policy measures establishing maximum levels of
energy consumption for specific sectors of the economy, technological applications
or energy end-uses. However, alternative policy approaches exist—and can be
further developed—based on the insights provided by social practice theories.
These theories and the work accomplished by researches applying them to study the
dynamics of consumption lead us to conclude that very effective energy conser-
vation policies can be designed and implemented by focusing on a reorganization of
energy outputs. Rather than by reducing energy inputs of human activities, a
reduction in energy consumption can also be achieved by taking the possible
reorganization of social practices and human activities reproduced in a given
context as a starting point. In other words, energy conservation targets can be
effectively achieved also by improving the ways in which people organize, e.g.,
their transportation, their work, their leisure or the ways in which they prepare their
food, they purchase what they need, etc., without taking the reduction of energy
inputs of these various activities as the only target. Interestingly, this approach to
policy making can in principle be more democratic in so far as it enables the more
active involvement of people in the design and implementation of associated
solutions. Moreover, contrary to what typically happens in the field of energy
policy, it allows for considering solutions for energy conservation which are not
merely related to the production of new less energy consuming technologies.

One of the main objectives of this book has been to illustrate the extent to which
people and their socio-technical capacities represent a huge reservoir of possibilities
and opportunities for identifying very effective context dependent solutions to
energy conservation which can also enhance the resilience of future renewable
energy systems, this aspect certainly not being a minor point.

This book has then also allowed us to discuss why renewable and nonrenewable
energy sources have to be considered as completely different types of energy and to
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explore some of the main implications of this difference for the on-going energy
transition. In particular, it has been possible to illustrate why the complexification of
energy systems entailed by renewable energy sources might entail a different
relationship with time, also highlighting the point that social practices theories have
a fundamental role to play in the study of this aspect and in the design of policy
instruments fostering the current energy transition by addressing the time dimension
of practices. The possibility that people can cope with the increasingly intermittent
character of the energy supply that can be expected in the future can for example
only be assessed by focusing on how these practices are distributed, how they are
interconnected and how they can be possibly shifted in time. Finally, this publi-
cation has allowed us to identify and consider some of the dangers associated with
the reification processes associated with entities like energy. The implications of the
reification processes whereby researchers and policy makers aggregate very dif-
ferent natural and technical energy transformation processes and reduce them to a
question of production and consumption of same energy units are absolutely
important. As explained in various chapters, the very perverse ways in which these
reification processes obscure relevant issues at stake with the on-going energy
transition while reinforcing dependency on the supply of abstract resource units can
hardly be overestimated.

With this book we have tried to indicate research avenues and elements of
understanding in relation to the above-mentioned aspects. The task has not been
easy for several reasons. One of these reasons is that this is an interdisciplinary
challenge. To engage with these issues it has been necessary to deal with topics
concerning at least the research fields of energy policy analysis, economics, biol-
ogy, ecology, physics, and sociology. Another reason relates to our conviction that
any serious attempt to understand how the targeted complex systems dynamics
evolve and can be possibly affected implies their disaggregation into the myriad of
social practices generating them. This has obliged us to propose a method of
analysis combining a positivist with a constructivist perspective, despite the fact
that we are aware that accounts and explanations produced under these two per-
spectives can in some respects be completely different (notably in relation to the
historical character of notions like energy, information, time and in relation to how
the nature of these entities can be differently perceived and interpreted in different
historical periods). Clearly, we are also aware that the experts who endorse one of
these perspectives might in some case not agree with the conclusions achieved by
experts endorsing the other.

A further reason and source of possible misunderstandings relates to the point
that complex systems theories can in principle be invoked to explain the social
construction of the dynamics under study and to devise suitable policy instruments
that can affect them, while our main tenet is that complex systems themselves are
the result of a social construction whose impacts have to be investigated by
avoiding the reductions inevitably associated with any theory laden approach.

We hope to have managed to satisfactorily cope with these issues and to illus-
trate why it is so important that policy making and research activities dealing with
the current energy transition take complex systems dynamics into account and

336 N. Labanca et al.



become more and more informed by complex systems theories. At the same time,
we hope to have managed to explain why social practices represent an essential
field of study, and how this field of study can indicate completely new research
avenues and policy approaches to address this transition. The topics discussed and
the conclusions drawn in this book provide several clear suggestions about how this
might be concretely realized.
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