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Preface

It is our great pleasure to present the proceedings of the 31st IFIP International Con-
ference on ICT Systems Security and Privacy Protection, which was held in Ghent,
Belgium, between May 30 and June 1, 2016. IFIP SEC conferences are the flagship
events of the International Federation for Information Processing (IFIP) Technical
Committee 11 on Information Security and Privacy Protection in Information Pro-
cessing Systems (TC-11).

Continuing the tradition of previous years, we sought for a balanced program that
covers all significant aspects of information security, ranging from software security
over platform security to human factors. The selection of papers was a highly chal-
lenging task. We received 145 submissions in response to our call for papers, of which
six were withdrawn before the reviewing process started. From these 139 submissions
we selected 27 full papers to be presented at the conference, based on their significance,
novelty, and technical quality. Each paper received at least three reviews by members
of the Program Committee.

We wish to thank all contributors who helped make IFIP SEC 2016 a success: the
authors who submitted their latest research results to the conference, as well as the
members of the Program Committee who devoted significant amounts of their time to
evaluate all submissions. We would like in particular to thank the organizing chair
Vincent Naessens and the general chair Bart de Decker for their support and their
efforts to organize the conference in beautiful Ghent.

We hope that this proceedings volume provides inspirations for future research in
the area of information security!

March 2016 Stefan Katzenbeisser
Jaap-Henk Hoepman
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Coercion-Resistant Proxy Voting

Oksana Kulyk1(B), Stephan Neumann1, Karola Marky1, Jurlind Budurushi1,
and Melanie Volkamer1,2

1 Technische Universität Darmstadt/CASED, Darmstadt, Germany
{oksana.kulyk,stephan.neumann,karola.marky,jurlind.budurushi,

melanie.volkamer}@secuso.org
2 Karlstad University, Karlstad, Sweden

Abstract. In general, most elections follow the principle of equality, or
as it came to be known, the principle of “one man – one vote”. However,
this principle might pose difficulties for voters, who are not well informed
regarding the particular matter that is voted on. In order to address this
issue, a new form of voting has been proposed, namely proxy voting. In
proxy voting, each voter has the possibility to delegate her voting right
to another voter, so called proxy, that she considers a trusted expert on
the matter. In this paper we propose an end-to-end verifiable Internet
voting scheme, which to the best of our knowledge is the first scheme to
address voter coercion in the proxy voting setting.

1 Introduction

Democratic elections represent an important value in many modern states. This
is not limited to governments, also companies and other organizations are con-
stituted in democratic elections. In general, most democratic elections follow the
principle of equal elections, meaning that one person’s vote should be worth as
much as another’s, i.e. one man – one vote [14]. However, this principle often
represents a challenge to voters, who are not sufficiently informed regarding the
particular matter that is voted on. In order to address this issue, a new form
of voting has been proposed, the so called proxy voting. In proxy voting, each
eligible voter has the possibility to delegate her voting right to another eligible
voter, so called proxy, that she considers a trusted expert on the matter.

There already exist few proxy voting implementations, provided by differ-
ent organizations. Two widely known implementations are LiquidFeedback1 and
Adhocracy2. Further proxy voting proposals are the approaches proposed in
[19,21].

However, all existing proxy voting proposals fail to address the issue of voter
coercion: namely, the case when the adversary threatens the voter to vote in a
particular way, or to abstain from voting. This issue has been commonly con-
sidered for non-proxy Internet voting, and a number of Internet voting schemes
1 http://liquidfeedback.org/, last accessed January, 7, 2016.
2 https://adhocracy.de/, last accessed January, 7, 2016.

c© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
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4 O. Kulyk et al.

have been proposed, that address the problem of coercion, e.g. by providing
coercion resistance [12] or coercion evidence [8]. In this paper, we build upon
[6,12] and an extension proposed by Spycher et al. [18] to propose a coercion
resistant end-to-end verifiable Internet proxy voting scheme.

This paper is structured as follows: In Sect. 2 we identify and derive secu-
rity requirements that are relevant for proxy voting. Section 3 introduces the
fundamentals used for our proposal, which we present in Sect. 4. In Sect. 5 we
evaluate the security of our proposal with respect to the requirements. Section 6
summarizes our contributions and provides directions for future research.

2 Requirements for Proxy Voting

The following functional requirements should be provided by a proxy voting
system:

Delegation Cancellation. If the voter for any reasons decides to vote herself, she
should be able to cancel the delegation at any point of time before the tallying.

Delegation Back-Up. The voter can assign up to T priorities to her proxies.
Only the vote from the proxy having highest priority will be included in the
vote count. This functionality is useful if the voter wants to have a “back-up”
delegation, in case her first choice of a proxy abstains from the election.

The security requirements in Internet voting have been thoroughly investi-
gated in the literature, and both formal [7] and informal [13,16] definitions have
been proposed. In this work, we aim to address the following security require-
ments for the election.

Vote Integrity. All votes cast by eligible voters should be included in the result.

Availability. It should be possible to compute election result even if some of the
involved entities are faulty.

Vote Secrecy for Voters. The adversary should not be able to learn how a voter
has voted.

We aim at achieving the following security requirements for the delegation
process:

Delegation Integrity. Only the proxy having a valid permit from the voter should
be able to cast a vote on this voter’s behalf. The proxy should not be able to
alter the priority given to them by the voter.

Delegation Availability. A proxy should not be selectively prevented from having
the votes delegated to her.
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Vote Secrecy for Proxies. The adversary should not be able to learn how a proxy
has voted.

Delegation Privacy. There should not be a link between a voter’s identity and
her selected proxy. Furthermore, it should not be possible to reveal whether a
voter has delegated a vote or cast it herself.

Delegation Unprovability. The proxy should not be able to prove to anyone how
many votes have been delegated to her. Moreover, the proxy can not gain any
knowledge about the actual number the incoming delegations.

Note, that as we want to ensure coercion resistance, we require that vote secrecy
for both voters and proxies should be ensured also for the case when the adver-
sary is capable of communicating with the voter or proxy.

3 Background

In this section we introduce the fundamentals used to design our coercion-
resistant verifiable proxy voting scheme.

3.1 Cryptographic Primitives

In the following we describe the cryptographic primitives our scheme relies on.
Hereby, Gq denotes a cyclic multiplicative group with order q and Zq denotes
the cyclic additive group of integers modulo q.

Zero-Knowledge Proofs. In order to prove the correctness of statements within
the voting scheme without revealing anything beyond the correctness zero-
knowledge proofs are employed. For this sake, techniques such as proving the
knowledge of discrete logarithm [17] or discrete logarithm equality [5] are being
used. These proofs can be made non-interactive by employing the strong version
of the Fiat-Shamir heuristic suggested in [3]. An important extension of such
proofs are designated-verifier proofs described in [11]. Given the verifier’s public
key, these proofs convince only the designated verifier about the correctness,
rather than the general public.

Linear Encryption. In some parts of our scheme, we use a modified encryption
scheme suggested in [4] (further denoted as LE-ElGamal). This scheme is seman-
tically secure under the DLIN assumption which is implied in groups where the
DDH assumption holds. Namely, let pk = (g1, g2, h) ∈ G

3
q be the public keys of

the encryption and (x1, x2) ∈ Zq ×Zq the private keys with gx1
1 = gx2

2 = h. If the
keys are jointly generated by multiple parties with x1, x2 as threshold-shared
secrets, then, according to [2] at least 2/3 of the parties have to be honest.

The message m ∈ Gq is encrypted as follows: two random values (r1, r2) ∈
Zq × Zq are chosen and then the encryption - denoted as {{m}}pk ∈ G

3
q - is

calculated as (c1, c2, c3) = (gr11 , gr22 ,m · hr1+r2). The decryption then proceeds
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as m = c3 · c−x1
1 · c−x2

2 . Ciphertexts can then be reencrypted by multiplying
a ciphertext by an encryption of 1 using a random value (r′

1, r
′
2) ∈ Zq × Zq.

Further operations used together with the ElGamal encryption, such as mix net
shuffle, well-formedness proofs and plaintext equivalence tests can be adjusted
for LE-ElGamal as well.

Plaintext Equivalence Tests. In order to check whether a given ciphertext c
encrypts the same plaintext as another ciphertext c′ without revealing any
additional information about plaintexts, plaintext-equivalence tests [10] can be
employed. This can be performed by the holders of an encryption secret key and
consists of jointly decrypting the value (c/c′)r given a secretly shared random
value r ∈ Zq which results in 1 in case the plaintexts are equal or in random
value otherwise.

Proxy Reencryption. Let {m}pk1 be a ciphertext encrypting message m with
ElGamal public key pk1 = (g1, h1). Given the knowledge of corresponding secret
key x1 = logg1 h1 which can also be a shared secret between several participants
the method described in [9] allows for computing a new ciphertext {m}pk2 , that
encrypts the same message using a different ElGamal public key pk2.

Mix Nets. Important components in electronic voting systems are mix net
schemes which are used for anonymizing lists of ciphertexts e1, ..., eN . In addi-
tion to ensure the integrity of the shuffle a number of zero-knowledge proofs
have been proposed in the literature. The most efficient schemes - up to now -
are presented in [1,20]. A modification of such proofs can be used to mix tuples
of ciphertexts (ē1, ..., ēN ) with ēi = (ei,1, ..., ei,k) while preserving the ordering
within the tuple.

3.2 JCJ/Civitas Scheme

For our goal to provide a scheme for coercion resistant proxy voting we chose the
JCJ/Civitas voting scheme proposed in [12] and then extended and implemented
in [6] as basis. The coercion resistance of the scheme is based on the application
of voting credentials. These credentials are used to authorize votes from eligible
voters. In case a coercer demands the credential from a voter she can simply
provide a fake credential which could not be distinguished from the real one by
the coercer. We briefly outline the scheme below.

Setup and Registration. Prior to the election the election supervisor announces
the different election authorities, namely the registrar, registration tellers and
tabulation tellers and publishes their respective public keys on the bulletin board.
The registrar publishes the electoral register which contains the identity, the
public registration key, and the public designation key of each voter. Building
upon a homomorphic cryptosystem the tabulation tellers generate an election
key pair in a distributed manner and publish the respective public key pk on the
bulletin board.
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For each voter Vi each registration teller j = 1, ..., N generates a creden-
tial share ci,j and publishes its encryption next to the respective voter’s iden-
tity on the bulletin board from which the encryption of the voting credential
Ei = {ci}pk =

∏N
j=1{ci,j}pk can be computed by multiplying all the individ-

ual credential shares. The shares ci,j in plaintext together with corresponding
designated-verifier correctness proofs are then being forwarded to the voter. Now
the voter can use them to compute their secret voting credential ci =

∏N
i=1 ci,j .

Finally, the encrypted credentials Ei are being shuffled via mix net.

Voting. The voters use anonymous channels for vote casting. As her vote, the
voter casts a tuple

〈Ai = {o}pk, Ci = {ci}pk, σ〉
with o as a chosen voting option and σ as well-formedness proof for Ai and proof
of plaintext knowledge for Ci. The tuple is sent to one of the available ballot boxes
which stores the votes. In case the voter is forced to reveal her credential to a
coercer she can give a fake credential c′ instead while the coercer is not able to
distinguish it from a real one.

Tallying. The votes with invalid proofs are excluded and the plaintext-
equivalence tests are used for identifying the votes with duplicated credentials
which are handled according to the rules concerning vote updating. The remain-
ing tuples 〈Ai, Ci〉 are being shuffled and of votes are being anonymized with mix
net shuffling. Afterwards, plaintext-equivalence tests are applied for checking the
validity of the voting credential by each Ci with each authorized credential from
the shuffled list Ei. For the votes with valid credentials the voting options Ai

are being decrypted.

Security assumptions that JCJ/Civitas relies on:

1. The adversary is not capable of simulating the voters during the registration
process. The adversary is also not present the registration phase.

2. At least one registration teller is trusted and the communication channel
between this teller and the voter is untappable3.

3. The voting client is trusted.
4. At least k out of n tabulation tellers do not fail during decryption.
5. At least n − k + 1 out of n tabulation tellers are trusted not to reveal their

key shares.
6. The channels between voters and voting system used for vote casting are

anonymous.
7. The DDH assumption and the RSA assumption hold an a random oracle is

implemented via cryptographic hash function.
8. At least one ballot box to which the cast votes are submitted is correct.

In addition to the security requirements, it is assumed that the voters are
capable of handling the credentials, e.g. by using some kind of secure credential
management.
3 That is, the adversary is incapable of reading the messages sent over the channel.
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4 Proposed Proxy Voting Scheme

To tailor our JCJ/Civitas extension towards proxy voting we introduce a new
kind of credentials, so called delegation credentials. In addition to a unique voter
credential in JCJ/Civitas, each voter i obtains a list of prioritized delegation
credentials. To delegate a vote with a certain priority j the voter selects the
j-th credential from her list and forwards it to the intended proxy. Voters are
allowed to forward different credentials with different priorities to different prox-
ies. Throughout the tallying phase for each voter only the vote cast with the
highest priority is counted. Due to the fact that delegation credentials are gener-
ated on the same principles as the voting credentials in the original scheme the
security of our extension also relies on the fact that the delegating credentials
can be faked by the voter in case of coercion.

4.1 Necessary Modifications

We describe the modifications to the JCJ/Civitas scheme that are needed for
implementing the delegation while ensuring the requirements listed in Sect. 2.

Ballot Clustering. Within the JCJ/Civitas scheme coercion-resistance is
achieved by breaking the link between a voter’s identity and votes cast in her
name, both real and fake votes. The introduction of prioritized delegation creden-
tials requires a relation between different credentials being maintained through-
out the vote tallying phase. Retaining such a relation might however cause vul-
nerabilities with regard to coercion. To address these challenges we build upon
proposals from scientific literature. Spycher et al. [18] present a JCJ extension
towards linear tallying time. Therefore, the authors propose to assign identifiers
to cast (real and fake) votes. During vote tallying after anonymization cast votes
are only compared against the public credential assigned to their respective iden-
tifier. This reduces the tallying complexity from quadratic to linear regarding
the number of cast votes. We build upon this approach: votes cast by the voter
or delegated to different proxies share the same identifier such that within the set
of votes sharing the same identifier the vote with the highest priority is tallied.

Delegation Server. Forwarding voting credentials to proxies results in a coercion
vulnerability: The adversary might coerce a proxy to forward all received vot-
ing credentials. In order to test whether the proxy complies the adversary could
anonymously delegate a credential to her and check whether this credential is
being forwarded back to her. We address this problem by introducing a new
entity - possibly implemented in a distributed way - that functions as delega-
tion server (DS). The underlying idea is that proxies do not receive delegated
credentials directly from the voter. Instead the voter blinds her credential and
sends it to the DS (over an anonymous and untappable channel) which forwards
an anonymization of the blinded credential to the proxy. The unblinding value
is sent to the proxy over the private and anonymous channel.
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Inclusion of Linear Encryption. To prevent unauthorized usage of voting creden-
tials the JCJ/Civitas scheme forces the voter to include the plaintext knowledge
proof for the ciphertext encrypting the credential. This solution, however, is
inapplicable to the delegation process since the proxy does not get to know the
value of the credential as outlined above. We address this challenge by publishing
voting credentials (in the registration and voting phases) encrypted with linear
encryption rather than ElGamal encryption. On the other hand for delegating
her vote the voter encrypts their delegating credential with standard ElGamal
using (g2, h) as an encryption key. The resulting tuple {c}pk = (a = gr2, b = chr)
together with other necessary information (see Sect. 3.2) is being forwarded to
the proxy. If the proxy wants to cast the vote she chooses a random value of s and
computes (gs1, a, bhs) which is an LE-ElGamal encryption of c with randomness
values r, s for which the proxy also can prove the knowledge of s as logg1 gs1.

4.2 Scheme Description

In this section we provide a detailed description of our proposed scheme.

Preliminary Stage. During this stage the keys used for encrypting votes and/or
credentials are generated. The DS generates ElGamal keys with pkD = (gD, hD)
as public key. The tabulation tellers distributively generate LE-ElGamal keys
pkT = (g1, g2, hT ). We further denote {m}pkT

as ElGamal encryption with
(g2, hT ) as corresponding key and {{m}}pkT

as LE-ElGamal encryption.
The list of proxies D1, ...,Dd is being made public together with their public

keys used for signing and designated-verifier proofs. For the sake of simplic-
ity we assume that each proxy is eligible to vote herself as well. Furthermore,
anonymous channels that enable communication between the proxies and the
delegation servers as well as between proxies and the rest of the voters are
established.

Setup Phase. Opposed to the standard JCJ/Civitas scheme, each registration
teller generates T credential shares at random for each voter. Analogously to
the JCJ/Civitas scheme, the encrypted credentials are publicly assigned to the
respective voters whereby the order of the credential shares is of central impor-
tance to the delegation process. A public identifier, e.g. the position of the respec-
tive voter in the electoral roll is assigned to each voter. After the setup phase the
bulletin board contains T credentials for every voter V1, ..., Vk (see Table 1) as
well as individual credential shares from each of N registration tellers for each
priority 1, ..., T . We consider the lower number to denote the higher priority.

Registration. The registration phase remains identical to the standard JCJ/
Civitas scheme except the fact that each registration teller releases T ordered
credential shares to the voter. The voter can then verify whether the received
shares from the tellers for a credential c

(j)
i correspond to the encrypted shares

published on the bulletin board near idi and priority j.
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Table 1. Content of the bulletin board after the setup phase of the extended scheme.

ID Priority Credential shares

id1 1 {{c1,11 }}pkT , . . . , {{c1,N1 }}pkT

...
...

...

idk T {{cT,1
n }}pkT , . . . , {{cT,N

n }}pkT

Before the voting, the voter merges her N · T credential shares as follows:

c
(1)
i = c1,1i · c1,2i · · · · · c1,Ni

...
...

c
(T )
i = cT,1

i · cT,2
i · · · · · cT,N

i

Voting. To cast a vote (without considering delegation) for voting option o voter
i prepares the following tuple:

〈{{idi}}pkT
, {{c

(j)
i }}pkT

, {{o}}pkT
, σ〉

Here σ signifies both the well-formedness proofs for o as well as proof of ran-
domness knowledge for {{c

(j)
i }}pkT

: namely, given {{c
(j)
i }}pkT

= (c1, c2, c3) =
(gr11 , gr22 , c

(j)
i hr1+r2) the voter proves the knowledge of randomness r1 as logg1 c1.

The value of j is chosen depending on the voter’s delegations where we distin-
guish the following cases:

1. If the voter does not intend to delegate her vote at a later point in time she
sets j = 1.

2. If the voter might intend to delegate her vote at a later point in time she sets j
as the lowest available priority: that is j = T in case she did not delegate any
vote yet or j = jd − 1 if jd is the highest priority that was already delegated.

Additionally, the voter i casts her identifier idi in an encrypted manner which
later serves for clustering ballots from the same voter with different credentials.

Delegating. To delegate her vote with priority j = 2, . . . , T to the proxy Dk the
following protocol (see Fig. 1) is executed.

1. The voter i chooses a random value x and sends the following tuple to one or
more of the DS:

〈{{idi}}pkT
, {(c(j)i )x}pkD

, σ, idDk
〉

Here c
(j)
i is the j-th credential from her credential list (c(1)i , . . . , c

(T )
i ), idi is

the voter’s index, σ is the proof of plaintext knowledge for {(c(j)i )x}pkD
and

idDk
is the identifier, e.g. the public key, of the chosen proxy. The voter also

sends x, {{idi}}pkT
to Dk over a private channel.
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2. The DS computes {(c(j)i )x}pkT
from {(c(j)i )x}pkD

using proxy reencryption
scheme and a designated-verifier proof using the public designated-verifier key
of Dk that both {(c(j)i )x}pkT

and {(c(j)i )x}pkD
encrypt the same plaintext. The

proof and the values of {(c(j)i )x}pkT
, {(c(j)i )x}pkD

together with the voter’s
index {{idi}}pkT

are being forwarded to Dk.
3. The proxy Dk verifies the proof and sends the signed value of {(c(j)i )x}pkD

back to the voter as confirmation.4

She further computes {c
(j)
i }pkT

as {(c(j)i )x}1/xpkT
.

Fig. 1. Delegation of the voter idi to the proxy Dk, with zero-knowledge proofs omitted.

Casting a Delegated Vote. To cast a delegated vote for a (unknown) voter X with
(unknown) priority Y the proxy first calculates {{c

(Y )
X }}pkT

. For this - given an
encryption {c

(Y )
X }pkT

= (c1, c2) - she chooses a random value s and computes
{{c

(Y )
X }}pkT

= (gs1, c1, c2h
s). Then She encrypts her voting option o and prepares

her ballot according to the voting process outlined above.

Cancelling a Delegation. If the voter intends to withdraw one or several vote
delegations (but not excluding delegation in general), she issues the highest
prioritized unused credential, overriding all previously cast votes on her behalf.

Obfuscating the Number of Cast Votes. The fake votes intended to hide the
number of votes cast by a specific voter or her proxy are added accordingly to
Spycher et al.. For each identifier idi the tabulation tellers cast a random number
of votes of the following form:

〈{{idi}}pkT
, {{r}}pkT

, {{o}}pkT
, σ〉

4 This can be done via a two-way anonymous channel or by publishing the signature
on {(c(j)i )x}pkD on the bulletin board.
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Here r denotes a fake credential randomly drawn for each fake vote, a random
valid voting option o, and the respective zero knowledge proofs σ. The number
of fake votes for each voter is secret and is distributed as outlined in [18].

First Anonymization. After all the votes have been cast, votes with invalid proofs
are removed and excluded from further tallying. Thereafter, tuples of the form
〈{{id}}pkT

, {{c}}pkT
, {{o}}pkT

〉 are anonymized by the application of a mix net.

Ballot Clustering. After anonymizing the tuples the values of id are decrypted.
For any index idi appearing within at least one anonymized tuple the respective
ordered list of credentials ({{c

(1)
1 }}pkT

, . . . , {{c
(T )
1 }}pkT

) is obtained from the
bulletin board. All tuples sharing the same idi are clustered. The ordered of
credentials is attached to each cluster, and the value idi is removed from all
tuples.

Second Anonymization. All lists of resulting tuples together with the respective
list of attached credentials are anonymized by the application of a mix net. Note
that the order of ciphertexts within the tuples is preserved so that the priority
order of delegation credentials remains intact.

Extracting Votes to be Counted. In addition to weeding out the votes with invalid
credentials our goal is to tally only the vote with the highest priority in case
delegation took place. In order to do this for any element of the cluster - namely
a list of tuples and public credentials - the list of tuples is matched on the
basis of plaintext equivalence tests (PET) in decreasing order against the list
of public credentials. Starting with the highest priority credential c1 PETs are
executed between all credentials of submitted tuples until a match is found. If a
match is found the value {{o}}pkT

is extracted from the matching tuple. Once
the process has been terminated for all tuples a list of encrypted voting options
({{o1}}pkT

, . . . , {{on}}pkT
) has been extracted.

Third Anonymization and Result Calculation. The list of encrypted vot-
ing options is anonymized by the application of a mix net. Eventually, the
anonymized encrypted voting options are decrypted and the result is determined.

5 Security of the Proposed Scheme

In this section we consider the security evaluation of our scheme. We first sum-
marize the security assumptions that need to be made, and then provide an
informal security argument regarding the requirements given in Sect. 2.

5.1 Security Assumptions

We summarize the security assumptions specific to our scheme in the list below:
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1. More than 2/3 of all tabulation tellers are trusted not to disclose private key
shares to the adversary.

2. At least 1/3 of all tabulation tellers does not fail during decryption.
3. At least one of DS does not fail to forward the delegated votes to the proxy.
4. The DS does not disclose private information to the adversary.
5. The public key infrastructure for the proxies is trustworthy.
6. The private signing and designated-verifier keys of the proxy is not leaked.
7. Communication channels between the voters and the proxies are private.

5.2 Security Evaluation

We hold on to the assumptions of the original scheme which we provide in
Sect. 3.2. The security properties of our scheme and the additional assumptions
that are needed for them can then be evaluated as follows:

Vote Integrity. The assumptions on integrity for voters remain the same as in
the original scheme.

Availability. The election results can be computed under the assumption that
at least k = 1

3n tabulation tellers participate in the decryption.

Vote Secrecy for Voters. The system provides probabilistic coercion resistance, as
there are two scenarios where the coercer can tell whether the voter has obeyed.
The first scenario occurs if the number of fake votes for some voter equals the
known minimal number. The probability of this can be controlled with the choice
of an appropriate distribution function for fake votes. In the second attack, the
coercer requests all the delegation credentials from the voter, and casts a vote
with priority j that is unknown to the voter. In that case, unless there is a vote
cast with the same priority from another voter, the coercer knows whether the
credential given to her was real. The success probability of such an attack can
be reduced with a smaller value of T . For example, with T = 3 the voter can
either vote herself, delegate once or choose one back-up proxy, which we assume
to be sufficient functionality for most of the elections.

Outside of these scenarios, the system provides vote secrecy, and with it coer-
cion resistance for the voters under the same assumptions as the original scheme
with k ≤ 1

3n. Since the delegating credentials are generated and distributed in
the same way as the voting credentials the voter can cheat the coercer who acts
as a proxy by providing a fake credential instead. Even if the coercer is watching
the voter directly during the delegation, the voter can input a random value
as her delegating credential so that the coercer cannot distinguish it from the
real one.

Delegation Integrity. Casting a delegated vote without voter’s permission or a
delegated vote with a higher than given priority would require the knowledge of
the corresponding credential c

(j)
i for the voter i and priority j. Given that each

one of those credentials is generated in the same way as the voter credentials in
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the original scheme it holds that they are not leaked under the same assumptions.
Another way to break the delegation integrity would be to intercept the value
x used for blinding the credential forwarded to the proxy which requires control
over the communication channel between voter and proxy. Furthermore, it must
be assumed that the public key infrastructure for the proxies is trustworthy so
that impersonation of a proxy to a voter is infeasible.

Delegation Availability. The proxy receives the credential from the DS accompa-
nied by the designated verifier proof. In case no credential is sent the voter gets
no confirmation and thus is able to repeat the delegation by choosing another
DS. For this it must be assumed that the proxy’s private key is not leaked and
the confirmation cannot be sent by someone else. However, the DS is capable
of submitting an invalid credential if it can fake the designated verifier proof.
Therefore, it must be assumed that the private designated-verifier key of the
proxy is not being leaked.

Vote Secrecy for Proxies. Given an anonymous channel between the proxies and
the bulletin board the secrecy of votes cast by proxies corresponds to the vote
secrecy for the voters. An additional assumption is required that the DS is not
collaborating with the adversary. In this case using a designated-verifier proof
the proxy can fake the credentials resulting from the delegation process and
present them to the coercer if forced to do so.

Delegation Privacy. The proxy could be capable of learning the identity of the
delegating voter in following ways: (1) by identifying the message’s origin via
network, (2) by learning the voter’s ID, (3) by being able to assign the given del-
egating credential to the voter’s identity. The communication channels between
voters and proxies are anonymous, the voter ID is sent encrypted and only
decrypted after anonymization. The delegating credentials are not otherwise
leaked which is similar to the voter’s credentials in the original scheme. This
implies that the proxy is incapable of determining the identity of voters delegat-
ing to her. In case of a coerced proxy the coercer would not have a possibility of
knowing whether the credential passed to them is valid and whether the voter has
cast another vote herself. This corresponds with the coercion-resistance proper-
ties of the original scheme.

Delegation Unprovability. Given the anonymous communication channels
between the DS and the voters a proxy cannot prove for given credentials that
they come from actual voters and are not simulated by the proxy herself. More-
over, due to the coercion resistance properties of the original scheme and its cre-
dential generation process the proxy herself cannot verify whether the credential
she received is valid. This implies that the proxy is incapable of constructing a
convincing proof of possessing any amount of delegated votes.
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6 Conclusion

Proxy voting constitutes a new voting mode in which voters are able to delegate
their right to vote on issues beyond their expertise. At the same time, it also
opens new attack vectors as there is a legitimate possibility to transfer a vote to
another person who could be a coercer. To address these issues we created an
Internet proxy voting scheme which focuses on coercion resistance and is based
on the well-known JCJ/Civitas scheme. It provides functionality that enables
vote delegation while at the same time ensuring the security of the delegation.

As our extension introduces additional credentials for delegation, which might
overwhelm voters, an important part of future work would be to improve usabil-
ity of the scheme. In the future, we will consider the proposal by Neumann
and Volkamer [15] to address the credential handling in coercion-resistant proxy
voting.
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Abstract. We present a public key encryption primitive called A Pos-
teriori Openable Public Key Encryption (APO-PKE). In addition to con-
ventional properties of public key cryptosystems, our primitive allows
each user, who has encrypted messages using different public keys, to
create a special decryption key. A user can give this key to a judge to
open all messages that have been encrypted in a chosen time interval
with the public keys of the receivers. We provide a generic efficient con-
struction, in the sense that the complexity of the special key generation
algorithm and this key size are independent of the number of ciphertexts.
We give security models for our primitive against chosen plaintext attack
and analyze its security in the random oracle model.

Keywords: Public-key encryption · Openable encryption · ROM · CPA

1 Introduction

Since the emergence of the Internet, email communication is accessible to any-
one. Email privacy is an important computer security topic. Without public key
encryption schemes, plaintext messages are sent and stored by the mail server
without any protection. Fortunately, there exist many straightforward to use
softwares that allow everyone to encrypt and sign emails using public key cryp-
tography, such as the well known GnuPG1 tool. Unfortunately, these softwares
are rarely used [27], consequently encrypted emails may be considered as a sus-
pect behavior. Hence as P. Zimmermann, the designer of PGP, said:“If privacy
is outlawed, only outlaws will have privacy”. We hope that in a near future
everybody can privately exchange emails. Then our motivation is based on the
following scenario, where Alice is implied in a court case. To find some clues, the
judge needs to read emails that Alice has sent during a specified time period.
The judge uses his power to obtain from Alice’s email server all emails sent by
Alice (including dates of dispatch and receiver identities). If the messages are not
encrypted then the judge can read emails without relation to the investigation,

This research was conducted with the support of the “Digital Trust” Chair from the
University of Auvergne Foundation.
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which is a privacy violation. On the other hand, if messages are encrypted with
the receiver public key then the judge can suspect Alice to hide crucial informa-
tion for the investigation. Moreover, without the receivers’ private keys, Alice
has no solution to prove her innocence and cannot reveal his correspondence to
the judge.

To solve this problem, Alice needs a mechanism to give to the judge a possi-
bility to open all messages sent during a specified time period. Using our solution
Alice can construct such a special key called an interval-key. With this key, the
judge can only read the encrypted messages sent during this specific interval of
time, because this key does not allow him to open other encrypted messages
stored on the email server. Nowadays, to the best of our knowledge, there is no
efficient cryptographic solution that offers such functionality to the users. The
goal of this paper is to propose a practical and efficient solution to this problem.

In many public key cryptosystems, when a ciphertext is generated, it is pos-
sible to create a special key that allows a person to decrypt it, without knowing
the corresponding secret key. For example, in ElGamal [13], C = (C1, C2) =
(gr, gx·r · m) is the ciphertext of the message m with the public key gx and a
random element r (for g a generator of G a group of prime order). Knowing
the random element r, the public key of Bob gx and the ciphertext C a third
party can compute C2/(gx)r = m to recover the plaintext. Using this property
it is possible to construct a näıve solution by giving n random elements to a
third party to decrypt n ciphertexts. However, this method presents an inherent
limitation when the number n is large and the user has to store all the random
elements used to encrypt all the messages during an interval of time. The aim
of this paper is to allow a user to construct an interval-key to decrypt several
consecutive messages in a time interval where the size of the key, the stored
information and the key generation complexity are constant and do not increase
with the number of ciphertexts.

Contributions: We first present the notion of Random Coin Decryptable Public
Key Encryption (RCD-PKE). The idea of RCD-PKE is that one can open a cipher-
text with the secret key and also use the random coin used during the encryption
to open a cipher. We show that several existing schemes in the literature satisfy
this notion, e.g. [1,10,14]. We use the RCD-PKE property to construct a scheme
that allows a user to generate an interval-key for a judge to open all the mes-
sages he sent during a period of time. This scheme, called A Posteriori Openable
Public Key Encryption (APO-PKE), allows the judge to open all messages sent
between two given dates. The number of ciphertexts is potentially infinite but
the judge decryption capability is limited to the a posteriori chosen interval. It
contains, like a standard public key encryption, a key generation function, an
encryption function and a decryption function. It also has an extraction function
that, given two ciphertexts and a secret value, generates an interval-key for the
judge. Using this interval-key he can then open all messages encrypted by differ-
ent public keys between the two ciphertexts for which the key has been created.
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Our scheme is generic since it only relies on any IND-CPA secure RCD-PKE and
hash functions.

Performances: Our scheme has reasonable encryption and decryption execution
time overhead comparing to the PKE we use, because the size of ciphertexts
generated by our scheme is approximately the double of the size of the PKE
encryption. Moreover the generation of the interval-key, its size and the stored
information are also independent of the number of messages contained in the
interval of time. Finally, there is no restriction neither about the total number
of generated ciphertexts nor about the number of ciphertexts in a time interval.

Security: We provide the security models to prove the security of our schemes in
the Random Oracle Model (ROM). We prove that the judge colluding with some
users cannot learn more than the messages for which he received the interval-
key. We also show that several users cannot collude in order to learn information
about plaintexts contained in an interval of ciphertexts with the judge interval-
key. We also demonstrate that the judge gets the same plaintext as the one
received by the owners of the secret keys. This means that it is not possible to
forge fake messages that the judge can open and not the owners of the secret
keys, and vice-versa.

Our construction allows us to use the extraction algorithm only once per
judge (or per set of encrypted mails). Our security model captures this situation.
It is not going against our motivation as long as we consider that two judges
having an interval key in two different court cases (for the same set of mails)
do not collude. To avoid this drawback, we need to reinitialize the secret values
stored by a user after the generation of an interval-key, in order to be able to
produce new interval-key on the next encrypted data. We leave the construction
of an APO-PKE with constant interval key generation complexity and constant
interval key size allowing several interval key generations for the same judge and
the same set of encrypted mails as an open problem.

Related Work: Functional encryption [26] is a public-key encryption primitive
that allows a user to evaluate a function on the plaintext message using a key and
a ciphertext. This cryptographic primitive was formalized in [5]. It generalizes
many well know cryptographic primitives such identity based encryption [4] or
attribute based encryption [26]. Moreover, some schemes that evaluate an arbi-
trary function have been proposed in [17,18]. A posteriori openable encryption
can be seen as a functional encryption, where all ciphertexts (resp. plaintexts)
that are encrypted by one user correspond to a unique large ciphertext (resp.
plaintext). Then the interval-keys allow a user to find only some parts of the
corresponding plaintext. Our proposal scheme is an efficient solution for this
kind of functional encryption.

Deniable encryption [7,22] is an encryption system that allows to encrypt two
messages (original and hidden messages) in the same ciphertext. Using his secret
key, the receiver can retrieve the original message. Using another shared secret
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key, the receiver can also decrypt the hidden message. It is not possible for the
sender to prove that his encryption does not contain an hidden encrypted mes-
sage. In our a posteriori openable encryption, the judge is only convinced that
the plaintext that he decrypts is the same message that the plaintext decrypted
by the secret key of the receiver. This notion differs from undeniability since the
judge is convinced that a message he decrypts using interval key has actually
been sent and received, but does not deal with message from another channel
that the given encryption system (including different way to encrypt or decrypt
a message in the same ciphertext).

Some cryptographic primitives deal with time in decryption mechanism or
rights delegation. Timed-Release Encryption (TRE), first proposed in [24], is
a public key encryption where encrypted messages cannot be opened before a
release-time chosen by the person who encrypted the messages. In this primitive,
it is generally a time server that allows the receiver to decrypt the message in
the future at a given date. Several TRE with diverse security properties have
been proposed [3,8,9]. More recently, an extension of TRE, called Time-Specific
Encryption (TSE), has been proposed in [25] and deals with time intervals.
Somehow these primitive are close to our because APO-PKE allows somebody
to give decryption capabilities in the future, after that encrypted messages has
been sent. However, TRE and TSE cannot be used to achieve APO-PKE, because
TRE ciphertext are intended to only one user and decryption capabilities cannot
be delegated to another party. Moreover, in TRE, time of decryption capability
must be chosen during the encryption phase, while in our primitive it can be
chosen at any time (a posteriori).

It is interesting to note that some TRE possess a pre-open mechanism [21]
that allows the sender to give decryption capabilities before the pre-specified
release-time. In this case, a security requirement (called binding property)
ensures that the decrypted message from the pre-open mechanism is the message
decrypted by the receiver after the release-time [11]. For our primitive, we define
a similar property, called integrity, since we require that decrypted messages
using an interval key must be equal to the messages decrypted by the legitimate
receivers.

Finally, Key-Insulated Encryption (KIE) [12,20,23] is a public key encryption
primitive where messages are encrypted from a tag corresponding to a time
period and a public key. At each time period corresponds a partial secret key
computed from a master key and the previous partial secret key. Moreover, the
public key is never changed. The motivation of this primitive is to provide secret
keys that can be stored in an untrusted device without compromising the master
key. Indeed, the leakage of a secret key compromises only messages received in a
specified time interval, and future encryptions remain secure. In the motivation
of [12], the authors give another interesting use of this primitive based on [16].
They provide a secure delegation of decryption rights in a time period. However,
this type of delegation allows them to delegate decryption rights only on pre-
defined time period. For example, if the time period corresponds to one month
then right delegation cannot be restricted to the last week of a month and the
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first week of the following month without revealing all messages of these two
months. Moreover, delegator must give a different secret key to each time period,
so the decryption keys are proportional to the number of time periods contained
in the interval. Our goal is to propose decryption delegation capabilities to the
sender, while KIE only focuses on receiver decryption right delegation. Thus this
primitive cannot solve our problem.

Outline: In the next section, we introduce some cryptographic tools and define
the notion of RCD-PKE. In Sect. 3, we present a generic A Posteriori Openable
Public Key Encryption. Then in Sect. 4, we provide security models and analyze
the security of our scheme before concluding in the last section. All the proofs
of our security results are given in the full version of this paper [6].

2 Random Coin Decryptable Public Key Encryption

We first recall the definition of probabilistic public key encryption.

Definition 1 (Probabilistic Public Key Encryption (PKE)). A proba-
bilistic PKE is a triplet of polynomial time algorithms (Gen,Enc,Dec) such that
Gen(1k) returns a public/private key pair (pk, sk), Encpk(m;σ) returns a cipher-
text c from the public key pk, the message m and the random coin σ, and Decsk(c)
returns a plaintext m or a bottom symbol ⊥ from a secret key sk and a cipher-
text c. Moreover the following equation holds: Decsk(Encpk(m;σ)) = m.

ExpIND-CPA
Π,A (k):

b
$← {0, 1}

(pk, sk) ← Gen(1k)
(m0, m1, st) ← A0(1k, pk)
c ← Encpk(mb; σ)
b′ ← A1(st, pk, c)
return (b = b′)

Fig. 1. IND-CPA experiment.

A PKE scheme Π is said indistinguishable
under chosen-plaintext attack (IND-CPA) [19]
if for any polynomial time adversary A, the
difference between 1

2 and the probability that
A wins the IND-CPA experiment described
in Fig. 1 is negligible.

We introduce the notion of Random Coin
Decryptable PKE (RCD-PKE). A public key
encryption scheme is said RCD-PKE, if there
exists a second way to decrypt the ciphertext
with the random coin used to construct the
ciphertext. This primitive is a kind of PKE with double decryption mechanism
(DD-PKE) which is defined in [15]. Actually RCD-PKE is a DD-PKE where the
second secret key is the random coin and is used once.

Definition 2 (Random Coin Decryptable PKE (RCD-PKE)). A proba-
bilistic PKE is Random Coin Decryptable if there exists a polynomial time algo-
rithm CDec such that for any public key pk, any message m, and any coin σ,
the following equation holds: CDecσ(Encpk(m;σ), pk) = m.
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For instance, ElGamal encryption scheme is RCD-PKE. It is possible, from
a ciphertext c = Encpk(m;σ) = (c0, c1) = (gσ, pkσ · m) to use the algorithm
CDecσ(c, pk) that computes c1/pk

σ to retrieve the plaintext message m. Many
probabilistic encryption schemes in the literature are RCD-PKE, e.g. [1,10,14].
Algorithms CDec of these two cryptosystems PKE are given in the full version of
this paper [6]. We also introduce the concepts of valid key pair and of verifiable
key PKE.

Definition 3 (Verifiable Key PKE (VK-PKE)). We say that a key pair
(pk, sk) is valid for PKE = (Gen,Enc,Dec) when for any message m and any
random coin σ the equation Decsk(Encpk(m;σ)) = m holds. We say that a proba-
bilistic PKE is verifiable-key (VK) when there exists an algorithm Ver such that
Ver(pk, sk) = 1 if and only if (pk, sk) is valid for PKE.

In many probabilistic public key cryptosystems, the public key is generated
from the secret key by a deterministic algorithm. For example, the ElGamal
public key is the value gx computed from the secret key x. In this case, it suffices
to check that gsk = pk in order to be convinced that a key pair (pk, sk) is valid.
It is easy to see that [1,10] are also VK-PKE.

3 A Posteriori Openable Public Key Encryption

An APO-PKE is a public key encryption scheme, where Alice can use receiver
public keys to send them encrypted messages that can be opened thanks to
the corresponding secret keys. The goal of an APO-PKE is to allow Alice to
keep enough information to be able to construct a key to a posteriori open a
sequence of messages that she had encrypted during an interval of time. We do
not consider real time but a sequence of n successive ciphertexts {Cx}1≤x≤n that
have been encrypted by Alice with possibly different public keys. Then with an
APO-PKE, it is possible for Alice to extract a key for a judge that opens all
ciphertexts between the message Ci and the message Cj where 1 ≤ i < j ≤ n.
We call this key an interval-key denoted by Kpko

i→j where pko is the public key of
the opener (here the judge). Moreover before encrypting her first message with
a public key, Alice needs to initialize a secret global state denoted st. The goal of
st is to keep all required information to generate an interval-key and to encrypt a
new message. Naturally each time Alice encrypts a message with a public key, st
is updated (but has a constant size). Finally an APO-PKE, formally described in
Definition 4, contains an algorithm that opens all ciphertexts in a given interval
of time thanks to the interval-key forged by Alice.

Note that all key pairs come from the same algorithm APOgen. However, for
the sake of clarity, we denote by pko and sko (for opener public key and opener
secret key) the keys of an interval-key recipient, e.g. a judge that can open some
messages, denoted by O (for opener) in the rest of the paper.



A Posteriori Openable Public Key Encryption 23

Definition 4 (A Posteriori Openable Public Key Encryption
(APO-PKE)). An APO-PKE is defined by:

APOgen(1k): This algorithm generates a key pair for a user. It returns a pub-
lic/private key pair (pk, sk).

APOini(1k): This algorithm initializes a global state st and returns it.
APOencstpk(m): This algorithm encrypts a plain-text m using a public key pk and

a global state st. It returns a ciphertext C and st updated.
APOdecsk(C): This algorithm decrypts a ciphertext C using the secret key sk. It

returns a plaintext m or ⊥ in case of error.
APOextstpko(Ci, Cj): This algorithm generates an interval-key Kpko

i→j that allows
the owner O of the public key pko to decrypt all messages {Cx}i≤x≤j using
algorithm APOpen.

APOpensko(K
pko
i→j , {Cx}i≤x≤j , {pkx}i≤x≤j): Inputs of this algorithm contain a

ciphertext set {Cx}i≤x≤j and all the associated public keys {pkx}i≤x≤j. This
algorithm allows a user to decrypt all encrypted messages sent during an
interval using his secret key sk and the corresponding interval-key Kpko

i→j. It
returns a set of plaintexts {mx}i≤x≤j or ⊥ in case of error.

In Scheme 1, we give a generic construction of APO-PKE based on an
IND-CPA secure RCD-PKE and three hash functions.

Scheme 1 (Generic APO-PKE (G-APO)). Let k be a security parameter, E =
(Gen,Enc,Dec) be a RCD and VK PKE scheme, R be the set of possible random
coins of E and F : {0, 1}∗ → {0, 1}k, G : {0, 1}∗ → R and H : {0, 1}∗ →
{0, 1}2k be three universal hash functions. Our generic APO-PKE is defined by
the following six algorithms where ⊕ denotes the exclusive-or, |x| denotes the bit
size of message x and y||z the concatenation of y with z:

APOgen(1k): This algorithm generates (pk, sk) with Gen and returns it.
APOini(1k): This algorithm picks three random values σ̂

$← {0, 1}k, σ̃
$← {0, 1}k

and K
$← {0, 1}k of the same size, and returns the state st = (K||σ̂||σ̃).

APOencstpk(m): We note that st = (K||σ̂N ||σ̃N ). This algorithm picks a random
m̂ such that |m̂| = |m| and computes m̃ = m̂ ⊕ m. Let σ̂

$← {0, 1}k and
σ̃

$← {0, 1}k be two random values of size |σ̂N |. This algorithm computes
Ĉ = Encpk(m̂||(σ̂ ⊕ F(σ̂N ));G(σ̂N )) and C̃ = Encpk(m̃||(σ̃N ⊕ F(σ̃));G(σ̃)).
It also computes D = (σ̂N ||σ̃) ⊕ H(K||Ĉ||C̃). Finally it updates the state st

with (K||σ̂||σ̃) and returns C = (Ĉ||C̃||D).
APOdecsk(C): The decryption algorithm computes the decryption of m̂||σ̂ =

Decsk(Ĉ) and the decryption of m̃||σ̃ = Decsk(C̃), where C = (Ĉ||C̃||D).
It returns m = m̂ ⊕ m̃.

APOextstpko(Ci, Cj): Using the state st = (K||σ̂N ||σ̃N ), Ci = (Ĉi||C̃i||Di) and
Cj = (Ĉj ||C̃j ||Dj), this algorithm computes σ̂i−1||σ̃i = Di ⊕ H(K||Ĉi||C̃i)
and σ̂j−1||σ̃j = Dj ⊕ H(K||Ĉj ||C̃j). It picks r

$← R and returns Kpko
i→j =

Encpko((σ̂i−1||σ̃j); r).
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APOpensko(K
pko
i→j , {(Ĉx||C̃x||Dx)}i≤x≤j , {pkx}i≤x≤j): This algorithm begins to

recovering values σ̂i−1||σ̃j = Decsko(K
pko
i→j).

– For all x in {i, i + 1, . . . , j}, it computes R̂ = G(σ̂x−1) and opens Ĉx

as follows m̂x||σ̂∗
x = CDec

̂R(Ĉx, pkx). It computes the next σ̂x = σ̂∗
x ⊕

F(σ̂x−1). If Encpkx
((m̂x||σ̂∗

x);G(σ̂x−1)) �= Ĉx then it returns ⊥.
– For all x in {j, j − 1, . . . , i}, it computes R̃ = G(σ̃x) and opens C̃x as

follows m̃x||σ̃∗
x−1 = CDec

˜R(C̃x, pkx). It computes the previous σ̃x−1 =
σ̃∗

x−1 ⊕ F(σ̃x). If Encpkx
((m̃x||σ̃∗

x−1);G(σ̃x)) �= C̃x then it returns ⊥.
Finally, it returns {m̂x ⊕ m̃x}i≤x≤j.

The encryption algorithm APOenc separates the plaintext m in two parts
using xor operation such that m = m̂⊕ m̃. We generate two random coins σ̂ and
σ̃. Using the two previous coins σ̂N and σ̃N in the state st, we encrypt into two
different ciphertexts Ĉ and C̃ the following two messages m̂||(σ̂ ⊕ F(σ̂N )) and
m̃||(σ̃N ⊕ F(σ̃)). Finally we hide the usefull random elements with H(K||Ĉ||C̃).

Knowing the secret key it is possible to recover m̂ and m̃ and then to obtain
the plaintext m thanks to the algorithm APOdec.

An interval-key for the owner O of a public key pko is constructed using the
algorithm APOext. It is simply the encryption with pko of σ̂N and σ̃. At each
encryption, the values σ̂i−1 and σ̃i are masked by a “one time pad” with the
digest H(K||Ĉi||C̃i) in Di. Then with the ciphertexts Ci, Cj and the secret value
K we can construct an interval-key that contains these values σ̂i−1 and σ̃j .

Using an interval-key Kpko
i→j it is possible to open all ciphertexts encrypted

during an interval of time with the algorithm APOpen: thanks to the RCD prop-
erty, someone who knows values σ̂N and σ̃ for one ciphertext can open each part
Ĉ and C̃ of it in order to recover σ̂ and σ̃N , and m̂ and m̃, hence m. We also
notice that with σ̂i it is possible to decrypt all ciphertexts in {Ĉx}(i+1)≤x≤N . In
the other hand, with σ̃j it is possible to decrypt all ciphertexts in {C̃x}1≤x≤j .
Then it is possible to recover all messages between Ci and Cj . Thus, it is possible
to decrypt all messages between Ci and Cj with the knowledge of σ̂i−1 and σ̃j .

If the interval always contains the first message, we give a more efficient
algorithm. The idea is to only keep one part of the ciphertext, by consequence
we do not need to split into two the message m. Hence the size of the ciphertext is
smaller. Similarly if the algorithm always ends with the last encrypted message,
we can also drop one half of the ciphertext and the tag value following the same
idea. These simpler schemes are given in the full version of this paper [6].

4 Model and Security

We present the security properties of an APO-PKE scheme and we analyze the
security of our G-APO scheme. The first security property corresponds to a
chosen-plaintext attack scenario where the adversary has access to interval-
keys on intervals that do not contain the challenge. We next introduce the
notion of indistinguishability under chosen sequence of plaintext attack security
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(IND-CSPA) that corresponds to a chosen-plaintext attack scenario where the
challenge is an interval of ciphertexts and the corresponding interval-key gener-
ated for a given judge public key. The last property is integrity, and captures
the integrity of messages decrypted by APOpen algorithm. All security proofs
are detailed in [6].

4.1 IND-CPA security

It concerns the resistance of an APO-PKE against a collusion of adversaries that
have access to interval-keys in a chosen-plaintext attack scenario. For example, if
we consider a judge who receives an interval-key to open a sequence of ciphertexts
and who colludes with ciphertext recipients; then it ensures that they cannot
deduce any information about messages that are not in the sequence. Indeed,
he cannot request an interval-key for an interval containing the challenge. We
define the OT-IND-CPA security when only one interval-key can be asked during
the experiment. Our scheme is proved secure in this model.

Definition 5 (OT-IND-CPA Experiment). Let Π be an APO-PKE, let k be
a security parameter, and let A = (A0,A1) be a pair of polynomial time algo-
rithms. We define the one-time indistinguishability under interval opener chosen-
plaintext attack (OT-IND-CPA) experiment as follows:

ExpOT-IND-CPA
Π,A (k):

b
$← {0, 1}

(pk∗, sk∗) ← APOgen(1k)
st∗ ← APOini(1k)
(m0,m1, state) ← A0(1

k, pk∗)
C∗ ← APOencst∗pk∗(mb)

b′ ← A1(state, C∗)
If b = b′ return 1, else 0

The adversaries A0 and A1 have access to the following oracles:

OCPA
enc : On the first call to this oracle, it initializes the following values l = 1 and

n = 1. This oracle takes as input a public key pk and a message m. It returns
Cl = APOencst∗pk (m). It increments the counter l. Only in the first phase, it
increments the value n that counts the number of calls to the encryption
oracle before the generation of the challenge.

OCPA
ext : The adversary can ask this oracle only one time during the experiment.
This oracle takes a public key pko and two ciphertexts C ′

a and C ′
b. In the

second phase, if there exists Ci = C ′
a and Cj = C ′

b such that i ≤ n ≤ j
then the oracle rejects the query. Else, if C ′

a = Cn or C ′
b = Cn, it rejects the

query. Else it returns APOextst∗pko(C
′
a, C ′

b).

We also define the IND-CPA experiment as the same as the OT-IND-CPA exper-
iment except that the adversary can ask the oracle APOext several times.
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Definition 6 (OT-IND-CPA Advantage). The advantage of the adversary
A against OT-IND-CPA is defined by:

AdvOT-IND-CPA
Π,A (k) = |Pr[ExpOT-IND-CPA

Π,A (k) = 1] − 1
2
|

We define the advantage on OT-IND-CPA experiment by:

AdvOT-IND-CPA
Π (k) = max{AdvOT-IND-CPA

Π,A (k)}
for all A ∈ poly(k). The advantages on IND-CPA experiment are similar to those
of OT-IND-CPA. We say that a APO-PKE scheme Π is OT-IND-CPA (resp.
IND-CPA) secure when AdvOT-IND-CPA

Π (k) (resp. AdvIND-CPA
Π (k)) is negligible.

Our construction is not IND-CPA since if a judge has two interval-keys for
two different intervals of time given by the same user and computed with the
same secret value then he can open all messages between the two extreme dates.

Theorem 1. Let E be an IND-CPA secure RCD-PKE, then G-APO based on E
is OT-IND-CPA secure in the random oracle model.

Proof idea: To prove the OT-IND-CPA security, we show first that no polynomial
adversary wins the experiment with non negligible probability using the oracle
OCSPA

ext in an interval of previous ciphertexts of the challenge. The interval-key
allows to open the part Ĉ∗ of the challenge C∗, but since the PKE is IND-CPA then
the interval-key gives no information about the part of the challenge encrypted
in the part C̃∗. Similarly, we then prove that no adversary can win using the
oracle in an interval of next ciphertexts of the challenge. Finally, using this two
results, we show that our scheme is OT-IND-CPA in any case. 	


4.2 IND-CSPA security

A sequence of ciphertexts coupled with an interval-key can be seen as an unique
ciphertext that encrypts a sequence of plaintexts because the open algorithm
allows a judge to decrypt all the messages of the sequence with the knowledge
of any secret key. Thus, we define a security model where the adversary must
distinguish the sequence of plaintexts used to produce a challenge sequence of
ciphertexts associated to an interval-key. The IND-CSPA security captures this
security property. In this model, the adversary is a collusion of users that must
distinguish the sequence of plaintexts used to produce a sequence of ciphertexts
given the corresponding interval-key generated for the judge.

Definition 7 ( IND-CSPAφ Experiment). Let Π be an APO-PKE, let k be a
security parameter, and let A = (A0,A1) be a pair of polynomial time algorithms.
We define the indistinguishability under chosen sequence of plaintext attack
(IND-CSPAφ) experiment as follows, where n denotes the number of calls to the
encryption oracle during the first phase and φ denotes the number of calls to the
generation oracle:
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Exp
IND-CSPAφ

Π,A (k):

b, d
$← {0, 1}

(pko∗, sko∗) ← APOgen(1k)
st∗ ← APOini(1k)
(q, {m0

x}n<x≤n+q, {m1
x}n<x≤n+q, {pkx}n<x≤n+q, state) ← A0(1

k, pko∗)
∀ x ∈ {n + 1, n + 2, ..., n + q} :

if pkx comes from OCSPA
gen then C∗

x = APOencst∗pkx
(mb

x)

else, C∗
x = APOencst∗pkx

(md
x)

K
pko∗
(n+1)→(n+q) ← APOextst∗pko∗(Cn+1, Cn+q)

b′ ← A1(state, {C∗
x}n<x≤n+q,K

pko∗
(n+1)→(n+q))

If b = b′ return 1, else 0

The adversaries A0 and A1 have access to the following oracles:

OCSPA
gen : At the first call, the oracle creates a keys’ list K that contains (pko∗, sko∗).
At each call, it generates values (pk, sk) from APOgen(1k) and adds it to K.
Then it returns pk. This oracle can be called only φ times.

OCSPA
enc : This oracle takes as inputs a public key pk and a message m. Only in
the first phase, it increments the value n that counts the number of calls to
the encryption oracle before the generation of the challenge.
In the two phases, it returns APOencst∗pk (m).

OCSPA
ext : This oracle takes as input two ciphertexts Ci and Cj. It returns the
interval-key K

pko∗
i→j = APOextst∗pko∗

(Ci, Cj).
In the first phase The challenger generates (pko∗, sko∗) from APOgen(1k)

and a state st∗ from APOini(1k). He sends the public key pko∗ to the adversary.
The challenger initializes a counter n that counts number of calls to the oracle
OCSPA

enc during this phase. Finally, the adversary sends to the challenger values
(q, {m0

x}n<x≤(n+q), {m1
x}n<x≤(n+q), {pkx}n<x≤n+q, state).

In second phase, the challenger computes a sequence of ciphertexts from
the adversary’s output. He encrypts messages of one of the two sequences. The
sequence of produced ciphertexts forms the challenge. More formally, the chal-
lenger picks two random bits b and d. Then, ∀ x ∈ {n + 1, n + 2, ..., n + q}, if
pkx corresponds to an honest user (i.e. pkx comes from oracle OCSPA

gen ) then
he computes C∗

x = APOencst∗pkx
(mb

x) else if pkx corresponds to a dishonest
user (i.e. pkx comes from the adversary), he computes C∗

x = APOencst∗pkx
(md

x).

Finally, he computes K
pko∗
(n+1)→(n+q) = APOextst∗pko∗

(Cn+1, Cn+q) and he sends

(state, {C∗
x}n<x≤(n+q),K

pko∗
(n+1)→(n+q)) to the adversary A1. During the guess

phase, the adversary returns the bit b′. If b′ = b then A wins.

Definition 8 (IND-CSPA Advantage). We define the advantage of A against
IND-CSPA by:

Adv
IND-CSPAφ

Π,A (k) = |Pr[ExpIND-CSPAφ

Π,A (k) = 1] − 1
2
|

We define by:
Adv

IND-CSPAφ

Π (k) = max{AdvIND-CSPAφ

Π,A (k)}
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for all A ∈ poly(k) the advantage on IND-CSPA. We say that an APO-PKE
scheme Π is IND-CSPA secure when the advantage Adv

IND-CSPAφ

Π (k) is negligible
for any polynomial φ.

Theorem 2. Let E be a PKE that is RCD, then G-APO using E is IND-CSPA
secure in the random oracle model.

Proof idea: In [2] authors prove that any IND-CPA PKE is still secure in multi-
user setting, i.e. where the adversary can ask several challenges for several dif-
ferent public keys. Without interval-key oracle, the IND-CSPA security of our
scheme can be reduced to the IND-CPA of the PKE in multi-user setting since
the challenge corresponds to ciphertexts of several messages from several public
keys. Moreover, since the interval-keys from the oracle are encrypted, then the
adversary must break the IND-CPA security of PKE to use it. It is possible to
prove that no adversary can efficiently break the IND-CSPA of our scheme using
these two arguments. 	


4.3 Integrity

The last security property for APO-PKE is the integrity. This property is similar
to binding property of TRE defined in [11]. The judge must be sure that the
messages he decrypts with APOpen algorithm are the sent messages.

Definition 9 (Integrity Experiment). Let Π a APO-PKE, let k be a secu-
rity parameter, and let A a polynomial time algorithm. We define the integrity
experiment as follows:

ExpIntegrity
Π,A (k):

(pko∗, sko∗) ← APOgen(1k)

(N, {Cx}1≤x≤N , {pkx}1≤x≤N , l, skl, i, j,K
pko∗
i→j ) ← A(1k, pk∗)

if (pkl, skl) is not a valid key pair then return 0

{mx}i≤x≤j ← APOpensko∗(K
pko∗
i→j , {Cx}i≤x≤j , {pkx}i≤x≤j)

if ml �= APOdecskl(Cl) then return 1, else 0.

The challenger generates (pko∗, sko∗) from APOgen(1k) and sends the public
key pko∗ to the adversary. The adversary A sends to the challenger an inte-
ger N , an ordered set of N ciphertexts {Cx}1≤x≤N and an ordered set of N
public keys {pkx}1≤x≤N . The adversary then sends two integers i and j and
the corresponding interval-key K

pko∗
i→j . He finally sends the integer l and the

secret key skl corresponding to pkl. If (pkl, skl) is not a valid key pair then the
challenger aborts and returns 0. The challenger then computes {mx}i≤x≤j ←
APOpensko∗(Kpko∗

i→j , {Cx}i≤x≤j , {pkx}i≤x≤j). If ml �= APOdecskl
(Cl) then the

challenger returns 1, else he returns 0.

Definition 10. The advantage of A against integrity is defined by:

AdvIntegrityΠ,A (k) = Pr[ExpIntegrityΠ,A (k) = 1]
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The advantage against integrity by:

AdvIntegrityΠ (k) = max{AdvIntegrityΠ,A (k)}

for all A ∈ poly(k). We say that a APO-PKE scheme Π satisfies the integrity
property AdvIntegrityΠ (k) is negligible.

Theorem 3. Let E be a RCD and VK PKE that is IND-CPA secure, then G-APO
using this PKE satisfies the integrity property.

Proof idea: Since the judge has all the random coins and all the public keys
used to encrypt all the opened messages, he can use them to re-encrypt these
messages. Thus, if the ciphertexts that he opens correspond to the ciphertexts
that he encrypts by himself, then he can conclude that the opened messages are
the same as the messages decrypted by the recipient secret keys. 	


5 Conclusion

We introduce the notion of RCD-PKE. Based on this notion, we propose an a
posteriori openable PKE (APO-PKE) scheme. Our scheme allows a user to prove
his innocence by showing to a judge the content of his encrypted communica-
tion with several PKE during a period of time. Our construction preserves the
privacy of the others communications, meaning that the judge cannot learn any
information concerning the other encrypted messages. Moreover the receivers of
the encrypted messages cannot collude in order to learn more information that
is contained in the received messages. Our construction is proven secure in the
Random Oracle Model and is generic because it only requires RCD-PKE and
hash functions.

In the future, we aim at proving that is not possible to have a secure con-
struction that supports several generations of interval key with constant size
interval-key and stored data (state). Another future work is to design a secu-
rity model for chosen-ciphertext security of APO-PKE and to provide a generic
construction that achieves this higher security. Finally, it may be interesting to
design such a scheme in the standard model.
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Abstract. Multicast authentication of synchrophasor data is challeng-
ing due to the design requirements of Smart Grid monitoring systems such
as low security overhead, tolerance of lossy networks, time-criticality and
high data rates. In this work, we propose inf -TESLA, Infinite Timed Effi-
cient Stream Loss-tolerant Authentication, a multicast delayed authen-
tication protocol for communication links used to stream synchrophasor
data for wide area control of electric power networks. Our approach is
based on the authentication protocol TESLA but is augmented to accom-
modate high frequency transmissions of unbounded length. inf -TESLA
protocol utilizes the Dual Offset Key Chains mechanism to reduce authen-
tication delay and computational cost associated with key chain com-
mitment. We provide a description of the mechanism using two different
modes for disclosing keys and demonstrate its security against a man-in-
the-middle attack attempt. We compare our approach against the TESLA
protocol in a 2-day simulation scenario, showing a reduction of 15.82 %
and 47.29 % in computational cost, sender and receiver respectively, and
a cumulative reduction in the communication overhead.

Keywords: Multicast authentication · Smart grid · Synchrophasors ·
Wide area monitoring protection and control

1 Introduction

Smart Grids are large critical cyber-physical infrastructures and are being trans-
formed today with the design and development of advanced real-time control
applications [11]. The installation of Phasor Measurement Units (PMUs) as part
of world-wide grid modernization is an example of major infrastructure invest-
ments that require secure standards and protocols for interoperability [1].

PMUs take time-synchronized measurements of critical grid condition data
such as voltage, current, and frequency at specific locations that are used to
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provide wide area visibility across the grid. The synchrophasor data aggregated
from multiple PMUs are used to support real-time analysis, planning, correc-
tive actions, and automated control for grid security and resiliency. Currently,
high-speed networks of PMUs are being used for Wide Area Monitoring Protec-
tion and Control (WAMPAC) applications to provide situational awareness in
the Eastern and Western Interconnection of North America, in China, Canada,
Brazil and across Europe [11]. Before the installation of PMUs, the lack of wide-
area visibility is one of the factors that prevented early fault identification of the
2003 Northeast America and 2003 Italy blackouts [9,21]. Malicious PMU data or
deliberate attacks could result in inaccurate decisions detrimental to grid safety,
reliability, and security, that said, PMUs need information authentication and
integrity, while confidentiality may be considered optional.

Authentication schemes in the Smart Grid must be able to efficiently sup-
port multicast. Current standard solution, suggested by IEC 62351 [5], comprises
HMAC authentication algorithm for signing the synchrophasors. However, shar-
ing only one symmetric key across a multicast group cannot guarantee adequate
security, and this approach suffers from the scalability problem. The use of asym-
metric cryptography and digital signatures for multicast authentication raises
concerns about the impact on cost and microprocessor performance. One-Time
Signature schemes can enable multicast authentication, however they suffer from
communication and storage overhead, and complicated key management [24].

Although some previous literature works assume, in general, that delayed
authentication is not suitable for real-time applications [7,8], such method is still
eligible for some monitoring and control applications that permit relatively larger
delay margins (e.g. wide-area oscillation damping control application) [25]. For
more considerations on this topic, see Sect. 2. Moreover, delayed authentication
presents advantages over cited issues by supporting multicast data streaming,
symmetric and lightweight cryptography, corrupt data and attack detection.
Also it allows scalable solutions and key management, tolerates packet loss, and
provides low communication overhead and high computational efficiency.

The primary objective of this work is to propose a multicast delayed authen-
tication protocol called inf -TESLA in order to provide measurement authenti-
cation in a WAMPAC application within the Smart Grid. Also, we design the
Dual Offset Key Chains mechanism which is used by our protocol to generate the
authenticating keys and to provide long-term communication without the need
of key resynchronization between the sender and receivers. A description of two
different modes for disclosing keys and a demonstration of a man-in-the-middle
attack attempt against our mechanism are also provided.

Section 2 presents an overview of the network architecture used for wide area
aggregation of PMU data as well as some delay constraints and authentica-
tion infrastructure. In Sect. 3 we discuss prior work in the area of packet based
authentication protocols for streaming communication, and then in Sect. 4 we
present the inf -TESLA protocol and describe the Dual Offset Key Chains mech-
anism along with its security properties and conditions. In Sect. 5 we evaluate
our approach against the original TESLA protocol. Finally, we summarize our
results and propose future works in Sect. 6.
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2 Scenario Characteristics

The network architecture considered for this work is as follows. Each communi-
cation link in the infrastructure comprises one PMU sender node S capable of
multicasting packets to m receivers Rk applications, where 1 ≤ k ≤ m. PMU S
sends time-stamped synchrophasor data packets at a rate of 10 to 120 packets
per second and that can be dropped in the way to the receivers. The network
has several n intermediate nodes between S and Rk, n > 0, called Phasor Data
Concentrators (PDCs). PDCs can chronologically sort received synchrophasors
as well as aggregate, repackage and route data packets to the set of higher level
PDCs (Super PDCs). When packets are missing or lost, PDCs may (with due
indication) interpolate measurements in order to retain the communication link.

There are different wide-area monitoring and control applications that con-
sume synchrophasor data and have different time delays and quality require-
ments. For instance, Situational Awareness Dashboard, Small-Signal Stability
Monitoring, and Voltage Stability Monitoring/Assessment accept up to 500 mil-
liseconds in communication latency, other applications such as Long-term stabil-
ity control, State Estimation, and Disturbance Analysis Compliance can handle
up to 1000 ms. For the entire list, see [20].

Zhu et al. [25] simulates the latency for monitoring applications over the
Smart Grid network architecture and obtained results within a range of 150–220
ms. For centralized control applications, the latency was well below 500 ms. From
the delayed authentication perspective, the minimum delay of the authentication
confirmation by Rk is approximately twice the latency of the network. Still,
delayed authentication protocols are able to attend the requirements for the
above cited applications.

When utilizing multicast communication, IEC 61850-90-5, the standard for
communication networks and systems for power utility automation, requires a
Key Distribution Center (KDC), which provides the symmetric key coordination
between S and Rk. We assume that each S is its own KDC, which is also endorsed
by the standard. Furthermore, as our scheme demands that S prove its identity
to Rk once during communication initialization, each receiver is required to
validate a digital signature from S and maintaining a copy of its public key
certificate. For this purpose, we assume that a Public-Key Infrastructure (PKI)
is also available.

2.1 Security Considerations

We assume that attacks are accordingly aligned, via a man-in-the-middle, to
either manipulate data values or masquerade as a legitimate PMU. Using the
attack model from [23], the adversary is not limited by network bandwidth and
has full control to drop, resend, capture and manipulate packets. Although his
computational resources can be large, it is not unbounded and he cannot invert a
pseudorandom function with non-negligible probability. Each receiver Rk is able
to authenticate both the content and source of synchrophasor payloads after a
delay of dNMax using our delayed authentication scheme presented in Sect. 4.
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However, if a packet fails authentication at time t, then an attack that has been
active and undetected since t−dNMax represents the maximum threat exposure.

The security primitives used throughout this paper are as follows:

– One-way hash function H operates on an arbitrary length input message M ,
returning h = H(M). H can be implemented with SHA-2 family algorithms.

– Message Authentication Code MAC(K,M) provides a tag that can verify
authenticity and integrity of message M given a shared key K. HMAC(K,M)
is a specific construction which includes an underlying cryptographic hash
function to create the authenticating tag.

– Hash chain Hn(M) denotes n successive applications of cryptographic hash
function H to message M .

3 Related Work

Multicast authentication is an active research field in recent years and has been
applied to a wide range of applications. In Smart Grids, it is being used for
monitoring, protection and information dissemination [24]. In this section, we
review all the TESLA-based multicast authentication schemes and other multi-
cast authentication schemes used for electrical power systems.

To address the challenge of continuous stream authentication for multiple
receivers on a lossy network, Timed Efficient Stream Loss-tolerant Authentica-
tion (TESLA) was introduced by Perrig et al. [14]. Based on the Guy Fawkes
protocol [2] and requiring loose time synchronization between the senders and
receivers, TESLA is a broadcast authentication protocol considering delayed
disclosure of keys used for authentication of previous sent messages and packet
buffering by the receiver. This protocol supports fixed/dynamic packet rate and
delivers packet loss robustness and scalability. Benefits of TESLA include a
low computation overhead, low per-packet communication overhead, arbitrary
packet loss is tolerated, unidirectional data flow, high degree of authenticity and
freshness of data. Further work proposed several modifications and improvements
to TESLA, allowing receivers to authenticate packets upon arrival, improved
scheme scalability, reduction in overhead, and increased robustness to denial-of-
service attacks [13].

Studer et al. describe TESLA++ [19], a modified version of TESLA resilient
to memory-based DoS attacks. They combine TESLA++ and ECDSA signatures
to build an authentication framework for vehicular ad hoc networks.

μTESLA [17] adapts TESLA to make it practical for broadcast authentica-
tion in severely resource-constrained environments; like sensor networks. Some of
these adaptations include the use of only symmetric cryptography mechanisms,
less frequent disclosure of keys and restriction on the number of authenticated
senders. Liu and Ning [10] reduce the overhead needed for broadcasting key
chain commitments and deal with DoS attacks. Their Multilevel μTESLA pro-
tocol considers different levels of key chains to cover the entire lifespan of a
sensor.
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Other methods include the One-Time Signatures family which gained pop-
ularity recently and is applicable to multicast authentication and also for
WAMPAC applications. The author in [12] describes a one-time signature based
broadcast authentication protocol based on BiBa. BiBa uses one-way functions
without trapdoors and exploits the birthday paradox to achieve security and ver-
ification efficiency. Its drawbacks include a large public key and high overhead
for signature generation.

HORS [18] is described by Reyzin et al. as an OTS scheme with fast signing
and signature verification using a cryptographic hash function to obtain ran-
dom subsets for the signed message and for verifying it, but it still suffers from
frequent public key distribution. TSV [8] multicast authentication protocol gen-
erates smaller signatures than HORS and has lower storage requirement at the
cost of increased computations in signature generation and verification. TSV+
[7], a patched version of TSV, uses uniform chain traversal and supports multi-
ple signatures within an epoch. SCU [22] is a multicast authentication scheme
designed for wireless sensor networks and SCU+ [7] adapts it for power systems
using uniform chain traversal as well. TV-HORS [23] uses hash chains to link
multiple key pairs together to simultaneously authenticate multiple packets and
improves the efficiency of OTS by signing the first l bits of the hash of the
message. As a downside, TV-HORS has a large public key of up to 10 Kbytes.

4 Proposed Solution

In this section, we propose inf -TESLA, a TESLA based scheme. At first, we
review TESLA to give some background and then present our scheme.

4.1 TESLA

Timed Efficient Stream Loss-tolerant Authentication (TESLA) [13–16] is a
broadcast authentication protocol with low communication and computation
overhead, tolerates packet loss and needs loose time synchronization between
the sender and the receivers.

TESLA relies on the delayed disclosure of symmetric keys, therefore the
receiver must buffer the received messages before being able to authenticate
them. The keys are generated as an one-way chain and are used and disclosed in
the reverse order of their generation. At setup time, the sender must first set n as
the index of the first element Kn. For generating the key chain, the sender picks
a random number for Kn and using a pseudo-random function f , he constructs
the one-way function F : F (k) = fk(0). So, the sender generates recursively all
the subsequent keys on the chain using Ki = F (Ki+1). By that, the last element
of the chain is K0 = Fn(Kn), and all other elements could be calculated using
Ki = Fn−i(Kn).

Each Ki looks pseudo-random and an adversary is unable to invert F and
compute any Kj for j > i. In the case of a lost packet containing Ki, a receiver
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can calculate Ki given any subsequent packet containing Kj , where j < i, since
Kj = F i−j(Ki). As a result, TESLA tolerates sporadic packet losses.

The stream authentication scheme of TESLA is secure as long as the security
condition holds: A data packet Pi arrived safely, if the receiver can unambigu-
ously decide, based on its synchronized time and maximum time discrepancy,
that the sender did not yet send out the corresponding key disclosure packet Pj .

TESLA also supports both communication with fixed or dynamic packet
rate. For fixed rate, the sender discloses the key Ki of the data packet Pi in
a later packet Pi+d, where d is a delay parameter set and announced by the
sender during setup phase. The sender determines the delay d according to the
packet rate r, the maximum tolerable synchronization uncertainty δtMax and
the maximum tolerable network delay dNMax, setting d = �(δtMax + dNMax)r�.
In this mode, the scheme can achieve faster transfer rates. For dynamic rate,
the sender pick one key per time interval Tint. Each key is assigned to a uniform
interval of duration Tint, T0, T1 ,..., Tn, that is, key Ki will be active during
the time period Ti. The sender uses the same key Ki to compute the MAC for
all packets which are sent during Ti, on the other hand, all packets during Ti

disclose the key Ki−d′ . In this case, d′ = �(δtMax + dNMax)/Tint�. We use the
designation d and d′ for fixed and dynamic rates respectively.

For each new receiver that joins the communication network, the sender
initially creates an authenticated synchronization packet. This packet contains
parameters such as interval information, the disclosure lag and also a disclosed
key value - which is a commitment to the key chain. The sender digitally signs
this packet to each new receiver before starting the streaming communication.

4.2 inf-TESLA

inf -TESLA, short for infinite TESLA, is a multicast authentication protocol
based on TESLA suitable for use in long term communication at high packet
rates. As in TESLA, inf -TESLA relies on the strength of symmetric cryptog-
raphy and hash functions and on the delayed disclosure of keys as a means to
authenticate messages from the sender. Also, it requires only loose time syn-
chronization between the sender and the receiver and can operate under both
dynamic and fixed packet rates.

By using fixed packet rate mode, there is no need for setting specific time
intervals for MACing and disclosing keys. Each autheticating key is used once
for the actual message and disclosed d packets later. Although this operational
mode can achieve maximum speed on authenticating previous packets, it has a
drawback of quickly consuming the authenticating key chain, depending on the
frequency of the packets.

Since we use one-way hash functions to build independent key chains, every
time one of the key chains comes to an end (meaning that it was fully used
in the authentication process) the sender must automatically build, store and
utilize a new key chain in its place. In the original TESLA protocol, a sender
would have to reassign a new synchronization packet as the current key chain
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Fig. 1. An illustration of dual offset key chains as used for inf -TESLA.

comes to an end, inflicting non-negligible network and computational overhead
by digitally signing a synchronization packet at the end of each key chain.

inf -TESLA addresses this issue by using the Dual Offset Key Chains mech-
anism. This mechanism uses a pair of keys for each message and guarantees
continuity of the multicasting authentication process without the need for sign-
ing and sending a new synchronization packet. The mechanism creates two offset
key chains so that a pair of active key chains are always available and, as the
main principle, a key chain m always straddles the substitution of key chain
m − 1 with m + 1. Figure 1 illustrates the Dual Offset Key Chains mechanism
by which key chain m supports the substitution of key chain m−1 for key chain
m+1 without the need for resynchronization. A detailed description of the Dual
Offset Key Chains mechanism is presented on Sect. 4.2.

The overall initialization setup is similar to TESLA. Before the data stream-
ing begins, the sender first determines some fundamental information about the
network status, dNMax), and time synchronization, δtMax, and builds its first
two key chains. We assume that both sender and receiver are time synchronized
by a reliable time protocol (e.g. PTP). After that, the sender S chooses the
delay parameter d (Sect. 4.1) that will base the decision of the receiver Rk to
either accept a packet from S. This condition is Security Condition-1 for
inf -TESLA.

For bootstrapping each new receiver, S constructs and sends the synchroniza-
tion (commitment) packet to the new incomer. For a dynamic packet rate, this
packet contains the following data [13]: the beginning time of a specific interval
Tj along with its id Ij , the interval duration Tint, the key disclosure delay d′, a
commitment to the key chain Km

i and key chain Km+1
i (i < j − d′ where j is

the current interval index).
For a fixed packet rate r, let j1 and j2 be the current key from key chains

m and m + 1 respectively. The synchronization packet contains: delay d and the
commitment for the key chains Km

i1
and Km+1

i2
(i1 < j1 − d and i2 < j2 − d).

We will focus on fixed packet rate in this paper for the sake of brevity and
convenience of notation. While a fixed packet rate is potentially more likely for
the streaming applications we address, our approach is compatible with both
dynamic and fixed rates.

Dual Offset Key Chains Mechanism. The Dual Offset Key Chains mecha-
nism enables continuity in streaming authentication without the periodic resyn-
chronization between S and Rk ∈ R required by TESLA. Two key chains, off-
set in alignment, are used simultaneously by the mechanism to authenticate
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messages. For every packet, there are always two active key chains and, from
each chain, one non-used key available for MACing.

For constructing the two key chains, first the sender chooses n, the total
number of elements on a single key chain. Let lm be the current number of
remaining elements on the key chain m. Here we assume that all created keys
are deleted just after being used for authenticating messages. Let M be the
maximum available memory for storing the key chains, assuming that M is big
enough for storing two key chains, m and m + 1, at any time. The value of n
must be chosen accordingly to the following constraints: (i) n ≥ lm−1 + 2(d + 1)
and (ii) n ≤ M

2 + d.
The first constraint sets a minimum value for n, that is the minimum initial

size of a key chain. During the initialization setup of the first receiver synchro-
nization, we consider lm−1 = 0 for constructing the first key chain. The second
constraint restricts the maximum number of elements in a key chain. If a key
chain m does not meet this limit, key chain m + 1 will not be long enough to
meet the security condition for the key chain exchange procedure (see Sect. 4.2).
In practice, it may not be feasible to calculate a whole key chain in the time
taken to send two data packets and so S may compute and store key chain m+1
well before the end of key chain m − 1.

A packet Pj sent by S is formed by the following data Pj =
{Mj , i1, i2,K

m
i1−d,K

m+1
i2−d ,MAC(Km

i1
||Km+1

i2
,Mj)}. Every packet carries the

actual message Mj , the current sequence number of each key chain i1 and i2,
the disclosed authenticating keys Km

i1−d and Km+1
i2−d (discussed later in Sect. 4.2)

and the MAC of the message resultant from an operation that uses the concate-
nation of current keys from both key chains. In particular, at the beginning of a
key chain m + 1, the notation Km+1

i2−d may refer to the last keys in the key chain
m − 1.

Disclosure of Keys. inf -TESLA has two modes of operation for disclosing
keys: 2-keys and Alternating. In the 2-keys mode (or standard mode, as pre-
viously described), each packet Pj discloses two authentication keys, one from
each key chain, for the same message Mi, that is packet Pj has the following
information, Pj → Km

i1−d,K
m+1
i2−d .

The Alternating mode discloses one key from each key chain alternatively in
each data packet. Formally, two consecutive packets would have the following
information about keys, Pj → Km

i1−d and Pj+1 → Km+1
i2+1−d, where indexes i1 − d

and i2 − d correspond to the keys of both key chains to be disclosed in the
same data packet in 2-keys mode of operation. Figure 2 shows the key chains
in time and the two modes for disclosing keys. In Sect. 5, we present a more
detailed comparison of these two modes in relation to communication overhead,
computational cost and authentication delay.

The disclosure delay d for the keys is directly affected by the maximum
tolerable network delay dNMax, so each receiver Rk will present a different delay
value. Sender S must set d as the largest expected delay in order to meet security
condition-1.
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Fig. 2. Two modes for disclosing keys: 2-keys and alternating.

Dual Offset Key Chains Mechanism Security. Key chain security is based
on the widely used cryptographic primitive: the one-way chain. One-way chains
were first used by Lamport for one-time password [6] and has served many other
applications in the literature.

The Security Condition-2 for inf -TESLA concerns the key chain exchange
procedure. This condition states that both key chains cannot be substituted
within a time interval d/r (or within d packets). If this happens, the receiver must
drop the following packets and request for resynchronization with the sender.
This protocol restriction assures the authentication inviolability of inf -TESLA
and must be observed at all times by the receiver. The receiver is solely responsi-
ble for monitoring the key chain exchange procedure and accepting, or rejecting,
the new key chain.

In Fig. 3, we show an example of a man-in-the-middle attack attempt on
the Dual Offset Key Chains mechanism and the importance of the security
condition-2. For this example, we consider d = 9 as minimum number pack-
ets the sender has to wait to disclose a key, the last element n = 50 for all key
chains, and the asterisk symbol indicates an item maliciously inserted by the
attacker. The packets are presented without indices “i′′ for cleaner presentation.

We first illustrate how this attack can work on a single key chain mechanism
without commitment packets as follows: When the attacker senses a change in
the key chain by testing every disclosured key (a), he inserts M∗

0 as the first
manipulated message and MACs it using the first element K∗

0 of a forged key
chain of his own. The attacker continues faking the messages and its MACs
till the last authentic key used for MACing is disclosured. After that point,
the attacker is able to take complete control of the communication without
being detected (b). For the second part of Fig. 3, the same attack is attempted
against our mechanism. Also the attacker is able to sense when a disclosured key
chain comes to an end and can also substitute the messages and the MACs in
the packets. However, when he tries to take complete control of the key chain
by forcing the forged key K∗∗

0 over the key chain m = 2, this indicates for
the receiver a violation of the security condition-2 for the key chain exchange
procedure.

Another concern is how many consecutive packets could be lost by the
receiver without actually being an attack. Following the security condition for
key chain substitution, there must not be two different key chain substitutions
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Fig. 3. Example of a man-in-the-middle attack on a single hash chain without com-
mitment and on the Dual Offset Hash Chains mechanism.

within a period of d/r, so the receiver must be aware that the limit for con-
secutive packets lost is at maximum d. If, for some reason, more than d pack-
ets are lost/dropped, the receiver must assure that the following disclosed keys
are authentic elements of at least one of the existing key chains, otherwise the
receiver will not be able to authenticate any of the next received packets. From
this point, the receiver must refuse this stream and request for a new synchro-
nization with the sender.

Another security issue can occur when the last key Kn in the key chain’s
sequence is lost, that can cause a total lack of authentication of a previous
packet Pn. When some Ki is lost, it can be computed from any subsequent key
in the key chain through function F (Sect. 4.1), however when i = n there is no
subsequent key. This issue can be extended for the last d elements of the key
chain, meaning that in this scenario some packets may not be authenticated and
then must be dropped by the receiver. For the Alternating mode for disclosing
keys, the receiver would drop d+1 packets in the worst case. This issue concerning
the last keys of the key chain is a vulnerability of the original TESLA as well.

Elaborate attacks, like selective drop of packets, can cause even more authen-
tication delay without being noticed. For instance, in the case of the Alternating
keys disclosure mode, one attacker can induce an alternating drop of packets pre-
venting the sender to authenticate some sequential packets. To mitigate these
attacks, the receiver must set an upper limit for the maximum number of non
authenticated packets to ignore before resynchronizing with the sender.

5 Evaluation Against TESLA

For the following comparison evaluation, we check for communication overhead,
authentication delay and computational cost on a long term communication for
each of the following schemes: original TESLA, inf -TESLA 2-keys (two disclo-
sured keys per packet) and inf -TESLA alt (alternating key chain disclosure).
Due to PMUs’ operational settings, we are only considering a fixed packet rate
mode. Also, we assume the following constraints for the simulation:
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– Phasor data frame size of 60 bytes, according to the C37.118 standard [25],
over UDP transport layer protocol.

– HMAC function and f function implementation as HMAC-SHA-256-128. Both
HMAC tag size and key size of 128 bits (truncated).

– Digital signature implemented as ECDSA over GF(p) of 256 bits. Although
TESLA considers RSA signatures, for comparison purposes we use ECDSA.
The keys and signatures sizes are based on the NIST SP 800-131A [3] for
recommendations on use of cryptographic algorithms and key lengths.

– Maximum number of keys n that can be stored at a time in the cache memory
of a device is 10,000 keys.

– Sender’s packet rate (frequency) of 60 packets/sec.
– Simulation time of 2 days. Past references [7] established a baseline of 1024 key

chains for evaluating OTS multicast schemes. However, as inf -TESLA must
build approximately 4 times the number of key chains as TESLA for the same
number of packets, comparisons are done for fixed simulation duration rather
than number of key chains. Still, for the given constraints, TESLA needs an
approximate number of 1024 key chains to operate.

Table 1. Communication overhead.

Formula

TESLA (fixed) C ∗ (sKey + sSig) + P ∗ (sKey + sMac)

Inf -TESLA 2-keys 2 ∗ sKey + sSig + P ∗ (2 ∗ sKey + sMac)

Inf -TESLA alt 2 ∗ sKey + sSig + P ∗ (sKey + sMac)

2-day simulation (MBytes)

TESLA (fixed) 331,825

Inf -TESLA 2-keys 497,664

Inf -TESLA alt 331,776

Table 1 shows the formulas to calculate all security related communication
overhead of each of the 3 schemes. Let C be the number of commitments (signed
packets), P the total number of transmitted packets and sKey, sMac and sSig
be the size of a cryptographic key, the size of the MAC tag and the size of a
signature tag respectively. inf -TESLA 2-keys presents the higher communication
overhead due to two disclosed keys per packet, while TESLA and inf -TESLA
alt present a slightly, but negligible, difference on the overhead during two days
of operation.

For calculating the computational cost overhead of each scheme, we use the
formulas shown in Table 2. The processing cost in cycles per each operation of
hashing, macing, signing and verifying is represented by cHash, cMac, cSig and
cV er respectively. From the graph in Fig. 4, we can observe the higher compu-
tational cost of the sender and receiver operating TESLA over inf -TESLA, due
to constant signing and verification operations.



Multicast Delayed Authentication for Streaming Synchrophasor Data 43

Table 2. Computational cost calculation.

Sender

TESLA (fixed) C ∗ cSig + P ∗ (cMac + cHash)

Inf -TESLA (both) cSig + 2 ∗ P ∗ (cMac + cHash)

Receiver

TESLA (fixed) C ∗ cV er + P ∗ (cMac + cHash)

Inf -TESLA (both) cV er + 2 ∗ P ∗ (cMac + cHash)

For two days of simulation in this configuration, a sender running TESLA
protocol on fixed packet rate mode has to sign up to 1036 commitment packets
and spends on average 0.373117 gigacycles/hour, while running inf -TESLA he
would spend 0.314087 gigacycles/hour of operation, which means a reduction of
15.82 % in computational cost for the sender. On the receiver side, a TESLA
receiver spends in average 0.596289 gigacycles/hour, while inf -TESLA needs
0.314303 gigacycles/hour, meaning a reduction of 47.29 % in computational cost
for the receiver. All values of cycles/operation of the security primitives are
referenced from the Crypto++ Library 5.6.0 Benchmarks [4].

Although the alternating keys disclosure mode showed good results on the
two previous evaluations, this mode increases the authentication delay of a packet
Pi by one packet. That is because the second key needed for authenticating Pi,
i.e. Km+1

i2
, will only be disclosed on Pj+1 where j > i + d. Also, if Pj+1 hap-

pens to be lost, the authentication of Pi will be only achieved when receiver has
the disclosed key included in Pj+3. On both other schemes, the authentication
of a packet Pi is normally achieved after receiving Pj , j > i + d, and if Pj is
lost, the missing keys can be recovered from the contents in Pj+1. Also regarding

Fig. 4. Computational cost for TESLA and inf -TESLA over 2 days of streaming data.
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authentication delay evaluation, necessary time overhead for generation and ver-
ification of digital signatures during key chains exchange may affect TESLA’s
continuous flow on higher frequencies of streamed data.

Although TESLA protocol is an efficient protocol and has low security over-
head, it was not originally designed for long-term communication at high packet
rates. We observe that inf -TESLA, in alternating disclosure mode, can deliver
a slightly lower communication overhead and, for both modes, result in a sig-
nificant reduction in computational overhead over the original protocol for the
given conditions. In general, inf -TESLA scheme also provides great suitabil-
ity for key storage and computational constrained devices, such as in Wireless
Sensor Networks (WSNs).

6 Conclusion

In this work, we present inf -TESLA, a multicast delayed authentication proto-
col for streaming synchrophasor data in the Smart Grid, suitable for long-term
communication and high data rates scenarios. To authenticate messages from
the sender, inf -TESLA uses two keys to generate the MAC of the message and
discloses both keys after a time frame d/r, on a fixed packet rate of operation.

We also design the Dual Offset Key Chains mechanism to produce the authen-
ticating keys and provide a long-term communication without the need of fre-
quently signing resynchronization packets containing commitments to the new
key chains, which ensures continuity of the streaming authentication. We prove
our mechanism against a man-in-the-middle attack example and describe the
security conditions that must be observed at all times by the receiver. inf -
TESLA enables two different modes for disclosing keys, 2-keys (or standard)
and Alternating keys. We present a comparison between this two modes against
TESLA within a WAMPAC application, and our protocol shows even more effi-
ciency when compared to the original. Although the Alternating key disclosure
mode increases the authentication delay by one packet, it provides less impact
on communication overhead and a reduction of 15.82 % and 47.29 %, sender and
receiver respectively, in computational cost during operational time. Generally,
inf -TESLA shows promise and suitability for key storage and computational
constrained devices.

In future work, we intend to do a further analysis on the trade-off between
key storage size in devices and protocol performance, and on the possible (mini-
mum/maximum/average) values for the authentication delay by simulating our
protocol in a WAMPAC network.
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46 S. Câmara et al.

23. Wang, Q., Khurana, H., Huang, Y., Nahrstedt, K.: Time valid one-time signature
for time-critical multicast data authentication. In: Proceedings - IEEE INFOCOM,
pp. 1233–1241 (2009)

24. Wang, W., Lu, Z.: Cyber security in the Smart Grid: Survey and challenges. Com-
put. Netw. 57(5), 1344–1371 (2013)

25. Zhu, K., Nordstrom, L., Al-Hammouri, A.: Examination of data delay and packet
loss for wide-area monitoring and control systems. In: 2012 IEEE International
Energy Conference and Exhibition (ENERGYCON), pp. 927–934, Sept 2012



Human Aspects of Security



Developing a Human Activity Model
for Insider IS Security Breaches
Using Action Design Research

Gurpreet Dhillon1, Spyridon Samonas2(&), and Ugo Etudo1

1 Virginia Commonwealth University, Richmond, VA, USA
{gdhillon,etudouo}@vcu.edu

2 California State University Long Beach, Long Beach, CA, USA
ssamonas@gmail.com

Abstract. Insider security breaches in organizations have been identified as a
pressing problem for academics and practitioners. The literature generally
addresses this problem by focusing on the compliance of human behavior to
stated policy or the conformance with organizational culture. The cultural stance
and resultant activities of organizational insiders are key determinants of
information security. However, whilst compliance with security policies and
regulations is of great importance, the very structure of human activities that
facilitates or hinders such compliance have seldom appeared in the literature. In
this paper we present a human activity model that captures different aspects of a
security culture. The model elucidates the patterns of behavior in organizations.
Applying the model before and after an insider security breach allows us to
make salient, critical areas that need attention.

Keywords: Human activity model � Insider threats � Security culture � Action
design research

1 Introduction

Cyber-security threats are not always embedded in the technical infrastructure and
operations of the enterprise. Vulnerabilities often arise in the socio-technical space of
norms, beliefs and shared models of reality that embody an organization’s culture.
Developing analytics that incorporate the socio-technical environment of the organi-
zation is technically and conceptually complex.

The problem of increased security breaches that are instigated by insiders was first
recognized by Denning [1]. In later years, issues related with insider threats were
further vocalized through a series of reports by the now defunct Audit Commission in
the UK [2–4] and the Office of Technology Assessment in the US [5]. These studies
highlighted the importance and the role played by insiders in perpetuating computer
related crimes. Subsequently, several case studies on Barings Bank, Kidder Peabody
and Societe Generale provided evidence that, indeed, the majority of computer related
threats reside within organizations (see [6]). Similar evidence has been provided by
other research organizations, such as the Computer Security Institute and the CERT
division of the Software Engineering Institute at Carnegie Mellon University.
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Insider threats mainly refer to the intent of dishonest employees to commit some
form of cyber-crime [10, 11]. Insiders are capable of disrupting operations, corrupting
data, infiltrating sensitive information, or generally compromising an IT system,
thereby causing loss or damage [12, 13]. As the discussion on the insider threat has
evolved considerably over the past decade, so has the very definition of the term
‘insider’. Nowadays, it is not only employees who have privileged access to the assets
of an organization, but also volunteers, consultants and contractors [14, 15]. Access is
also given to business partners or fellow members of a strategic alliance, whereas
contractors now include employees of a cloud service provider [16]. Hence, a more
appropriate alternative to the term ‘insider’ would be a ‘(person with) specialized
access’ [16].

In this paper, we build on the Action Design Research (ADR) concept as proposed
by Sein et al. [7] to develop a method for modeling insider security threats. This is
undertaken in the context of an online business – Crown Confections. Our model is
based on an in-depth understanding of human activities at the workplace and aims to
capture both malicious and non-malicious insider threats. We draw on the organiza-
tional studies literature to argue that human activities and the silent messages that are
emanated by individuals can be used as key indicators of insider cyber-security
breaches. The application of E. T. Hall’s theory of silent messages allows us to identify
any possible trouble areas with respect to insiders and prioritize cyber-security inter-
ventions that could take the form of strategy, training or policy initiatives.

The paper adopts the publication schema for a design science research study as
suggested by Gregor and Hevner [41] and is organized as follows. The following
section presents a review of the literature on insider threats. The third section examines
relevant literature on ADR and outlines the different stages of the method. In the fourth
section, we sketch our conceptual basis for developing a human activity model of
insider threats at Crown Confections. The fifth section discusses the evaluation of the
model. The sixth section paper presents an analysis of the key findings, and the final
section includes a summary of our research and its limitations, as well as directions for
future research.

2 Literature Review

In the insider threat literature, three main informing bodies can be identified. First,
studies that present ever so sophisticated technical approaches to manage insider
threats. Second, studies that examine the socio-organizational aspects of insider threats.
Third, studies that address different response mechanisms following an insider breach.

In the realm of technical approaches to insider threats, Denning’s [1]
intrusion-detection model was one of the earlier works to identify attempted system
break-ins by outsiders, as well as abuse by insiders who misuse their privileges. In
subsequent years several other similar models have been proposed. For instance,
Bowen [6] define a threat model designed to deceive, confuse and confound attackers
so that they ultimately abandon the impregnation efforts. This is undertaken by
introducing host and network sensors in the architecture. Yet in other cases, honeypot
technologies have been proposed as a means to catch insider threats [17]. Insider
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threats within database systems have also been well researched, where user tasks are
mapped to the transactions (see [18]). Generally speaking, the wealth of research in
technical approaches to insider threats has focused on restricting access, technical
monitoring or, at most, predictive modeling. While important, an exclusive focus on
these approaches falls short of providing a holistic perspective in modeling and
managing insider threats.

Socio-organizational aspects of insider threats have also been well researched (see
[11] and [16]). Although the problem of the insider threat is defined and framed in
different ways, and this has resulted in an abundance of approaches, the majority of
studies share one thing in common: they treat all insiders as potentially malicious. In
this strand of literature, insider threats emanate from available opportunities, work
situations and personal factors [10]. Based on monitoring and profiling, this literature
primarily addresses issues of policy compliance, sanctions, deterrence and neutraliza-
tion techniques [11, 19–22]. Non-malicious violations are also examined in the insider
threat literature [23]. These are typically associated with lapses, errors and mistakes,
which are unintentional [24, 25]. However, more recent studies transcend the dis-
tinction between malicious and non-malicious insiders, and consider the insider threat
as the departure of human behavior from compliance with security policies, irrespective
of whether this is the result of malice or disregard for such policies [26, 27].

Research that examines the response to insider threats has largely been related to
aspects of compliance with stated policy. As a result, the focus has been more on
deterrence and the disciplinary actions that might influence human behavior. Several
studies have focused on identifying antecedents to cyber-security compliance. For
instance, Vance [28] found that routine activities of employees along with past
behavior have a significant effect on compliance behavior. Herath [29] also found
social influence to have a strong impact on compliance intention. In a related piece of
research, Herath [22] investigated the role of penalties in encouraging positive infor-
mation security behavior. Their findings indicate that certainty of detection has a
positive impact on compliant behavior, whereas severity of punishment has a negative
impact on intention to comply.

The lack of consensus in research regarding compliance antecedents has led to an
exploration of other factors that might help achieve security compliance as well as
ensure an adequate response to insider threats. Prominent amongst these strands of
research is the work of Ramachandran [30] on security culture, Hedström [31] on value
conflicts, Talib [32] on employee emancipation. Along similar lines, Dhillon et al. [33]
suggest the modeling of silent messages as a way of monitoring insider threats. In this
paper we heed to these assertions and provide a human activity model for insider
threats.

3 Method

ADR helps in developing a prescriptive design artifact in an organizational setting.
Typically, ADR is used to address a particular organizational problem through inter-
vention and evaluation. This is followed by the construction and evaluation of the
artifact, which would allow for the problem to be solved. Over the years, ADR has
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been extended to areas such as business intelligence and security breach detection.
However, despite its significant contributions to knowledge creation in IS, both in the
form of viable artifacts and abstract theoretical constructs [41], the adoption of ADR in
computer security research is still underdeveloped. Most notably, Chen et al. [37]
adopted ADR to build a model to assess the risk of system downtime in computer
networks due to the exploitation of software vulnerabilities. Puhakainen and Siponen
[38] developed a theory-based IS security training approach, which they then validated
empirically through an action research intervention. Other relevant applications of
ADR include the work of Waguespack et al. [39] in the formulation of security design
through Thriving Systems Theory, as well as the risk reporting prototype that Beer
et al. [40] developed for information-dense IT projects.

Methodologically, any ADR project follows four well-defined stages: (1) Problem
Formulation; (2) Building, Intervention, and Evaluation (BIE); (3) Reflection and
Learning; (4) Formalization and Learning. The problem formulation of this research
project is presented in the two preceding sections. In building, intervening and evaluating,
we define the alpha version of the model (see Fig. 1). We then engage in reflection and
learning to identify any new requirements that emerge from our exercise. Finally, we
formalize our learning and prepare a second iteration of the model, which would lead to
the development of the beta version of the model. This paper presents an early alpha
version of our insider cyber-security threat model and identifies possible research direc-
tions in further refining the model towards the development of the beta version.

The development of an artifact is central to ADR. In our research, we consider
artifacts as ensembles. As Orlikowski and Iacono [8] note, there are multiple ways in
which IT artifacts come into being. In this research project, we articulate ADR fol-
lowing the ‘technology as development process’ conception of the artifact [8]. This
view of the artifact focuses on the social processes that are related to the design,
development and implementation of the technical artifact.

Fig. 1. Action Design Research adopted in this project (based on [7])
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In our research, the artifact in question is the computer-based model for insider
cyber-security threats. Using the Orlikowski and Iacono [8] vocabulary, this kind of
artifact “examines the role of key stakeholders… [and] how such roles engender
conflict, power moves, and symbolic acts.” Our computer-based model offers valuable
insights into the complex organizational and socio-political processes that are involved
in the formulation and implementation of cyber-security strategies and policies. Hence,
the model of insider threats becomes a management tool for constant monitoring and
assessment of threats as these emerge. In due course, the artifact may reshape itself to
influence structure of operations and the related business processes (as postulated by
[9] among others). Finally, we argue that given an instrument that faithfully measures
the constructs of the model as they manifest in the subjects, the responses of individuals
are patterned with (and are therefore not independent of) organizational cyber-security
rules, best practices, and technical controls. In other words, our instantiation of the
human activity model is sensitive to cyber-security rules, best practices, and technical
controls.

4 Artifact Description

To develop our insider threat model, we draw on a conceptual framework that is based
on Hall’s theory of silent messages. Hall [34] argues that silent messages are emanated
via human activity interactions, such as language, greeting protocol, gender and status
roles, and these get manifested at three levels – formal, informal and technical. In this
paper, we argue that an understanding of these cultural streams at the formal, informal
and technical levels can be critical for the defense of the organization against insider
threats, and should, therefore, be assessed on a regular basis. In our human activity
model for insider threats, there are two concepts that need elucidation. First, the Pri-
mary Message System (PMS) and cultural streams as proposed by Hall [34]. Second,
the manifestation of these cultural streams in terms of formal, informal and technical.
These are discussed below.

Hall’s [34] taxonomy of behavioral patterns allows us to capture, at a moment in
time, the attitudes of employees on matters of security. Each application of the tax-
onomy generates a panel of data allowing for analyses of changes in organizational
security culture over time and between events of interest. In this paper we provide an
example of how our adaptation of Hall’s [34] taxonomy of behavioral patterns allows
us to monitor and interpret the change in attitudes of different employees before and
after the occurrence of a security breach. In his intercultural communication theory,
Hall [34] argues that “no culture has devised a means for talking without highlighting
some things at the expense of other things.” Put another way, cultures demonstrate their
idiosyncrasies in observable ways. He attempts to unearth different aspects of human
behavior that are taken for granted and are often ignored by classifying them into
streams that interact with each other – the silent messages. Laying emphasis on the
concepts of time and space, Hall identified ten cultural streams that are rooted in
physiology and biology. These streams form the primary message system (PMS),
which is essentially a map of a wide variety of cultural and behavioral manifestations.
A brief summary of each of the cultural streams is presented below:
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– Interactional (Int): Speech is one of the most elaborate forms of interaction, and it
is reinforced by the tone, voice and gesture. Interaction lies at the hub of the
“universe of culture”, and hence, every social action grows from it.

– Organizational (Org): Refers to the complexity of associations. Hall uses the
analogy of bodies of complex organisms as being societies of cells. In his view,
association begins when two cells join.

– Economic (Eco): Subsistence relates to the physical livelihood, income and work.
– Gender (Gen): Refers to the cultural differentiation of sexes and their interactions

and associations.
– Territoriality (Ter): Refers to the division of space in everyday life, and

ownership.
– Temporality (Tem): Refers to the division of time and sequencing.
– Instructional (Ins): Refers to a basic activity of life that includes learning and

teaching. According to Hall, culture is shared behavior that is acquired, and not
taught.

– Recreational (Rec): Refers to fun and recreation as part of work and occupation.
However, this stream also captures competitive human behavior.

– Protective (Pro): Defense is a key element of any culture. Different cultures have
developed different defense principles and mechanisms. The Protective stream is
closely related to the Recreational stream since humor is often used as an instrument
to hide or protect vulnerabilities.

– Exploitational (Exp): Hall draws an analogy with the living systems to highlight
the importance of evolutionary adaptation to “specialized environment conditions.”
By extension, the Exploitational stream represents the sophistication in the use of
tools, techniques, materials and skills in a competitive and changing environment.

Hall [34] also argues that culture operates at three distinct levels, which are in a
state of constant interaction: formal, informal and technical. His theory of culture is,
essentially, a theory of change. Formal beliefs shape informal adaptations in behavior;
and these, in turn, lead to technical analysis. Each of the ten streams is further broken
down into formal, informal and technical to represent the different modes of behavior.

For each impact of the cultural stream at the three levels, we developed an emergent
scenario. Each scenario took the form of a statement with a 5-point Likert scale to
assess how members of the organization feel about the given situation (refer to
Table 1).

5 Evaluation

In our research, we have employed our artifact to undertake an assessment of insider
threats at a small, fledgling business. Crown Confections offers an assortment of
confections for online or phone-in purchase. Customers have the option of phoning-in
their orders or purchasing their pastries from Crown’s website. Crown accepts credit
card payments and uses PayPal’s commercial suite to process these payments in a
secure manner. The Crown staff consists of 20 individuals. The company wanted to
develop a mechanism for monitoring insider threats. As researchers, we proposed the
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use of silent message theory to eventually develop an artifact in the form of a dash-
board. It was agreed that the researchers would work with the Crown Confections
employees to first develop an alpha version, which would then lead to the development
of a beta version following evaluation and feedback from the end users. In this paper
we are sharing the model as it has been shaped in the alpha version [7].

For the purposes of our research, we administered the human activity model pre-
sented here to the Crown Confections staff twice– once prior to the breach, and again
after the breach. The breach included a spear-phishing and a brute force attack that
compromised admin and user credentials. All members of the company provided
usable responses. Our aim in administering the instrument at Crown Confections is to
illustrate its ability to capture nuanced cultural aspects of an organization with respect
to the attitudes, behaviors, and perceptions of its members concerning cyber-security.

Given the formative evaluation of the artifact during the alpha-cycle, we conducted
multiple rounds of semi-formal interviews with organizational members to give them

Table 1. Framework depicting human activity interactions

Int Org Eco Gen Ter Tem Ins

Formal

The tone used 
in 
communicatio
ns affects my 
understanding 
of
information 

security

My superiors 
provide 
comprehensiv
e rules on 
security 

issues

I feel that I 
get the right 
compensation 
for the quality 
and 
dedication I 
put in my 

work

I consider a 
formal 
explication of 
gender issues 
to be 
important 
with respect 
to cyber 

security

I welcome 
suggestions 
from security 
professionals 
which may 
change the 
way my 
Department 
or work group 

operates

I prioritize 
security 
related tasks 
over other 
day-to-day 

tasks

I value the 
mentorship of 
senior 
colleagues reg
arding 
security and 
its interaction 
with my daily 

tasks

Informal

When faced 
with security 
warnings (for 
example a 
notice from 
an antivirus 
program that 
a download 
poses security 
risks), I 
always alter 
my behavior 

accordingly

My superiors 
casually stress 
the 
significance 
of rules on 
security 

issues

Money is my 
primary 
motivator 
with respect 

to work

I respect 
gender issues 
when dealing 
with cyber 
security 

issues

I welcome 
suggestions 
from security 
professionals, 
which may 
change the 
way I do my 

job

I actively 
follow my 
own schedule 
for
performing 
security 
related tasks, 
such as 
changing my 
password, 
scanning my 
machine for 

viruses etc

I learn a lot 
about security 
issues by 
observing my 

peers

Technical

I understand 
the jargon 
used in 
information 
security 
communicatio

ns

My superiors 
technically 
explain 
security rules 

and issues

The decision 
to undertake 
work related 
activities is a 
function of 
how much I 

get paid

I believe that 
the 
appearance of 
men and 
women 
working in 
technical 
aspects of 
security are 
consistent 
with their 

proficiencies

I am 
comfortable 
with 
discrepancies 
between 
actual and 
formal job 
descriptions, 
which have 
implications 

for security

I appreciate 
when security 
related tasks 
are being set 
out and 
enforced on a 
predetermine
d periodic 

basis

I understand 
the 
importance 
and relevance 
of
information 
security 
training 

curricula
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the opportunity to share their experience and shape different aspects of the instrument.
This feedback was invaluable as it helped us review key features of the instrument,
such as the content and phrasing of certain questions. Alongside areas of improvement,
organizational members praised the fact that the questions comprising the instrument
touch upon aspects of cyber-security that are often overlooked in typical questionnaires
of cyber-security risk assessment. For instance, organizational members highlighted the
importance of examining issues of gender or the financial motivation of employees
with respect to cyber-security. Furthermore, organizational members also agreed that
regular monitoring of the instrument could pinpoint actionable insights on how to
improve different aspects of cyber-security across the organization– which is our main
research goal in this project. Hence, considering the application of the instrument in
Crown Confections, it appears that the alpha version represents an insightful canvas for
the examination of cyber-security as a diverse and granular socio-technical concept in
contemporary organizations.

6 Discussion

The results of our artifact can provide useful visualizations for managers and executives
who are interested in ‘soft’ aspects of cyber-security. Table 2 is a heat map that
represents graphically the spectrum of positive and negative changes that were recorded
in the post-breach perception of employees in relation to cyber-security. Positive
changes indicate a move that is directed towards the high end of our Likert scale
(‘strongly agree’), whereas negative changes indicate a move in the opposite direction.

The different shades of green and white account for the different levels of gradation
between the most positive and most negative changes. In Table 2, the positive changes
are depicted with dark color accents, whereas the negative changes are depicted with
white color accents. Shades in between indicate that no change or minor changes
(positive or negative).

In terms of formalizing our learning, the analysis from the heat map can be rep-
resented graphically in the form of a radar map (see Fig. 2). The graphic representation
shows how silent messages and attitudes of individuals change following a breach.
Even without the occurrence of a breach, the radar maps can form the basis of an

Table 2. Heat map of human activity interactions

Int Org Eco Gen Ter Tem Ins Rec Pro Exp

F 0.85 -0.5 -0.3 -0.4 1.45 1.45 -0.25 -0.75 -0.55 1.4

I 0.95 -1.55 0.15 0.05 0 0 1.25 -0.35 0.75 0.2
5

T -0.7 -0.4 0.05 0.4 -0.65 0.75 1.4 -0.15 1 0.4
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insider threat analytics dashboard that benchmarks and monitors different aspects of
cyber-security culture. In this way, the model can help us build the cyber-security
culture profile of a given organization.

In the following subsection, we will discuss a small number (three) of cases where a
change in the perception of cyber-security has been recorded in our study.

6.1 Formal Layer

At the formal layer, we noticed a positive change in the Territorial stream, which
examines how employees welcome suggestions from security professionals, which
may change the way their Department or work group operates. A positive change
shows higher agreement rates with the statement that comprises this cell, and it is, in
fact, a reasonable reaction to a security breach. Following the breach, there may be an
increasing need for openness as organizational members seek to share better security
practices and get answers from others with more knowledge. However, an opposite
reaction, namely a decreased rate of agreement with the statement, could also be seen
as an expected outcome. The insider breach could cause organizational members to
isolate themselves in small clusters that do not communicate with each other, or prevent
them from reaching out to colleagues to openly discuss cyber-security related issues
altogether. Similar effects have been noted in the literature with regards to the moral
disengagement that security-related stress seems to produce [43]. This type of orga-
nizational stress triggers an “emotion-focused coping response in the form of moral
disengagement from [information security policy] ISP violations, which in turn
increases one’s susceptibility to this behavior” [43, p. 285]. Stress that stems from work
overload, complexity and uncertainty in response to a security breach could activate
said coping mechanisms and provide the basis for the rationalization of non-compliant
security behavior.

6.2 Informal Layer

At the informal layer, the Instructional stream refers to how receptive employees are to
learning from peers. As the security breach represents a moment of organizational

Fig. 2. Radar maps showing pre and post breach scenarios (blue line represents pre-breach
situation and black line represents post breach) (Color figure online).
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crisis, organizational members increasingly seek help from their peers in order to
mitigate difficulties associated with navigating the new, equivocal organizational sit-
uation. This would be particularly true in the case where there is a lack of a structured
and well-prepared security incident response [44].

6.3 Technical Layer

The Interactional stream of the technical layer refers to the understanding of technical
jargon in cyber-security issues and communications. Following the breach, there seems
to be less agreement with the reference statement of this cell, which is a plausible
outcome. A negative change indicates that some employees may feel challenged with
the technical jargon associated with a security breach. Despite the increasing invest-
ment in cyber-security training and education, organizational members that occupy
non-technical posts are not required to use this technical jargon in their day-to-day
work. This means that it may be more difficult for them to understand the technical
terminology and the details of how a security breach came about.

7 Conclusions

We have examined here the efficacy of a human activity model in providing insights to
security culture where this efficacy can, in a sense be characterized as the sensitivity of
the human activity model to changes in security culture. We highlight this sensitivity by
examining pre and post breach instantiations of the model and the ensuing changes. We
do this for a single organization. Naturally, generalizability of these findings to other
organizational settings becomes “problematic.” We argue here that this taken-as-given
conception of generalization is inappropriate in this case. We have applied a theory (i.e.
Hall’s [34] human activity model) in a setting that is different from the one in which it
was developed. Our findings as discussed in Sect. 5 demonstrate that our application of
the theory is valid in our setting. This work is an example of type TE generalization –

generalizing from theory to description Lee and Baskerville [42]. Lee and Baskerville
write of this form of generalization: “researchers are interested not only in pure or basic
research – the development, testing and confirmation of theories – but also in the utility
of their theories in the actual business settings of executives, managers, consultants and
other practitioners.” By applying the human activity model in this setting we demon-
strate its ability to be generalized to different settings and provide evidence consistent
with its theoretical assertions.

There has been a limited amount of research that focuses on pre- and post-breach
attitudinal changes. Berezina [35] undertook a study of hotel guest perceptions fol-
lowing a breach and found changes in perceived service quality, satisfaction and
likelihood of recommending a hotel. Similarly, Rosoff [36] conducted a behavioral
experiment to explore individual response to cyber-crimes. The results suggest dif-
ferences in messages that individuals exhibit following a breach. The Rosoff [36] study
was an experimental design, which covered predefined scenarios. In one scenario,
Rosoff [36] explored if attack characteristics and attack mode had any influence of
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victim’s behavior following a breach. In the second scenario, they assessed if the
motivation of the attacker and the resolution of the breach had any impact on the
behavior of the victim.

While studies such as those of Rosoff [36] and Berezina [35] do shed some light on
the manner in which breaches manifest and how individual behavior changes or how
victims respond, they fall short of providing an ongoing assessment of the
cyber-security situation. Our research project addresses this gap in the literature by
presenting a proof-of-concept demonstration of a human activity model for insider
cyber-security threats that considers the perceptions of insiders prior and after a
security breach.

Future research will be concerned with the development of a beta version of our
model. A more mature version of the instrument could be administered across different
organizations and industries to get a more informed understanding of the granularity of
cyber-security as a socio-technical concept. Different research contexts and organiza-
tional settings may result in different iterations of the instrument. Although Crown
Confections helped researchers gather sufficient feedback on the design and func-
tionality of the instrument, a larger organization could provide a more challenging
research setting with a larger number of responses, and perhaps more contradictory
responses and feedback that would lead to more fine-detailed iterations of the model.
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Abstract. CVSS Base Score and the underlying metrics have been
widely used. Recently there have been attempts to validate them. Some
of the researchers have questioned the CVSS metrics based on a lack of
correlation with the reported exploits and attacks. In this research, we
use the independent scales used by the vulnerability reward programs
(VRPs) to see if they correlate with the CVSS Base Score. We exam-
ine 1559 vulnerabilities of Mozilla Firefox and Google Chrome browsers.
The results show that there is a significant correlation between the VRPs
severity ratings and CVSS scores, when three level rankings are used.
For both approaches, the sets of vulnerabilities identified as Critical or
High severity vulnerabilities include a large number of shared vulnerabil-
ities, again suggesting mutual conformation. The results suggest that the
CVSS Base Score may be a useful metric for prioritizing vulnerabilities,
and the notable lack of exploits for high severity vulnerabilities may be
the result of prioritized fixing of vulnerabilities.

Keywords: CVSS Base score · Vulnerability reward program ·
Bug bounty programs · Software vulnerability severity · Vulnerability
exploitation · Software defensive techniques · Exploit mitigation
techniques

1 Introduction

Assessing the risk associated with individual software vulnerabilities is accom-
plished by assessing their severity. CVSS Base score is the de facto standard that
is currently used to measure the severity of vulnerabilities [1]. Evaluating the
accuracy of the CVSS Base score is very important as they are intended to help
decision makers in resource allocation, patch prioritization, and risk assessment.
The lack of evaluation makes CVSS usability risky and that could lead to a waste
of limited resources available or a breach with a high impact.

Vulnerability exploitability can be affected by the existence of defense tech-
niques. The main objective of the defense techniques is to reduce the likelihood
that the efforts of attackers will succeed [2]. As 92 % of reported vulnerabil-
ities are in software not in networks [3], recently vendors such as Microsoft,
Cisco, Google, Mozilla, etc. have added new defensive layers at the software
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level. Among them are secure development lifecycle, vulnerability mitigation
techniques, sandbox, and VRPs. VRPs are programs adopted by software ven-
dors to pay security researchers, ethical hackers and enthusiasts for exchange
of discovering vulnerabilities in their software and responsibly disclosing the
findings to the vendors [4]. Having more eyes on the code means that VRPs
uncovered many more vulnerabilities and that makes finding vulnerabilities more
difficult for malicious actors and hence ensure the security of software. Besides,
vulnerabilities found by VRPs results in a coordinated disclosure and patch that
minimizes the risk of vulnerabilities discovery and exploitation [5]. Our app-
roach is inspired by the economics of exploitation model proposed by Miller
et al. in [13]:

AttackerReturn = (Gain per use × Opportunity to use)−
(Cost to acquire vulnerability + Cost to weaponize)

The authors argue that an attacker must invest resources to acquire vulnera-
bilities and develop weaponized exploit for it. While mitigation techniques have
shown to increase the cost and complexity of developing an exploit and hence
cost of weaponize [14], we argue that VRPs can also be an important factor in
this equation. As software vendors invest significantly to find vulnerabilities the
cost of an attacker acquiring a vulnerability is going to be increased and that
reduces the likelihood of vulnerabilities discovery and exploitation. Many soft-
ware vendors such as Google, Mozilla, Facebook, PayPal, and recently Microsoft
have adopted using VRPs. They realized that attackers are finding vulnerabil-
ities faster and thus adapting VRPs will help put more sets of eyes looking for
vulnerabilities and that makes all vulnerabilities shallow.

There are a number of VRPs and each one of them have their rules and crite-
ria. Among these programs are Mozilla Firefox VRP [6] and Google Chrome VRP
[7]. Mozilla Firefox and Google Chrome VRPs determine the reward amount of a
vulnerability based on its severity and proof of its exploitation. Both VRPs clas-
sify the severity of vulnerabilities as critical, high, medium and low. The details
about the description of every severity level for Firefox and Chrome VRPs can
be found respectively in [8,9] respectively. While Firefox VRP rewards amount
ranges from 500–10,000, Chrome VRP rewards ranges from 500–60000. Firefox
VRP pays only for vulnerabilities that has been rated by VRP Committee as a
critical or a high and some moderate vulnerabilities, while Chrome VRP rewards
critical, high, medium, and some low vulnerabilities.

Problem Description. Recently, there have been efforts to validate CVSS Base
score. Some of the researchers have evaluated CVSS Base score using reported
exploits [10,11] and attacks [12]. The results show that CVSS Base score has
a poor correlation with the reported exploits ([10,11]) and with the reported
attacks [12]. Thus, CVSS Base scores have been considered not a good risk
indicator [12] because the majority of vulnerabilities have high scores and have
no reported exploits or attacks. Hence, it is hard to use those scores to prioritize
among vulnerabilities. However, the lack of exploits or attacks may be a result
of prioritized fixing of vulnerabilities.
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Contribution. In this research, we propose using independent scales used by
VRPs to evaluate CVSS Base score. VRPs use their own vulnerability severity
rating systems that use a very thorough technical analysis and security experts
opinions to assign a severity to vulnerabilities. The severity ratings are then used
to pay money ranging from 500$ to 60,000$ or even more. Hence, comparing
CVSS Base score with VRPs severity ratings could explain whether CVSS high
scores are reasonable, and why having many high sever vulnerabilities with no
reported exploit or attacks.

To conduct this study, we examine 1559 vulnerabilities of Mozilla Firefox
and Google Chrome browsers. The two software has been selected because of
their rewarding programs maturity and their rich history of publicly docu-
mented rewarded vulnerabilities. Besides, the examined vulnerabilities have been
assessed by both VRPs rating systems and the CVSS Base score which makes
their comparison feasible.

The paper is organized as follows. Section 2 presents the related work. In
Sect. 3, the selected datasets are presented. In Sect. 4, the validity of CVSS Base
score is examined. Section 5 presents the discussion. In Sect. 6, concluding com-
ments are given and the issues that need further research are identified.

2 Related Work

Bozorgi et al. [10] have studied the exploitability metrics in CVSS Base metrics.
They argued that the exploitability measures in CVSS Base metrics do not
differentiate well between the exploited and not exploited vulnerabilities. They
attributed that to the fact that many vulnerabilities with a CVSS high score have
no reported know exploit and many vulnerabilities with low CVSS scores have
a reported know exploit. However, in this paper, we evaluate the performance
of CVSS Base score considering both the exploitability and the impact factors
using vulnerability rewards programs and we provide an insight into why many
vulnerabilities with a high CVSS score and have no exploits.

Allodi and Massacci in [12] have used a case-control study methodology to
evaluate whether a high CVSS score or the existence of proof of concept exploit
is a good indicator of risk. They use the attacks documented by Symantecs
AttackSignature as the ground truth for the evaluation. Their results show that
CVSS Base score performs no better than randomly picking vulnerabilities to
fix. Besides, they also show that there are many vulnerabilities that have a high
CVSS score and are not attacked. However, in this paper, we seek to find an
explanation of why the majority of vulnerabilities have a high CVSS score and
have no reported exploits. Thus, we use VRPs instead of an attack in the wild
to conduct this study.

Younis and Malaiya in [11] have compared Microsoft rating systems with
CVSS Base metrics using the availability of exploits as a ground truth for the
evaluation. In addition to finding that both rating systems do not correlate very
well with the availability of exploit, they also find that many vulnerabilities have
a high CVSS score and have no reported exploits. However, in this study we try
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to use different ground truth for the evaluation so that an explanation for why
many vulnerabilities have a high CVSS scores and have no reported exploits may
be provided.

Finifter et al. in [4] have examined the characteristics of Google Chrome
and Mozilla Firefox VRPs. The authors find that using VRPs helps improving
the likelihood of finding latent vulnerabilities. They also find that monetary
rewards encourage security researchers not to sell their result to the underground
economy. Besides, they find that patching vulnerabilities found by the VRPs
increases the difficulties and thus the cost for the malicious actors to find zero-
day vulnerabilities or exploit them. However, in this study, we examine using
VRPs as ground truth to evaluate CVSS Base score.

Swamy et al. in [14] at the Microsoft Security Response Center examine the
impact of using exploit mitigation techniques that Microsoft has implemented to
address software vulnerabilities. One of their result shows that stack corruption
vulnerabilities that were historically the most commonly exploited vulnerability
class are now rarely exploited. However, in this research, we focus on the impact
of using VRPs on the availability of exploits and on the relationship between
VRPs measures and CVSS Base score.

3 Datasets

In this section, we first provide the source of the data. Then we show how the
data were collected and analyzed. In this research, the data about vulnerabili-
ties, exploits, and vulnerabilities rewards program data have been collected from
the National Vulnerability Database (NVD) [15], Exploit Database (EDB) [16],
and Mozilla Firefox [17] and Google Chrome bug databases [18] receptively.
Table 1 shows the number of the examined vulnerabilities and their exploits.
It should be noted that the total number of the Firefox vulnerabilities is 742.
Out of this number, a 195 vulnerabilities were not examined because we could
not find information about them and that is explained as follows. First, 71 vul-
nerabilities have no direct mapping between the Common Vulnerabilities and
Exposures (CVE) number and the Firefox Bug ID. Second, a 122 vulnerabilities
could not be accessed due to the unauthorized access permission (You are not
authorized to access this data); Third, two vulnerabilities have no data recorded
in the Firefox bug database. We found that the VRP data in the Firefox bug
database have started to be recorded starting 2009. Thus, all vulnerabilities and
exploits of Firefox during the period 2009 to October 2015 were collected. On

Table 1. Firefox and Chrome vulnerabilities

Software Vulnerabilities Exploit exist

Firfox 547 22

Google Chrome 1012 5
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the other hand, it should also be noted that the total number of vulnerabilities
of Chrome is 1084. A 72 vulnerabilities were not examined because we could not
find information about them because of the unauthorized access permission “You
are not authorized to access this data”. We also found that the VRP data in the
Chrome bug database have started to be recorded starting 2010. Therefore, all
vulnerabilities and exploits of Chrome during the period 2010 to October 2015
were collected. The data of every examined vulnerability of Firefox and Chrome
were collected using the following steps. First, from NVD, the vulnerability is
first identified. Next, for every existing link in NVD to vendors’ bug database,
we collected the vulnerability’s severity rating and rewards data assigned by the
VRPs. After that, for every vulnerability’s CVE number found in the vendors
bug database, the CVSS scores and severity values were collected. Lastly, for
every examined vulnerability we used the CVE number to verify whether it has
an exploit reported in the EDB or not.

3.1 Firefox Vulnerabilities Analysis

Table 2 shows only three of the Firefox vulnerabilities because showing the whole
vulnerabilities is limited by the number of pages allowed. Firefox VRP does not
provide data about the amount of the reward paid and rather it uses: (1) +
symbol to indicate the bug has been accepted and payment will be made, (2) -
symbol to indicate the bug does not meet the criteria and payment will not be
paid, and (3) ? symbol to indicate the bug is nominated for review by the bounty
committee [8].

Table 2. The obtained measures of Firefox and CVSS Base score

CVE Mozilla Firefox VRP CVSS Base score Exploit existence

Reward VRP severity Severity Score

CVE-2011-2371 3000-7500 sec-critical High 10 EE

CVE-2013-1727 500-2500 sec-moderate Medium 4 NEE

CVE-2015-0833 3000-5000 sec-high Medium 6.9 NEE

The CVSS Base score assigns a score in the range [0.0, 10.0]. This score repre-
sents the intrinsic and fundamental characteristic of a vulnerability and thus the
score does not change over time. CVSS score from 0.0 to 3.9 corresponds to Low
severity, 4.0 to 6.9 to Medium severity and 7.0 to 10.0 to High severity. Mozillas
security ratings are see-critical: vulnerabilities allow arbitrary code execution,
sec-high: vulnerabilities allow obtain confidential data, sec-moderate: vulnera-
bilities which can provide an attacker additional information, sec-low: minor
security vulnerabilities such as leaks or spoofs of non-sensitive information. We
have found that 13 vulnerabilities did not meet the criteria for rewarding and
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hence have been assigned “–” symbol. We have also found that 11 of them have
a low and a moderate severity (five are low and six are moderate) and two are
high and critical.

Table 3 shows the number of the rewarded and not rewarded vulnerabili-
ties and their severity values for Firefox dataset. It should be noted that the
Not Rewarded vulnerabilities are most likely have been discovered by inter-
nal discoverers (41.13 %) whereas Rewarded vulnerabilities have been discovered
by external discoverers (58.87 %) [4]. While the Firefox bug database does not
clearly provide information about whether the vulnerabilities have been discov-
ered internally or externally, this was very clear in the Chrome bug database
where the name and the team the discoverer works with is provided. Table 3
also shows the severity values and their frequency for rewarded and on rewarded
data. It should be noted that the majority of the medium severity vulnerabilities
and all low severity vulnerabilities were discovered internally.

Table 3. Firefox dataset

Vulnerabilities Rewarded Not rewarded

547 225 322

VRP severity Rewarded Not rewarded

Critical & High 210 202

Medium 15 89

Low 0 31

Figure 1 shows the vulnerabilities severity values of CVSS Base score and
Firefox VRP ratings of Firefox dataset. There are 412 vulnerabilities that have
been assessed as critical or high severity by VRP rating system whereas there are
312 vulnerabilities that have been assessed as high severity by CVSS Base score.
It should be notated that Firefox VRP severity rating is the baseline that we
are comparing CVSS scores with. It should also be noted that Shared means the
same vulnerabilities, which have the same CVE number, that have been assigned
the same severity value by Firefox VRP rating system and CVSS Base score.
On the other hand, Not Shared means the same vulnerabilities, but have been
assigned different severity values by CVSS Base score. Almost 70 % (69.9) of the
vulnerabilities that have been assessed by Firefox VRP as critical or high severity
have also been assessed as high severity by CVSS. Using Common Weakness
Exposure (CWE) [19], which is used to identify vulnerabilities types, we have
found that the majority of the Shared vulnerabilities are of the vulnerabilities
that execute code. However, the 124 vulnerabilities that are Not Shared have
all been assigned a high or critical severity by VRPs rating system, whereas
CVSS Base score has assigned to 7 of them a low severity and to 117 of them a
moderate severity.

On the other hand, almost 78 % (77.88) of the Shared vulnerabilities that
have been assessed by Firefox VRP as a medium severity have also been assessed
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Fig. 1. Comparing Firefox VRP and CVSS severity values

as a medium severity by CVSS. However, there are 24 Not Shared vulnerabilities
that have been assigned a medium severity by the VRP rating system. Out
of these, 19 vulnerabilities have been assigned a high severity and five have
been assigned a low severity. However, only one vulnerability that has been
assessed as a low severity by CVSS base score and VRP rating system. While
30 vulnerabilities that have been assessed as a low severity by the VRP rating
system, eight have been assessed as a high severity and 22 as a medium severity.

Table 4 shows the vulnerabilities that have been mismatched by CVSS Base
score. As can be seen, seven vulnerabilities have been assessed as low severity
by CVSS whereas three of them have been assessed as critical and four of them
has been assessed as high severity by the VRP. It has noticed that those seven
vulnerabilities have been assigned critical and high severity values by the Firefox
VRP during the debate time, but the vulnerabilities severity first assignments
were later changed [20]. We have found that the majority of those vulnerabilities
requires unusual users interactions. We have also noticed that CVSS version 3,
which has not been used yet, have consider using user interaction factor when
assessing exploitability factor [21]. It is clear that the medium range of CVSS
scores makes the main part of the mismatch compared to the high and low
ranges.

Table 4. Vulnerabilities mismatched by CVSS Base score

VRP Crtical High Moderate Low

CVSS Low Medium Low Medium Low Medium High

Total 3 24 4 93 4 22 8

3.2 Chrome Vulnerabilities Analysis

The Chrome vulnerabilities have been examined similar to the Firefox vulner-
abilities as shown in Table 3. The only difference is that Chrome bug database
provides the amount rewarded. Chrome security ratings are similar to that of
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Table 5. Chrome dataset

Vulnerabilities Rewarded Not rewarded

1012 584 428

VRP severity Rewarded Not rewarded

Critical & High 441 175

Medium 136 137

Low 7 116

Fig. 2. Rewarded amount of Chrome rewarded vulnerabilities

Mozilla. Unlike Firefox where low severity vulnerabilities are not rewarded, seven
low severity vulnerabilities have been rewarded by Chrome VRP. The seven low
severity vulnerabilities have been found to effect non-critical browser features,
crash inside the sandbox, or hang the browser.

Table 5 shows the number of the rewarded and not rewarded vulnerabilities
and their severity values for Chrome dataset. We have found nine vulnerabilities
have been classified as TBD (To Be Determined) and thus considered them as
not rewarded. It should be noted that the majority of the Not Rewarded vulner-
abilities have been discovered by Google internal discoverers and they represent
around 41.4 %, whereas the Rewarded vulnerabilities have been discovered by
external discoverers and represents around 57.7 %. Table 5 also shows the sever-
ity values and their frequency for the rewarded and not rewarded data. It should
be noted that while the majority of the critical and high vulnerabilities have
been discovered externally, the majority of the low vulnerabilities have been dis-
covered internally. The frequency of the amount paid is shown in Fig. 2. As can
be seen, the majority of the rewarded vulnerabilities (404) have been paid either
500$ or 1000$. We have noticed that 70.79 % (286) of those vulnerabilities have
been assigned a high severity, 27.47 % (111) have been assigned a medium sever-
ity, and only 1.73 % (7) have been assigned a low severity by VRP. Looking at
the point number 3–5 under the Reward amounts section in [7], we can see that
establishing exploitability or providing a Proof of Concept (PoC) or with a poor
quality of PoC could be the reason for paying less for many severe vulnerabilities.



70 A. Younis et al.

Fig. 3. Comparing Chrome VRP and CVSS severity values

Figure 3 shows the vulnerabilities severity of CVSS Base score and Chrome
VRP rating system of Chrome dataset. Almost 82 % (81.65) of the vulnerabilities
that have been assessed by Chrome VRP as critical or high severity have also
been assessed as high severity by CVSS. However, the 113 vulnerabilities that are
Not Shared have all been assigned a high severity by CVSS, whereas VRPs rating
system have assigned to 35 of them a low severity and to 78 of them a medium
severity. On the other hand, almost 73 % (72.89) of the Shared vulnerabilities
that have been assessed by Chrome VRP as a medium severity have also been
assessed as a medium severity by CVSS. However, there are 74 Not Shared
vulnerabilities that have been assigned a medium severity by CVSS. Out of
these, 73 vulnerabilities have been assigned a high severity and only one has been
assigned a low severity. However, only two vulnerabilities that have been assessed
as a low severity by CVSS Base score and VRP rating system, whereas out of the
121 that have been assigned a low severity by VRP, 35 have been assigned a high
severity and 86 have been assigned medium severity by CVSS Base score. Table 6
shows the vulnerabilities that have been mismatched by CVSS Base score. We
have noticed that out of the 113 vulnerabilities, 75 vulnerabilities have been
assigned a high medium score 6.8.

Table 6. Vulnerabilities mismatched by CVSS Base score

VRP Crtical High Moderate Low

CVSS Low Medium Low Medium Low Medium High

Total 0 1 0 112 1 86 35

4 Validation of CVSS Base Score

In this section, we compare CVSS Base score severity with VRPs severity ratings.
We assume that VRPs severity rating values are the ground truth because of the
through technical analysis and security experts opinions used and the fact that
the severity rating are used to pay money. To evaluate the performance of CVSS
Base score, we describe when a condition (true or false) is positive or negative
as follows:
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True Positive (TP) When the CVSS Base score assigns a high severity and
VRPs assign critical or high, or, When CVSS Base
assigns medium and VRPs assign medium

True Negative (TN) When the CVSS Base score assigns low severity and
VRPs assign low

False Negative (FN) When the CVSS Base score assigns low and VRPs assign
critical or high, or, When the CVSS Base score assigns
medium and VRPs assign critical or high, or, When the
CVSS Base score assigns low and VRPs assign medium

False Positive (FP) When the CVSS Base score assigns and VRPs assign
medium or low. Or when the CVSS Base score assign
medium and VRPs assign low

Since CVSS Base score uses an ordinal range: 0–3.9 = Low, 4–6.9 = Medium,
and 7-10 = High, the possibility of overlapping between the ranges could make
high Low vulnerability such as 3.9 close to medium and high Medium such as 6.9
close to high. To take this into consideration, we used a cluster algorithm to group
severity ranges based on the distance between their values. We implemented the
K-Means clustering algorithm provided by R language [23] to cluster CVSS Base
score for Firefox and Chrome dataset. The result for Firefox vulnerabilities show
that Low is in the range from 1.9–5.4, Medium from 5.8–7.6, and High from 8.3–
10, whereas the results for Chrome vulnerabilities show that Low is in the range
from 2.6–5.1, Medium from 5.8–7.1, and High from 7.5–10.

We used statistical measures, termed sensitivity, precision, and F-measure
to evaluate the performance of CVSS Base score severity. Sensitivity, which
also termed recall, is defined as the ratio of the number of vulnerabilities cor-
rectly assessed as high or medium to the number of vulnerabilities that are
actually high or medium as shown by the following: Sensitivity = TP/TP + FN.
Precision, which is also known as the correctness, is defined as the ratio of the
number of vulnerabilities correctly assessed as high or medium to the total num-
ber of vulnerabilities assessed as high or medium as shown by the following:
Precision = TP/TP + FP. For convenient interpretation, we express these two
measures in terms of percentage, where a 100 % is the best value and 0 % is
the worst value. Both precision and sensitivity should be as close to the value
100 as possible (no false positives and no false negatives). However, such ideal
values are difficult to obtain because sensitivity and precision often change in
opposite directions. Therefore, a measure that combines sensitivity and preci-
sion in a single measure is needed. F-measure can be interpreted as the weighted
average of sensitivity and precision. It measures the effectiveness of a prediction
with respect to a user attached β times as much importance to sensitivity as
precision. The general formula for the F-measure is shown by the following:

Fβ − Measure =
(1 + β2) × Precision × Senetivity

(β2 × Precision) + Senetivity
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β is a parameter that controls a balance between sensitivity and precision. When
β = 1, F-measure becomes to be equivalent to the harmonic mean, whereas
when β < 1 it becomes more precision oriented. However, when β > 1, F-
measure becomes more sensitivity oriented. In this paper β has been chosen
to be 2. Due to their importance, we have also used the FP rate measure: FP
rate = FP/FP+ TN and the FN rate measure: FN rate = FN/TP + FN.

4.1 Result

To calculate the above mentioned performance measures, we need to obtain the
confusion matrix for the two datasets. Using the severity ratings assigned by
VRPs and CVSS Base score, the confusion matrix was determined as shown
in Table 7. We have also determined the CVSS Base score ranges obtained by
the clustering algorithm and due to the limited pages allowed we only show the
results for the CVSS Base score original ranges. It should be noted that we add
up the number of every condition, for instance True Positive for Fire fox = 369.
As can be seen, CVSS scores before the clustering have a very high FP rate. Using
the values in Table 7, the performance measures for CVSS Base score original
ranges, clustering ranges and our mismatching analysis ranges have been calcu-
lated as shown in Table 8. We also used Spearman correlation measure to assess
the correlation between CVSS scores before clustering and after clustering as
shown in Table 9. As can be seen, CVSS score correlate with VRPs rating values
with p-value less than 0.0001. Clustering score and using mismatching analysis
have shown a slight improvement on the correlation value for the Chrome vulner-
abilities whereas no effect have been noticed on the correlation value for Firefox
vulnerabilities. However, we also looked at the percentage of the vulnerabilities
that have been assigned high and medium severity by CVSS scores and VRPS
ratings to verify which measure is more aggressive. For the whole dataset, VRPs

Table 7. CVSS Base score compared to VRPs rating systems

Condition CVSS Vs. Actual VRPs Firefox Chrome

True Positive When the CVSS High and VRPs Critical
or High

288 503

When CVSS Medium and VRPs Medium 81 199

True Negative When CVSS Low and VRPs Low 1 2

False Negative When CVSS Low and VRPs Critical or
High

7 0

When CVSS Says Medium and VRPs
Critical or High

117 113

When CVSS Low and VRPs Medium 4 1

False Positive When CVSS High and VRPs Low or
Medium

27 108

When CVSS M and VRPs Low 22 86
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Table 8. Performance measures for CVSS before and after clustering

Software Performance measures CVSS Scores before
clustering (%)

CVSS Scores after
clustering (%)

Firefox Sensitivity 74.25 56

Precision 88.25 93

F1-Measure 80.66 70.21

F2-Measure 57.99 46.94

False Positive Rate 98 50

False Negative Rate 25.75 43.54

Chrome Sensitivity 86 66

Precision 78 82

F1-Measure 82 73

F2-Measure 63 52

False Positive Rate 99 60

False Negative Rate 14 34

Table 9. Spearman correlation between CVSS Base score and VRPs rating system

Software Correlation CVSS Scores before clustering CVSS Scores after clustering

Firefox Value 0.65 0.47

P-value 0.0001 0.0001

Chrome Value 0.53 0.59

P-value 0.0001 0.0001

have assigned 66 % of the vulnerabilities a high severity, whereas CVSS have
assigned 59 % of the vulnerabilities a high severity. On the other hand, VRPs
have assigned 24 % of the vulnerabilities a medium severity, whereas CVSS have
assigned 46 % a medium severity.

4.2 Threats to Validity

In this research, we have considered two datasets of two software of the same
domain, internet browsers. We consider extending our analysis as long as the
data about software from different domains are publicly available and accessi-
ble. We are also aware that there are other factors that can affect the vulner-
abilities exploitation. Thus, we in no way imply that VRPs should be the only
consideration when trying to assess CVSS Base score.

5 Discussion

Results have shown that CVSS scores have a higher FP rate. This is mainly
because of the number of True Negatives. Out of the 131 vulnerabilities that have
been assigned as Low by chrome VRP only two (True Negative) vulnerabilities
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have been assessed as Low by CVSS. We have found that 86 of these vulnerabil-
ities have been assigned medium and 35 have been assigned high. On the other
hand, out of the 31 vulnerabilities that have been assessed as Low by Firefox
VRP, only one (True Negative) vulnerabilities have assessed as Low by CVSS.
We have found that 22 of these vulnerabilities have been assigned medium and
8 have been assigned high.

There are more Execute Code vulnerabilities in Firefox than in Chrome.
This could be explained by the effect of defensive mechanism, Sandbox, used by
Chrome. Furthermore, based on the amount paid, the data from Chrome show
that proving exploitability is more valuable than discovering vulnerabilities.

6 Conclusion and Future Work

This study evaluates CVSS Base Scores as a prioritization metric by comparing it
with VRP reward levels, which are arguably more direct measures. We used 1559
vulnerabilities from Mozilla Firefox and Google Chrome browsers to conduct
this study. The performance measures and the correlation results show that
CVSS Base Score is suitable for prioritization. The fact that there are more
vulnerabilities with a high CVSS scores and have no exploits or attacks have
been explained by the effect of VRPs on vulnerabilities exploitation. Besides,
considering that CVSS score assess most of the vulnerabilities as severer, data
show that VRPs have assessed even more vulnerabilities as severe more than
CVSS Base score.

Still, there appears to be a need for continued updating of the CVSS metrics
and measures. CVSS should highly consider including the Likelihood of Exploit
factor (not only the availability of exploit, but also how likely it is that func-
tioning exploit code will be developed) as CWSS [24] and Microsoft [25] rating
systems did. Besides. The two chosen VRPs rating systems have shown that Like-
lihood of Exploit is the main factor that determine the amount of the reward
paid for the discoverers and that was very evident in Chrome dataset. As the
two datasets considered represent two software of the same domain, examining
data from different domains can be valuable as long as their data is publicly
available and accessible.
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Abstract. Cyberstalking is a significant challenge in the era of Internet and
technology. When dealing with cyberstalking, institutions and governments alike
have a problem in how to manage it and where to allocate resources. Hence, it is
important to understand how individuals feel about the problem of cyberstalking
and how it can be managed in the context of cybersecurity. In this paper we
systematically interviewed over 100 individuals to interpret their values on cyber‐
stalking. Keeney’s [21] value focused thinking approach is then used to convert
individual values into objectives which form the basis for planning to curb cyber‐
stalking and for institutions and governments to allocate resources prudently.

Keywords: Cyberstalking · Cyber security planning · Values · Strategic
objectives

1 Introduction

Stalking has been well recognized in the academic and practitioner literature; however
with the advent of newer technologies such as social media a new threat has emerged,
cyberstalking. An increased reliance of individuals on interpersonal contact has resulted
in a corresponding increase in possibility of interpersonal intrusion, referred to as cyber‐
stalking [27]. Institutions and government bodies struggle to manage cyberstalking due
to a lack of understanding of the phenomenon. The problem question is twofold: First,
what are the objectives to ensure protection against cyberstalking. Second, what priority
areas should institutions focus on to ensure that cyberstalking is minimized. In this paper
we present a comprehensive set of individual value based objectives which can form the
basis for strategic planning to prevent cyberstalking. Theoretically we are informed by
the value focused thinking concept purported by Keeney [19]. The paper is organized
into five sections: introduction, literature pertinent to cyberstalking, the theoretical and
methodological aspects of this research, the fundamental and means objectives for
minimizing cyberstalking and finally in the limitations and future research directions.

2 A Review of Existing Cyberstalking Literature

The internet is beneficial in connecting us globally on all fronts and is available in nearly
every corner of the globe [17]. It is also the cause of many unique crimes such as
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cyberstalking because it is cheap, easy to use, and the anonymity it offers in seeking out
victims and avoiding detection [22]. Cyberstalking is a type of crime in which there is
no face-to-face contact between victims and offenders [10]. According to McFarlane &
Bocij [27], there are four types of cyber stalkers: the Vindictive Cyber stalker, the
Composed Cyber stalker, the Intimate Cyber stalker and the Collective Cyber stalker.

In the past, cyberstalking victims have not had success in being recognized as victims
by law enforcement agencies due to a lack of enforcement training and expertise [34].
A study that analyzes cyber stalking crimes, legislative intervention measures, and
preventative initiatives created specifically to curtail this emerging global crime was
undertaken by Pittaro [36]. The study concluded that cyberstalking is a serious and
growing problem, but proper training and guidance could allow law enforcement agen‐
cies can track the stalkers online [22]. However, educating society is still the most
effective approach to bringing awareness about cyberstalking and enacting initiatives
prevent this Internet based crime. [34]. California was the first state in the USA to adopt
stalking laws in 1989 [51]. Since then stalking laws in general have been adopted else‐
where, but cyberstalking is related to one’s behavior in cyberspace as opposed to the
physical world [3]. Therefore, it is suggested that there should be an investigation of
these regulations and ways to adapt new regulations to apply in cyberspace and how
these regulations can help prevent cyberstalking.

While cyberstalking is still in its infancy, it is expected to increase significantly as
the Internet becomes more popular [16]. For this reason, there are studies such as the
one by Spitzberg and colleagues [8, 9, 41–43] that conducted pilots and introduced the
concept of cyber-obsessional pursuit (COP). Further, new research extended these
earlier pilot studies to develop and refine measures of cyberstalking victimization [44].
Another study by Goodno [12] examined how differences in state and federal law create
gaps in stalking statutes increasing the difficulty in prosecuting all aspects of cyber‐
stalking and suggests ways to close these gaps. Finally, the study also examines the
potential issues in criminalizing cyberstalking and how these issues might be resolved
by changing the laws so they address the newer cyber security crimes as a result of
cyberstalking. Additional work with respect to cyberstalking has sought to develop and
adapt a lifestyle–routine activities theory [38] to explain opportunities for victimization
in cyberspace environments where traditional conceptions of time and space are less
relevant. A related earlier study on the extent and nature of Cyberstalking victimization
from a lifestyle/routine activities perspective by Reyns [37] also corroborates the theory.
Findings from this study indicate that the number of differing factors such as the number
of online social networks an individual owns or low self-control are significant predictors
of cyberstalking victimization, suggesting moderate support for lifestyle/routine activ‐
ities theory in explaining cyberstalking [37].

3 Methodology

In order to identify values one must ask the concerned people [21]. Within the literature,
there is a significant variance in the number of individuals that should be interviewed.
As an example, Hunter [15] used the interviews of 53 people from two different
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organizations to do a content analysis to elicit individual conceptions. However,
Phythian & King [35] used two managers who were experts in assessing tender enquiries
to identify key factors and rules that influence tender decisions. Additionally, Keeney
[21] obtained interviews from over 100 individuals to obtain their values to develop
objectives that influenced Internet purchases. For this study, over 100 persons of varying
background and experience were interviewed to identify general values for managing
cyber stalking related information security.

The following three-step process is used to identify and organize the values that an
individual might have with respect to cyberstalking [19]: First, interviews are conducted
which elicit the values an individual might have within a decision context. Second,
individual values and statements are converted into a common value format, such as an
objective oriented statement. Then similar objectives are grouped together in order to
form clusters of objectives. Finally, the objectives are then classified as either funda‐
mental to the decision context, resulting in a fundamental objective, or simply a means
to achieve the fundamental objectives, or what’s called a means objective.

3.1 Identifying Values

To begin, interviews are conducted with the concerned peoples as a process of identi‐
fying values. At the beginning of each interview, the purpose is clarified and context
and scope of the interview are established. The core objective is to understand the
fundamental objectives for preventing cyberstalking. To set the decision context, we
emphasize that the scope for eliciting these values is limited only to individuals. After
defining the scope of the interview, explanations are provided to the interviewee so that
they can understand what ‘cyberstalking’ is to establish a common understanding.
Cyberstalking is thusly defined as ‘the use of the internet, email, or other electronic
communications devices to stalk another person’ [48]. It is made clear to respondents
that the goal is to understand values that people might have with respect to cyberstalking.
To identify these values four questions are posed about their personal values toward
cyberstalking and those of individuals who commit acts of cyberstalking. The questions
were: What do you think are your values and wishes in order to prevent cyberstalking?
What values might lead you to behave in a certain manner towards cyberstalking? What
kind of information do you think people use to engage in cyberstalking? What personal
values lead people to use this information for their own benefit while cyberstalking? All
questions were open-ended. As individuals can express values differently, so difficulty
exists with the quiescent nature of the values, so different probing techniques are used
to identify latent values. Keeney [19] suggests words like trade-offs or consequences
etc. as useful in making implicit values explicit.

3.2 Structuring Values

Once values have been identified, value structuring and objectives development begins.
Step one is that all statements are restated in a common form with duplicates are
removed, then common form values are considered and converted into sub-objectives.
According to Keeney [21], an objective is constituted of the decision context, an object
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and a direction of preferences, which in this case is cyberstalking. With all values
systematically reviewed and converted into sub-objectives a number of sub-objectives
that deal with a similar issue exists. By carefully reviewing the content of each of these
sub-objectives, clusters are developed that group similar ones together and then each
cluster of sub-objectives is labeled by its overall theme that becomes the main objective.

3.3 Organizing Objectives

The list of sub-objectives and corresponding clusters initially include both means and
fundamental objectives so we must differentiate the two. This is accomplished by
repeatedly linking objectives through means–ends relationships then specifying the
fundamental objectives. To identify fundamental objectives, the question is asked, ‘Why
is this objective important in the decision context? [19].’ If the objective is an essential
reason for interest in the decision context, then the objective is a candidate as a funda‐
mental objective. If the objective is important due its implications with respect to some
other objective, then it is a candidate as a means objective. This is termed by Keeney
[20] as the ‘WITI test.’

4 Objectives for Preventing Cyberstalking

In this section we present fundamental and means objectives for preventing cyber‐
stalking. In our research we found twenty total objectives: five fundamental objectives
and fifteen means objectives. In this section we discuss the fundamental and means
objectives and how these can collectively contribute to the prevention of cyberstalking.

4.1 Fundamental Objectives for Preventing Cyberstalking

The five fundamental objectives identified in this research include: Protecting Online
Interactions; Establishing cyberstalking security procedures, Ensuring technical security,
Developing strong value systems and Defining intermediaries to minimize cyberstalking.
The fundamental objectives resonate well with what has been defined in the literature and
the main characteristic for cyberstalking - repeated event, invasion of personal privacy,
evidence of threat and/or fear [44]. Scholars term stalking as a form of Obsessive Rela‐
tional Intrusion (ORI), which is the unwanted pursuit of intimacy [8, 9].

FO1 Protecting Online Interactions. Respondents found protection of online inter‐
actions to be defined as both precautionary and regulatory objectives. Exercising caution
when meeting people online is fundamental, however it is also important to ensure that
protection mechanisms exist in online forums; however the means are addressed in some
of our means objectives. A response by one respondent noted: “It is the responsibility
of Internet Companies to ensure safety in an online forum through regulation and tech‐
nical means.” In an interesting paper, Chik [6] discusses international cyberstalking
regulatory considerations. He notes that there are two basic types of anti-stalking legis‐
lations - the list model and the closed model. The list model lists types of offences and
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provides certainty, but is rather restrictive. An alternative is the general prohibition
model, which is used in some US states and UK. Chik argues that the more open general
prohibition model is the favored option [6].

FO2 Establishing Cyberstalking Security Procedures. Respondents felt that good
cyberstalking security procedures will go a long way in ensuring security and safety.
Cyberstalking security procedures can include an identification of appropriate authen‐
tication measures or availability of cyberstalking prevention tools. A respondent noted:
“There is no way to tell which site provides adequate security and which one has loose
controls, I wish we had a way to do this.” Website trustworthiness is an important topic
area and has been well researched. At the advent of e-commerce, online vendors were
facing similar challenges. Moores and Dhillon [29] found that web assurance seals did
help in ensuring a trusting relationship with the consumers. They note: “The relative
success of the privacy seals suggests that many sites recognize the issue of privacy and
strive to uphold the highest standards. These sites are not the problem. The problem is
with those sites that violate their stated obligations, those sites that make no commitment,
and those sites that actively seek to exploit the data they collect.”

FO3 Ensuring Technical Security. The role of technologies in ensuring security in
cyberstalking cannot be underestimated. Unequivocally our respondents made a call for
investing in safe browsing technologies and increased abilities to monitor online security
settings. Ability to create online filters to block negative behavior was also considered
important. One respondent noted: “Now-a-days it is virtually impossible to ensure that
the filters are installed properly. People need a high level of competence. Why can’t the
technologies be made simple and easy to use?” Technical means to ensure online security
and its benefits in preventing cyberstalking incidents has been noted by Goldberg [11],
who summarizes the problem as one dealing with secure Internet routing. Goldberg notes
that secure Internet routing can be achieved through simple cryptographic whitelisting
techniques, which can prevent attacks such as prefix hijacks, route leaks, and path-
shortening attacks. Some of these attacks are the basis for website compromises, which
can then subsequently lead to increased incidents of cyberstalking.

FO4 Developing Strong Value Systems. Early detection of negative behaviors can
come about through strong family values and the related social pressures. In a study by
Pereira and Matos [33] the complexity of family values is reviewed as well as their
impact on cyberstalking. In particular Pereira and Matos found fear following victimi‐
zation plays a major role in management of cyberstalking [33]. One respondent noted:
“I have been cyberstalked. Support from my family was critical in helping me carry on
with life.”

FO5 Defining Intermediaries to Minimize Cyberstalking. This fundamental objec‐
tive is somewhat related to the fundamental objective of ensuring secure procedures.
Critical to trust forming relationships is the role of intermediaries. Cybersecurity insur‐
ance research has suggested that it is indeed possible to minimize threats by appropri‐
ately focusing on insurance practices. Pal et al. [32] note: “To alleviate this issue a
security vendor can enter the cyber-insurance ecosystem and via a symbiotic relationship
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between the insurer can increase its profits and subsequently enable the cyber-insurer
to always make strictly positive profits keeping the social welfare state identical. As a
special case the security vendor could be the cyber-insurer itself (p. 8).”

4.2 Means Objectives for Preventing Cyberstalking

MO1 Increase Responsibility of Social Media Sites. This objective pertains to organi‐
zations responsible for creating, maintaining, regulating and implementing social media
sites. These organizations have an obligation to ensure their sites are safe in order to
prevent cyberstalking. Many organizations consider this a corporate social responsibility
(CSR) and make efforts to shape CSR policies to present themselves as good corporate
citizens [28] and the importance of CSR has been emphasized by many in the literature [5].

MO2 Increase Safe Information Sharing. This objective addresses the need for users
to have more tools to safely share information on the Internet and social media sites can
provide those tools. Types of tools that could be included are increased privacy settings
or private web browsing methods. Responses indicate support for this belief such as; “I
want more privacy settings and ways to protect my information if I choose to share it.”

MO3 Increase Law Enforcement. This objective deals with ensuring useful laws exist
to protect online users from cyberstalking. One study analyzed was the police use of
Twitter, including the structure of networks and the content of the messages [7]. The study
concluded that due to the constraints of police culture, Twitter has been used cautiously as
reinforcement for existing means of communication [7]. Responses such as; “law enforce‐
ment needs to be more involved in monitoring and policing social media activity” show
users want an active law enforcement approach to help prevent cyberstlaking.

MO4 Increase Awareness of Cyberstalking Consequences. This objective addresses
the consequences for cyberstalking, specifically making people aware of the negative
effects on victims and society as a whole. A survey response supporting this is “as a
society we need to increase awareness about the harmful effects of cyberstalking” which
speaks to the lack of awareness.

MO5. Minimize Trolling. This objective deals with discouraging people from posting
offensive content in their online postings. A study by Hopkinson [14] researched the
practice of trolling in online discussion forums and its findings suggest that the definition
of trolling varies depending on the discussion topic [14]. The study found a paradoxical
view of trolling in that it is considered destructive and have a negative connotation, but
cases exist where it can have a positive constructive effect [14].

MO6 Decrease Tracking Ability. This objective deals with ensuring that your current
location is unknown to people from whom you wish to remain hidden from. For example,
Facebook had a program, which sent messages to users’ friends about what they were
buying on Web sites; it had to retract this feature after protest from a number of their
users due to complaints about sharing without permission [45]. To prevent features like
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these from being abused for cyberstalking, the ability of companies and individuals to
track people online needs to be minimized.

MO7 Increase Deterrence. This objective deals with the use of punishment as a threat
to stop or prevent people from engaging in cyberstalking. Individuals behave rationally
to maximize their utility and commit crime when the expected utility of law breaking
far exceeds the expected disutility of punishment [18]. So to promote obedience and
discourage crime communities should adopt a policy to raise the price of crime. Deter‐
ring cyberstalking was a common response, for example, one of our respondents said;
“Well-defined laws and stricter enforcement of cyber stalking laws would help prevent
cyberstalking.”

MO8 Ensure Online Social Responsibility. Organizations and individuals alike have
a significant stake in achieving this objective to prevent cyberstalking. There are
conflicting views from certain studies whether “Doing Good Always Leads to Doing
Better” [39]; however organizations and individuals should proactively take responsi‐
bility for making online experiences positive by following basic and fundamental norms
of conduct and behavior.

MO9 Personal Accountability. Accountability protects public health and safety, facil‐
itates law enforcement, and enhances national security, but it is more than a bureaucratic
concern for corporations, public administrators, and the criminal justice system [2]. In
our study we found that respondents have given significant importance to this aspect
where one respondent said, “I believe each person is responsible for taking steps towards
preventing cyberstalking. That means being mindful of what personal information you
share about yourself on the Internet.”

MO10 Increase Ability to Control Personal Information. Users desire the ability to
control their personal information; how it is shared, stored and distributed over the
Internet. Information available online about consumers is striking and the media is filled
with horror stories about the misuse of personal information, such as the availability of
information most people consider confidential like social security numbers or their home
location [40]. Many respondents felt this way with one responding; “I want as many
options on social media as possible to prevent as much personal information from being
publicly available.”

MO11 Ensure Monitoring of Children. This objective deals with the ability to
monitor children’s online activity and behavior. This is a difficult objective that is highly
complex. For example, a national study in Great Britain on children and their parents
used focus group interviews and observation of children’s use of the internet to reveal
the following: Parents seek to manage their children’s internet use, but face challenges
in helping their children use internet safely. Disagreement between parents and children
exists as most children do not want restrictions and have take measures to hide their
online activity from their parents demonstrating a gap in the understanding between
parents and children on these issues [25]. Their policy recommendations were; direct
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children and young people towards valuable content, develop online advice resources
with young people etc. [25].

MO12 Reduce Opportunities for Online Victimization. This objective emphasizes
the importance of safe browsing and online behavior in order to reduce the opportunity
an offensive act can be undertaken by someone. For example, cyberbullying is one major
issue in schools and communities due to the emotional, psychological, and even physical
harm to which victims can be subjected. One study looked at general strain theory to
identify the emotional and behavioral effects of cyberbullying victimization [13]. Data
collected indicated that cyberbullying is a potent form of stress that may be related to
school behavior problems and delinquent behavior offline [13]. Another study from a
national survey of teenagers in the UK (N = 789) analyzed the demographic factors that
influence skills in using the Internet and then sought to determine whether these skills
make a difference to online opportunities and online risks [26]. Findings show that those
who take up more opportunities encounter more risks and vice versa. Further, those
groups inclined to gain more opportunities also encounter more risks [26].

MO13 Increase Regulation of Online Social Networks. This objective deals with
agencies and government organizations monitoring online social networks and deter‐
mining the rules and actions that need to be taken to prevent cyberstalking. One study
investigated a sample (n = 704) of college students to understand online disclosure and
withdrawal of personal information [47]. Findings show little to no relationship between
online privacy concerns and information disclosure on online social network sites as
students manage unwanted audience concerns by adjusting profile visibility and using
nicknames but not by restricting the information within the profile [47]. This behavior
suggests that people can still easily gain access to all the free information on Internet,
hence why our study suggests social network organizations adopt various counter-
measures.

MO14 Increase Mental Health Screening. Mental health can adversely influence
one’s ability and judgment to conduct themselves properly online. A survey study of
371 British students showed that 18.3 % of the sample was considered to be pathological
Internet users, whose excessive use of the Internet was causing academic, social, and
interpersonal problems [30]. This would lead one to consider that Internet usage, cyber‐
stalking and mental health are a connected and important area of concern.

MO15 Cyberstalking Education. Cyberstalking and its negative affects are not well
known to many people. One study of note was done using students from two universities,
which gathered their responses to a cyberstalking scenario as well as their use and expe‐
riences with the Internet [1]. Then the study conducted an analysis and comparison of
students who reported having been stalked to those who had been cyberstalked [1]. An
interesting finding was that male students were statistically more likely than female
students to have been cyberstalked [1]. Additionally, for individuals who were cyber‐
stalked, the stalking perpetrator was most likely to be a former intimate partner [1].
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5 Further Research, Limitations and Conclusions

Based on the research presented in this paper, there are three broad categories, which
exist for future research opportunities. The first opportunity is that the list of objectives
identified in this research can be subjected to psychometric analysis using separate large
samples. This can help, for example, in developing a model for measuring cyberstalking
by organizations on social media sites. A second opportunity exists for intensive research
to be undertaken to establish relationships between particular fundamental and means
objectives; however, while Keeney [19] contends that fundamental and means objectives
are related and an implicit; logical relationships appear to exist between the fundamental
and means objectives, but specific relationships need to be researched. The final oppor‐
tunity is such that further quantitative work should be carried out to assess how the
subscales of means and fundamental objectives relate to each other.

The findings of this research lay a suitable foundation for developing multidimen‐
sional measures and protections against cyberstalking. For example, Keeney [21]
conducted an extensive study, which interviewed over 100 people to assess their values
with respect to Internet commerce. And based on this work, Torkzadeh & Dhillon [46]
were then able to develop instruments, which measured factors that influence Internet
commerce success. Much in the same way, the research presented within this paper has
established values and objectives that would be a basis for measures and protections
against cyberstalking. Within the IS domain, many examples exist of research that
involves in-depth qualitative research aimed at the development of theoretical concepts
which includes research on organizational consequences of IT [31], relationship between
IS design, development and business strategy [49] and communication richness [24].

In the cybersecurity field, the topic of cyberstalking is constrained by the absence of
well-grounded concepts that are developed in a systematic and a methodologically sound
manner as the topic itself is still a newer concept. The fundamental and means objectives
that are presented in this paper make a contribution towards the development of theory
specific to cyberstalking and measures and protections from it, a largely overlooked IS
research stream. This research was only the first step to identify means and fundamental
objectives as it relates to cyberstalking values. The next step in this research is to conduct
a quantitative study as was done earlier by Torkzadeh & Dhillon [46] to come up with
an instrument that measures fundamental objectives as it relates to cyberstalking as there
is a need to develop theory that is IS specific [4].

As with most qualitative research, this study is subject to some limitations. The
process of identifying values from interview data is largely subjective and interpretive
and while as researchers we maintain a professional distance, there is always a possibility
that some of our own biases may influence the results; however, we were conscious of
this during all three phases. The previous basis for this research and the critical reflec‐
tions of the interviewee’s statements was useful in helping us show how these various
interpretations emerged in the research [23]. For this reason, it is believed that being
aware of the intellectual biases actually helped us to be objective within our analysis of
the data. Further, Walsham [50] recognized this to be an issue when carrying out inten‐
sive research and in regard to the role of the researcher wrote; “the choice should be
consciously made by the researcher dependent on the assessment of… merits
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and demerits in each particular case (p. 5).” It is our goal that in strictly following the
value-focused thinking method and being conscious that our interpretations should not
serve to influence our research, it can provide confidence in the outcome of this study.

In conclusion, the research presented in this paper examines the relatively unex‐
plored area of cyberstalking in the field of information systems. This qualitative inves‐
tigation, which used value-focused thinking, revealed 75 sub-objectives, grouped into
five fundamental and 15 means objectives, which are essential for developing measures
and protections against cyberstalking. The objectives developed in this study are
grounded socio-organizationally and provide a way forward in developing measures and
protections against cyberstalking. Therefore, this is a significant contribution as previous
research in this area is underdeveloped and as such falls short of being able to propose
tangible measures and protections against cyberstalking.
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Abstract. An experimental investigation was undertaken to assess the
effectiveness of process invariants in detecting cyber-attacks on an Indus-
trial Control System (ICS). An invariant was derived from one selected
sub-process and coded into the corresponding controller. Experiments
were performed each with an attack selected from a set of three stealthy
attack types and launched in different states of the system to cause tank
overflow and degrade system productivity. The impact of power failure,
possibly due to an attack on the power source, was also studied. The
effectiveness of the detection method was investigated against several
design parameters. Despite the apparent simplicity of the experiment,
results point to challenges in implementing invariant-based attack detec-
tion in an operational Industrial Control System.

Keywords: Attack detection · Cyber attacks · Cyber physical systems ·
Industrial control systems · Secure water treatment testbed

1 Introduction

An experimental investigation, referred to as EXP, was undertaken with the
long term goal of designing robust defense mechanisms for an Industrial Control
System (ICS) and to improve its resiliency. A short term goal in EXP is to
understand how to detect cyber attacks against an ICS using state invariants
across data obtained by a Programmable Logic Controller (PLC) from two or
more sensors. Such an understanding leads to the inclusion of effective detection
mechanisms inside process controllers and the addition of control actions when
an attack is detected thereby improving system resiliency. The experiments were
performed to understand the effectiveness of the proposed detection method in
an operational mini-water treatment testbed, referred to as SWaT (Secure Water
Treatment), that produces 5 gallons/minute of treated water.

Invariant: An “invariant” is a condition among “physical” and/or “chemical”
properties of the process that must hold whenever an ICS is in a given state.
Together, at a given time instant, measurements of a suitable set of such proper-
ties constitute the observable state of SWaT. In SWaT, these properties are mea-
sured using sensors and captured by the PLCs at programmable time instants,
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(set to 0.1-s in EXP). A few key advantages of invariant-based attack detection,
implemented in a PLC, are as follows.

1. Implementation context: Detection method is implemented as a procedure
and integrated directly into the PLC.

2. Physical constraints: The invariants are local to a PLC and based on the
physics or the chemistry of the sub-process being controlled by the PLC.

3. Detection method: Detection is designed without reference to attacks and
hence is attack agnostic. It is based on state related conditions that must hold
either always during system operation, or when one or more components of
the system is in a given state. For example, the level of water in a tank must
be always between its lowest and highest points; this invariant must always
hold during normal system operation. However, a pump must be in the ON
state only when the source tank has water and the destination tank is not
full; this is a state dependent invariant.

4. Network traffic: There is no additional load on the ICS communications net-
work.

Research focus: RF1: Methods for detecting single-point cyber attacks based
on invariants derived from physical properties of the process. RF2: effective-
nessEffectiveness of the invariant-based detection methods. RF3: complexity-
Complexity and scalability of the detection methods and their impact on the
operation of a PLC.

Related work: In a survey [8] the detection techniques are classified as follows:
misuse/signature-based intrusion detection, anomaly-based intrusion detection,
and statefull protocol analysis. The process invariants based approach proposed
in this paper does not fall in any of these three categories. Further, as imple-
mented in the case study described here, the proposed approach differs from
those mentioned above in several ways including the fact that it does not use
network-based anomaly detection. Pros and cons of the proposed approach
against others are discussed in Sect. 4. A common aspect of the techniques
described in [8] is that they are employed in the network used for communi-
cations among the PLCs and SCADA. The primary goal of these techniques is
to detect any intrusion into the ICS by analyzing network traffic from different
points of view. For example, in [3] security specifications are defined for smart
meters and a security policy for the Advanced Metering Infrastructure.

The use of invariants in CPS is not new. In [12] the authors used invariants as
a unified knowledge model for CPS. Some authors refer to invariants as “attack
symptoms” and have used these to detect attacks in intrusion detection [9]. Sta-
bility of smart-grid has been studied using invariants [5]. The key contribution
in this paper is the derivation and use of invariants using the physics of a water
treatment plant and its application in detecting novel attacks.

A specification-agnostic technique for the detection of cyber attacks in PLCs
is described in [7]. It is noted that this technique does not fall in any of the three
categories mentioned above. Data is collected from the PLCs via network moni-
toring, and an autoregressive method is used to model specific process variables.
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Such a model is then used to detect whether the value of a process variable is
suspicious. Another technique uses the physics of an ICS, using conditions simi-
lar to invariants, to detect cyber attacks [10]. Here the authors analyze network
traffic focusing on “harmful” command streams. Physical constraints are inte-
grated into an intrusion detection framework. An example of a boiler is described
where out of bound values are checked against predefined constraints.

Significant work exists in detecting anomalies in network traffic in ICS across
PLCs, sensors, actuators and SCADA subsystems. One such technique is based
on CUSUM used for change point detection. This non-parametric method has
been applied to detect network intrusions [14]. While these techniques are found
effective in environments in which they were assessed, in EXP it was decided
to instead use only the process property based invariants to detect anomalies
arising due to a cyber attack. Doing so avoids making assumptions on proba-
bility distributions of process data. Indeed, making use of invariants is perhaps
appropriate when a real or simulated process is available for experimentation,
and not necessarily when only data from such process is available as for example
in [7,15].

Intermittent cyber attacks: Studies on the impact and detection of intermit-
tent, or pulse, attacks on networks have been reported. In [16] the authors con-
sidered the impact of low-rate denial of service (LDoS) attacks on networks.
A wavelet based method was proposed for detecting such attacks. In [13] the
authors focused on pulsing DoS attacks and their impact on peak bandwidth.
The experiments described in this paper are aimed at investigating how inter-
mittent cyber attacks on an ICS, and not on networks, can lead to undesirable
behavior and the difficulty of detecting them using invariants. The authors of
the current study are not aware of any experiment that investigates the impact
of intermittent attacks on ICS.

Contributions: (a) Invariant-based approach for attack detection in a specific
ICS. (b) Dependence of the invariant-based approach on the system state, and
several other parameters, when an attack is launched. (c) Impact of attack detec-
tion study on the design of the software and hardware of a specific ICS.

Organization: Section 2 describes the method used and the experiments con-
ducted. A brief introduction to SWaT is in this section. Results from the exper-
iment appear in Sect. 3. Discussion on various aspects of attack detection in
an ICS and design challenges, are in Sect. 4. Conclusions and plans for further
experimentation are in Sect. 5.

2 Method

2.1 Context: The SWaT testbed

SWaT is a fully operational scaled down water treatment plant for research in
the design of ICS resilient to cyber and physical attacks. In a small footprint
producing 5 gallons/minute of doubly filtered water, this testbed mimics large
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Fig. 1. Water treatment in SWaT: P1 through P6 indicate the six stages in the treat-

ment process. Arrows denote the flow of water and of chemicals at the dosing station.

modern plants for water treatment such as those found in cities. The testbed
is available for investigating the response to cyber-attacks and for conducting
experiments with novel designs of physics-based and other attack detection and
defense mechanisms.

Water treatment process: The treatment process (Fig. 1) in SWaT consists of
six distinct and cooperating sub-processes P1 through P6. Each sub-process,
referred to as a stage, is controlled by an independent PLC. Thus, six PLCs
work in concert to control the entire process. Control actions are based on the
system state estimated by the PLCs using data from sensors.

Stage P1 controls the inflow of water to be treated, by opening or closing a
motorized valve that connects the inlet pipe to the raw water tank. Water from
the raw water tank is pumped via a chemical dosing station (stage P2) to another
UF (Ultra Filtration) feed water tank in stage P3. A UF feed pump in P3 sends
water via the UF unit to RO (Reverse Osmosis) feed water tank in stage P4.
Here an RO feed pump sends water through an ultraviolet dechlorination unit
controlled by a PLC in stage P4. In stage P5, the dechlorinated water is passed
through a 2-stage RO filtration unit. The filtered water from the RO unit is
stored in the permeate tank and the reject in the UF backwash tank. Stage P6
controls the cleaning of the membranes in the UF unit by turning on or off the
UF backwash pump.
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Communications: Each PLC obtains data from sensors associated with the cor-
responding stage, and controls pumps and valves in its domain. Ultrasonic level
sensors in each tank inform the PLCs of water level in the corresponding tank.
Several other sensors are available to check the physical and chemical proper-
ties of water flowing through the six stages. PLCs communicate with each other
through a separate network. Communications among sensors, actuators, and
PLCs can be via either wired or wireless links; manual switches allow switch
between the wired and wireless modes.

Attacking SWaT: The wireless network in SWaT connects PLCs to sensors,
actuators, and to the SCADA server and an engineering workstation. Attacks
that exploit vulnerabilities in the protocol used, and in the PLC firmware, are
feasible and could compromise the communications links between sensors and
PLCs, PLCs and actuators, among the PLCs, and between PLC and SCDA and
the historian. Having compromised one or more links, an attacker could use one
of several strategies to send fake state data to one or more PLCs, or simply do
reconnaissance for a possibly subsequent attack.

2.2 Experiments

System State. Components and states: Each PLC in SWaT controls one or
more actuators such as a pump. A Local Component Set consists of components
whose state is directly sensed by a PLC and the actuators that the PLC controls.
The actions of a PLC depend on the state of the components in its LCS, and
might also depend on the state of components in the LCS of one or more other
PLCs. In the latter case a PLC can communicate with the other PLCs via
the communication network to retrieve the required state data. The union of
LCS for each PLC constitutes the Global Component Set (GCS). The local state
of SWaT is comprised of the respective observable states of components under
direct control of a single PLC, i.e., that of its LCS. A collection of local observable
states of all six PLCs in SWaT constitutes its global state. It is important to
note that only the observable properties of the process and its components are
included, and used for attack detection, in the local and global states.

State set: As shown in Table 1, three distinct local observable states were selected
for the experiments reported here. These are the states when an attack is
launched. In S1

0 the level of Tank T101 is constant during the attack. In S2
0

the level of T101 is increasing which happens when the level goes below a pre-
determined value. In S3

0 the level in Tank T101 is decreasing which could happen
because tank T201 in the sub-process in P3, is below a pre-determined level.
These three states of T101 are marked as A, B, and C in Fig. 2.

Attack Design. Attack types: In this work the focus is on attack detection
assuming that an attacker succeeds in launching it. While paths through a system
used by an attacker to enter by exploiting a system vulnerability, e.g., design
flaw in a PLC [6], is an important topic, it is not the focus of this work. The
number of possible attacks on an ICS is exorbitantly large. Three distinct types
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Table 1. State of P1 at the time of attack launch.

System State Sensora State Description

S1
0 LIT101← HHb T T101 is full

MV101 Closed No flow into T101

P101 OFF No outflow from T101

S2
0 LIT101← L T101 is not full

MV101 open Water flows into T101

P101 OFF No outflow from T101;

S3
0 LIT101← H T101 is full

MV101 Closed No flow into T101

P101 ON Flow out of T101
aSensors not listed are not used during attack detection. As
marked, LIT101 is attacked.
bTank states: HH=1000 mm, H=800 mm, L=500 mm,
LL=250 mm.

of attacks were selected, namely, fixed bias (FB), fixed bias intermittent (FBI),
and variable bias intermittent (VBI). The choice of these three attack types was
motivated by (a) attacks used in [4] to study the effectiveness of a statistical
technique in detecting cyber attacks in a chemical process, and (b) a series of
thought experiments aimed at designing attacks that might be difficult to detect
in certain specific states of SWaT.

Stealthy attacks: A stealthy attack on a CPS is one that remains undetected
unless special detection mechanisms are in place. Such attacks have been studied
in the context of CPS [4]. While non-stealthy attacks are possible in SWaT, all

Fig. 2. Attack types (a) Fixed Bias (FB), (b) Fixed Bias Intermittent (FBI),

and(c) Variable Bias Intermittent (VBI), superimposed on physical property p(t) as

indicated by the dotted lines. In FB and FBI, the attacks follow the change in property

p(t) in an attempt to avoid detection. (d) FBI; bias and pulse width are fixed. (e) VBI;

bias b and pulse width Tw are varied.
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Table 2. Summary of states and parameters used in the experiments.

State or parameter Values Comments

Actuator and tank states {S1
0, S

2
0, S

3
0} States of various components of

SWaT set prior to launching
an attack; details are in
Table 1

Power outage {NPF, PF} Attack launched during normal
operation (NPF) and
immediately before or after
power outage (PF)

Attack type {FB, FBI, VBI} Fixed bias (FB), fixed bias
intermittent (FBI), and
variable bias intermitent
(VBI)

Bias (b) {{>4mm}, {<4mm}} Bias used each of the three
attack types

Pulse width (Tw) {8, 13} Width of the attack pulse (in
seconds)(Fig. 2 used in FBI
and VBI

Detection duration (n) 10 Number of sensor readings used
prior to announcing a
decision on whether the
sensor is under attack or not

attacks launched in the experiment reported here were stealthy as the system
software and hardware was unable to detect these until a system damage had
occurred [1].

Attack: As shown in Table 2, several attacks types were examined within each
state. For example, in NPF (No Power failure), an attack is launched after the
PLC has initialized itself with the current state of its local components. In PF,
an attack is launched just prior to the PLC starting to initialize itself and hence
does not yet have information about its local components. In addition, the bias
b used in an attack as well as the attack pulse width (Tw) were varied. The
duration of attack detection (n), i.e., the number of sensor readings used to
compute the invariant, was fixed at 10, where one reading is obtained every
second. A selection of one value from each set in Table 2 served to define an
attack. For example, an FBI attack was launched when SWaT was in state S1

0,
attack bias was larger than 4, pulse width was 8, and the system was operating
in a stable state, i.e., there was no power outage in the immediate past. Thus, a
total of 3 × 2 × 3 × 2 × 2 × 1 = 72 experiment combinations exist. Additionally,
a large number of trial runs had to be conducted to obtain reasonable values of
bias, width of the attack pulse, and parameter ε mentioned later in Eq. 4.
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Attack procedure: The following general procedure was used to launch cyber
attacks in EXP.

1. Identify the tag to be manipulated in the attack; a tag is a memory location
where a PLC saves the received sensor data.

2. Compromise the wireless link between the SCADA computer and PLCs.
3. Manipulate the tag by setting its value different from that received by the

PLC. In the absence of any hardware or attack detection logic in the PLC
code, the PLC assumes the manipulated value to represent the true state of
the component that corresponds to the sensor whose output is manipulated.

2.3 State Estimation

Let x denote property p and y its measurement. y(k) denotes the sensor measure-
ment for x(k) at instant k. x̂(k) is an estimate of x(k). In the absence of sensor
errors and no cyber attacks, x̂(k) = x(k) = y(k). In EXP the water level in
tank T101 was considered as p. The level in T101 is measured by sensor LIT101
(Fig. 1) that was assumed to be under attack. Sensors FIT101 and FIT201 mea-
sure, respectively, water flow into and out of T101. These flow rates are denoted
as ui(k) for inflow, and uo(k) for outflow. In SWaT, each PLC obtains sensor
data at 0.1 second intervals though for detecting an attack data was sampled
from LIT101 every second as smaller sampling intervals did not offer any benefit
in attack detection in trial runs.

In EXP the attacker intent was to cause tank T101 to overflow and degrade
the performance of SWaT so that it produces less water than its normal capacity.
This intent was to be realized by attacking the level sensor LIT101 that measures
and reports x(k) to PLC 1 in stage P1. x̂(k + 1) was computed using methods
M1 and M2 described next.

Method M1: Open loop: In this method x̂(k+1) is estimated using x̂(k) as follows.

x̂(0) =y(0)
x̂(k + 1) =x̂(k) + α(uin(k) − uout(k)) (1)

where α converts flow rate to the change in the level of T101 using the physical
dimensions of the tank.

Method M2: Closed loop: In this method x̂(k + 1) is estimated using y(k) as
follows.

x̂(0) =y(0)
x̂(k + 1) =y(k) + α(uin(k) − uout(k)) (2)

Note that in M1 the estimate of tank level is updated using previous state
estimate with the initial value obtained from the sensor L101. In M2 the tank
level is estimated using sensor values. In trial experiments it was observed that
the open loop method is not suitable for deriving an invariant as the method
does not account for the change in system dynamics. Hence M1 was abandoned.
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2.4 Invariants

At time instant k+1, the water level in T101 depends on the level at time k and
the inflow and outflow at instant k. This relationship is captured in the following
idealized model of the tank,

x(k + 1) − x(k) = α(ui(k) − uo(k)), (3)

where (3) assumes perfect sensors which is not true in practice. Hence, to derive
a practically usable invariant, SWaT was run several times without any attacks
to estimate the mean μd and the standard deviation σd of d = (x̂(k)−y(k)) over
several runs, i.e., the mean and variance of the difference between the estimated
tank level x̂(k) and its measured value (y(k)). In these runs x̂(k) was computed
using the closed loop method M2 as in Eq. 2. Based on Eq. 3, the statistics
obtained experimentally, and converting the true states to their estimates, the
following conditions were derived to test whether or not sensor LIT101 is under
attack.

∑n
i=1(x̂(i) − y(i))

n
> ε, under attack, (4)

≤ ε, normal. (5)

In the conditions above, the average of the difference between the estimated and
the measured tank levels is tested against ε. Thus, a decision whether or not
LIT101 is under attack is taken from n sensor readings. Selection of n ought to
be done carefully as it impacts the detection effectiveness. In EXP n, was set
to 10. As described earlier, based on trial runs of SWaT without attacks, ε was
set to 0.55. Code that implements attack detection using the invariant in Eqs. 4
and 5 was added to the control algorithm already built into PLC 1.

3 Results

Data obtained from the experiments, and its analyses, are reported in the fol-
lowing.

3.1 Detection Effectiveness and Impact

In each of the three states when the attacks were launched (Table 1), there were
six attack modes, namely, FB-PF, FB-NPF, FBI-PF, FBI-NPF, VBI-PF, and
VBI-NPF. The attack detection results are summarized as follows.

1. Detection of attacks launched in FB-PF mode, and the system response, was
found to be independent of Tw. However, it does depend on bias b and the
initial state when the attack was launched. This happens because the PLC
looses prior state data (y(k)) from LIT101. Hence, it initializes x̂(0) by obtain-
ing y(0) from LIT101 which is under attack. Thus, the initial state estimate
is the tank level indicated by the attacker, i.e., (actual tank level+b), and not
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the actual tank level for T101. This happens regardless of the initial states of
SWaT, i.e., S1

0, S2
0, and S3

0. From this point onwards, the PLC computes the
remaining values of x̂(k + 1) using the incorrect x̂(0). As explained next, the
response of SWaT now depends on the initial state and x̂(0). As there exist
several variations of the attack depending on the value of b, four sample cases
are discussed next.

Case 1: Initial state=S1
0, x̂(0)<L. [Attack not detected; tank overflow] PLC

opens MV101 and water starts flowing into T101. The invariant in Eq. 4 is
computed over the following 10 seconds. However, the condition for attack
detection is false and hence the attack is not detected. After some time T101
overflows.

Case 2: Initial state=S1
0, x̂(0)>L. [Attack not detected; performance degra-

dation] In this case the PLC does not open MV101. Assuming that the ultra-
filtration process is active, the level in T301 is reducing. When this level falls
below H then pump P101 will be started by PLC 1. This causes tank level
of T101 to decrease gradually while LIT101 continues to report the injected
value. Eventually T101 becomes empty, P101 is stopped and water stops flow-
ing into T301. This will cause the level in T301 to drop and eventually stop
P301 and the ultrafiltration process. This event will eventually lead to the
RO process stopping as there is no water to be filtered. Thus, this attack
leads to a reduction in system performance.

Case 3: Initial state=S2
0, x̂(0)<L. [Attack not detected; overflow] Given that

the bias is fixed and the attacker is following the water level trajectory in the
tank, MV101 will continue to be open until LIT101 indicates HH. However,
the attacker can control b such that the level indicated by attacked LIT101
is much lower than the tank level at attack launch. Thus, if tank level is
L1 < L immediately prior to the attack, and b = −200, then T101 will over-
flow because the buffer in T101, beyond level HH, is only 100 mm. In this
attack scenario, if b > 0 then the attack will not be detected and there will be
no overflow as the PLC will shut MV101 when the injected value of LIT101
reaches HH.

Case 4: Initial state=S3
0, x̂(0)>H. [Attack not detected; no damage] In this

case when the injected LIT101 value reaches L, MV101 will open and the
tank level will start to rise. Thus, the attack is not detected while the level
is decreasing. When the level begins to rise, the attacker will need to change
the bias to remain undetected as the scenario now is similar to the one in
case 3. For other values of b the attack is not detected and no damage done.

2. In the remaining five modes with b>4, all 30 attacks were detected. Several
experiments were performed to investigate the impact of b and Tw. With b=3
and Tw=8, 40 % of the attacks launched were detected and the remaining not
detected. With b= 3 and Tw= 13, 10 % of the attacks were detected, and the
remaining not detected. With b<3 none of the attacks were detected.
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3.2 Selection of n and ε

The experiments revealed the importance of selecting appropriate values of n and
ε used in the invariant to decide whether or not LIT101 is under attack. Data
from the experiments was used to investigate the relationship between n, ε, and
false alarms. Such investigation is also needed, and is underway, to understand
the relationship between n, ε and the attack detection effectiveness.

Figure 3 shows how false alarms depend on n and ε. The data in the plots in
Fig. 3 was collected over a period of 40 minutes of SWaT operation in NPF mode.
It is clear that the false alarms decrease as n and ε increase. For ε = 0.5, the best
value of n lies around 6. Similarly, for n = 3 the best value of ε is around 0.65.
Thus, n = 6 and ε = 0.65 appears to be the best combination if minimization of
false alarm rate is the objective. However, attack detection rate also reduces with
increasing n as well as with increasing ε. Thus, additional experiments need to be
conducted to find optimal values of n and ε that maximize the attack detection
rate while minimizing the false alarm rate.

Fig. 3. False alarms (a) vs n for ε = 0.5, (b) vs ε for n = 3.

4 Discussion

RF1: Two methods, namely, M1 and M2 are proposed for computing invariants
to detect cyber attacks in ICS. Both methods can be used to derive invariants
from the properties of the process that could be attacked. Experiments were
conducted using only M2 as M1 was not found suitable for use in a system with
changing dynamics.
RF2: In all experiments, attacks were launched when SWaT was in one of three
system states, namely, S1

0, S
2
0, and S3

0. Within each set there were two sub-states:
without system reset (NPF) and soon after system reset (PF) such as what might
happen after power is removed from the system. In NPF, the attack was launched
soon after SWaT was started but all PLC’s had executed their respective control
algorithms at least once. In PF, the attack was launched and the PLC reset
prior to it completing n cycles of code execution, where n is the attack detection
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window. Results indicate that attack detection becomes challenging when the
attack is launched during PLC reset. Resetting a PLC causes it to loose the
prior state information. Thus, if an attack detection algorithm must initialize
its knowledge of the system state soon after the reset operation then doing such
initialization from the sensor ought to be avoided as the attacker might have
already compromised the sensor. Another approach could be to obtain the initial
state of the process from the historian where all sensor data is saved. Certainly,
this approach is advisable assuming that the sensor value saved in the historian
is the true state value and not the one sent by an attacker. Thus, even in the case
of a perfect attack detection algorithm, sensor data sent to the historian could
be from an attacker if the attack was not detected prior to the reset operation.
RF3: Derivation and implementation of the invariants in Eqs. 4 and 5 was rel-
atively straightforward. The invariant was implemented in Structured Text, a
commonly used programming language for PLCs. Adding this code to the exist-
ing code in PLC 1 had negligible impact (at most 3milli-seconds) on the time to
execute one scan cycle. It is not clear what will be the impact of adding code
that implements traditional schemes, e.g. Kalman filter or Lurenberger observer,
for removing noise from sensor data before it is used in computing the invariant.
However, one could complement a PLC with additional hardware, say based on
FPGA, that encodes the invariant and is connected to the main SCADA work-
station to send alerts. Doing so would not add computational load to the PLC.

Generality of invariant based detection: Invariants derived in EXP capture the
dynamics of tank level. In SWaT, several other invariants exist, but were not
derived. These include, invariants that relate water properties such as pH, ORP,
and conductivity as water flows across the chemical dosing station, UF, and RO
units. Such invariants are important to detect cyber attacks aimed at affecting
properties of water within a plant as well that coming out of a plant. However,
such invariants also depend on the chemical and physical properties of the units
involved. For example, the relation between the pH of water entering the RO
unit and that coming out as permeate, depends on the physical properties of
the membranes in RO. The time dependent nature of such properties requires
tuning of any parameters used in the invariant to reduce false positives. It is
evident that while for a specific sub-process in any ICS, one can define a process
invariant, many such invariants exist in one plant.

Multiple point attacks: The cyber attacks considered in EXP are single point. The
detection mechanism proposed in this work can be thwarted when the attacker
has access to the sensors used in the invariants. For example, in Eqs. 1 and 2,
sensors FIT101 and FIT201 are used to measure the inflow and outflow rates. The
detection method can fail when these two flow sensors are compromised. Thus,
to detect attacks on multiple sensors, one needs additional state information
that will likely be derived from one or more sub-processes in an ICS that are not
under attack. Doing so may or may not detect attacks, and even when detected,
the detection might be delayed based on the state of the sub-processes.
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Emerging design challenges: The following key design parameters were identified
in EXP: n and ε in Eq. 4; Aw: number of contiguous sensor inputs used by the
control logic in the PLC to decide whether to initiate an action on an actuator;
Tw: pulse width; and b: bias. n, Aw, and ε can be controlled in the software
that implements the attack detection and control algorithms in a PLC. However,
Tw and b are controlled by the attacker. Given the knowledge of n, ε, and Aw,
the attacker can adjust Tw and b and succeed in causing SWaT malfunction,
and especially so if the attack is launched before a PLC has been able to reset
itself, i.e., in the PF mode. Parameter Rw can be controlled to some extent
by selecting appropriate actuators. Thus, a key research question arises: How
should one determine the most appropriate values of Aw, n, and ε given the
uncertainty in Tw and b? This question assumes important in light of the fact
that sensors could lead to spurious data and that the error profile of a sensor
may change over time requiring the Dw and Aw to be retuned.

5 Conclusions and Future Work

An experimental investigation was undertaken to understand the effectiveness of
attack detection using process invariants. The experiments were performed on
an operational water treatment system. One water level sensor was selected as
the target of the attacker. An invariant was derived from the dynamics of water
flow into and out of a tank. Results from the experiments clearly indicate the
strengths and limitations of the invariant-based approach for attack detection.
Several ICS design parameters were identified. The appropriate values of these
parameters can be selected by the designer and depend on system dynamics.
Selection of parameter values is a subject of study by itself and needs to be
taken seriously to avoid false positives. Note that it is possible for an attacker
to bypass the detection method if the parameter values are known.

While the experiments indicate that the invariant-based detected method
is effective in detecting a variety of attacks, no claims are made regarding the
detection effectiveness in other domains such as power and transportation. A
theoretical study is needed to better understand why physics-based invariants
are, or are not, able to detect the attacks.
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Abstract. Many research works focus on the adoption of cloud
infrastructure as a service (IaaS), where virtual machines (VM) are
deployed on multiple cloud service providers (CSP). In terms of virtual
resource allocation driven by security requirements, most of proposals
take the aspect of cloud service customer (CSC) into account but do
not address such requirements from CSP. Besides, it is a shared under-
standing that using a formal policy model to support the expression
of security requirements can drastically ease the cloud resource manage-
ment and conflict resolution. To address these theoretical limitations, our
work is based on a formal model that applies organization-based access
control (OrBAC) policy to IaaS resource allocation. In this paper, we first
integrate the attribute-based security requirements in service level agree-
ment (SLA) contract. After transformation, the security requirements are
expressed by OrBAC rules and these rules are considered together with
other non-security demands during the enforcement of resource alloca-
tion. We have implemented a prototype for VM scheduling in OpenStack-
based multi-cloud environment and evaluated its performance.

Keywords: Cloud security · Resource management · Security policy

1 Introduction

Today cloud computing is essentially provider-centric. An increasing number
of fiercely competing CSPs operate multiple heterogeneous clouds. In terms of
IaaS, each provider offers its own, feature-rich solutions for customer VMs. More
significantly, in cloud IaaS, physical hardware is usually shared by multiple vir-
tual resources for maximizing utilization and reducing cost. Unfortunately, this
vision suffers from a lack of homogeneity: many cloud virtual resources can not
be deployed due to deficiencies in (1) unified expression; (2) interoperability.
Lack of unified expression results in vendor lock-in: services are tightly cou-
pled with the provider and depend on its willingness to deploy them. Lack of
interoperability stems from heterogeneity of services, and more importantly of
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service-resource mapping, not compatible across providers. For better interop-
erability and control, cloud brokering is nowadays the rising approach towards
a user-centric vision. It may be seen as a paradigm in delivering cloud resources
(e.g. compute, storage, network). With the help of brokering technology, user’s
security needs will be necessarily considered in cloud and these security require-
ments can be included in SLA contract which is a legal document where the
service description is formally defined, delivered, and charged.

Fig. 1. The proposed policy based process to allocate virtual resources

Therefore, to overcome the aforementioned issues, we enhance the broker-
ing technology by developing a configuration management process to allocate
VMs in IaaS cloud. Shown in Fig. 1, with WS-Agreement [1] based contracts,
both CSC1 and CSP specify and manage their security requirements related to
infrastructure in order to ensure end-to-end security across different components
(Steps 1,2). After receiving the SLA contracts, the broker derives the concrete
deployment policies according to security and non-security requirements (Steps
3,4,5). Particularly, the broker is able to arbitrate contradicting demands and
make decisions (Step 6). In the end, the broker applies un algorithm to generate
the final allocation solution (Step 7) then deploys and configures VMs on HOSTs
(Step 8). Our method is evaluated by setting up a cloud computing environment
to conduct virtual resource allocation process. Experimental results show that
our approach demands minimal user (CSC and CSP)’s intervention and enables
unskilled cloud users to have access to complex deployment scenarios. In par-
ticular, our solution tackles the lack of application of existing policy model that
1 In this paper, CSC stands for the end customer of cloud.
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can support security expression when dealing with multiple clouds. Our contri-
bution meets key-functional requirement for user-centric as (i) it addresses the
SLA configuration options at the IaaS layer from service capacity to security
constraint. (ii) it considers multiple requirements of security and applies the
OrBAC model to translate attribute-based security constraint to concrete pol-
icy. (iii) it provides conflict management to detect and handle the contradictory
requirements from CSC and CSPs, with possibility to judge the policy prior-
ity by evaluating users’ profiles. (iv) it proposes a resource allocation algorithm
which takes resource capacity, QoS and security policy into account. To the best
of our knowledge, there is no method in the literature that considers all these
points.

The rest of the paper is organized as follows: Sect. 2 outlines the expres-
sion of security policy by CSC and CSPs with an exhaustive example. Section 3
illustrates the enforcement of security policy for VM allocation. Section 4 gives
an implementation integrated with our solution and evaluates four experiments.
Section 5 reviews existing proposals on cloud resource scheduling and security-
aware allocation solution. Section 6 concludes the paper and outlines future work.

2 Expression of Security Policy

2.1 SLA Contract Expression

To generate security policies for CSC and CSP, we suggest, as a first step, to spec-
ify a generic document, which describes the requirements for service capacity,
quality of service (QoS) and security constraint. SLA contract is such a docu-
ment used in service negotiation and management. Based on a well-formatted
template, CSP and CSC exchange their offers until reaching an agreement [2].
Among existing SLA specifications, we choose WS-Agreement because the for-
mat is open so that it can integrate various service parameters. Meanwhile,
WS-Agreement is widely used by lots of research and industrial projects such
as BREIN [3], IRMOS [4], and OPTIMIS [5]. Hence a WS-Agreement contract
consists of name, context, service terms, guarantee terms and negotiation con-
straints, CSC and CSP can integrate service capacity, QoS and security require-
ment in its structure.

In cloud computing, the CSP’s system can be viewed as a large pool of
interconnected physical hosts. We use HOST to present the finite set of hosts
from a CSP. Note that, VM and HOST may have multiple attributes each with
their own values and these attributes can be assigned either manually by a user
or automatically by the system. In terms of security requirement, as CSC and
CSPs do not know the information of each other, they express their security
constraints by attribute in Formulas 1, 2 and 3.

permission([Hattr name : Hattr value], [Vattr name : Vattr value]) (1)

permission([Hattr name : Hattr value], [vi]) (2)

separate(vi, vj) (3)
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In the three formulas, Hattr name and Vattr name indicate the attribute name of
HOST and VM respectively; Hattr value and Vattr value denote separately the
attribute value of HOST and VM; each of vi, vj represents a unique virtual
machine ID (VMID). Formulas 1 and 2 are used to specify the permission of
VM allocation: HOST(s) with attributes assigned is (are) permitted to deploy
VM(s). The difference is that in the first formula, the CSC specifies VM by
attribute and in the second formula, VMID is given directly. These two options
give the CSC more flexibility to express their security requirements. In addition,
the CSC declares the coexistence constraint by Formula 3: vi and vj can not
be allocated on the same HOST. Formula 4 is used by CSP to express the
deployment prohibition. Similar with Formula 2, HOST with HOSTID hi is not
permitted to deploy VM(s) assigned with attribute.

prohibition([hi], [Vattr name : Vattr value]) (4)

In an example that we will use throughout the paper, we consider an
DevOps [6] use case. DevOps is an emerged software development methodology
that enhances collaboration between development, quality assurance (QA) and
IT operations. Numerous companies are actively practicing DevOps since it aims
to help them to maximize the predictability, efficiency, security, and maintain-
ability of operational processes. Adoption of DevOps is being driven by many
factors including using public IaaS. Suppose that a software company has to
deploy 3 VMs (v1,v2,v3) in cloud for a development project. Each VM contains
its metadata such as properties, required volume, QoS specification and secu-
rity constraint. We suppose that each VM runs a project server and there exist
three types of VM: production (prod), development (dev), and test. prod server
runs live applications supporting the company’s daily business and the data is
public for e-business customers; dev server consists of development environment
thus developers with private right can access it; test server is used to conduct
software test between development and production phase and it is accessible by
testers with private login account. At the same time, there exist 2 CSPs (h1,h2)
and each has its own metadata such as price, location and state indicating if it
is certificated by security audit organizations. A readable illustration of VM and
HOST configuration is shown in Fig. 2.

2.2 Derivation of Security Policy

Security constraints need to be transformed to concrete security policies includ-
ing VMID and HOSTID. Here we suggest using the OrBAC [7] model which
supports the expression of permission and prohibition.

OrBAC in Brief. The OrBAC model is an extension of the role-based access
control (RBAC) [8] model. It defines a conceptual and industrial framework to
meet the needs of information security and sensitive communication and allows
the policy designer to define a security policy independently. The concept of
organization is fundamental in OrBAC. An organization is an active entity that
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Fig. 2. An DevOps use case of virtual resource allocation

is responsible for managing a security policy. Each security policy is defined for
an organization. The model is not limited to permissions, but also includes the
possibility to specify prohibitions and obligations. Besides, the security rules
do not apply statically but their activation may depend on contextual condi-
tions [9]. Context [10] is defined through logical rules and it can be combined in
order to express conjunctive context, disjunctive context and negative context.
An OrBAC policy is defined as: security rule (organization, role, activ-
ity, view, context) where security rule belongs to {permission, prohibition,
obligation}. Once a security policy has been specified at the organizational level,
it is possible to instantiate it by assigning concrete entities to abstract entities
by the predicates which assign a subject to a role, an action to an activity and an
object to a view. Meanwhile, all the operations are related to a specified context:

– empower(org, subject, role): in organization org, subject is empowered in role;
– consider(org, action, activity): in organization org, action implements activity;
– use(org, object, view): in organization org, object is used in view;
– hold(org, subject, action, object, context): in organization org, subject does

action on object in context.
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Based on the above definitions, a concrete permission policy could be derived by
the following rule2:

permission(org, role, activity, view, context)
∧ empower(org, subject, role) ∧ consider(org, action, activity)
∧ use(org, object, view) ∧ hold(org, subject, action, object, context)
→ Is Permitted(subject, action, object)

From Security Constraint to OrBAC Policy. Derivation of OrBAC pol-
icy from security constraint requires policy mining technology which parses the
configured rules and automatically reaches an instance of high level model cor-
responding to the deployed policy. Most of the existing RBAC based mining
methods [11,12] generate abstract policy by taking concrete rules as input. How-
ever, in our scenario, both abstract and concrete rules should be derived from
attribute-based description. The following is the problem definition.

Definition 1. Policy Mining Problem
Given a set of attribute of Subject S (HOST), a set of attribute of Action A,

a set of attributes of Objects O (VM), and SAO attr an attribute-based subject-
action-object assignment relation (Formulas 1, 2, 4), find a set of ROLES, a
subject-to-role assignment SR, a set of activity ACTIVITIES, an action-to-
activity assignment AA, a set of VIEWS, an object-to-view assignment OV
and RAV⊆ROLES×ACTIVITIES×VIEWS, a many-to-many mapping of role-
to-activity-to-view assignment relation3.

Algorithm 1 explains the generation of permission policy. First of all, after
receiving contracts from CSC and CSPs, broker extracts the attribute informa-
tion of each VM and HOST then generates three kinds of structures as input: (1)
VM list: storing all the attributes of related VMs; (2) HOST list: storing all the
attributes of related HOSTs; (3) VM security constraint list: storing all the secu-
rity constraints of CSC. After initialization of policy p, concrete action deploy is
assigned to a new activity (lines 2,3). Then the relevant HOSTID list ID h list
and relevant VMID list V M v list are generated from each term in VM security
constraint list cv (line 4–6). For example, the relevant HOSTID and VMID for
the security constraint permission([“certificate” : “true”], [“purpose” : “dev”])
are HOST1 and VM1. After finding the relevant VMID(s) and HOSTID(s), an
abstract permission with a new role currentRole and new view currentV iew
is created (line 7–9). Finally, all the HOSTIDs in ID h list are assigned to
currentRole and all the VMIDs in V M v list are assigned to currentV iew (line
10–15). The prohibition policy for CSP is generated in the same way by taking

2 A concrete prohibition policy Is Prohibited(subject, action, object) could be derived
by the same way from prohibition(org, role, activity, view, context).

3 In this paper, all the rules share the same action (“deploy”), organization (“super-
Cloud”) and context (“default”). For reasons of simplicity, we do not illustrate orga-
nization and context in algorithm and policy.
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input of VM list, HOST list and HOST security constraint list. Step 1 in Fig. 2
demonstrates an example of permission and prohibition generation.

Algorithm 1. permissionGeneration(lv, lh, cv): permission policy generation
Input: VM list lv, HOST list lh, VM security constraint list cv
Output: OrBAC policy p
1: Initiate p
2: p.activity ← create new activity
3: p.consider(“deploy”, p.activity)
4: for cvi in cv do
5: ID h list ← get relevant HOSTID(s) from lh
6: ID v list ← get relevant VMID(s) from lv
7: p.currentRole ← create new role for HOSTs in ID h list
8: p.currentV iew ← create new view for VMs in ID v list
9: pi ← create permission: permission(p.currentRole, p.activiy, p.currentV iew)

10: for IDhi in ID h list do
11: p.empower(IDhi, p.currentRole)
12: end for
13: for IDvi in ID v list do
14: p.use(IDvi, p.currentV iew)
15: end for
16: end for
17: return p

3 Enforcement of Security Policy

3.1 QoS Filtering

Shown in Step 2 of Fig. 2, this process aims to disable the permission which
does not satisfy the QoS constraint. To this end, an evaluation between VM’s
performance requirements and HOST’s capacity will be conducted. For exam-
ple, in our scenario, QoS requirements contain the term of availability and the
deployment permission between VM2 and HOST1 is disabled.

3.2 Conflict Management

After generating OrBAC policies from security constraint and executing QoS
filtering, the broker aggregates permission rules of CSC and prohibition rules of
CSP like:

permission({hi}, vk) (5)

prohibition(hj , {vl}) (6)

In Formula 5, each VM vk has a set of hosts {hi} which allow it to be deployed
and in Formula 6, a set of VM {vl} are not permitted to deploy on the HOST
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hj . The rewriting of rules is used to detect conflicts between permissions and
prohibitions. A conflict corresponds to a situation where a subject HOST is both
permitted and prohibited to perform a given action deploy on a given object VM.
We divide conflicts into the following two types and for each type an allocation
solution is proposed.

Type I: Conflict With Concession Space. Defined in Formula 7, HOST
hj is permitted and prohibited simultaneously to deploy VM vk. In fact, except
for hj , VM vk has other allocation solutions. In this case, we disable hj from
the allocation permissions of vk (Formula 8). For example, in step 3 of Fig. 2,
permission({h1, h2}, v3) and prohibition(h1, v3) belong to this type and the
solution is disabling permission(h1, v3).

conflict TypeI(hj , vk) ← permission({hi}, vk) ∧ prohibition(hj , {vl})
∧ hj ∈ {hi} ∧ vk ∈ {vl} ∧ ({hi} \ hj) �= φ

(7)

disable(permission(hj , vk)) ← conflict TypeI(hj , vk) (8)

Type II: Conflict Without Concession Space. Shown in Formula 9, com-
pared with the conflict of type I, the difference is that in Type II, except for hi,
VM vk has no other deployment solutions. In this case, we adopt a priority based
approach proposed in [13] and introduce two labels p(h) and p(v) as priorities of
VM and HOST. p1 ≺ p2 means that p2 has higher priority than p1. As virtual
resource allocation is related to different factors such as risk and trust, the pri-
orities could be predefined by users or determined by the broker. For example,
some of CSPs’ prohibitions can be disabled by the broker in case that the CSC
has a low risk score. Making decisions on priority is beyond the scope of this
paper and here we suppose that CSPs obtain higher priority to fulfill all their
security requirements. Thus, in Formula 10, the current conflict resolution is
disabling the permission of hi. For example, the solution for permission(h3, v1)
and prohibition(h3, v1) is disabling the former rule.

conflict TypeII(hi, vk) ← permission(hi, vk) ∧ prohibition(hj , {vl})
∧ hi = hj ∧ vk ∈ {vl}

(9)

disable(permission(hi, vk)) ← conflict TypeII(hi, vk) ∧ p(vk) ≺ p(hi) (10)

3.3 Virtual Resource Allocation

The aim of previous steps is to generate the final VM allocation solution. Without
loss of generality, we demonstrate the generation of allocation solution from
security policy by considering the CSC’s preference on price. Algorithm 2 shows
the resource allocation process. It takes permission policy p, VM list lv, HOST
list lh and separation constraint c as input and generates the deployment solution
which maps VMs to HOSTs. In each permission rule, VMID and a list of its
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possible target HOSTs are extracted (line 1–4). To satisfy the price preference
of CSC, the target HOSTs are ranked from low price to high price (line 5) thus
the one with the lower price will be chosen preferentially. The final deployment
solution depends on mainly two factors (line 9): (1) if the VM has coexistence
conflict with the VMs which have been already deployed on the HOST. (2) if the
HOST has enough volume to deploy the VM. Step 4 in Fig. 2 shows an example
of resource allocation.

Algorithm 2. resourceAllocation(p, lv, lh, c): virtual machine allocation
Input: OrBAC permission p, VM list lv, HOST list lh, separation constraint c
Output: deployment solution
1: for each concrete rule ri in p do
2: if ri is active then
3: IDvi ← get object in ri
4: ID h list ← get all the HOSTIDs permitted for IDvi in ri
5: Rank ID h list from low price to high price
6: for IDhj in ID h list do
7: vi ← get VM from lv by IDvi

8: hj ← get HOST from lh by IDhj

9: if IDvi not in separation constraint c
and hj has enough volume for vi
and vi has not been allocated then

10: add (vi attaches host hj) to solution
11: end if
12: end for
13: end if
14: end for
15: return solution

4 Implementation and Evaluation

SUPERCLOUD [14] is a European project which aims to support user-centric
deployments across multi-cloud and enable the composition of innovative trust-
worthy services. Its main objective is to build a security management architecture
and infrastructure to fulfill the vision of user-centric secure and dependable
clouds of clouds. One use case is developing a middle-ware layer between CSC
and CSPs and this middle-ware could allocate virtual resources on physical
infrastructures. In this context, there is a need to consider a multi-cloud envi-
ronment with security constraints. For example, virtual resources should not be
mapped to physical resources that do not comply with its security requirements;
physical resources should not deploy virtual resources that are potentially harm-
ful to its operation; or virtual resources should not coexist on the same physical
resource as another potentially malicious virtual resource [15].
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In order to implement and evaluate our virtual resource allocation framework,
we setup an IaaS cloud environment on a physical machine (Intel(R) Core(TM)
i7-4600U 2.7 GHz with 16 GB of RAM running Windows 7). Then different VMs
(2 cores and 2 GB of RAM) are created on VirtualBox platform with Ubuntu
system. We now install DevStack [16] based cloud framework, a quick instal-
lation of OpenStack [17] ideal for experimentation. Each VM is regarded as a
physical HOST for the purpose of experimentation. At the same time, a JAVA
based program runs as cloud broker and it connects VirtualBox platform by
SSH protocol. The OrBAC policy is generated and managed by the JAVA-based
OrBAC API [18]. Figure 3 illustrates our experimental architecture.

Fig. 3. Implementation for virtual resource allocation

4.1 Experiment 1: Contract Processing

This experiment measures the duration for contract processing which is the
runtime required by the broker to process the JSON [19] based WS-Agreement
file and generates VM and HOST list. Since there does not exist a great difference
between SLA contracts of VM and HOST, here we measure contract processing
time for VMs. We vary the VM number from 0 to 125 and for each number we
randomly generate service attributes in different quantity from 5 to 20. Figure 4
shows the result. For a small scope of VM and attribute number, the runtime
is very low (30 ms). The time increases with bigger scope of VM and attribute
number. The maximum duration of the experiment is less than 100ms which
indicates that the runtime is acceptable.

4.2 Experiment 2: Policy Generation

In the second experiment, we analyze the required time for OrBAC policy gener-
ation (Algorithm 1 for permission and similar algorithm for prohibition genera-
tion) once contracts are processed by the broker. In Fig. 5, we study the amount
of time the broker takes to generate security policies with increasing number of
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VM and HOST. For example, 60 as values in x-axis and y-axis indicates that
there exist 60 VMs and HOSTs and the corresponding value in z-axis (400 ms)
shows the short time needed to generate the OrBAC policies.

4.3 Experiment 3: Allocation Latency

Our third experiment investigates the impact of VM number and HOST number
on the execution time of Algorithm 2. In Fig. 6, VM and HOST number vary from
10 to 60. Given 60 as VM and HOST number, the allocation latency takes about
only 1 s. In real case, as HOST number is limited, the estimation of allocation
latency is acceptable and it confirms the efficiency of our resource allocation
algorithm.

4.4 Experiment 4: Price

The experiment measures the cost for CSC after VM allocation. We generate
VMs randomly from 10 to 60 and configure 8 HOSTs. For simplicity, each HOST
is supposed to provide only one type of IaaS solution with price fixed from 0.02
dollars/hour to 0.08 dollars/hour4. Then we compare the total price between
two allocation solutions (Fig. 7). The first solution is Algorithm 2 which concerns
CSC’s price preference and the second solution does not consider it thus VMs are
allocated arbitrary on HOSTs. As a result, Algorithm 2 shows a great advantage
in reducing the deployment cost.

5 Related Work

Although virtual resource scheduling problems are NP-complete, it is well-
studied by the research community by proposing various heuristic and approx-
imate approaches for addressing different issues. Among three service mod-
els (SaaS, PaaS and IaaS) of cloud computing, virtual resource allocation in
IaaS cloud has been considered by some works in the literature. Some of these
works [20,21] focus on the capacity of CSP. In this case, some strategies like
immediate, best effort and Nash equilibrium [22] have been applied to alloca-
tion algorithm in order to optimize the deployment algorithm with constraints
such as QoS and energy [23]. Another effort is SLA-oriented resource manage-
ment [24]. Among lots of requirements of CSC, security is a critical issue to
be taken into account [25]. Bernsmed et al. [26] present a security SLA frame-
work for cloud computing to help potential CSCs to identify necessary protec-
tion mechanisms and facilitate automatic service composition. Berger et al. [27]

4 The prices are inspired from current cloud IaaS solution of Amazon EC2 and
Microsoft Azure. For example, in Amazon EC2, price for the instance of m4.xlarge
(4 cores, 16 GB RAM) is 0.239$/h and it costs 0.308$/h (4 cores, 7 GB RAM) for
the instance of A3 in Microsoft Azure.
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take isolation constraint and integrity guarantee into consideration and imple-
ment controlled access to network storage based on security labels. In [28], dif-
ferent virtual resource orchestration constraints are resumed and expressed by
attribute-based paradigm. Regarding these constraints, a conflict-free strategy
is developed to mitigate risks in IaaS Cloud [29]. Most of above works have been
motivated from security requirements expressed by CSC. In [30], CSP speci-
fies its security requirements including forbid constraint which forbids a set of
VM instances from being allocated on a specified HOST. However, in multi-
cloud environment, as CSC and CSPs do not have vision of each other before
establishing contract, specifying security requirement can be very tricky for both
sides. The main focus of these efforts is scheduling VMs either for the purpose
of high-performance computing or satisfying security constraints according to
the requirements of CSC. Our approach is to capture security and non-security
requirement from both CSC and CSP, and apply a formal policy model to drive
virtual resource allocation.

6 Conclusion

In this paper, we have presented, formalized and enforced security requirement
for virtual resource allocation. We first present the SLA contracts for CSC and
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CSPs which contain service capacity, QoS and security constraint. We then trans-
form the attribute-based SLA contract to concrete OrBAC policies. Finally, we
allocate virtual resources after resolving conflicts in policies and demonstrate the
efficiency and reliability of our solution by OpenStack-based implementation.

In future works, we plan to investigate the decision making during the con-
flict resolution. Another potential direction is to develop a suitable front-end
application interface for SLA contract specification.
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Abstract. Network security is a crucial issue of Software Defined Networking
(SDN). It is probably, one of the key features for the success and the future
pervasion of the SDN technology. In this perspective, we propose a SDN reactive
stateful firewall. Our solution is integrated into the SDN architecture. The appli-
cation filters TCP communications according to the network security policies.
It records and processes the different states of connections and interprets their
possible transitions into OpenFlow (OF) rules. The proposition uses a reactive
behavior in order to reduce the number ofOpenFlow rules in the data plane devices
and to mitigate some Denial of Service (DoS) attacks like SYN Flooding. The
firewall processes the Finite StateMachine of network protocols so as to withdraw
useless traffic not corresponding to their transitions’ conditions.
In terms of cost efficiency, our proposal empowers the behavior of Openflow

compatible devices to make them behaving like stateful firewalls. Therefore,
organizations do not need to spendmoney and resources on buying andmaintaining
conventional firewalls. Furthermore, we propose an orchestrator in order to spread
and to reinforce security policies in thewhole networkwith afine grained strategy. It
is thereupon able to secure the network by filtering the traffic related to an appli-
cation, a node, a subnetwork connected to a data plane device, a sub SDN network
connected to a controller, traffic between different links, etc. The deployment of
rules of the firewall becomes flexible according to a holistic network view provided
by the management plane. In addition, the solution enlarges the security perimeter
inside the network by securing accesses between its internal nodes.

Keywords: Software defined networking � Stateful firewall � Security �
Orchestration � TCP

1 Introduction

Classical networks are complex due to the lack of abstraction and due to the hetero-
geneity of the network infrastructure. They are costly in terms of deployment, main-
tenance and reconfiguration. Also, their structure is statically defined which makes

© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
J.-H. Hoepman and S. Katzenbeisser (Eds.): SEC 2016, IFIP AICT 471, pp. 119–132, 2016.
DOI: 10.1007/978-3-319-33630-5_9



tedious their provisioning and upgrading. In this context, Software Defined Networking
(SDN) proposes new network architecture [1] to face the challenges of legacy net-
works. It is based on the physical separation of the data plane and the control plane.

The SDN architecture is organized in two layers. The data plane is responsible for
forwarding the network traffic. It is organized into a set of SDN compatible devices
connected to each other. The control plane embeds the network intelligence: the
controller and the network applications. It is responsible for network configuration and
for programming the data plane devices. It offers also an interface to the network
applications, to enable them manipulating the data plane layer. They interact with the
controller by a Northbound API which allows them also to collect network data and to
transfer their commands to the controller, via a specific interface.

The controller interacts with the data plane via a standardized southbound API.
OpenFlow [2, 3] is the most common interface. It enables the controller to install
Openflow rules in the data plane layer and reprogram it through its flow tables. A flow
table is a collection of flow entries. Each entry is a composition of matching fields, an
instruction describing the way of executing a set of actions and many counters to keep
traffic statistics. The data plane devices process the traffic according to their OpenFlow
tables. The inward packets’ headers are compared to the matching fields. If there is a
correspondence between them then the instruction is executed. More, the controller can
add, modify and delete flow entries. It collects the counters andmay receive encapsulated
packets in Openflow format (packet-in) from the data plane devices to process them.

Potentially, SDN will offer [4] advanced abstractions by adding visibility to net-
work applications and services and by simplifying network administration. It will
enable transparent levels of scalability while elevating user experience. It will save
costs of network provisioning, deployment and maintenance. Additionally, it will
enhance network agility by easing network function virtualization and automating
network configuration.

SDN security is challenging and two sided [5]. On one side, SDN facilitates the
development and the integration of flexible, efficient and controllable security solutions.
It empowers security applications by providing them a network holistic view. However,
on the other side, it introduces new vulnerabilities into the network. Some of them can
have major impacts on the network. For example, breaching the controller will put the
entire network beneath the attacker’s control.

We propose a SDN stateful reactive firewall to protect the network from illicit
access. SDN firewalls offer many advantages compared to traditional firewalls. They
are cost effective because they enable to elevate the data plane with firewalling
behavior. Thus, legacy firewall devices are no longer needed. They are also flexible
since the controller can at any time reconfigure them and deploy them in any place.
They offer a management interface for administrators to ease their tasks. Also, they
enable them to apply efficiently the network security policies in the data plane devices.

Many stateless SDN firewall had been proposed in the SDN realm. We are the first
to propose an operational stateful SDN firewall. Moreover, our solution can also handle
stateless communications.

The proposed firewall behaves in a reactive mode according to a generic algorithm.
The later takes in entry the Finite State Machine (FSM) of any network protocol and
produces the appropriate Firewall machine. In each transition, it incorporates as set of
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OF rules to express the corresponding action. We propose a first implementation to
process TCP traffic. It receives connection synchronization packets, verifies their
legitimacy against the security policies and validates them. The reactive behavior of the
firewall saves flow table’s space in the data plane devices by reducing the number of
the installed flow rules. Besides, the firewall processes the traffic according to the states
of the connection. For each connection’s state, it receives only the traffic corresponding
to the transitions from this state. This mechanism enables to restrict the traffic to useful
communications and to mitigate some DoS attacks like Syn flooding.

Our solution is entirely integrated into the SDN architecture. We take full advan-
tage of the SDN paradigm in terms of automatization, flexibility, abstraction and
efficiency. In this regards, the firewall spreads dynamically the security policies
according to its global view and adapts its behavior whenever the topology is updated.
It installs its rules in any OpenFlow compatible device and enables the later to behave
according to the access control decisions alike a firewall. Besides, it enables the user to
express its policies without worrying about their installation and maintenance in the
network. In addition, it enables to save costs related to repetitive firewall maintenance
and provisioning tasks.

The architecture of the solution is as following. The application layer runs above
the controller. It expresses the logic of the firewall. Below, in the data plane layer, we
integrate a set of Openflow rules. These rules express the security policies according to
OpenFlow. Besides the two conventional SDN layers, we propose a management level
to orchestrate and reinforce the security policies. It enables the configuration of the
firewall management and provides the administrator with a global view on the network.

The remainder of this paper is organized as follow. In Sect. 2, we describe the state of
the art of SDN firewalls. In Sect. 3, we present the architecture and algorithm of our
solution. We provide in Sect. 4 the details of its implementation and the results of the
performance tests. Finally, we conclude with some insights and related perspectives, in
Sect. 5.

2 Related Work

A firewall is a mechanism used to protect a network by filtering the traffic coming or
going to an untrusted network [6]. It matches the packets’ headers of the untrusted
network with a set of security policies, and it filters them in order to allow only the
accepted traffic to enter the network. A security policy is a set of filtering rules
expressing the security policies of the organization [7]. Each filtering rule gathers 3
blocks. (1) A priority is used to determine the order of the rule’s execution. (2) Many
matching fields enable the classification of a packet based on the values of its headers.
(3) An action is applied to allow or deny the packet to its destination. There are mainly
3 types of firewalls [8–10]: stateless, stateful and application firewalls.

Stateless firewalls neither process nor keep in memory the different states of a
connection. They do not take into consideration dynamic network information such as
port source negotiation. Therefore, they are vulnerable and can be breached. Stateful
firewalls have been introduced to resolve the shortcomings of the previous technology.
They record in their memory the different states of a connection. They use, in addition,

Software Defined Networking Reactive Stateful Firewall 121



the attributes related to the states of a connection in their matching fields. Application
firewalls are advanced stateful firewalls. They use application layer matching fields to
classify packets and handle application level threats.

There are several works in the field of SDN stateless firewalls. Most of these
solutions use Openflow rules to express the firewall security policies. The authors in
[11–13] propose such SDN stateless firewalls. Their solutions forward to the controller
the unknown traffic for processing. The controller then, parses the packet headers and it
matches their values with the policy rules. The administrator can install the firewall
policy rules in the data plane using the Openflow protocol. In this case the controller
interprets these policies into Openflow rules and sends them to the data plane devices.

Besides, many SDN controllers propose their own version of stateless SDN firewall
[14]. These firewalls lack of user graphical interface and are connectionless. FleXam
[15–17] is an extension of Openflow which integrates a stateless firewall. It runs on the
controller and provides a means to specify a set of flow filters on specified parts of a
packet. Then, it applies the associated action to the packets.

Moreover, some SDN frameworks have been proposed to implement stateless
firewall functions. FRESCO [18, 19] offers the possibility to instantiate predefined
security modules and connect them together into a SDN stateless firewall. Flowguard
[20, 21] is another SDN framework. It provides means to build Openflow stateless
firewall rules into the data plane and to verify flow rule policy violations.

We have found in the literature one proposition [22] related to SDN stateful fire-
walls. The solution is based on Openflow and adds three new tables. This firewall
keeps a table in the controller to save the connections’ states and to synchronize the
controller with the connection updates happened on the data plane tables. The other two
tables are in the switch. One table manages the actual states of the connections and the
other enables the data plane devices to process the next states. The limitation of this
firewall relies on its excessive memory space consumption in the data plane and the
volume of the generated traffic with the controller in order to keep it synchronized.

3 Firewall Design

Our solution is integrated into the SDN architecture and uses Openflow as a way to
express the security policies. It is stateful since it records the states of the connections,
and processes the information related to these states to protect the network. The
behavior of the firewall is reactive. It reacts to the traffic by filtering packets and
accordingly installs the appropriate Openflow rules to manage their connection.

3.1 Firewall General Architecture

Our solution (see Fig. 1) is distributed into 3 levels. (1) The higher level offers
orchestration services including a security policies management. (2) A stateful firewall
application is integrated on the top of the control layer. It is responsible for processing
the states of the connections and installing the Openflow rules and filters connection
requests according to the security rules. (3) An OpenFlow level expresses the security
policies with OF rules which are installed in the data plane layer.
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The orchestrator offers a management interface so that the administrator can
express the security policies and access to the network global view. The orchestrator
can be considered as a federation point because it collects the security policies and
propagates them to the controllers. Also, it collects network data such as statistics and
network logs and keeps them into its database. Based on these data, the orchestrator
constructs a holistic network view including the network topology. In order to reinforce
and propagate the security policies, it uses an Access Table. It contains all the stateful
and stateless security policies specified by the administrator. The orchestrator manages
this table to propagate the security policies into the network.

The orchestrator can also configure the behavior of the Firewall Applications
dynamically. When the latter receives a new configuration, it loads the corresponding
module and stops the old one. Such configurations options are the behavior mode:
stateful or stateless, the event mode: periodic (according to a timer) or instantaneous
(according to a sensor) and the topology discovering mode: static (topology data
provided by the user) or dynamic (by learning dynamically the topology).

Each time a new controller joins the orchestrator, the latter sends to this controller
the security policies that concern the part of the network it controls. These security
policies are recorded in the Access table of the firewall application. Each controller is
connected to the orchestrator by a Rest API. It enables any type of controller to interact
with our orchestrator. It ensures also the interactions between each controller and its
instance of the Firewall Application.

When a new data plane device joins the controller, the firewall application produces
an OF universal rule and sends it to the new connected side. This rule matches with
connection initialization packets and executes a forward to controller action. The
firewall application also configures the data plane device by setting its table miss entry.
In this case, all packets without a correspondence are dropped by default. Hence, each
synchronization packet is sent to the controller which then transmits it to the firewall
application. The latter then, verifies if the connection is legitimate or not using the
Access table. In case the connection is rejected the packet is dropped.

Each instance of the firewall application uses a state table to record the connections’
states and their attributes. This table enables the application to keep track of the
connection, its state and its possible transitions to the next states. It is also used to
create State OF rules in order to restrict the traffic only to the packets corresponding to
the actual state and its possible transitions. This mechanism guaranties that the con-
troller receives only the events triggering the transitions from the actual state of the
Active connection. As an outcome, the Firewall Application reduces the load on the
controller and mitigates some DoS attacks like Syn flooding. Because, we can restrict
the number of synchronization requests for a connection, and clean the traffic from
packets which are inconsistent with the connection state. For example, when a con-
nection’s synchronization succeeds, the firewall denies any further synchronization
demand for it.

The data plane devices store in their Openflow tables (see Fig. 1) the security
policies in the Openflow rule structure. The universal rule matches with any syn-
chronization packet and executes a forward to the controller action. The Stateless rules
express the stateless policies of the firewall. The Stateful rules correspond to the
stateful behavior of the firewall Application and the tables miss entry to process
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unmatched traffic. Except for synchronization packets, any other traffic is dropped in
the data plane devices, if it is not corresponding to a legitimate connection state in the
firewall application. Therefore it contributes to mitigate some DoS attacks since
spoofed traffic will be directly dropped in the data plane devices.

The data plane devices perform firewalling behaviors by running the above OF
entries. In the SDN architecture, each data plane device can be seen as a firewall from
an external point of view. Thus, instead of using dedicated and specialized hardware,
the SDN firewall elevates the behavior of the switch by reprogramming it according to
the network security policies.

3.2 Firewall Generic Algorithm

The Class Firewall_General_Behaviour describes the generic algorithm of the firewall.
The algorithm is thought in a way to process the Finite States Machine (FSM) of any
communication protocol. It takes as entries the observed network events. Then, it
verifies them with the preconditions of the actual FSM’s state. If they fulfill the pre-
conditions, it applies the corresponding actions. The firewall adapts the FSM’s actions
according to OF protocol by interpreting the original actions into OF rules. Then, it
transits to the new state.

In our work we apply the generic algorithm to TCP communications. It has been
instantiated with TCP states, transitions, their preconditions and actions. We also
encapsulate some transitions’ actions with Openflow rules in order to comply with
Openflow standard.

In the first step, the Orchestrator sends the Universal OF Rule and the settings of the
table miss to all the Firewall Application instances. The following program code
describes the structure of the universal OF Rule for TCP communications.

Fig. 1. SDN Stateful firewall general architecture
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Through the controller, the Firewall Application is constantly listening to a
potential connection of new data plane devices. It reacts to the network events by
propagating the received Universal Rule and the settings of the table miss. It also,
installs the Openflow Stateful Rules when the state transitions are triggered. The
Firewall Application observes networks events according to two modes:

1. Periodic Mode: in this mode (see the Firewall_Periodic_Mode Class) the firewall
sets a timer to observe periodically new network events coming from the controller.
When the timer reaches its threshold, it sends a request to the controller to check if
any new data plane device has been connected or if any update happened in any
known data plane device. Once an alteration is observed, the firewall generates the
corresponding Openflow Universal Rule and the configuration of the table miss.
Then, it installs them on the new data plane device.

2. Instantaneous Mode: The firewall (see the Firewall_Instantaneous_Mode Class)
puts in place a sensor into the controller to collect new network events coming into
it. When the sensor detects a new data plane device, it prompts the firewall
immediately. Then, the firewall generates the corresponding Openflow Universal
Rule with the settings of the table miss and installs them on the new data plane
device.

The firewall application uses one of the previous modes to update the data plane
devices. When it receives a synchronization packet, it verifies its legitimacy. It checks
in the access table if the connection is accepted or denied. If there is no specified policy
for the connection in the table, it is denied by default. If the connection is accepted, an
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entry is created in the connection table. Then, the firewall verifies if the preconditions
in the packet activate any of the transitions from the actual connection’s state. If a
transition is found, the firewall applies the corresponding actions associated with it, and
then, it sends delete requests to the data plane device to remove the previous State
Openflow rules. In the opposite case, the packet is dropped. Finally it updates the state
in the state table and installs the new corresponding State OF rules. This mechanism
lessens the load of the traffic into the controller, because the data plane devices send
only the packets that can prompt the available transitions. Any traffic outside this zone
is automatically dropped in the data plane device.

4 SDN Firewall Proof of Concept

Wehave implemented the firewall on the RYU [23] controller using the Python language.
RYU is a software component SDN controller. It provides means to use multi-threading,
to parse and serialize packets and to communicate with different data plane devices. We
based our implementation on the instantiation of the generic algorithm for TCP. Then, we
deploy a testbed to measure the performance of the SDN firewall.
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4.1 Implementation

The firewall API (see Fig. 2) comprises two packages. The orchestrator package runs in
the management layer. It offers a General user Interface to manage the security policies
and the OF rules. It allows adding, modifying and displaying the security policies and
manages the static topology information. It offers to the administrator the possibility to
configure many parameters of the firewall such as event modes, behavior modes, etc. It
keeps open sockets with all the Firewall Application instances to communicate with
them. Through these canals, it sends management commands and collects network
events.

The core package (Firewall_Application) is running on the Ryu Controller. It is
mainly formed of the following components. (1) The firewall Manager Module keeps
an open socket with the orchestrator. It sends the data coming from the other modules
to the orchestrator and vice versa. (2) The Interpreter module translates the Admin-
istrator rules into Openflow rules according to the specification of the Openflow pro-
tocol. (3) The State_Table keeps the connection states, their properties and the firewall
policies. (4) The Logger class collects information on the firewall components, con-
nections data and traffic statistics. (5) The Static_Topology class provides data on the
network topology. (6) The Sentinel singleton is responsible for the interaction with the
controller. It configures also the firewall components and instantiates them. (7) The
Engine class expresses the behavior of the firewall in handling all the phases of a
stateful connection and in processing the communication between the client and the
server.

Fig. 2. Firewall API class diagram
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4.2 Test and Results

We deploy and configure our test environment (see Fig. 3) in mininet [24]. The latter is
a Python application to emulate virtual networks. Our mininet environment comprises
3 clients and a HTTP server. All are connected by their virtual network interfaces to a
virtual switch (OVS [25]). Each client runs a Python script which generates a number
of simultaneous queries to request data from the HTTP server. The Ryu controller is
remotely connected to the virtual switch via the virtual channel offered by mininet. It
offers an execution environment to the Firewall Application and ensures all its inter-
actions with the virtual environment. Besides we run the orchestrator and we connect it
with a socket to the firewall Application. Our environment is running under Ubuntu 14,
64 bits, 2 GB of RAM and 2 processors at 2.8 GHz. The effective average latency
between the controller and the switch is 0.25 ms, while the chosen bandwidth is
1 GB/s.

We perform two different experiments in order to show the impact of the firewall on
the connections’ processing times and its effects on the user quality of service. In the
first experiment (see Fig. 3) we remove from the test bed the orchestrator and the
firewall Application. Then, we activate the learning switch module of the Controller so
that it behaves like a learning switch. In this case, the virtual switch sends the
unmatched traffic to the controller. The latter maintains dynamically a table associating
each IP and Mac host addresses with an OVS port number. When the route is found in
the table, the controller installs the corresponding OF Rules to enable the switch to
forward directly the traffic to its destination. In case it does not find a port for the
unmatched packet, it broadcasts the packet to all the switch ports and it waits for an
answer to add the new correspondence (Fig. 4).

In the second experiment (see Fig. 3), we run the Firewall Application on the
Controller. We connect to them the Orchestrator and we disable the learning switch
module in order to let our firewall handling all the traffic.

Fig. 3. SDN Firewall experiment Environment
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In the two cases, the clients generate the same number of simultaneous TCP
connections. We started the tests with 10 simultaneous connections and ended at 1000
simultaneous connections per second in a continuous and a constant interval of time.
We perform in every experiment the following measurements: the average processing
time of a packet-in and the average TCP connection time (the average time needed to
process a complete TCP session). Furthermore, in the case of the experiment 2, we
measured the maximum and minimum time of packet-in processing.

We analyze the data with two objectives. The first one is the performance of the
firewall compared with a controller without a firewall (the learning switch controller).
In this case, we are interested in observing how much extra time the Firewall needs to
process the packet-in and the connections. Performance results are presented in Figs. 5
and 6. In the second case, we focus on the scalability of the firewall by observing the
evolution of the packet-in processing time zones with the number of simultaneous
connections. The results are presented in Fig. 7.

Figure 5 displays the Average packet-in processing time. We observe in both
experiments a rather constant average time. The average packet-in processing time of
the Firewall stays between 0.9 ms and 0.7 ms. For the learning switch controller it is
almost constant around 0.5 ms. The firewall takes 0.3 ms more than the learning switch
from 10 to 250 simultaneous connections then this extra time decreases to 0.2 ms till
1000 simultaneous connections. The time added by the firewall can be considered as
inconsequential. It does not also inflate with the surge of the number of parallel
connections.

Fig. 4. SDN Learning Switch experiment Environment

Fig. 5. Average processing times of packet-in
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The results regarding the average TCP connections time are shown in Fig. 6. In the
case of the firewall the Average time is almost steady (around 3.3 ms) from 10 to 100
simultaneous connections while for the learning switch the average time decreases from
2.6 ms to 1.4 ms. From 100 simultaneous connections, the average time of the firewall
increases till 250 simultaneous connections (5.4 ms) and then stays almost steady.
While for the learning switch it continues in each step to increase reaching at the end a
value of 4.7 ms. The processing time added by the firewall increases from 0.6 ms to
3.8 ms then decreases to 0.9 ms. The extra time added by the firewall in this case is
also insignificant and scale very well with the increase of the number of simultaneous
connections. In terms of Quality of Experience (QoE) this time is indiscernible for the
user and does not reach the TCP timeouts values.

In Fig. 7, we observe the amplitude of the Packet-in processing time values for the
firewall. It is almost steady (around 1.8 ms) all along the growth of the simultaneous
connections. The interval of the packet-in processing time values is as following. The
maximum values are between 2 ms and 1.6 ms while the minimum values are between
0.2 ms and 0.01 ms. The maximum and minimum values are related to RYU multi-
threading processing. The Engine threads are created by the Sentinel and then are put in
a queue. If the queue reaches an important size, the packet-in processing time increases
to the maximum values.

Fig. 6. Average TCP connections processing times

Fig. 7. Firewall Packet-in time values domain
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5 Conclusion

We introduce in this paper the first SDN reactive firewall. We speak about the
advantages of our solution in terms of flexibility, performance, security enforcement
and effectiveness. We discuss about its conceptual foundations based on a general
algorithm specified for the TCP protocol. Finally, we show the details of its imple-
mentation, its deployment in a virtual environment and the results of the tests.

We add to the SDN architecture an orchestrator to manage the network according to
a holistic view. We also integrate a Firewall Application which enforces the security
policy.

In terms of performance, our solution adds a negligible delay to process packet-in
or TCP connections. Regarding scalability, we show that the time processing does not
increase with the number of simultaneous connections. These results are encouraging
and confirm the effectiveness of our proposition.

We plan to consider the following enhancements in order to improve our solution.
The first improvement will focus on the evaluation part. We will deploy the SDN test
bed in a real environment. All the SDN elements will be hosted in dedicated powerful
machines. We will push the firewall capabilities to their limits in order to measure the
maximum number of connection that it can handle and the impacts on the network
performances. In the second enhancement, we propose to develop a meta-firewall on
the management plane. The orchestrator will instantiate it dynamically into different
firewall applications and will place them in different SDN locations. This specialization
will take into account the global view of the orchestrator, the spatial, historical and
temporal context of the SDN network and the type of the network communication
protocol.
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Abstract. Ever more processes of our daily lives are shifting into the
digital realm. Consequently, users face a variety of IT-security threats
with possibly severe ramifications. It has been shown that technical mea-
sures alone are insufficient to counter all threats. For instance, it takes
technical measures on average 32 h before identifying and blocking phish-
ing websites. Therefore, teaching users how to identify malicious websites
is of utmost importance, if they are to be protected at all times. A num-
ber of ways to deliver the necessary knowledge to users exist. Among the
most broadly used are instructor-based, computer-based and text-based
training. We compare all three formats in the security context, or to be
more precise in the context of anti-phishing training.

Keywords: IT-security training · User study · Computer-based train-
ing · Instructor-based training · Text-based training · Phishing

1 Introduction

As our daily lives increasingly shift into the digital world, the number and variety
of security threats the average user faces on a daily basis increases as well. Tech-
nical measures are in place to mitigate these security threats, but they do not
offer sufficient protection [17]. One example that demonstrates this insufficiency
is phishing: it takes on average 32 h until automated phishing detection iden-
tifies and blocks malicious websites. During that time frame users will remain
unprotected if not taught how to protect themselves [11,16,21]. Security training
is widely accepted as one of multiple components for achieving higher end-user
IT-security [2]. Corresponding training approaches exist in different formats,
all offering different advantages and disadvantages. Especially instructor-based
training, computer-based training, and text-based training have been proposed
for delivering all kinds of IT-security knowledge to average end-users [13,14,20].

Instructor-based training describes training situations in which an instruc-
tor teaches the participants. Due to the presence of the instructor, this situation
allows for real-time feedback, questions and answers, as well as shifting the focus
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of the training to suit the learners’ needs [8]. The term computer-based train-
ing describes training that is necessarily aided by technology (e.g. computers,
tablets, smartphones). The learner can train individually at the most convenient
times and can always stop learning to return at a later point in time. Like the
instructor-based training it also allows for direct feedback on the users perfor-
mance. Text-based training is based on reading material (e.g. printouts, PDF,
etc.). Analogously to computer-based training, text-based training offers self-
paced, individualized learning of the content. However, due to the static nature
of the format text-based training does not offer the possibility for individual
feedback or other interactive elements. In its basic form it does not require an
instructor or electronic devices (though some forms of text delivery, e.g. through
PDFs or websites, obviously necessitate a respective device). While the formats
have been compared in empirical evaluations, the existing literature lacks studies
comparing all three formats in the phishing context, when delivering the same
content with each format.

The goal of this work is to comparatively evaluate the three formats
instructor-based training, computer-based training, and text-based training
when delivering the same content through each format. For this purpose we
conducted a user study researching the following aspects: (1) effectiveness of
transferring the knowledge to the user, (2) user satisfaction, (3) confidence, and
(4) efficiency of the training formats. Our results indicate that instructor-based
training transfers knowledge significantly more effectively than any other format.
Instructor-based training also achieves the highest scores in user satisfaction and
confidence. Furthermore, text-based training is the most efficient format (time
spent with this format leads to more correct answers in comparison to the same
amount of time spent with any other format).

2 Training Material

Forourevaluationweuse theanti-phishing trainingNoPhish (secuso.org/nophish),
as it exists in all three different delivery formats: instructor-based, computer-based
and text-based training. Also NoPhish has previously undergone research deliv-
ered as computer-based and instructor-based training and has iteratively been
improved [4,5].

2.1 NoPhish Content

The NoPhish training content is based on findings from different academic dis-
ciplines. Firstly it is based on learning principles [22] such as practice, effect,
repetition and direct feedback in order to deliver an effective learning experi-
ence. Secondly it is based on a user-centered design [1].

The training is split into two parts: the introductory part and the main
part. The introductory part of the training material contains general informa-
tion about phishing. This includes possible consequences of phishing attacks to
emphasize the risks. It is based on the fact, that the URL is the only reliable
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Fig. 1. Structure of the URL.

indicator when it comes to deciding whether or not a website is a phish. As shown
by [10,15]. Afterwards, it explains where to find the URL, which is especially
important when using a mobile device. Users are more vulnerable to phishing
when using a mobilve device [9]. How the URL is structured is also explained
(Fig. 1).

The main part is split into four different lessons, which cover the most
common URL spoofing tricks [21]. Each lesson explains a specific spoof-
ing trick, namely (1) IP/Random URL, (2) Subdomain/Path (e.g. https://
facebook.login.com, https://login.com/facebook), (3) Name Extension (e.g.
http://facebook-login.com) and (4) Spelling (e.g. http://facebok.com). Infor-
mation about the spoofing trick contains detailed explanations on the type of
attacks as well as a number of legitimate and fraudulent examples (Fig. 2). Exam-
ples increase in complexity during the course of the training to challenge learners.
The number of examples per newly introduced spoofing trick increases with later
lessons.

2.2 Training Formats

The training formats differ from each other in terms of how the training is
delivered to the participants. We explain the differences in this section.

Instructor-Based Training: The exercises are given to the participants to be clas-
sified as phishing or legitimate in a plenary session. Answers are to be openly
discussed in the audience. The audience is encouraged to give feedback and
helpful advice if an example was answered incorrectly. During the exercises the
instructor moderates the discussion and answered questions to clarify misunder-
standings.

Computer-Based Training: The computer-based training format is delivered via
an Android application and is self administered by the participants. The appli-
cation gives direct feedback on correctness of answers. The exercise part was
designed in a playful manner containing gamification elements like lives and
“levels” (Fig. 3). The purpose of using gamification elements was to motivate
users. Progress in the game is granted only if a predefined number of phishing
and legitimate URLs has been identified correctly.

https://facebook.login.com
https://facebook.login.com
https://login.com/facebook
http://facebook-login.com
http://facebok.com
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Fig. 2. Example taken from NoPhish PDF.

Fig. 3. Example screenshots taken from NoPhish android application.

Text-Based Training: The text-based training issues participants with the same
NoPhish PDF used in instructor-based training. This training format precludes
provision of feedback. Participants can take as much time as they wanted in
reading through the Material.

3 Methodology

We conducted a user study to answer the following research questions:

Research Question 1 - Effectiveness: (a) How effective are the formats in transfer-
ring knowledge to the participants? (b) Are there significant differences between
the three formats?
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Research Question 2 - User satisfaction: (a) How satisfying is it to learn with
each format? (b) Are there significant differences between the three formats?

Research Question 3 - Confidence: (a) What impact do the training formats
have on people’s confidence regarding their own abilities in correctly identifying
legitimate and fraudulent websites attacks? (b) Are there significant differences
between the three formats?

Research Question 4 - Time efficiency: (a) How much does a training group
increase in correctly recognizing phishing and legitimate URLs per minute
spent with the training? (b) Are there significant differences between the three
formats?

3.1 Study Design

A between subject design was used to answer our research questions. The instruc-
tor started by informing all participants about the purpose of the study and
emphasized the aim of evaluating the material rather then the individual stu-
dents knowledge. We obtained the consent of every student. For minors we
obtained the consent of their parents. The study was run in Germany. For
answering our research questions we send an instructor into the partaking school
to administer the different training formats to the participants. The instructor
had an active part in instructor-based training and was passive in computer-
based training as well as text-based training. The course of the user study was
split into the following phases:

Pre-Questionnaire: Participants were asked to fill out a pre-questionnaire which
contained 16 screenshots of webpages in a randomized order. Eight of these
screenshots had been altered to show a phishing URL in the adress bar while
the other eight screenshots showed legitimate URLs. Every URL spoofing cat-
egory was used twice. Participants were asked the following questions for each
screenshot: (1) Is the screenshot showing a phishing website or the legitimate
website? (2) How certain are you with your decision?

Training: We followed with the specific training format. The duration of text-
based training and computer-based training differed between participants. While
instructor-based training took exactly 45 min the other two formats differed
between participants. When participants had finished they received the Post-
Questionnaire.

Post-Questionnaire: The post-questionnaire contained 32 screenshot of web-
pages (Table 1) in a randomized order with 16 already shown in the pre-
questionnaire and 16 new ones. As in the pre-questionnaire we added eight
legitimate and eight phishing screenshots again using every URL spoofing cate-
gory twice. Therefore we ended with 16 phishing, 16 legitimate screenshots and
utilized every URL spoofing category four times.
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General Survey: Following the post-questionnaire, participants were asked to
answer socio-demographic questions. We also included three statements based
on the system usability scale (SUS) [3] that were to be answered via a 5 point
Likert scale, namely:

– I enjoyed learning about phishing the way I did.
– I think I learned a lot.
– What I learned will help me protecting myself in the future.

3.2 Recruitment

We recruited our participants at a school. School settings offer access to groups of
participants that are homogenous in terms of sociodemographic factors like age
and educational level. For this purpose we contacted a vocational0 school which
has over one thousand students in total split over different professionalisation
branches. The school management valued our study as complementary to the
schools curriculum and cooperated with us by allowing us to use school hours
of 90 min to carry out both the training as well as the evaluation. This had
an impact on students motivation, it can be expected to make the results more
transferable to education in other contexts where participants are obliged to take
part in IT-security trainings (e.g. company context). The user study was carried
out in three different classes which were randomly assigned to one of the three
training formats. All participants taking part in this study were recruited from
the branch of information assistants.

Table 1. Legimitate and phishing URLs used in pre/post-questionnaires.

Pre and post questionnaire Post questionnaire only

Original https://www.chefkoch.de/login.php https://www.amazon.de/Angebote/b/...

https://www.ebay.de/rpp/Deals/reisen-... https://epaper.bild.de/

https://www.gmx.net/produkte/mail/... https://secure.ikea.com/webapp/wcs/...

https://plus.google.com/u/0/me https://touch.linkedin.com/login.html

https://www.m.spiegel.de/panorama/... https://www.stepstone.de/5/index.cfm...

https://www.blumen.tchibo.de/login... https://tagesschau.de/frontpage:.

https://www.t-online.de/wetter/... https://www.welt.de/sonderthemen/...

https://blog.xing.com/category/german/ https://de.yahoo.com/...

Phishing IP/Random URL

https://www.lhjwrpik.com/signin/Raum... https://www.lesen.de/abo/digital

https://130.83.162.6/signup/ https://198.176.23.15/Ip/pw/login

Subdomain/Path

https://badcat.com/mobile.twitter.com/... https://events-ma.de/www.gutefrage.net...

https://web.de.emailclient.com/ https://login.live.dub123.com/login.srf...

Name Extension

https://www.paypal-sicher.com/web... https://www.zalando-zahlungsarten.de/...

https://www.shopping-esprit.de/cgi/h2/... https://de.wikipedia-login.org/index...

Spelling

https://www.maxdorne.de/?fwe=true&... https://www.0tto.de/damenmode/...

https://www.windows.mircosoft.com/de... https://id.sueddeutsche.de/login

https://www.chefkoch.de/login.php
https://www.amazon.de/Angebote/b/
https://www.ebay.de/rpp/Deals/reisen-
https://epaper.bild.de/
https://www.gmx.net/produkte/mail/
https://secure.ikea.com/webapp/wcs/
https://plus.google.com/u/0/me
https://touch.linkedin.com/login.html
https://www.m.spiegel.de/panorama/
https://www.stepstone.de/5/index.cfm
https://www.blumen.tchibo.de/login
https://tagesschau.de/frontpage
https://www.t-online.de/wetter/
https://www.welt.de/sonderthemen/
https://blog.xing.com/category/german/
https://de.yahoo.com/
https://www.lhjwrpik.com/signin/Raum
https://www.lesen.de/abo/digital
https://130.83.162.6/signup/
https://198.176.23.15/Ip/pw/login
https://badcat.com/mobile.twitter.com/
https://events-ma.de/www.gutefrage.net
https://web.de.emailclient.com/
https://login.live.dub123.com/login.srf
https://www.paypal-sicher.com/web
https://www.zalando-zahlungsarten.de/
https://www.shopping-esprit.de/cgi/h2/
https://de.wikipedia-login.org/index
https://www.maxdorne.de/?fwe=true&
https://www.0tto.de/damenmode/
https://www.windows.mircosoft.com/de
https://id.sueddeutsche.de/login
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4 Results

In total, 81 participants participated. We recruited all participants from the same
school and 33 participants had a secondary school leaving certificate, 45 had a
high school qualification and three participants had a university degree. The
group that took part in instructor-based training had 30, computer-based train-
ing 25 and text-based training 26 participants. The instructor-based training
group had 2 female and 28 male participants with a mean age of 17.33 (±1.06)
and the computer-based training group had 10 female and 14 male participants
with a mean age of 20.48 (±4.82). The text-based training group had 2 female
and 24 male participants with a mean age of 21.62 (±5.177).

Research question 1 - Effectiveness: Starting with (a) the effectiveness in knowl-
edge transfer of the different formats and (b) the differences in effectiveness
between the formats, we measured effectiveness as the number of correct answers
for both phishing URLs, legitimate URLs and overall.

(a) First of all we look at the general effectiveness in knowledge transfer.
Therefore we evaluated the mean difference between pre-questionnaire and post-
questionnaire. A repeated measures ANOVA determined that the mean cor-
rect answers differed statistically significant between pre- and post-questionnaire
(F(1, 78) = 3918.92, P < 0.001, η2 = .98).

(b) Likewise to the general effectiveness in knowledge transfer the training
format (Fig. 4) showed a statistically significant difference for the mean differ-
ences (p < .001, η2 = .255).

Fig. 4. Mean correct answers for pre & post legimitate and phishing URLs with 95 %
confidence interval (in %).

Post-hoc tests for overall correct answers using the Games Howell correc-
tion, for different number of participants per group and violated homogeneity
of variance, revealed that the difference between computer-based training and
instructor-based training is statistically significant (p < .001). The same goes for
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computer-based training and text-based training (p = .004). Whereby instructor-
based training and text-based training do not differ significantly from each other
(p = .445).

Looking at the results of the repeated measures ANOVA, every training
showed a significant improvement in detecting both phishing and legitimate
URLs as their representative part. Taking this into account post-hoc tests showed
further significant differences between the three formats. The instructor-based
training achieved both the highest post score for correct answers and the highest
improvement in score from pre-questionnaire to post-questionnaire. Nevertheless
only looking at the correct answers they do not score significantly better than
the text-based training.

Further analyzing the results separated into phishing (Fig. 5a) and legitimate
(Fig. 5b) URLs, there is a change. While the results for phishing URLs remain
the same, as computer-based training differs statistically from instructor-based
(p < .001) and text-based training (p < .001) and instructor-based training does
not differ significantly from text-based training (p = .997), this is not the case
for legitimate URLs. Only considering these computer-based training remains
significant below instructor-based training (p = .009). This time there is no
statistical significant difference between text-based training and both computer-
based (p = .843) and instructor-based training (p = .108).

Fig. 5. Mean correct answers for pre & post split into phishing and legimitate with
95 % confidence interval (in %).

Research question 2 - User satisfaction: We looked at (a) the satisfaction for
each format and (b) the differences between the three formats.

(a) As shown in Table 2 all formats achieve high results for overall satisfac-
tion (from 4.09 to 4.46). Split into the questions, starting with the first one,
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instructor-based training achieved the highest mean score with (4.57± .568), fol-
lowed by text-based (4.38± .637) and computer-based training (4.2± .764). For
question two instructor-based training again achieved the highest mean score
with (4.34± .814), this time next is computer-based (3.88± .971) and text-based
training (3.65±1.198). For the third question the order is instructor-based train-
ing with a mean score of (4.47± .776), text-based (4.31± 1.011) and computer-
based training (4.20 ± .816).

Table 2. User satisfaction split into three questions and overall per format.

Format 1. Enjoyed? 2. Learned? 3. Protection? Overall

Instructor-based training 4.57 (.57) 4.34 (.81) 4.47 (.78) 4.46

Computer-based training 4.2 (.76) 3.88 (.97) 4.2 (.82) 4.09

Text-based training 4.38 (.64) 3.65 (1.2) 4.31 (1.0) 4.11

(b) Starting with the differences for the three training formats over all three
questions the one-way ANOVA suggest that there is no statistically significant
differences between the training formats (F (2, 80) = 3.023, p = .51).

Divided into the three questions, starting with “I enjoyed learning about
phishing the way I did.” The results of the one-way ANOVA showed no
statistically significant difference between the training formats (F (2, 80) =
2.138, p = .125).

Next participants had to rate the sentence “I think I learned a lot.” The
results of the one-way ANOVA showed a statistically significant difference
between all formats (F (2, 79) = 3.433, p = .037). A Games-Howell post-hoc
test showed that participants from the text-based training answered significant
lower compared to the computer-based training (p = .74) and to those in the
instructor-based training (p = .045). There was no statistically significant dif-
ference between the instructor-based training and the computer-based training
(p = .153).

Finally participants had to rate the sentence “What I learned will help me
protecting myself in the future.” The results of the one-way ANOVA showed no
statistically significant difference between formats (F (2, 80) = .658, p = .521).

Research question 3 - Confidence Level: We looked at (a) the impact the train-
ing formats have on people’s confidence regarding their own abilities in cor-
rectly identifying legitimate and fraudulent websites attacks and (b) differences
between the three formats?

(a) Therefore we analyzed the confidence level for all formats in between
the pre- and post-questionnaire. A repeated measure ANOVA determined that
the mean correct answers differed statistically significant between pre- and post
questionnaire (F(1, 71) = 150.71, P < 0.001, η2 = .68).
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(b) Just as the difference between the pre- and post-questionnaire the train-
ing formats (Table 3) showed a statistically significant difference for the mean
differences (p = .002, η2 = .16).

Table 3. Average user confidence pre-questionnaire and post-questionnaire per format.

Format Pre Post Difference

Instructor-based training 3.22 (.80) 4.73 (.27) 1.51

Computer-based training 3.58 (.79) 4.58 (.52) 1.00

Text-based training 4.12 (.50) 4.67 (.31) 0.55

Post-hoc tests using the Games Howell correction revealed that the difference
between text-based training and instructor-based training is statistically signifi-
cant (p < .001). Whereby computer-based training and instructor-based training
do not differ significantly from each other (p = .76), as well as computer-based
and text-based training (p = .098).

Looking at the results of the repeated measures ANOVA, every training
showed a significant improvement in confidence. Post-hoc tests showed further
significant differences between the three formats. The instructor-based training
achieved both the highest post confidence, the highest improvement in confidence
and achieved a significant higher confidence than the text-based training.

Research question 4 - Time efficiency: For the fourth and final research question
we wanted to know (a) how much the training formats increase the correctly
recognition of phishing and legitimate URLs per minute spent with the training
and (b) the differences between the three formats.

(a) Table 4 shows the mean time efficiency for the formats. Furthermore, it
shows that on average for every minute that the instructor-based group spent
with the training, they were able to increase the amount of correct answers
given by 0.64 on average. For computer-based training it is on average 0.92 more
correct answers per minute and for text-based training on average 1.03 more
correct answers

Table 4. Time taken and time efficiency per format. Improvement per minute = per-
centage of improvement of correct answers divided by mean time.

Format Mean time (minutes) Improvement per minute

Instructor-based training 45 0.64

Computer-based training 26.5 0.92

Text-based training 18 1.03

(b) A Kruskal-Wallis H test showed that there was a statistically significant
difference in time spent between the different trainings, χ2(2) = 35.01, p < 0.001.
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Median in formats computer-based training and text-based training were 26.5
and 18 min; the distributions in the two formats differed significantly (U =
55.5, Z = −3.17, p = 0.002, η2 = .26).

Regarding our time efficiency although the instructor-based training had
the biggest improvement (+28.85 %) it is only an improvement of 0.64 correct
answers per minute spent. The second best improvement was achieved by the
training that took part in computer-based training (+24.5 %) which results in
an improvement of 0.92 correct answers per minute spent. Finally the text-based
training training achieved lowest general improvement (+18.63 %). Considering
the time spent for the training they achieve the highest score with an improve-
ment of 1.03 correct answers per minute spent.

5 Discussion

All training methods improve participants ability in phishing detection and their
ability in identifying legitimate webpages significantly. Furthermore, they felt sig-
nificantly more confident in judging webpages after the training. However, the
results of the user study show significant differences between the different train-
ing formats. Considering efficiency, user satisfaction and confidence, instructor-
based training format achieved the best results. It performed significantly better
than the other two formats. At the same time it achieved the lowest time effi-
ciency. This result is in line with the findings in [7]. The authors showed that a
social situation and a familiar context like for the pupils in our instructor-based
group has a positive learning effect. While the improvement in confidence dif-
fers, all three formats achieve a very high score around 4.7 of 5. Not surprisingly,
instructor-based training takes more time. While we decided to go for 45 min,
in a company instructor-based training requires more time, e.g. as participants
need to reach the class room and get back to their offices. Thus, while the secu-
rity level in the company would increase more than with the other levels, it
might not be chosen because of the time (and maybe the costs and the lack of
flexibility to decide when to learn and to take breaks).

Interestingly, text-based training performs better than computer-based train-
ing. With respect to efficiency, user satisfaction and confidence it achieves the
second best results. The results of research question 4 indicate that spending
some more minutes with the material is likely to improve the results even fur-
ther. Thus, if time is a limited resource text-based training is the best training
format as it clearly achieves the best results in time-efficiency. Furthermore,
participants improved also significantly in making proper decisions as well as in
detecting phishing webpages.

A possible explanation for this results is that participants were able to chose
their own pace when going through the training. While one can miss important
messages when lacking concentration during instructor-based training this can-
not happen with text-based training. Participants could go back and read earlier
explanations again. Furthermore, it might be easier reading the URL letter by
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letter when the PDF is displayed at the screen right in front of them other than
displayed by a projector on the wall. What would be interesting but has not
been tested is the effect it would have if people do not learn the entire content
at once but would start one day and come back at a later time.

The results of the computer-based training group indicate, that this method is
not particularly more effective or satisfying than the other two formats; however
more expensive, as it needs to be developed. The unexpectedly low improvement
of the computer-based training group might possibly be affected by the small
screen size of the smartphones. Reading through educational material via a small
smartphone screen might not be the best way to partake in security training.
While on the other hands it offers a potential for even more interactive train-
ing formats. Our results for computer-based training are inline with the results
in [19]. However, the authors of [12] got a greater effect than instructor-based
training. It needs to be studied further, why their results differ.

Limitations: Participants saw a high amount of phishing examples in a short
time frame. Such a high frequency exposure to phishing URLs would likely never
happen in a real scenario. While this is the typical problem of phishing studies,
this is not a major concern for our study as we compare which format performs
better in communicating the content of the NoPhish training concept.

While the text-based training and computer-based training usually have the
innate option of pausing at any convenient moment, our study design precluded
this possibility. Which effort pausing has to the results needs to be studied in
future.

The training was given by a motivated instructor. It is possible that the very
positive results of the instructor-based training group can in part be attributed
to this fact. But this is a limitation with instructor-based training in general
that does not specifically apply to our study design.

Students in the school setting are primed for instructor-based training. This
is different from a company setting. Thus, using the instructor-based approach
in companies may perform less good than in a school.

Our sample is not representative of the general population, as participants
were all students in the professionalisation branch of information assistants. Such
they brought an above average general knowledge of IT related problems. How-
ever, it shows that also those people lack knowledge in phishing security. Fur-
thermore, earlier evaluations on NoPhish showed significant improvements also
for lay people.

6 Related Work

In our study, we used the NoPhish training materials, which are freely available
in the three formats in question (instructor-based, computer-based, and text-
based). All of the formats provide the same content to the user. In the following,
we present similar research comparing different IT-security training formats.
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Sheng et al. [20] compared the effectiveness of different educational materi-
als to identify phishing websites. Their study included two groups using text-
based training and one group using computer-based training. They did not
include instructor-based training in their comparison. For their text-based solu-
tions they used “three consumer oriented educational web pages from the first
page of Google search results using the search query phishing” and the cartoon
PhishGuru. The computer-based training used the Anti-Phishing Phil game. The
formats used in their study provided different content to the users and not all of
them are freely available. The authors did not find any difference in the number
of users that fall for phishing between the different formats.

Kumaraguru et al. [14] reports on the comparison of three formats for improv-
ing the users’ skills in terms of detecting phishing attacks. They developed two
embedded training designs (computer-based training) and another format con-
sisting of simple email security notices (text-based training). The embedded
training designs consisted of regularly sent phishing emails. The results of their
study indicate that the embedded training designs (computer-based training)
were more effective than simple security notices (text-based training).

Khan et al. [13] compared different education material formats based on psy-
chological theories, including instructor-based training, computer-based training
(traditional and video games), and text-based training (newsletter articles and
posters). They categorize instructor-based training as efficient but unattractive.
In their opinion, computer-based training has the advantage of allowing users
to learn at their own pace, while being resource-extensive and relatively expen-
sive. For the text-based materials they summarize that these are efficient ways to
deliver information, but that it cannot be verified if the information was actually
read by the user.

Schilliger and Schmid [19] discuss multiple formats from a theoretical point
of view. They see advantages in computer-based training. It can efficiently serve
to big groups, due to its support of time and location independent learning.
Furthermore, it is much easier to track the learners’ success. With regard to
text-based training, the authors believe that it is best used to remind people of
content they already learned before. Concerning instructor-based training, they
argue that it should be as short and as memorable as possible to increase the
effectiveness.

Reid [18] developed a software program that supports the delivery of impor-
tant information. He used a commercial set of knowledge level questions and
measured the success of his computer-based technique. The results indicate that
frequent repetition of training activities increases knowledge retention.

Canova et al. [6] did a small scale lab and retention study of the NoPhish
android application. They found significant effects of the application when it
comes to transferring the information to the participants both immediately after
the study aswell as five months after the participants had taken part in the study.
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7 Conclusion and Future Work

We conducted a user study comparing the three different training formats
computer-based training, instructor-based training and text-based training with
respect to their effectiveness, user satisfaction, confidence and time efficiency.
We note that every format lead to a significant improvement of participants IT-
security knowledge and confidence in handling the tasks. Also, participants of
all groups were satisfied with their respective training format. Instructor-based
training created the most promising results regarding three of our four research
questions (effectiveness, user satisfaction, confidence). However it performed the
worst in our fourth research question (time efficiency). The text-based train-
ing format performed slightly worse than instructor-based training. However
it has applications in scenarios where time is the most pressing matter as it
is the most time efficient formats. Though computer-based training performed
worse than the other two formats it still provided for a significant improvement
in URL detection. Computer-based training via smartphones enables users to
learn whenever they want, wherever they want and for any duration they seem
fit and it has benefits when it comes to flexibility in application.

While our study focused on the possible gains of different formats of security
training we did not evaluate how the required expenditures differ. A realistic cost
assessment including creation and maintenance of the materials remains an area
of future work. Also we plan the evaluate the retention of the transmitted knowl-
edge in the future. A comparative analysis of the effect small screensizes have
on training effectiveness also remains a topic for further research. Another open
issue for future work will be to evaluate whether the rules can be implemented
into a usable security tool that automatically addresses incoming E-Mails.
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Abstract. Privacy and its protection is an important part of the culture in the
USA and Europe. Literature in this field lacks empirical data from Japan. Thus,
it is difficult– especially for foreign researchers – to understand the situation in
Japan. To get a deeper understanding we examined the perception of a topic that
is closely related to privacy: the perceived benefits of sharing data and the
willingness to share in respect to the benefits for oneself, others and companies.
We found a significant impact of the gender to each of the six analysed
constructs.

1 Introduction

In the Western world privacy and its protection is an important part of the culture. In
the United States and especially in Europe people care about their privacy and therefore
also the majority of research about privacy is based on data collection in
North-America and Europe [1].

Despite some efforts by Asoh et al. [2] and Takasaki et al. [3], literature in the field
of privacy lacks empirical data from Japan. Thus, compared to the USA and Europe, it
is difficult for foreign researchers to understand the situation in Japan. In Hofstede’s
taxonomy for cultural patterns [4, 5] individualism versus collectivism as a cultural
norm is identified as one important criterion. Japanese culture — inspired by Confucian
and Buddhism philosophy — differs from western culture where individualism is
emphasized [6] and therefore, the protection of oneself has a higher importance. As
opposed to this, people of the Japanese culture try to identify their role within the
groups they are interacting with [7]. Societal harmony is very important to Japanese
people and they try to avoid troubling others [8]. This leads them to be more open to
share personal information. Additionally, not sharing data is also often understood as
isolation from a group. As data sharing often has a major impact on one’s privacy, the
perception of sharing is very relevant for the behaviour with regard to privacy and its
protection. Besides general cultural differences, also the role of men and women differ
between the western and the eastern society. This matches another criterion set by
Hofstede [4, 5], which distinguishes between cultures that emphasize masculinity
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versus femininity. Based on tenets of Confucianism, taking care on major caregiving
responsibilities is the traditional role of women in the Japanese culture [9]. Caused by
women’s responsibilities in society, the concept of privacy could be more unfamiliar
for women than for men. Even though the Japanese society is highly influenced by the
western culture, it is interesting to see whether women and men differ in the perceived
benefits of sharing data for others and their willingness to e.g. share data.

The paper is structured as follows. Section 2 gives an introduction into privacy
research in Japan. Further, Sect. 2 describes the research model and the hypotheses. In
Sect. 3 the used methodology is explained. Section 4 summarizes the results of the
study, followed by a discussion and conclusions in Sect. 5.

2 Background and Hypotheses

2.1 Related Work

The economics of privacy including empirical studies relating to the consumer’s pri-
vacy calculus have been evolving [10]. Especially, from late 1990, with the emerging
of the Internet, empirical studies have focused on online shopping or online banking.
From 2003, online search and 2005 social networks were in the focus. Chellappa and
Sin [11] and other research papers around the same years are mostly based on online
shopping or personalized services, which are almost the same category of applications.
Consumers’ benefits are mostly financial ones (discounts, points, etc.). But for the
usage of social networks the consumers’ benefits are not financial ones but
non-financial ones including sharing feelings in a group. A study by Lu et al. [12]
demonstrated that social adjustment benefits, i.e. the opportunity of establishing a
social identity by integrating into desired social groups, can also have an effect on the
intended disclosure behaviour.

The “Act on the Protection of Personal Information” was passed in 2003 and has
been enforced in Japan since 2005 [13]. The objectives of this act are to balance the
usability of personal information and the protection of individual rights and benefits, and
to protect any information that could identify an individual. The act is under revision in
terms of expanding coverage of intended data and building an auditing system including
privacy commissioners. Recently, for adjusting to the change of international privacy
attitudes such as the change in the Privacy Guideline by OECD in 2013 [14], a Con-
sumer Privacy Bill of Rights in US in 2012, and the regulation on the protection of
individuals with regards to the processing personal data was passed the European
parliament, the law reform proposal on privacy in Japan was published in Jun., 2014.
Asoh et al. [2, 15] presented users’ privacy concerns in recommendation services using
personal data in Japan, and showed that service categories (shopping, navigation and
healthcare) did not directly affect to users’ privacy concerns. Takasaki et al. [3] analysed
privacy concerns for on-line personalization services in Japan. However, in this field
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there is a lack of empirical data in Japan. This paper intends to show relevant input for
designing and implementing privacy protection policies based on empirical data in
Japan.

2.2 Hypotheses

Ahead of a potential revelation of personal information humans perform an economic
decision-making process [16]. In the so called privacy calculus, users of information
systems weigh the potential costs and benefits of sharing their personal information
with specific services, institutions, or persons [1, 17–20]. On the risk side, users take
into account the privacy concerns as well as the perceived likelihood and damage of a
privacy violation.

On the benefit side, users consider positive effects of the revelation of personal
information. The benefits highly depend on the type of service a user could reveal
personal information to. Literature describes different examples especially from the
field of social network sites [21]. However, literature so far focused on personal
benefits from the revelation of personal information. A focus on the western world
literature might explain all benefits by focusing just on the user itself. For example,
Kobsa [22] determined that gender effects on internet privacy concerns could not be
clearly established. From our studies, we confirm the gender effects (especially, women
with children are more concerned about privacy protection also they tend to show the
strong willingness of personalized service usage).

However, in the Japanese culture privacy is a construct that is tied to egotism [23, 24].
Consequently, Japanese users also reflect the benefits for others and also companies.
Earlier studies [2, 3, 15] suggest gender effects in Japan. Especially, womenwith children
are more concerned about privacy protection and also tend to show the strong willingness
of personalized service usage. Thus, based on the even higher responsibility of Japanese
women in society we hypothesize:

– H1a: Female and male Japanese will differ in their perception that they themselves
can benefit when they reveal personal information.

– H1b: Female and male Japanese will differ in their perception that others can benefit
when they reveal personal information.

– H1c: Female and male Japanese will differ in their perception that companies can
benefit when they reveal personal information.

Result of the Privacy Calculus is the intension to reveal personal information [18].
Thus, if users decide to share personal information, they will be willing to reveal for
their personal benefit or the benefit of someone else. Also in the willingness to share we
expect an impact of the gender due to women’s responsibility in the Japanese culture.
Therefore, we hypothesize:
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– H2a: Female and Male Japanese will differ in their willingness to share personal
information for their personal benefit.

– H2b: Female and Male Japanese will differ in their willingness to share personal
information for others’ benefit.

– H2c: Female and Male Japanese will differ in their willingness to share personal
information for companies’ benefit.

Users’ decisions in the context of computer systems are highly depending on the
self-efficacy to specific technologies. Self-efficacy is about what individuals believe
about their ability to use a system e.g. effectively [12], and the higher the self-efficacy
the greater is the performance achievement. Computer self-efficacy is based on users’
attitudes towards computers and their anxiety [25]. Users can differ in their attitude and
anxiety and this could bias their decision-making in the privacy calculus and their
perceived willingness. Thus, attitude and anxiety are added to our model (cf. Fig. 1) as
covariates to address this potential bias.

3 Methodology

3.1 Participants

To get generalizable results, we ran the study with male and female participants with
different age and educational background. Overall 9,287 persons participated in the
study. For both female and male participants the average age is about 45 years and the
distribution to the gender and age groups is also quite equal as shown in Fig. 2.

Fig. 1. Overview of the hypotheses and the influencing factors
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Participants were collected by publishing an online survey which collected 10000
questionnaires and was executed by a research company. Data was collected from
March 12, 2015 until March 19, 2015. We removed responses from people who
engaged in research business and advertising business from the participants. We did not
select the participants according to where they lived, whether they were married, or
whether they had a child, etc.

3.2 Measurement Instrument

An instrument was built to measure impact on the perceived benefits or the willingness
to share. The measurement instrument is built out of three to five items for each of the
six constructs. As literature and theories do not give items for this construct, we created
items by ourselves. Table 1 displays the used items per construct.

The use of new and not tested items increases the need of testing their validity and
reliability. Therefore, to test the validity a confirmatory factor analysis (CFA) was
performed. The results confirm the items of each construct. Subsequently, the reliability
of the scale was tested by checking Cronbach’s alpha. According to [20] the alpha
values as listed in Tables 2 and 3 are excellent. Further, there was no need to skip items
based on the Kaiser-Meyer-Olkin value, because for no construct the dropping of an
item increased this value. Thus, we ended up with a measurement instrument including
22 items for the six constructs to be analysed.

Fig. 2. Gender and age distribution
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3.3 Procedure

The questions were implemented on a web-based questionnaire system by a research
company. Selected participants received an instruction for the system from the com-
pany, and accessed the system via their own devices. The participants entered their
answers via the web-interfaces.

4 Results

4.1 Descriptive Statistics

We analysed the data set and calculated the mean value and the standard deviation
(SD) of the descriptive statistics. Both groups, female and male, were handled indi-
vidually. This allows a comparison of both groups to identify deviations as displayed in
Table 1. The comparison shows that the mean values are lower in the case of the female
participants than in the case of the male participants. So compared to the male par-
ticipants the female participants perceived lower sharing benefits in general. Further
they have a lower willingness to share personal information.

Further, in the case of the data sharing benefits, all participants perceive most
benefits for companies compared to benefits for themselves or even for others. Par-
ticipants’ highest willingness to share personal is for their own benefit. They are less
willing to share for others’ benefits and even less for the benefit of companies.

4.2 Impact Analysis

To identify the impact of the gender on the different perceived privacy benefits and the
willingness to share we run an Analysis of covariance (ANCOVA) for each construct.

Table 1. Used items per construct

Female Male

SD SD

P
er

ce
iv

ed

da
ta

 

sh
ar

in
g

be
ne

fi
ts

Oneself 3.778 1.002 3.850 1.017

Others 3.488 1.150 3.677 1.124

Companies 3.855 1.102 3.999 1.062

W
ill

in
gn

es
s 

to
 s

ha
re

Personal benefit 3.483 1.220 3.751 1.202

Others’ benefit 3.027 1.264 3.361 1.235

Companies’ benefit 2.931 1.266 3.242 1.247
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The ANCOVA is used, because this statistical method allows handling the influencing
factors “Attitudes” and “Anxiety” (that we had identified in Sect. 2.2) as covariates and
so allows filtering out the effect of these influencing factors on the impact. Thus, the
bias of attitudes and anxiety of the participants on the result can be prevented, which
increases the accuracy of the result. However general linear models like ANCOVA
require some assumptions to be fulfilled by the data:

Table 2. Constructs on “Perceived privacy benefits”

Construct Items Cronbach’s
alpha

Perceived data
sharing benefits
(“Me”)

Sharing personal information with online service
providers can provide me with personalized services
tailored to my activity context.

.926

Sharing personal information with online service
providers can provide me with more relevant
information tailored to my preferences or personal
interests.

Sharing personal information with online service
providers can provide me with the kind of
information or service that I might like.

In general, I believe that I can profit from sharing
personal information with online service providers.

I think that I benefit from sharing personal information
with online service providers.

Perceived data
sharing benefits
(“Others”)

It can provide benefits for other people if I share my
personal information with online companies.

.946

If I share my personal information with online
companies, other people can profit from it.

In general, I think that it is good for other people if I
share my personal information with online
companies.

It can be useful for other people if I share my personal
information with online companies.

I’m willing to share personal information with online
companies if it is useful for them.

I’m in general willing to share personal information
with online companies, if I see a benefit for them.

Perceived data
sharing benefits
(“Companies”)

I believe that online companies can profit from my
personal information if I share it with them.

.892

I believe that it is good for the success of online
companies if I share personal information with them.

I can support online companies by providing them with
my personal information.

I think that it is good for online companies if I provide
them with my personal information.
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1. The assumption of normality was tested with the Kolmogorov-Smirnov test [26] and
reveals that the data of the analysed six constructs is not normal distributed. How-
ever, according to the Central Limit Theorem a parametric test can still be used [27].

2. Further, in the case of using ANCOVA the independence of variable (in this case
gender) and covariate needs to be checked. The results of the Levene’s test [27]
indicate that the covariates are independent from each of the analysed six constructs.

The results of the ANCOVA show a highly significant impact of the gender to each
of the six analysed constructs. Thus, female and male Japanese people differ in their
perception of privacy benefits for oneself, for others and for companies. The same is
true for the willingness to share for someone’s benefits.

Table 4 shows the result of the ANCOVA. The F-value displays the result of the
F-test as a calculation of the quotient of the variance of the answers of the different
experimental groups (in our case women and men). This first step allows the next step,
which is the check, whether the null hypothesis (H0), that there would be no significant
difference between the different experimental groups (men and women), can be falsi-
fied. For this we look at the significance levels (Sig., p-values): A p-value below .05
reveals a significant difference between both experimental groups, a p-value below .001
reveals that the difference is highly significant. Both thresholds are commonly used for

Table 3. Constructs on “Willingness to share”

Construct Items Cronbach’s
alpha

Willingness to share
(I benefit)

In general, I’m willing to share personal information
with online companies if I can profit from it.

.916

I’m willing to share personal information with online
companies if they provide me with useful services.
If I see a benefit for myself, I’m in general willing to
share personal information with online companies.

Willingness to share
(others benefit)

In general, I’m willing to share personal information
with online companies if other people can profit
from it.

.950

I’m willing to share personal information with online
companies if they provide other people with useful
services.
If I see a benefit for other people, I’m in general
willing to share personal information with online
companies.

Willingness to share
(companies
benefit)

In general, I’m willing to share personal information
with online companies if they can profit from it.

.951

I’m willing to share personal information with online
companies if it is useful for them.
I’m in general willing to share personal information
with online companies, if I see a benefit for them.

On Gender Specific Perception of Data Sharing in Japan 157



this kind of experiments [25]. In our case all the p-values are so small, that they are
closer to 0.000 than to 0.001.

The high significance (Sig., p-value < .001) of the covariates “Attitudes” and
“Anxiety” as shown in Table 4, demonstrates that the covariates predict the particular
dependent variables. Therefore, the perceptions and the willingness are influenced by
participants’ anxiety and attitudes towards using computer systems. After the effect of
anxiety and attitudes has been filtered out by the ANCOVA, the adjusted effect of the
gender on the six analysed constructs has a significance value of p < .001 as displayed
in Table 4 as well. Thus, the statistical tests show that the Hypotheses H1a, H1b, and
H1c as well as H2a, H2b, and H2c can be accepted and that the gender of Japanese
participants has a significant impact on the perceived benefits and the willingness to
share for someone’s benefit.

5 Discussion and Conclusion

The results show a highly significant impact of the gender to each of the six analysed
constructs. Thus, female and male Japanese people differ in their perception of privacy
benefits for oneself, for others and for companies. The same is true for the willingness
to share for someone’s benefits. Anxiety and attitudes were identified as biases on the
measured effects. However gender still has a significant impact on the effects.

Future research should be done to investigate the differences in the perception of
privacy in respect to the peoples’ culture. It will be interesting if there is a difference
between the obtained result for Japan and e.g. Europe or the USA. Additionally, it
would be interesting to investigate “Cross-cultural Sharing”: Does the willingness to
share data with someone belonging to the same culture differ from sharing with
someone belonging to another culture?

Further research should also be done regarding the age groups of people. Does the
willingness to share data depend on whether they are e.g. Digital Natives or Digital
Immigrants [28]?

Finally, practical consequences of our findings should be examined. E.g. would it
make sense to offer different services to the different groups?

Table 4. Results of the ANCOVA

Oneself Others Companies
F Sig.

(p-value)
F Sig.

(p-value)
F Sig.

(p-value)

Perceived benefit for… Anxiety 135,503 .000 140,548 .000 56,401 .000
Attitudes 104,633 .000 43,152 .000 79,175 .000
Gender 27,316 .000 105,988 .000 51,217 .000

Willingness to share for
… benefit

Anxiety 114,074 .000 145,547 .000 167,888 .000
Attitudes 90,705 .000 31,918 .000 29,131 .000
Gender 148,010 .000 233,217 .000 213,816 .000
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Abstract. We propose a concept called TORPEDO to improve phish
detection by providing just-in-time and just-in-place trustworthy tooltips
to help people judge links embedded in emails. TORPEDO’s tooltips con-
tain the actual URL with the domain highlighted and delay link activa-
tion for a short period, giving the person time to inspect the URL before
they click. Furthermore, TORPEDO consists of an information diagram
to explain phish detection. We evaluated TORPEDO in particular with
respect to its effectiveness: Compared to the worst case ‘status bar’. as
used in Thunderbird and Web email clients. TORPEDO performed sig-
nificantly better in detecting phishes and identifying legitimate emails
(85.17 % versus 43.31 % correct answers for phish). A proof of concept
implementation is available as a Thunderbird Add-On.

1 Introduction

Phishing is merely a modern equivalent of a confidence trick that has been
carried out for centuries: to deceive someone to derive some personal benefit.
The first time that the term “phishing” was used to refer to this digital version
of confidence tricking was on January 2, 19961. Phishing messages offer a link
embedded in an email message that entices the recipient to click. Email recipients
are likely to click on links due to their widespread legitimate use. If they do click,
it redirects them to a website masquerading as the real thing or downloads some
malware onto their computer. Twenty years after its emergence, phishing still
succeeds [11,39]. Automated detection is a powerful tool against phishing, but
the fact that it takes, on average, 28.75 h to detect new phish websites [2] means
that users have to detect phishing messages themselves during the discovery
window. However, many people are unable to distinguish legitimate from phish
messages. Since there is no financial bar on the number of emails phishers can
send, this means a sizeable number of people are snared every day.

The goal of our research was to propose a solution to reduce phishers’ success
in the email environment significantly (note, we studied the approach in the
1 The mention occurred in alt.online-service.america-online.
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Fig. 1. Just-in-time, just-in-place, trustworthy tooltips as shown in the upper-left part.
The entire figure is displayed when more information is requested.

email environment but it could be easily adopted to other message formats such
as Facebook and Twitter messages). To achieve this goal, we needed first to
understand why people fall for phishing. We thus carried out a literature review
and a cognitive walk-through analysis of emails as displayed by commonly-used
desktop and webmail clients. Based on our findings, we proposed a concept
called TORPEDO (TOoltip-poweREd Phish Email DetectiOn) to assist users
by providing a just-in-time, just-in-place, trustworthy tooltips that display the
actual URL with the domain highlighted in bold (see Fig. 1). Furthermore, we
disable the link briefly, introducing a short delay, to increase the likelihood that
people will check the URL before clicking on it. Finally, we provide users with
an extended information diagram to explain the phish detection process. An
evaluation delivered significant improvements (85.17 % for phish, 91.57 % for
legitimate emails compared to 43.31 % and from 63.66 % when only providing
the URL in the status bar, as Thunderbird does it for instance). We implemented
a corresponding Thunderbird Add-On, as a proof-of-concept.

2 Identifying Ons Why People Fall for Phish

It is important to understand why people fall for phish in order to support them
the better. To identify possible reasons for people falling victim to phish, we
carried out a literature review and conducted a cognitive walk-through analysis.

2.1 Literature Review

A phishing email contains a number of signals that may indicate that the email is
a phish, the most reliable of which is the actual URL as explained in [15,26] Many
people do not realise this but, just in case they do, phishers routinely obfuscate
the URL to dampen down this signal (e.g. using http://amazon.shop-secure.com

http://amazon.shop-secure.com
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to phish amazon accounts). Our literature review revealed a number of papers
in which the authors showed that the reality is different since many people focus
on other signals, applying various flawed heuristics, namely:

– The Sender: People are likely to trust emails from friends [16] or from rep-
utable businesses [41].

– The Look and Feel: People judge emails’ trustworthiness based on their first
impression, informed by a recognisable logo [4,30], attractive design [30,35],
the use of their name or the provision of the company’s contact details [17].

– The Email Content: People read the email in order to judge the trustwor-
thiness thereof. Relied-upon indicators are the grammar and spelling quality
[30,35]. Researchers also showed that people are more likely to fall for a phish
when: emotions such as excitement, fear or anxiety [4,35] are provoked, a sense
of urgency is invoked [30,34], existing attitudes and beliefs (wanting to believe
that the scammer is honest) are exploited [32], or persuasive and influencing
techniques are used [35,38]. Researchers argue that under such conditions of
arousal people’s decision-making abilities are impaired and they are less likely
to pick up danger signals [37].

– Wrong Parts of the URL: Some people do look at the URL [17]. However,
they misinterpret the URL due to a lack of knowledge of the semantics of
URLs [9,40]. Some people are reassured by the mere presence of HTTPS in the
embedded link and look no further [14]. Others are reassured by the brand
name being embedded ‘somewhere in the URL’ [17].

2.2 Cognitive Walk-Through Analysis

For one week, we carefully considered emails that we received, examining the
embedded URLs to identify possible challenges which could impair or encourage
phish detection. We examined Thunderbird and Apple Mail as well as Web inter-
faces from three popular Web email clients. We made the following observations:

– Information not provided where expected/needed: Thunderbird2 as well as the
Web email clients, display the actual URL destination in the status bar at the
bottom of the window. Problem: The status bar is some distance away from
the user’s current attentional focus and might easily be missed. The text of
the email is far more prominent and thus likely to be focused on.

– Tooltip provided by sender: Some email senders provide a tooltip which
appears when the mouse hovers over the link when using Thunderbird or
the Web email clients3 while the actual URL is still displayed in the status
bar. Providing such tooltip is actually a very simple attack since the phisher
only needs to provide a “title=” attribute.
Problem: The tooltip encourages examination of the URL by appearing where
the user’s attention is focused. If the recipient relies only on the tooltip, a
phisher would be successful when providing a reassuring URL.

2 Note, this is different for Apple Mail and also for Outlook.
3 Again, this is different for Apple Mail and for Outlook.
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– Redirection: Some email providers seem to make phish detection difficult, if
not impossible. These clients do not display the actual URL in the status bar,
but rather an (obfuscated) URL, a so-called dereferer (see Fig. 2). Web mail
providers argue that they do this to protect their users (due to some checks
before redirecting users to the actual web page). Problem: This approach
makes it almost impossible for even the most security aware to detect the
perfidy of the link.

– Tiny URLs: Some senders of (legitimate) emails use shortened URLs to redi-
rect the person to a different website.
Problem: From the URL it is impossible to know where a click will send people
to. It is necessary to use external services to get the final destination.

– Habituation: While Apple Mail shows a toolbar next to the link in the email,
it does so (obviously) for both legitimate and phishing emails.
Problem: While knowing that one should check the URL in the tooltip before
clicking, due to habituation people are not very likely to check each URL or
even a high percentage.

– Mouse hover vs. clicking: In order to get the relevant information in both
desktop clients as well as in the Web email clients, one need to touch the link
with the mouse while one must not click.
Problem: It is likely that users are not cautioned enough and instead of only
moving the mouse to the link they already click before having checked.

Fig. 2. Status bar displays an obfuscated URL for an embedded URL

2.3 Reasons Why People Fall for Phishing

From the above findings, the following reasons can be deduced:

1. Not being aware that the URL is the only reliable signal: making a decision
based on the wrong signal.

2. Not knowing which displayed URL to trust. There are three options: embed-
ded in email text, in the displayed tooltip, or in the status bar.

3. Not having access to the actual URL (destination) due to URLs being
obscured – either because of redirection or the use of tiny URLs.

4. Not consulting the URL carefully enough before clicking due to accidental
clicks and/or habituation effects.

5. Not knowing how to distinguish authentic from phish URLs.
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3 TORPEDO as Possible Solution

We try to address all of these reasons with TORPEDO. TORPEDO proves just-
in-time and just-in-place trustworthy tooltips which contain the actual URL with
the domain highlighted. It delays link activation for a short period. Furthermore,
TORPEDO consists of an information diagram to explain phish detection, to be
used together with the tooltips (when first used and on demand). We explain
in the following paragraphs the different aspects and how they are supposed to
address the identified reasons.

Just-in-time means that the tooltip appears when the person hovers their
mouse over an embedded link. This addresses ‘Reason 1’ by making the reliable
signal more prominent (at least compared to the status bar used by Thunderbird
and the Web email clients). Just-in-place means that it appears right next to the
link (i.e. more precisely right below the link) and only there. This addresses ‘Rea-
son 1’ and ‘Reason 2’ by making the most important signal the most prominent
one and always displaying it at the same position. Highlighting the domain in
bold letters (similar to the highlighting in the addressbar of some Web browser)
focuses attention on the most important part of the URL addressing ‘Reason 5’.

Disabling the link for a short period , perhaps three seconds while providing
continuous feedback in terms of a counter showing the time left to click (3, 2, 1s)
increases the likelihood of people examining the link before clicking, addressing
‘Reason 4’. Note, the delay is configurable to give users control. Furthermore, a
white list is maintained to remember domains users have already clicked on twice
before (requiring two clicks means that domains will not as easily be accidentally
white listed). Whitelisted links will be activated immediately and not be subject
to any delay to not annoy users.

Trustworthiness, first, requires overwriting tooltips provided by the email
sender. This, together with the tooltip appearing just-in-time and just-in-place,
addresses ‘Reason 2’. It also addresses ‘Reason 3’ partially by providing the
actual URL, instead of the obfuscated one the phisher wants the user to see.
Figure 3(a) shows how we propose to handle the redirections (‘redirectUrl=’)
aspect of ‘Reason 3’, i.e. providing the actual URL and informing the user that
this is the second but final destination. There are two possibilities to address
the ‘tiny URLs’4 aspects of ‘Reason 3’: (1) automatically replace these URLs
by the actual one using the service from http://longurl.org, or (2) inform users
and let them decide whether to check for the actual URL using this service.
From a usability point of view the first option looks more promising; however,
from a security and privacy perspective the second one is more promising (as
e.g. the tool would send requests although the user does not want to visit the
corresponding page). We decided to go for option (2) by default but allowing to
configure option (1). Thus, users would first see the upper tooltip of Fig. 3(b)
and the other one once decided to check for the actual URL.

4 According to Wikipedia popular shortening services are: bit.ly, goo.gl, ow.ly, t.co,
TinyURL, and Tr.im. The URL is parsed accordingly. Those services are addressed.

http://longurl.org


166 M. Volkamer et al.

(a) Redirection case (b) Shortened URL case

Fig. 3. Example tooltips

Information diagram, to support users in phish detection in general but in
particular in checking the URL. This diagram (see Fig. 1) addresses mainly ‘Rea-
son 5’. It was iterated several times based on feedback from lay people. The
diagram is shown when users initially start using our tooltips. Since users are
not regularly confronted with phishing emails they may forget the rules after
installation, the diagram is also available on-demand. The information diagram
contains the following content while using a process approach explaining step by
step what to do while considering the URL manipulation tricks introduced in
[7] namely obfuscation, misleading, mangle and camouflage:

– In Step 1, we suggest focusing only on the URL. This addresses the fact that
people do not focus on the URL (‘Reason 1’). It is also explained that the
remaining parts of the URL can easily be faked.

– In Step 2 we recommend that people actually only consider the highlighted
part of the URL displayed in the tooltip.

– In Step 3, we explain that they should check whether the brand name is
highlighted (to address misleading URLs such as http://amazon.shop-secure.
com but also obvious phishes such as IP addresses). More precisely, we explain
that they should ignore the remaining parts of the URL.

– In Step 4, we advise them to check for extensions of the brand name such
as in http://amazon-shopping-in-America.com. This the most difficult phish-
ing URL to detect as some companies use such extensions in their authentic
domain. We, thus, recommend that they search at Google if they are not sure.

– In Step 5, we recommend that they check letter by letter to identify small
modifications in the domain name (to pick up http://mircosoft.com).

4 Evaluation

We wanted to evaluate TORPEDO’s effectiveness, efficiency and user-engendered
confidence in terms of properly judging the authenticity of emails, as compared
to the status quo status bar display in Thunderbird and the considered Web

http://amazon.shop-secure.com
http://amazon.shop-secure.com
http://amazon-shopping-in-America.com
http://mircosoft.com
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email clients. To do so, we conducted a between-subjects online study launched
on SoSciSurvey with participants randomly associated to one of two groups:

– Status bar: The group sees the URLs in the status bar.
– TORPEDO: The group sees the URL in a tooltip with domain highlighted

in bold while having seen the information diagram.

Moreover, we formulated the following hypotheses:

– H1 – Phish detection: The TORPEDO group will detect more phishing
emails, as compared to the status bar group.

– H2 – Authentic eMail identification: The TORPEDO group will identify
more authentic emails, as compared to the status bar group.

– H3 – Efficiency: The TORPEDO group will judge emails more quickly, as
compared to the status bar group5.

– H4 – Confidence: The TORPEDO group will be more certain of their judge-
ments, as compared to the status bar group.

4.1 Study Procedure

The study comprised the following three phases6:
Phase 1 – Welcome: General information was provided, including the goal of
the study, number of phases, the estimated duration, and data protection. We
explained that it was important not to seek assistance (we did not elaborate by
citing Google, as this could have been counter productive). We introduced the
main tasks: They should imagine that their friend Max Müller is about to work
through his emails. Since Max has accounts at all the companies in question, it
is important for him to know which emails are authentic and which are phish.
Therefore, they were asked to help him to judge the emails based on screenshots
which Max provides to them on the following pages.
Phase 2 – Judging screenshots: Participants were presented with screenshots of
16 emails (8 authentic / 8 phish) each on a different web service and in random
order. The TORPEDO group got in addition the information diagram, both
before starting to answer questions as well as below each screenshot. Participants
were asked: Is the email authentic? Then participants were then asked: How
certain are you that you properly judged the displayed emails. The TORPEDO
group was also asked to comment on the information diagram.
Phase 3: Demographics: We requested demographic information.

4.2 Creation of Email Screenshots

We selected 16 web service providers based on the degree of popularity based on
Alexa (see Table 1). For all of these, we determined what authentic emails look
5 Note, on the one hand it is important that people take their time to check the URL,

however in addition, if they know what to consider, they can make decisions faster.
6 Questions were translated from German for this paper.
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like (including the ‘from’ address). All emails addressed the ‘Heartbleed-Bug’.
The text recommended that the recipient change their password and provided a
link to facilitate this. The text slightly differed from one email to the next but the
meaning remained the same. All raising some (but not strong) pressure to change
the password. Then, half of the screenshots were ‘turned into’ a screenshot of
a phish email by modifying the URL. For the TORPEDO group a tooltip was
added to display the relevant link. We decided to simulate a worst-case scenario,
i.e. advanced phishing emails which can only reliably be detected by checking the
URL. We wanted to investigate the difference between the status bar and tooltip,
and not the impact of various different signals. All emails were personalised.
We also used HTTPS for both phish and non-phish displays because we did not
want the absence or presence of HTTPS to constitute a cue due to the findings
in Sect. 2.1. Next, we considered which URL manipulation techniques to apply
to get a representative set of manipulated URLs. Researchers have identified
different URL manipulation classifications [7,15,25]. We used the categories from
[7] with each type’s anticipated success depending on how well users understand
URLs and the thoroughness of their URL checking:

– Obfuscate: The phish URL is composed of an arbitrary name or IP address.
Note, the brand name of the authentic website does not appear.

– Mislead: The phish URL embeds the authentic name somewhere (e.g. in the
subdomain or the path) in order to allay suspicions.

– Mangle: The phish URL includes letter substitutions, different letter ordering,
or misspelling e.g. arnazon instead of amazon.

– Camouflage: The domain name of the phish URL contains the brand name
together with an extension or a different top level domain.

4.3 Ethics, Recruitment, and Incentives

Our University’s ethical requirements with respect to respondent consent and
data privacy were met. Participants first read an information page on which they
were assured that their data would not be linked to their identity and that the
responses would only be used for study purposes. Furthermore, using SoSciSur-
vey ensured that data was stored in Germany and thus subject to German data
protection law. No debriefing was necessary. We recruited participants through a
platform called Workhub, which is a German equivalent of Amazon Mechanical
Turk. Every Workhub participant receives e3.

5 Results and Discussion

The demographics are summarized for both groups in Table 2. Participants in
the TORPEDO group, on average, detected phishing emails 85.17 % of the time
and they, on average, identified legitimate emails as such 91.57 % of the time.
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Table 1. Legitimate(L) and Manipulated(M) URLs incl. type of manipulation.

Brand URL (abbreviated with ‘...’)

Postbank L: https://banking.postbank.de/rai/login

Ebay L:https://signin.ebay.de/ws/eBayISAPI.dll?SignIn\&UsingSSL...

Xing L: https://login.xing.com/login?dest url=https%3A%2F%2Fwww...

Google L: https://accounts.google.com/login?hl=de

Dropbox L: https://www.dropbox.com/s/VPrize8EppElIxxWOwETRB87Pe733AR...

Telekom L: https://accounts.login.idm.telekom.com/oauth2/auth?response...

Zalando L: https://www.zalando.de/login/

MediaMarkt L: https://www.mediamarkt.de/webapp/wcs/stores/servlet/Logo...

Facebook L: https://www.facebook.com/login

(Obfuscate) M: https://130.83.167.26/login

Flickr L: https://login.yahoo.com

(Obfuscate) M: https://www.xplan.com/signing/flickr/

Twitter L: https://twitter.com/login

(Mislead) M: https://twitter.webmessenger.com

Amazon L: https://www.amazon.de/ap/signin

(Mislead) M: https://www.amazon.de.buecherkaufen.de/ap/signing?...

DeutscheBank L: https://www.deutsche-bank.de

(Mangle) M: https://meine.cleutsche-bank.de/trxm/db/init.do?login...

Maxdome L https://www.maxdome.de/

(Mangle) M: https://www.maxdorne.de/?fwe=true\&Force-login-layer=true

Paypal L: https://www.paypal.com/signin/?country.x=DE\&locale...

(Camouflage) M: https://www.paypalsecure.de/webapps/mpp/home

GMX L: https://www.gmx.net

(Camouflage) M: https://meinaccount.gmxfreemail.de/

The corresponding percentages for the control group are: 43.31 % for phish detec-
tion and 63.66 % for identifying legitimate emails. Note, participants, on aver-
age, detected Camouflaged URLs 72.09 % of the time in the TORPEDO group
and 38.37 % in the status bar group, Misleading URLs 87.21 % versus 30.23 %,
Mangled URLs 91.86 % versus 37.20 %) and Obfuscated URLs 89.53 % versus
67.44 %. Furthermore, the corresponding numbers for the answer ‘I do not know’
are (TORPEDO/status bar): 3.49 %/6.98 %, 2.91 %/7.56 %, 2.33 %/8.14 %, and
5.81 %/5.23 %. The descriptive data for H3 and H4 is depicted in Fig. 4.

As to the violation of homogeneity of variances for the compared groups we
started our analyses with Mann-Whitney U tests for every hypothesis supple-
mented with an approximated effect size.

H1 – Phish Detection: Our analysis shows a significantly improved detection
rate for phish Emails for participants in the TORPEDO group, as compared to
those in the statusbar group (U = 210, p < .001, η2 = 0.455).

https://banking.postbank.de/rai/login
https://signin.ebay.de/ws/eBayISAPI.dll?SignIn&UsingSSL
https://login.xing.com/login?dest_url=https%3A%2F%2Fwww
https://accounts.google.com/login?hl=de
https://www.dropbox.com/s/VPrize8EppElIxxWOwETRB87Pe733AR
https://accounts.login.idm.telekom.com/oauth2/auth?response
https://www.zalando.de/login/
https://www.mediamarkt.de/webapp/wcs/stores/servlet/Logo
https://www.facebook.com/login
https://130.83.167.26/login
https://login.yahoo.com
https://www.xplan.com/signing/flickr/
https://twitter.com/login
https://twitter.webmessenger.com
https://www.amazon.de/ap/signin
https://www.amazon.de.buecherkaufen.de/ap/signing?
https://www.deutsche-bank.de
https://meine.cleutsche-bank.de/trxm/db/init.do?login
https://www.maxdome.de/
https://www.maxdorne.de/?fwe=true&Force-login-layer=true
https://www.paypal.com/signin/?country.x=DE&locale
https://www.paypalsecure.de/webapps/mpp/home
https://www.gmx.net
https://meinaccount.gmxfreemail.de/
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Table 2. Demographics

# Participants Average Age Median Youngest Oldest Male IT expert

Status bar 43 25.70 23 17 54 25 5

TORPEDO 43 27.86 26 18 60 25 2

Fig. 4. Descriptive data for timing and certainty of correct decision.

H2 – Authentic Email Identification: Our analysis shows a significantly
improved identification rate of authentic Emails for participants in the TOR-
PEDO group, as compared to those in the status bar group (U = 304, p < .001,
η2 = 0.374).

H3 – Efficiency: Our analysis shows that participants in the TORPEDO
group were significantly more efficient than participants in the status bar group
(U = 676.5, p = .032, η2 = 0.053).

H4 – Confidence: Our analysis shows that participants in the TORPEDO
group were significantly more certain about their decisions than participants in
the status bar group (U = 536.5, p < .001, η2 = 0.155).

Diagram Feedback. We used open coding to analyse the free text answers. We
came up with the following categories: ‘grateful’, ‘nothing to improve’, ‘confus-
ing’, ‘too much information’, ‘too little information’, and ‘small improvements’.
Most of the participants (29 from 43 in total) were happy with the diagram, not
mentioning anything to improve. Three were grateful. Eight mentioned that the
diagram was confusing and five added that the confusion cleared once they read
it. Two participants considered the diagram to contain too much information
while another two participants complained about it giving too little information
(requesting more examples). Three provided small suggestions for improvement:
provide a title, and reconsider the usage of terms such as phish and URL.

Discussion. The results show that, in the studied scenario, we significantly
improved phish detection as well as the identification of legitimate emails with
TORPEDO. The detection rates for all four phishing types increased, too. The
participants in the TORPEDO group are also more confident that they made
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the proper decision in comparison to the status bar group. The decision making
process is also significantly more efficient. Operating more quickly can, in the
long run, lead to more errors being made. It is worth providing people with
information such as that given in the information diagram since it is easy to apply
and requires the email recipient to spend less time checking each individual email.
The feedback to the information diagram showed that there is not much need to
improve the diagram other than making the numbers clearer and adding a title.
We acknowledge that the diagram might not provide sufficient information for
some people. In these few cases, we recommend extending our defence approach
with existing proven training approaches (see Sect. 6).

Limitations. We acknowledge that we evaluated the approach in a best-case
scenario as their primary task was security. Phishing effectiveness evaluations in
field studies are not possible due to ethical and legal constraints. Lab studies also
have their limitations because participants would not use a study laptop instead
of their own. We also acknowledge that the URLs were displayed the entire time
and not only when hovering the mouse over the link. This only partially simulates
the proposed delay. Note, we only used HTTPS since we wanted to assess their
ability to check the actual URL, not the presence or absence of HTTPS. Finally,
we acknowledge that the sample was not representative.

6 Related Work

Researchers have proposed different ways of addressing phishing:

Automated Detection. Phishing emails can be detected either pre- or post-
click. Emails can be analysed by the email provider before being forwarded to the
user. This analysis includes checking the integrated URLs against several black-
lists provided by companies such as Microsoft, Google and phishTank. Other
checks can also be carried out. For example, to look at differences between
displayed and actual domain names [12] or carry out an NLP analysis of the
actual email text [36]. If the email is delivered and the person clicks, post-click
detection can also occur. Web browsers or Add-ons can check the URL against
various blacklists or check the web site content in combination with the actual
URL. A number of different approaches for these checks have been proposed
[3,27,28,31]. In both pre- and post-click checks a risky situation can either lead
to blocking or a warning e.g. [24,29,40,42]. As a final comment, there is an
inherent flaw to post-click warnings. The human tendency to consistency makes
it less likely for people to even want to detect the deceptive nature of any site if
they have already committed to the process [8]. They have judged the email to
be legitimate. Withdrawing at this stage is unlikely. TORPEDO does not aim
to replace detection approaches but to complement them in order to help people
to protect themselves in case none of the checks detects the phish or it is simply
during the pre-detection window [2].

Training. A number of researchers have focused on training users to spot
phish [1,5,6,18,20–22,33] but most of them address phish detection in a web
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browser context. Researchers have shown that training improves phish detection
rates. Training has two drawbacks as compared to TORPEDO. First, people
need to be aware that there is a problem and that they need to be active in
dealing with it. Otherwise they will not undergo training. This problem was
addressed by Kumaraguru [23] by employing the concept of teachable moments,
where people are given instructions or training when they almost fall for a phish.
In their scheme, instead of blocking a link they allow it, and then show them
that they almost fell for a phish. Second, people may forget the information the
training imparted as they are not confronted with phishing emails every day.
Again the teachable moment approach can help. However, we think providing
the information graphic on demand, as and when required, is the safer approach
as it might be that the next time they forget how to check the teachable moment
mechanism may not be installed and they would be unprotected. Dodge et al.
[10] report a different approach, post-click training. They send out fake phish
messages and then train people who click on the links. They report a positive
effect. However, this approach can only be taken within an organisation. A few
participants in our evaluation had trouble understanding our diagram. For those,
more exhaustive training may help them. Note, the training, as such, would be
shorter than what would be required without TORPEDO.

Combining Approaches. We propose TORPEDO to complement existing
approaches to address the email phishing problem. Other researchers have also
proposed combining approaches to maximise phish protection. Khonji et al. [19]
suggest a two-pronged approach, the first prong being user training, and the sec-
ond being automated detection. The latter includes blacklists, machine learning
and visual similarity detection. Frauenstein and Von Solms [13] propose combin-
ing human, organisational and technical measures. The first includes awareness
and training, the second policies and procedures and the last one includes auto-
mated measures to detect phish.

7 Conclusion and Future Work

Phishing is a thorny issue. Trying to filter out phishing emails before they reached
the end users reduces the problem. Great strides have been made in this direction
but no one will claim that any automated system will catch 100 % of phishing
emails. So, it is up to the end users to protect themselves. The research we
have presented here offers a way to support end users by deploying TORPEDO
providing just-in-time, just-in-place, trustworthy tooltips; disabling links for a
short period of time; detection of re-directions and tiny URLs, and providing a
diagram at installation, or on demand, that encapsulates phish detection advice
in a step by step fashion. This approach was evaluated and improved. We found
that it highly significantly improved phish and legitimate email detection, made
such detection significantly faster and led to people feeling more confident about
their judgements compared to the status bar approach as used in Thunderbird
and Web email clients. With 85.17 % phish detection compared to 43.31 % with
the status bar URL display, it can only be hoped that the different email clients
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and email providers deploy this approach as soon as possible. Until then, peo-
ple can use the TORPEDO Add-on we developed. As future work, we plan to
conduct acceptance tests to determine whether TORPEDO will indeed be used.
We also plan to extend this approach to mobile email clients.
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Abstract. Online Social Networks (OSN) are increasingly becoming
victims of Sybil attacks. These attacks involve creation of multiple col-
luding fake accounts (called Sybils) with the goal of compromising the
trust underpinnings of the OSN, in turn, leading to security and the pri-
vacy violations. Existing mechanisms to detect Sybils are based either
on analyzing user attributes and activities, which are often incomplete
or inaccurate or raise privacy concerns, or on analyzing the topological
structures of the OSN. Two major assumptions that the latter category
of works make, namely, that the OSN can be partitioned into a Sybil and
a non-Sybil region and that the so-called “attack edges” between Sybil
nodes and non-Sybil nodes are only a handful, often do not hold in real
life scenarios. Consequently, when attackers engineer Sybils to behave like
real user accounts, these mechanisms perform poorly. In this work, we
propose SybilRadar, a robust Sybil detection framework based on graph-
based structural properties of an OSN that does not rely on the tradi-
tional non-realistic assumptions that similar structure-based frameworks
make. We run SybilRadar on both synthetic as well as real-world OSN
data. Our results demonstrate that SybilRadar has very high detection
rate even when the network is not fast mixing and the so-called “attack
edges” between Sybils and non-Sybils are in the tens of thousands.

Keywords: Security of on-line social networks · Sybil attacks and
detection · Graph structures · Graph metrics

1 Introduction

The success of Online Social Networks (OSNs) [11] such as Facebook, Twitter,
LinkedIN, and Google+, have made them a lucrative target for attackers. Owing
to their open nature, they are specifically vulnerable to a new form of threat call
Sybils. In a Sybil attack, an adversary creates a large number of fake identities
or forges a large number of existing identities and uses those to target the trust
underpinnings of the OSN [7]. Various types of malicious attacks can be launched
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this way such as, social spamming [30], malware distribution [33], and private
data collection [5]. Therefore, it is important to provide OSN administrators a
tool for detecting Sybil accounts automatically, speedily and accurately.

Although much effort has been devoted to design such a tool, existing Sybil
defense approaches are efficient against a näıve attacker but can be evaded by
sophisticated ones. An attacker can evade a “content-based approach” in which
different features of OSN user-level attributes and activities are analyzed to
discriminate them from fake account activities [28], by creating fake accounts
whose features are similar to those of real accounts. On the other hand, sev-
eral researches [10,17,34] have shown that “structure-based approaches”, which
model the OSN as graph with nodes and edges respectively representing user
accounts and social relationships, can be evaded by an attacker who succeeds in
creating a large number of edges between the fake accounts and the benign ones.
This happens specially in weak-trust OSNs. Given that extracting and selecting
appropriate features from users attributes and activities for content-based Sybil
detection is challenging, prone to inaccuracies, and often raises privacy issues, we
propose SybilRadar, a Sybil detection mechanism that is based on graph-based
structural properties of OSNs. SybilRadar is able to protect OSNs with weak
trust relationships against Sybil attacks. We exprimentally evaluate the accuracy
of SybilRadar in detecting Sybils using real world OSN data. Our results show
that SybilRadar has much better detection accuracy than the closest competitor.

The rest of the paper is organized as follows. Section 2 discusses major works
in OSN Sybil defense. In Sect. 3 we present the system model for SybilRadar. We
discuss why assumptions in existing structure-based detection mechanisms are
invalid under real world settings. We end the section with a discussion on our
attack model. The main design of SybilRadar is presented in Sect. 4. We discuss
the major intuitions in our design and the different graph metrics that we used.
Section 5 presents the experimental setup and evaluation of SybilRadar including
comparison with SybilRank, which is the closest in design to SybilRadar. We
conclude in Sect. 6 with a discussion of our results and pointers to future work.

2 Related Works

Several studies have shown that OSNs are very vulnerable to Sybil attacks.
Facebook [14], Twitter [20,30], and Renren [34] have each experienced signifi-
cant amount of spams whose origins were Sybil attacks. Several researchers have
investigated approaches to defend against Sybil attacks on Online Social Network
following studies that have been conducted to assess the severity of these attacks.
Two bodies of works have been proposed in order to mitigate Sybils. The first
body of works that we call content-based approaches leverages user behaviors
and employs machine-learning techniques to learn and classify these behaviors.
OSN nodes deviating significantly from these nodes are called Sybils. The second
body of works that we call structure-based approaches leverages graph-theoretic
proprieties of the social network. Nodes that exhibit significantly different
properties than others are identified as Sybils.
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Content-based approaches aim to find Sybil accounts by using a classifier
trained using machine-learning techniques. The most recent user activities are
analyzed to extract some unique features that will serve as inputs on which a
classifier is built. Machine-learning techniques such as clustering, support vec-
tor machines, and Bayesian networks are used to build the classifier. Some of
these approaches are used for spam detection such as blacklisting, whitelisting,
and URL filtering [29,30,32]. While many of these approaches have very high
detection rates, the problem with these approaches is that they are only as
good as the data that are used to train the classifiers. We believe that identi-
fying proper features from user attributes and activities is challenging because
these attributes often contain incomplete, inaccurate and sometimes purpose-
fully misleading information. Additionally, a sophisticated attacker can create
fake accounts presenting features similar to the ones one of real accounts, thus
evading detection. We also believe creating such user profiles can lead to privacy
breaches and are not supportive of such techniques. Consequently, We do not
consider content-based approaches in our work any further.

Structure-based approaches model an OSN as a graph with user accounts
and social relationships respectively represented by nodes and links. These
approaches determine some graph-theoretic characteristics of nodes which
are then used to discriminate Sybils from the real ones. Existing structure-
approaches are based on two assumptions. The first is that the social graph
will be partitioned into two distinct regions, one region with the Sybil nodes and
the other one with benign nodes. The second assumption is that there will be
only a small number of attack edges between the two regions, as a consequence
of the strong trust relationship in the social graph. Several mechanisms use these
approaches to detect Sybil communities, which are tight-knit communities that
have a small quotient-cut from the honest region of the graph [9,37,38].

SybilRank [6] is one of the most well-known techniques. It uses graph-theoretic
properties of the OSN social graph to compute the likelihood of users to be Sybils
in order to perform the ranking. The detection starts with the administrator
determining some known real users as initial seed node. A short random walk is
run with the known seeds. At the end of the random walk, all nodes are given
trust values which are the landing probabilities for the random walk. SybilRank
then ranks all the nodes based on their trust value. Nodes having higher trust
value will be at the top, while the nodes with lower trust values will be lowly
ranked. SybilRank performs almost linearly in the size of the social graph.

However, SybilRank is based on certain assumptions that several researches
[24,27] have proven not to be true in real life. In addition to these researches,
Yang et al. show that Sybils on Renren blend into the social graph rather than
forming tight communities [34]. Mohaisen et al. show that many social graphs
are not fast-mixing, which is a necessary precondition for the structure-based
Sybil detector of SybilRank to be effective [24]. SybilRadar, on the other hand,
does not make any of these assumptions.

Integro [4] is an approach that extends SybilRank. It is developed without the
two assumptions on which SybilRank is based on. Integro is a hybrid approach.
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It mixes content-based approach with a structure-based approach in order to
detect Sybils. Integro first determines unique features for users which are used
to build a feature-vector. The feature-vectors are used to train a classifier that
predicts potential victims of Sybil attacks. After finding the potential victims, the
edges in the social graph are given weights based on whether they are adjacent
to the potential victims or not. The ranking is then performed by a modified
random walk. Integro achieved a 95 % precision in detecting Sybils. Our approach
produces similar detection accuracy without using any content-based techniques.

SybilFrame [15] relaxes the assumptions that the social network can be par-
titioned into two distinct regions – Sybil and non-Sybil – and that there exists
only a small number of attack edges between the two regions. SybilFrame is
also a hybrid approach that leverages the attributes of an individual node along
with a measure of correlation between connected nodes in order to classify nodes
among benign and Sybils. SybilFrame operates in two steps. In the first step the
initial network data are fed into the framework from which node unique features
are extracted in order to compute node prior information. In Step 2, the node
prior information are provided to the posterior inference layer in order to com-
pute the correlation between nodes. This nodes correlation is computed using
Markov Random Field, and along with the Loopy Belief Propagation method, it
provides the posterior information of nodes which is used to perform the ranking
of nodes.

3 Preliminaries

We begin by presenting the system model for our work. We then introduce
the notion of strong and weak trust relationships in OSNs. We explain why
SybilRank does not perform well in a real-world OSN with weak trust. We end
this section with a discussion of our attack model.
System Model: Trust relationship between two OSN users allows one to assess
the information based upon which further information sharing can be performed
or a service can be expected [18], and is the underpinning on which OSNs are
built. Consider the social network topology as defined by a graph G = (V,E)
comprising a set of vertices V, denoting users on the social network and E a set of
edges, representing trust relationships (or friendship) between users. We assume
trust relationships are mutual (bi-directional) and represent it with undirected
edges between the users in the graph G. Two kind of nodes are considered
here – an honest node and a Sybil node. A honest node that has accepted, or is
susceptible to accepting a friend request from a Sybil node is considered to be
a victim node. The subgraph of G containing all the honest nodes is considered
to be the honest region of the OSN, while the Sybil region is the subgraph of G
containing all sybil nodes.

We consider three kind of edges. Attack edges are those connecting victim
nodes in an honest region and Sybil niodes. Sybil edges connet Sybil nodes to each
other. Finally we have honest edges that connect honest nodes with each other.
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OSNs with weak trust: In early studies [25,37], OSNs were assumed to have
strong trust relationships. OSNs with strong trust are those that possess the
property of fast-mixing. For Sybil detection purposes, this boils down to a social
network with a small cut, which is a set of edges whose removal will disconnect
the graph into two distinct regions – the honest region and the Sybil region [39].
In other words, in a social network with strong trust we can distinguish the two
distinct regions and there is a very limited number of attack edges between the
regions (in the tens). OSN with weak trust, on the other hand, is a network that
does not display the fast-mixing property. Indeed, it was demonstrated [24] that
not many social networks are fast-mixing. In this work, we assume an OSN with
weak trust, which is in contrast to SybilRank.

Attack Model: We assume that an attacker can create an unlimited number
of Sybil nodes constituting a subgraph (the Sybil region) whose topology is
beyond the control of the OSN provider. Attackers can create as many number
of attack edges as they want, but they do not have control on how many of
those attacks edges will be successful in establishing victims. Our Sybil defense
mechanism is built around the assumption that we know at least one honest
node. This assumption is reasonable since such information can be provided by
the administrator of the OSN after a carefully designed process for that purpose.
Same assumption is made by other works as well. In addition, we assume that the
attacker does not have complete knowledge of the entire OSN topology, since this
will require him to crawl the entire network. However, the attacker can acquire
the knowledge about a subgraph of the OSN.

4 SybilRadar System Design

SybilRadar operates in three steps. The process starts with the network dataset
(set of nodes and edges) being fed to the SybilRadar framework. The first step
involves the computation of similarity values between a given pair of nodes. The
chosen similarity metric is the Adamic-Adar metric [1], which is based on the
notion of common friends between any given pair of nodes. The intuition for
choosing this metric is that honest nodes will have more friends in common
that Sybil nodes. In the second step, the result from the first step is refined
using another similarity metric which is the Within-Inter-Community metric
(WIC) [31]. This metric leverages the underlying community structure of the
given social graph. The Louvain method [3] is used to find the social graph
community information that is fed to the WIC similarity metric computation.
This step produces the prior information which is the similarity values of any
given pair of nodes driven by the community they belong to. We end this step
with a tuning of the nodes similarity values for those nodes with a similarity value
greater than 1. We assign the resulting similarity values to the social graph edges
as their weights. In the third step, we run a Modified Short Random Walk on
the weighted social graph. This step produces trust values, which are the node’s
landing probabilities of the random walk. These values are assigned to each node
as the posterior information in order to perform the ranking of nodes.
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4.1 Predicting Attack Edges

Similarity metrics have been extensively used in the field of link prediction in
networks. The link prediction problem consists of predicting possible future links
based on observing existing links in a given network. Sybils try to maliciously
create trust relationships with honest nodes by creating attack edges. Our algo-
rithm tries to predict these bad links. The prediction of future possible links can
be based on observing unique and recent features of nodes present in the net-
work, or can be based on structural properties of nodes present in the network.
In the first case, feature similarity metrics are used, while structural similarity
metrics are used in the latter case. Interested readers are referred to [21,23]
for link prediction works using feature similarity metrics, and references [13,35]
for link prediction works based on structural similarity metrics. In OSNs node
attributes are not always available. For example, users may not complete their
profiles or provide inaccurate or misleading information to protect their sensitive
information. Moreover, trying to learn user behavior, where complete informa-
tion is available, may raise privacy concerns. This leads us to consider structural
similarity metrics, which are based solely on the structure of the social graph
induced by trust relationships between users [16].

We adopt the Adamic-Adar metric [1] to compute an initial similarity value
of pairs of nodes. For a given OSN graph G = (V,E), let x and y be two nodes
and Γ (x) and Γ (y) be the sets of neighbors of x and y. The Adamic-Adar (or
simply Adamic) similarity measure is given by

SAA
x,y =

∑

w∈Γ (x)∩Γ (y)

1
log | Γ (w) | (1)

Given the initial social graph, running the Adamic similarity metric on each
pair of nodes results in a weighted social graph with the weight on a link being
the similarity value of nodes adjacent to that link. For a given social graph
G = (V,E) and for each edge (u1, u2) ∈ E, the similarity value Adamic(u1, u2)
becomes its weight w(u1, u2). After computing the Adamic similarity metric we
make the following observations:

1. We have three sets of edges: edges with weight w(u1, u2) = 0, those with
weight w(u1, u2) ∈ [0, 1], and the edges with weight w(u1, u2) > 1.

2. For the attack edges, at least 95 % of them have their weight w(u1, u2) = 0,
and less than 5 % have their weight w(u1, u2) ∈ [0, 1], while about zero to an
infinitely small number of them have their weight w(u1, u2) > 1.

3. The situation for honest edges is quite different. At least 90% of them
have their weight w(u1, u2) > 1, and about less than 5% have their weight
w(u1, u2) ∈ [0, 1], whereas those with weights w(u1, u2) = 0 are also less than
5%.

We were able to make these observation because the social graph used for
simulation purpose is derived from a synthetic network whose attack edges, Sybil
edges and honest edges are known beforehand. We were able to predict about
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90% of existing attack edges. We made similar observation later with our real
data. We observe that predicting attack edges can be very helpful. since it can
reveal nodes that have potentially been victims of Sybil attacks. This can be
a valuable information for a system administrator. Note, however, that not all
edges that have their w(u1, u2) = 0 are all attack edges. In other words, some
honest edges, as well as some Sybil edges, have their weight equal to 0. This is
due to the fact that not all pairs of honest nodes or Sybil nodes have common
friends, which is the criteria used in computing the similarity value using the
Adamic metric.

4.2 Further Refinement of Attack Edge Detection

We next observed that there was an extreme case where our current Sybil detec-
tion algorithm completely looses its accuracy. This situation arises when the
number of attack edges far exceeds the number of honest nodes.

This situation is not desirable because, at this level, any attacker that can
succeed to create a huge number of attack edges compared to the number of
benign accounts and get a high degree of certainty of having a significant number
of his Sybil accounts evading the Sybil detection mechanism. We observe that
among the attack edges that were not detected a significant number have their
weights w(u1, u2) ∈ [0, 1]. These edges are mixed with a significant portion of
other non attack edges which also have their weight w(u1, u2) ∈ [0, 1]. We want
to filter out as many attack edges as we can in order to increase the number of
detected attack edges. For this purpose, we leverage properties of communities
(or clusters) in networks.

Community Detection. OSNs typically display clustering characteristics. The
idea of using a clustering structure when designing a similarity metric was
advanced by [12] who showed that link prediction measures based on structural
similarity perform poorly for a network with a low clustering structure. This
inspired [31] to first divide the network into communities, and use this cluster-
ing structure information in designing a similarity metric for the link prediction
problem. In order to measure the quality of a community structure, Newman
et al. [26] introduced a modularity function Q. Given a social graph G = (V,E),
the modularity function can be expressed as follows:

Q =
1

2m

∑
(Aij − kikj

2m
)δ(Ci, Cj) (2)

where ki and kj are respectively the degree of nodes i and j. Aij represents an
element of the adjacency matrix, and m is the size of E which is the set of edges
of the given graph G. Ci and Cj are the respective communities to which i and
j belong. The parameter δ is the Kronecker delta symbol whose value is 1 when
both i and j belong to the same community, and is 0 when both nodes belong
to different communities. The goal of community detection is to divide a net-
work into communities in a manner that maximizes the value of the modularity.
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In our Sybil detection algorithm we use a modularity optimization method called
the Louvain Method [3].

To identify clusters, we first collect all the edges with weight w(u1, u2) ∈ [0, 1],
and for each of these edges we compute the similarity value of its end nodes using
the Within Inter Cluster (WIC) similarity metric [31]. This metric is built based
on the notion of within-cluster common neighbors and inter-cluster common
neighbors. For a given graph G = (V,E), and nodes u, v, w ∈ V , w is said to be a
within-cluster common neighbor of u and v if w belongs to the same community
as them. Otherwise, w is said to be an inter-cluster common neighbor of u and v.
The WIC metric is defined to be the ratio between the size of the set of within-
and inter-cluster common neighbors [31].

Running the WIC similarity metric on edges with weight w(u1, u2) ∈ [0, 1]
results in this set of edges being reduced in size. Some of its edges are converted
to edges with weight w(u1, u2) > 1 while the remaining are converted to edges
with weight w(u1, u2) = 0, thus increasing the size of the set of attack edges. We
terminate this preprocessing with a tuning that aims to scale down all weights
w(u1, u2) > 1 to w(u1, u2) = 1. The benefit of this transformation is a gain in
the accuracy and the stability of the detection mechanism. We are now ready to
proceed to the ranking of nodes in order to declare which ones are Sybil nodes,
and which ones are benign nodes.

4.3 Trust Propagation

To rank the nodes, each node in the OSN is assigned a degree-normalized landing
probability of a modified short random walk. The walk starts from a known non-
Sybil node. Using this node, we compute the probability of a modified random
walk to land on each node ui after k steps. This landing probability is analogous
to the strength of the trust relationship between the nodes, and each step of the
walk’s probability distribution is considered as a trust propagation process [6].

Early terminated walk: The modified random walk used by SybilRadar is called
a short walk because it is an early terminated walk [36]. A random walk that is
run long enough will end up with with all the nodes in the social graph having an
uniform trust value. The uniform trust value is called the convergence value of the
random walk [2]. The number of steps k required for a random walk to converge
is called the mixing time of the social graph. Several researches [10,22,24] have
shown that for various social networks, the mixing time is larger than O(log n)
with n being the number of nodes in the social graph. To compute the trust
values, SybilRadar adapts the Power Iteration method [19]. In SybilRadar the
modified power iteration is terminated after O(logn) iterations.

Our modified power iteration method takes as input the transition matrix
of social graph, where each element of the matrix is the probability of the ran-
dom walk to transition from one node to another. The method is executed as
a succession of transition matrix multiplications, and at each step the iteration
computes the trust distribution over nodes. It works as follows. We define the
trust value on a node v after i iterations as T (v), and the total trust as the value
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T ≥ 1. Given s1, . . . , sk the selected trust seeds, we initialize the power iteration
by distributing the total trust among the trust seeds as follows:

T (0)(v) =

{
T/k if v is a trusted seed
0 otherwise

(3)

After the initialization step, each node vi is assigned a trust value T (vi). The
process then proceeds with each node vi evenly distributing its trust value T (vi)
to each of its neighbor vj during each round of power iteration. Each node vi

then updates its trust value in accordance with the trust values received from
its neighbors. The trust distribution is done proportionally to w(vi, vj)÷deg(vj)
which is the ratio of the weight on the edge between the node vi and its neighbor
vj over the degree of the neighbor node vj . The use of the weight ensures that
a big fraction of the total trust will be distributed to benign accounts rather to
Sybil accounts. This results in benign accounts having higher trust value than
Sybil accounts. The entire process is summarized in Eq. (4).

T (k)(vi) =
∑

(vi,vj)∈E

T (k−1)(vj)
w(vi, vj)
deg(vj)

(4)

After O(logn) iterations, the resulting trust value T (vi) assigned to each
node vi is normalized according to vi degree. The normalization process involves
dividing each node trust value by its degree. This transformation is motivated by
the fact that trust propagation is influenced by the node degree, and that this
results in the trust propagation being biased toward node with higher degree
when the number of iterations grows larger. The normalization ensures that
benign nodes get trust values that are close in value [6]. This is influential in
identifying Sybil nodes after the ranking.

5 System Evaluation

We first evaluate SybilRadar using both a synthetic network and a real dataset
collected from Facebook. For both evaluations we employ procedures that other
researchers have used in this line of work. We compare SybilRadar against Sybil-
Rank which takes the same structure-based approach that is also based on the
use of the power iteration method albeit on an unweighted graph unlike Sybil-
Radar which uses a weighted graph.

Comparing SibilRadar to SybilRank will help highlight the role played
by similarity metrics in detecting Sybil accounts. In addition, SybilRank has
been demonstrated to outperform other previous structure-based methods [6].
Although Integro outperforms SybilRank, it is not a pure structure-based app-
roach since it leverages account’s feature information collected from recent users
activities. We have indicated earlier our reservations for using user attributes
or activities in Sybil detection. For this reason, we are not including it in our
comparison.
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Evaluation metric: To express SybilRadar’s performance, we use the Area Under
the Receiver Operating Characteristic Curve (AUC). AUC for our purpose is
defined as the probability to have a randomly selected benign node ranked higher
than a randomly selected Sybil node. The AUC is a tradeoff between the False
Positive Rate and the True Positive Rate of the classifier. A perfect classifier has
an AUC of 1 while a random classifier has an AUC of 0.5. Therefore, we expect
our classifier to perform better than a random classifier, and to have an AUC as
close as possible to 1.

5.1 Evaluation on Synthetic Networks

The synthetic network is generated using known social network models. First,
the honest and the Sybil regions are generated by providing relevant parameters
to the network model, like the number of nodes, and the average degree of
nodes. Then, the attack edges are generated following the scenario chosen in the
experiment. They can be randomly generated or generated in a way to target
some specific honest nodes.

Initial Evaluation: We generate the honest region and the Sybil region using
the Powerlaw model. The honest region has a size 4000 nodes while the Sybil
region has 400 nodes. Both regions have an average degree of 10. The attack
scenario chosen simulates an attacker randomly generating 2000 attack edges.
The weights on the edges are set to be the values resulting from the two similarity
metrics previously described in this Sect. 4.2. For this experiment, we select 20
trust seeds from the honest region. These are supposed to be some nodes that
the OSN system administrator is absolutely certain to be honest nodes.

Results: Comparing the ranking quality of both SybilRank and SybilRadar under
the chosen scenario, the results show that SybilRadar outperforms SybilRank.
SybilRadar resulted in an AUC which is always greater than 0.95, an AUC that
is higher than SybilRank’s AUC of 0.90.

Varying the number of attack edges: In the next experiment, we keep the honest
and the Sybil regions as set up in the previous Basic Evaluation. In order to
stress-test the platforms being compared, we decide to successively vary the
number of attack edges from 1000 to 10000. We want to investigate how the
increase in number of attack edges affects the performance of both platforms.

Results: This result can be seen in Fig. 1(a). As the number of attack edges
increases, we notice that SybilRank is unable to keep its initial performance,
with its AUC dropping from 0.97 to less than 0.6. Meanwhile, the increase in the
number of attack edges affects the performance of SybilRadar only marginally.
Its AUC still stays above 0.90. This highlights the effectiveness of using similarity
metrics in detecting Sybil nodes in the case of social graphs with weak trust.

Varying the size of the Sybil region: In this experiment, we explore how the
increase in the size of the Sybil region affects the performance of both platforms.
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For this purpose, we design a honest region with 4000 nodes, and an average
degree of 10. The attacker is able to create randomly 4000 attack edges. We
vary the size of the Sybil region from 100 to 500 nodes each with an average
degree of 10.

Results: The experiment results (see Fig. 1(b)) show that SybilRadar and Sybil-
Rank react differently to the increase in the size of the Sybil region. When the
size of the Sybil region is relatively small compared to the size of the honest
region, SybilRank performs poorly. SybilRank performance improves when the
size of the Sybil region get relatively bigger. However, as illustrated in Fig. 1(b),
SybilRadar displays a stable performance that is less sensitive to the size of the
Sybil region.

(a) Varying number of attack edges (b) Varying size of the Sybil region

Fig. 1. Performance on synthetic data

5.2 Evaluation on Real-World Twitter Network

To study if our choice of data in the previous experiments biased our results,
we also evaluated the performance of SybilRadar under larger datasets from
a different OSN, namely, the Twitter network. The dataset we used is a com-
bination of four datasets: The FakeProject dataset, the Elezioni2013 dataset,
the TWT dataset, and the INT dataset [8]. The FakeProject dataset contained
profiles of real users who received friend requests from @TheFakeProject, an
account created for The FakeProject that was initiated in 2012 at IIT-CNR, in
Pisa-Italy. The Elezioni2013 dataset was generated in 2013 for a sociological
research undertaken by the University of Perugia and University of Rome, La
Sapienza. The TWT dataset and the INT dataset were a set of fake accounts pur-
chased respectively from the fake accounts providers http://twittertechnology.
com and http://intertwitter.com. The first two datasets mentioned provided the
honest nodes while the last two datasets provided the fake nodes [8].

Pre-processing: Since the Twitter network is directed, we considered only the set
of bidirectional edges. This provided us with an initial network of 469,506 nodes
and 2,153,427 edges. We further refined this network by removing all nodes with

http://twittertechnology.com
http://twittertechnology.com
http://intertwitter.com
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degree less than 1. The resulting twitter network then comprised 135,942 nodes
and 1,819,864 edges. The honest region comprised 100,276 nodes and 634,127
edges while the Sybil region was constituted of 35,666 nodes and 1,086,352 edges.
The two regions were connected by 99,385 attack edges.

Results: We ran SybilRadar several times using the Twitter dataset described
above. SybilRadar resulted in an AUC which was always greater than 0.95 as
shown in Fig. 2.

Fig. 2. Performance on Twitter dataset

6 Conclusion

In this paper, we presented a new framework for detecting Sybil attacks in an
Online Social Network. In a Sybil attack, an adversary creates a large number
of fake identities in an OSN or forges existing identities. The adversary then
uses these fake identities to influence the underlying trust basis of the OSN
and perform malicious activities such as social spamming, malware distribution
and private data collection. Sybils are a significant threat to the OSN. While
they cannot be prevented in most OSNs because of their open nature, this work
provides a solution by which the OSN operator can automatically, speedily and
accurately detect such Sybils.

SybilRadar belongs to the class of Sybil detection techniques that rely on
the graph structure of the OSN. This is in contrast to the alternate group of
detection mechanisms that rely of identifying features related to user attributes
and activities. We believe that while the second class of detection algorithms
may provide good detection results on carefully cleaned up OSN data, in real
life such data is difficult to obtain since OSN users frequently leave their pro-
files incomplete or use misleading information purposefully. Moreover, trying to
obtain user activity related data may raise serious privacy concerns. As a result,
SybilRadar relies on just the structural properties of the OSN graph. We used
a variety of OSN test data – both synthetic as well as real-world – to evalu-
ate the detection accuracy of SybilRadar. Our experimental results show that
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SybilRadar performs very well – much better than the most well known similar
technique – even for OSNs that have the weak trust model and which have a
very large number of attack edges between Sybil nodes and honest nodes.

For future work, we plan to add a temporal dimension to our detection frame-
work. Sybil behavior will most likely not be static but change with time. We
expect to see major differences in how structural properties of honest nodes
change over time and how that of Sybil nodes change. We would like to inves-
tigate how this can be modeled to detect Sybils. Also, although we are not a
big supporter of using user attributes and activities in Sybil detection, we admit
that these techniques can provide somewhat better results. We would like to
investigate if and how these techniques can be integrated with SybilRadar so as
to improve it but in a manner that does not raise any privacy issues related to
OSN users.
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Abstract. Third-party apps enable a personalized experience on social
networking platforms; however, they give rise to privacy interdependence
issues. Apps installed by a user’s friends can collect and potentially mis-
use her personal data inflicting collateral damage on the user while leav-
ing her without proper means of control. In this paper, we present a
multi-faceted study on the collateral information collection of apps in
social networks. We conduct a user survey and show that Facebook users
are concerned about this issue and the lack of mechanisms to control it.
Based on real data, we compute the likelihood of collateral information
collection affecting users; we show that the probability is significant and
depends on both the friendship network and the popularity of the app.
We also show its significance by computing the proportion of exposed
user attributes including the case of profiling, when several apps are
offered by the same provider. Finally, we propose a privacy dashboard
concept enabling users to control the collateral damage.

1 Introduction

Online Social Networks (OSNs) have become a dominant platform for people to
express themselves, interact with each other and get their daily entertainment.
By design and popularity, Facebook has morphed into a massive information
repository storing users’ personal data and logging their interaction with friends,
group, events, and pages. The sheer amount and potentially sensitive nature of
such data have raised a plethora of privacy issues for Facebook users, such as
the lack of user awareness, cumbersome privacy controls, accidental informa-
tion disclosure, unwanted stalking, and reconstruction of users identities, see
Wang et al. [22].

Applications, Providers, Permissions, and Control. Complicating the
Facebook privacy landscape, users can also enjoy apps for a personalized social
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experience. Apps can be developed either by Facebook itself or by third-party
app Providers (appPs). Facebook relies on permission-based platform security
and applies the least privilege principle to third-party apps. For installation and
operation, each app requests from the user a set of permissions, granting the app
the right to access and collect additional information (steps 1 to 4 in Fig. 1a).
After the user’s approval, apps can collect the user’s personal data and store it
on servers outside Facebook’s ecosystem and completely out of the user’s control
(steps 5 to 6).
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Fig. 1. a. Facebook app architecture, b. Collateral information collection

Initially, Facebook enabled apps to collect profile attributes of users’ friends
by assigning separate permissions to each profile attribute. Later, Facebook has
replaced this with a single permission to conform with US Federal Trade Com-
mission (FTC) regulations on data collection [3]. Conformity notwithstanding,
apps are still able to collect up to fourteen profile attributes via friends [20]. Of
course, users have app-related privacy controls at their disposal; however, they
are scattered at multiple locations, such as the user’s personal profile (visibility
levels per attribute) or the apps menu (attributes friends can bring with them to
apps). Taking into account that default settings are very much pro-sharing, frag-
mented and sometimes curiously worded, privacy control settings could promote
incorrectly set policies or complete neglect from users [22].

Privacy Interdependence, Profiling, and Legislation. The suboptimal pri-
vacy controls and the server-to-server (and potentially offline) communication
between Facebook and appP make any protection mechanism hard to apply [9].
As a result, the user’s profile items can be arbitrarily retrieved by an appP with-
out automatic notification or on-demand approval by the user through friends.
Since the privacy of an individual user is affected by the decisions of other users
(being partly out of their control), this phenomenon is referred to as privacy
interdependence [6]. From an economic point of view, sharing a user’s infor-
mation without her direct consent can lead to the emergence of externalities.
While sharing someone else’s information may yield benefits for her (positive
externality, e.g., personalized experience in social apps), it is also almost cer-
tain to cause a decrease in her utility (negative externality, e.g., exposed profile
items). Existing research is limited to pointing out the existence of and risks
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stemming from such negative externalities in the Facebook app ecosystem [6],
and its potential impact on app adoption [16,17].

Neglected by previous work, third party appPs can be owners of several apps
(e.g., appP1 offers app A1, A2, A3 and A4, see Fig. 1b). For instance, Vipo
Komunikacijos and Telaxo are appPs offering 163 and 130 apps, among those
99 and 118 with more than 10, 000 monthly active users, respectively (extracted
from the Appinspect dataset [5]). As a consequence, an appP may cluster several
apps and thus get access to more profile items. Moreover, every app retrieves the
Facebook user ID that uniquely identifies a user over apps; hence, the appP could
build a combined full profile of the user. We refer to this process as profiling,
analogously to the term used in the context of consumer behavior in market-
ing [13]. However, with the help of apps installed by a user’s friends, appPs could
profile a user partly or entirely without her consent, which constitutes a privacy
breach, and could induce legal consequences.

From the legal point of view, both the European Data Protection Directive [2]
and the guidelines of FTC [3] require prior user consent for the collection and
usage of personal data by data controllers (i.e., Facebook or appPs). According
to FTC, apps cannot imply indirect consent through privacy settings; while the
European Commission requires transparency and fairness from the data con-
troller about the nature, amount, and aim of data collection: this requirement is
not met here with data processing potentially going beyond the users’ legitimate
expectation.

Motivated by the above privacy issues of Facebook apps we define as collateral
damage the privacy loss inflicted by the acquisition of users’ personal data by
apps installed by users’ friends, and by appPs offering multiple apps thereby
enabling user profiling.

Contribution. We have identified four research questions to further our under-
standing of indirect and collateral information collection in the case of Facebook
apps.

– Are the users aware of and concerned about their friends being able to share
their personal data? We conducted an online survey of 114 participants, to
identify the users’ views on collateral information collection, lack of notifica-
tion and not being asked for their approval. Our survey provides evidence that
participants are very concerned and their concern is bidirectional: the large
majority of users wants to be notified and potentially restrict apps’ access to
profile items both when their friends might leak information about them and
vice versa.

– What is the likelihood that an installed app enables the collateral information
collection? We develop a formula to estimate the probability of this event. We
show how the likelihood depends on the number of friends and the number
of active users of apps. Moreover, based on results obtained from simulations,
we show how the likelihood depends on specific network topologies and app
adoption models.
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– How significant is the collateral damage? We develop a mathematical model
and quantify the proportion of user attributes collected by apps installed only
by the user’s friends, including the case of profiling, when several apps belong
to the same appP. We compute the significance on several snapshots of the
most popular Facebook apps using the Appinspect dataset [5].

– How can we raise user awareness and help them make informed decisions? For
this end, we discuss a dashboard that enhances transparency by providing an
overview of installed apps and the type and total amount of profile attributes
collected by apps and, more importantly, appPs.

The rest of the paper is organized as follows. Section 2 presents the user
survey. Section 3 presents the mathematical model of collateral damage and cal-
culates the likelihood of a user being affected by collateral information collection.
Section 4 extends the model and quantifies collateral information collection illus-
trated by a case study of popular apps. Section 5 presents the high-level design
for a privacy dashboard providing users with proper notifications and control.
Section 6 describes future work and concludes the paper.

2 User Survey

In this section, we tackle the research question: “are users concerned about
collateral information collection?” To answer this question, we conducted an
online survey investigating users’ views about the disclosure of personal data
by Facebook apps installed by the users’ friends, and to identify users’ con-
cerns about unconsented information collection on Facebook; 114 participants
answered the survey. Participants were recruited from the authors’ direct and
extended friend circles (including mostly, but not only, Facebook friends). Hence,
a large proportion of participants have an age between 20 and 35 and are well
educated. We found that users are concerned about collateral information collec-
tion in general, and remarkably concerned when information collection is uncon-
sented. Furthermore, the majority of users prefer to take action to prevent col-
lateral information collection. We have to stress that our survey provides us
with evidence that users are concerned about the information collection of apps
through their users’ friends. However, we are not able to extrapolate our findings
to the general Facebook population.

2.1 Methodology

After a short introduction, our survey consisted of four main parts. First, we
assessed users’ standpoints and concerns about default privacy settings and the
lack of notification for indirect and unconsented information collection. This
assessment is necessary to be able to differentiate users who are concerned inde-
pendent of their intentions to take actions against such practices. The second
part of the survey explores what type of personal data on Facebook users find
most sensitive. The third part of our survey is twofold: (1) whether users want
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to be notified when their friends’ apps can collect their personal data or when
their installed apps can collect personal data of their friends; (2) which actions
users prefer to take in such cases. Users replied the survey questions by marking
their responses on a scale of 1 to 5 where 1 stands for “not concerned at all and 5
stands for “extremely concerned”; we also provided a text field where necessary.
The fourth part of the survey collects demographics and information regarding
the participants’ use of Facebook apps.

2.2 Results

For the first part, we observe that for all four statements users show concern
(see Fig. 2). For example, 66% of users are at least very concerned about the
default privacy setting of Facebook that allows apps to collect information from
the user’s friends. Similarly, 77% of users are at least very concerned about
not being notified when their friends enable collateral information collection
and 67% for not being notified when one of the user’s own apps can collect
their friends’ information. Finally, 81% of users are at least very concerned
about collateral information collection through apps of their friends without
their approval. Note that Golbeck et al. [11] have investigated how informed
users are regarding the privacy risks of using Facebook apps. Their findings
show that users do not always comprehend what type of data is collected by
apps even when they have installed the app themselves. Therefore, it is safe to
assume incomplete understanding of apps installed by their friends, which is in
line with our results. Note that in Fig. 2, there is a slight difference between
participants opinion on statement B on the one hand and statements C and D
on the other hand for users which are not concerned. This difference might be
because statement B is directly related to the users’ information loss. Moreover,
statement B would burden the user less than C and D, where action by the users
is required.

For the second part of our survey, we found that although users are concerned
about a number of attributes, the sensitivity is relatively subjective and differs
between users. However, it is noteworthy that certain attributes are standing out
and have been marked as sensitive by a large proportion of the participants. For
example, most of the users identify photos (84% are at least very concerned),
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opinions on four statements regarding default settings, lack of notification (for friends
and for the user herself), and lack of consent for collateral information collection (CIC).
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videos (79%), their current location (76%), and family and relationships (54%)
as sensitive profile attributes. The least sensitive profile attributes are proved
to be to be birthday and sexual orientation. Note that the sensitivity of the
attributes is likely to depend on the context. For example, although a birthday
attribute might seem harmless on its own, participants might feel different if a
weather app would be collecting this information.

In the third part of the survey, we found that 77% of users always want
to be notified when friends’ apps can collect their personal data, 22% only
want to be notified in particular cases, while only about 1% do not want to be
notified at all. Moreover, 69% of users always want to be notified when their apps
are collecting information from their friends, 27% in particular cases, and only
about 1% not at all. We observe that users are also seriously concerned about
damaging their friends’ privacy: this corroborates findings on other-regarding
preferences from the literature [8,18]. Notification tools can be very useful to
enhance privacy awareness for unconsented data collection. Note that Golbeck
et al. have shown that the privacy awareness of users can be changed significantly
through educational methods [11]. When participants were asked which action
they would want to take if notified that friends’ apps are about to collect their
information (multiple answers allowed), 99 out of 114 participants answered that
they would restrict access to their personal data while 8 participants answered
that they would unfriend their Facebook friend. Only 5 participants answered
that they would take no action. We have to stress that the reaction of a user may
strongly depend on the relationship between the user and their friends. When
participants were asked what action they would want to take if they are notified
that one of their apps is about to collect their friends’ information (multiple
answers allowed), 64 out of 114 replied that they would restrict access to their
friends’ personal information for this app. Only 5 out of 114 answered that they
would take no action. The answers to the questions in the third part help to
confirm that the answers of our participants in the first part were not due to
salience bias; participants who were concerned in the first part about not being
notified for the collateral information collection replied that they also want to
take an action in the third part.

The last part of our survey collected demographics and statistics about Face-
book and app usage. Participants were between 16 and 53 years old with an aver-
age age of 29 years. They have had their Facebook accounts for between 6 months
and 10 years, respectively. Moreover, 69% of our participants have installed an
app at least once, and among those 87% have installed 1 or 2 apps in the
last six months. 54% of the participants were female, 42% male while 4% pre-
ferred not to disclose their gender. Participants varied greatly in their number of
friends, from 10 to 1000. 51% changed their privacy settings on Facebook; 79%
restricted who could see their profile information, 41% who could see them in
searches, and 35% who can collect their information through friends apps (mul-
tiple answers were allowed). Interestingly, users who already took an action by
restricting their permissions to their friends apps by 90% choose to be notified
too. One explanation could be that privacy settings on Facebook are constantly
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changing and tracking these changes might be cumbersome [22]. Furthermore,
82% of our participants had higher education, where 55% had IT background
based on personal interest and 44% through higher education. We conclude from
our survey that users are concerned about the collateral information collection,
and prefer being notified and try to prevent such type of information collection1.

3 Likelihood of Collateral Information Collection

In this section, we investigate the likelihood of a user’s friend installing an app
which enables collateral information collection. We build a simple mathematical
model and develop a formula to estimate the probability this event occurs. Then,
we present case studies taking into account different friendship network topolo-
gies and app adoption models. Furthermore, we use the Appinspect dataset [5]
to instantiate our estimations, and resort to simulations for computing the prob-
ability for different network types.

Let an Online Social Network (OSN) with k users and the corresponding set
be denoted by the set F , i.e., F = {u1, . . . , uk}. The user is denoted by u, with
u ∈ F . Let f be a friend of u and Fu the set of u’s friends, i.e., f ∈ Fu. Clearly,
Fu ⊆ F . Moreover, let Aj an app and L the set of all Ajs that are offered by the
OSN to every ui, and s the size of the set, i.e., L = {A1, . . . , As}. Moreover, let
AUj be the number of users who have installed Aj . For our likelihood estimation
we consider the number of Monthly Active Users (MAU) to represent the number
of active users. For instance, currently Facebook has k = 1.3 × 109 users (i.e.,
MAU) [19] and more than s = 25, 000 Apps [5].

To estimate the likelihood that u’s personal data can be collected via the Aj ,
installed by f , we compute the probability of at least an arbitrary f installing any
available Aj . Let Qf be the probability of f installing Aj which enables collateral
information collection. For all the friends of u (i.e., Fu) the probability of not
installing any Aj is the product of probabilities for each f (this assumes that
these probabilities are independent, which seems a reasonable approximation).
Let Ω be the probability of at least one of u’s friends installing Aj (regardless if
u has installed Aj), i.e.,

Ω = 1 −
∏

f∈Fu

(1 − Qf ) . (1)

First, we compute the likelihood Ω when the probability for a friend of the
user installing an app is uniformly distributed among all friends.

Case Study 1 – Uniform Distribution. Each f decides whether to install Aj

without considering any app adoption signals from other users. The probability
of at least a friend of u installing Aj is uniformly distributed among u’s friends,
and equals 1 − Q (Remark: Q = Qf1 = · · · = Qfk′ where 1 ≤ k′ ≤ k). Q is then
computed as all users who installed the app divided by the number of users of
the OSN (in the active user sense):
1 http://iraklissymeonidis.info/survey.

http://iraklissymeonidis.info/survey
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Q =
AUj

|F| . (2)

We used the publicly available Appinspect dataset provided by Hubert
et al. [5,12] to extract the range of MAU of apps which enable collateral informa-
tion collection. The dataset consists of 16, 808 Facebook apps between 2012 and
2014. It contains the application name, id, number of active users (daily, weekly
and monthly) and the requested permissions. To illustrate the influence of differ-
ent values of MAUs on Ω, we consider the upper tier of apps, i.e., over 500, 000
MAU, while the most popular app that collects friends’ data has 10, 000, 000
MAU, therefore 5 · 105 ≤ AUj ≤ 1 · 107. To cover most users, we assume the
number of friends for a given u (|Fu|) to be between 0 and 1000. Finally, we
estimate the population of Facebook to be 1.1 · 109 MAU for the period of 2012
to 2014 [19].

For Ajs with AUj ≥ 5 · 106 the probability Ω grows steeply with the average
number of friends (see Fig. 3a). For an average of 200 friends the probability
Ω is more than 0.6. For a user with 300 friends and more, the probability Ω
exceeds 0.8. (Note that most Facebook users have more than 200 friends [21].)
From Eqs. (1) and (2) it is clear that Ω depends strongly on AUj . For instance,
our most popular app TripAdvisor2 has approximately 1 · 107 MAU (i.e., AUj ≈
1 · 107); assuming that on average a user has 200 friends [21] (i.e., |Fu| ≈ 200).
Considering F = 1.1 · 109 (the population of Facebook) we estimate that the
probability of at least one of u’s friends installing TripAdvisor is larger than
78% (Ω ≥ 0.78).

Case study 2 – Non-uniform Distribution. Realistic social networks do not
conform to the uniformity assumption. Network degree has been reported to fol-
low a power law [15,24] and the clustering coefficient has been found to be much
higher than in random networks [15]. Moreover, app adoption has been proclaimed
to be affected by different signals [16]. We have resorted to simulations in order to
introduce these factors into the estimation of the probability Ω.

Fig. 3. Likelihood of collateral information collection based on a. real data [5] (left,
per MAU) and b. simulations (right, with k = 10, 000 and d = 30).
2 https://www.facebook.com/games/tripadvisor.

https://www.facebook.com/games/tripadvisor
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Our simulations generate synthetic networks to compute Ω. Regarding the
friendship network, we have considered three different, well-known models:
Bara- bási-Albert [4] (BA), Watts-Strogatz [23] (WS), and Erdős-Rényi [10] (ER).
Regarding app adoption, two different models have been implemented: uniform
(unif), where all users install an app with the same probability (that is, inde-
pendently of installations by their friends); and preferential (prop), where the
probability of a user installing an app is proportional to the number of its friends
that have already installed the app.

Regarding the simulations, for each of the configurations (pairs of network and
app adoption models), we have computed the probability Ω for one of the user’s
friends installing an app with respect to the fraction of the users of the network
that installed the app. To make the results of different network models compara-
ble, we fixed both the number of nodes in the network, k, and the mean degree, d.
Then, we tuned the parameters of the models to achieve these properties.

We performed simulations for network sizes k ∈ [100, 10, 000] and mean
degree d ∈ [10, 60]. Due to space constraints we include the results of just
one set of simulations, but the conclusions we have drawn can be extrapolated
to the other tested settings. Figure 3b draws the probabilities obtained from
networks with k = 10, 000 and d = 30 (results averaged over 100 simulations)
and from the analytical uniform app adoption case. Most of the configurations
give probability values very close to those obtained when using the formula;
the three exceptions are: ba-unif, ws-prop, and ba-prop. The Barabási-Albert
model generates graphs with a few very high degree nodes (hubs) and lots of
low degree nodes. When combining networks generated with the Barabási-Albert
model with a uniform app adoption model, the probability for a hub to install an
app is the same as for any other node. To the contrary, when combining BA with
the prop app adoption model, hubs have a higher probability of installing the
app than non-hubs, since having a higher degree makes them more likely to have
(more) friends with the app installed. As a consequence, each installation affects,
in mean, more users, and thus Ω increases. Concerning ws-prop, the Watts-
Strogatz model generates very clustered networks;3 when an app is installed by
a member of a community, it gets adopted by all other members easily. However,
each new installation inside the same community implies a small increase on the
overall Ω, because most of the users affected by the installation were already
affected by installations from other members of the community. We observe that
the probability computation (i.e., Ω) is conditioned on both the network and app
adoption models. However, we found that there is a significant probability for a
user’s friend to install an app which enables collateral information collection for
different networks and app adoption models.

4 Significance of Collateral Information Collection

In this section, we develop a mathematical model and compute the volume of
the user’s attributes that can be collected by apps and appPs when installed by
3 The expected clustering coeff. can be adjusted with the rewiring prob. parameter.
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the users’ friends. Our calculations are based on several snapshots of the most
popular apps on Facebook using the Appinspect dataset [5].

Users and Users’ Friends. Each user ui in an OSN (i.e., ui ∈ F) has a per-
sonal profile where each u can store, update, delete and administer her personal
data [7]. A u’s profile consists of attributes ai such as name, email, birthday
and hometown. We denote the set of attributes of a u’s profile as T and n as
the size of T , i.e., T = {a1, . . . , an}. For instance, Facebook currently operates
with a set of n = 25 profile attributes. Let Fu∗ be the union of u’s friends and
the u itself and f∗ an element of Fu∗, i.e., f∗ ∈ Fu∗. Clearly, Fu∗ = {u} ∪ Fu

and Fu ∩ {u} = ∅, as u is not a friend of u. For instance, Fu∗ = {u, f1, . . . , fk′}
describes a user u and its k′ friends, where 1 ≤ k′ ≤ k.

Applications and Application Providers. Let L be the set of apps an app
provider (appP) can offer to every ui in an OSN and s the size of this set, i.e.,
L = {A1, . . . , As}. Let Aj , for 1 ≤ j ≤ s, be the set of attributes that each Aj can
collect, i.e., Aj ⊆ T . Each Aj is owned and managed by an appP denoted by Pj .
The set of Ajs that belong to Pj it is denoted by Pj , i.e., Pj ⊆ L. The set of all
Pjs is denoted by AP and m the size of the set, i.e., AP = {P1, . . . , Pm}. From
our analysis we identified s = 16, 808 apps and m = 2055 appPs on Facebook
indicating that a Pj can have more than one Aj , i.e., Pj = {A1 . . . As′} with
1 ≤ s′ ≤ 160 [5].

4.1 Profiling

Application j. When Aj is activated by f∗ (i.e., f∗ ∈ Fu∗), a set of attributes
ai can be collected from u’s profile. We denote by Au,Fu∗

j an Aj that users in Fu∗

installed and as Au,Fu∗
j the set of attributes ai that Au,Fu∗

j can collect from u’s

profile. Clearly, Au,Fu∗
j ⊆ Aj ⊆ T . The set of all Au,Fu∗

j s installed by the users in
Fu∗ is denoted by Lu,F

u∗
. Clearly, Lu,F

u∗ ⊆ L.
We denote by �ai a vector of length n which corresponds to ai, i.e., �ai =

[
1
0 . . . 0

i
10 . . .

n
0]. Moreover, we consider �Au,Fu∗

j as a vector of length n, which cor-

responds to Au,Fu∗
j , i.e.,

�Au,Fu∗
j =

∨

a∈Au,Fu∗
j

�a ⇔ �Au,Fu∗
j [i] =

{
1 if ai ∈ Au,Fu∗

j ,

0 if ai /∈ Au,Fu∗
j ,

(3)

for 1 ≤ i ≤ n and 1 ≤ j ≤ s.
Note that:

– x ∪ y =

{
z = 0 if x = y = 0,

z = 1 otherwise.
and �x ∨ �y = �z where �x[i] ∨ �y[i] = �z[i].

For instance, an Au,Fu∗
j = {a1, ai, an} is represented as �Aj = �a1 ∨ �ai ∨ �an =

[
1
10 . . . 0

i
10 . . . 0

n
1]. It represents the attributes that can be collected by Aj when

is installed by f (i.e., the user’s friend).
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Application Provider j . Each appP consists of a set of Au,Fu∗
j s denoted by

Pu,Fu∗
j which users in Fu∗ installed. Each Pu,Fu∗

j can collect attributes of u’s

profile. To identify which ais can be collected by Pj we consider �Pu,Fu∗
j as a

vector of length n (i.e., n ∈ T ), which corresponds to Pu,Fu∗
j , i.e.,

�Pu,Fu∗
j =

∨

A∈Pu,f∗
j

f∗∈Fu∗

�Au,f∗
=

∨

A∈Pu,Fu∗
j

�Au,Fu∗
. (4)

Note that: �Pu,Fu∗
j =

∨

f∗∈Fu∗

�Pu,f∗
j = (�Pu

j ∨ �Pu,f1
j ∨ · · · ∨ �Pu,fi

j ), where Fu∗ =

{u, f1, . . . , fi} and �Pu,u = �Pu.
The complexity of this operation for all f∗ in Fu∗ is O(n × |Pu,Fu∗

j |).

4.2 Degree of collateral Information Collection

Friends f of u (f ∈ Fu) allow access to u’s profile by installing Ajs. We denote
by Πu

Au
j ,A

u,Fu

j

the number of attributes that can be collected by Aj exclusively

from u’s friends (and not through the user herself, i.e., u /∈ Fu). Let �Πu
Au

j ,A
u,Fu

j

be a vector of length n which Πu
Au

j ,A
u,Fu

j

provides, where n = |T |, where

�Πu
Au

j ,A
u,Fu

j

= �A′u
j

∧
�Au,Fu

j . (5)

Note that: �x′ ∧ �x = [
1
0 . . .

n
0] and �x′ ∨ �x = [

1
1 . . .

n
1].

The complexity of this operation for all f∗ in Fu∗ is O(n4 × |Au
j | × |Au,Fu

j |).
Similarly, we denote by �Πu

Pu
j ,Pu,Fu

j

the number of attributes that can be col-

lected by Pj exclusively from u’s friends in Fu, i.e.,

�Πu
Pu

j ,Pu,Fu

j

= �P ′u
j

∧
�Pu,Fu

j . (6)

4.3 The Case of Facebook Applications

To examine the problem, we extended our analysis for the apps (i.e., Ajs) and
appPs (i.e., Pjs) on Facebook using the Appinspect dataset [5,12]. For each Aj ,
apart from the application name and id, the dataset provides us with the requested
permissions and the Ajs each Pj owns. We computed the proportion of attributes
an Aj and Pj can collect through: 1) the user’s friends and the user herself
(i.e., profiling, Fu∗) and 2) only the user’s friends (i.e., degree of collateral infor-
mation collection, Fu). From 16, 808 apps, 1202 enables collateral information col-
lection. Our analysis focuses on Ajs and Pjs that have more than 10, 000 MAU;
there are 207 and 88 respectively in each category4.
4 http://iraklissymeonidis.info/Fb apps statistics/.

http://iraklissymeonidis.info/Fb_apps_statistics/
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Profiling, Fu∗. Performing the analysis over the dataset, we found that 72.4% of
Ajs and 62.5% of Pjs can collect one attribute from Fu∗. For all Ajs and all Pjs,
48.6% and 28.7% of attributes which are considered sensitive by the participants
of our survey (such as photos, videos, location and family-relationships) can
be collected. Considering location related attributes such as current location,
hometown, work history and education history, the proportion of attributes that
can be collected are 23.5% from Ajs and 23.2% from Pjs.

Degree of Collateral Information Collection, Fu. For Ajs installed only by
Fu, 28.9% of them show a degree of collateral information collection equal to 1;
similarly, 36.3% of all Pjs. Moreover for Fu, we identified that the proportion of
sensitive attributes that can be collected from Ajs and Pjs is 46.8% and 37%,
respectively; while the proportion of collectable location related attributes is
22.5% for Ajs and 36.9% for Pjs.

We conclude that the size of the two sets of sensitive attributes, collected via
profiling versus exclusively through friends, are both significant and, surprisingly,
comparable to each other. We also found that a considerable amount of attributes
concerning the user’s location can be collected by either Ajs or Pjs.

5 Damage Control: Privacy Dashboard

Our survey results have shown that users from our survey are not only concerned
about the collateral information collection: they also want to be notified and
restrict access to their personal data on Facebook. They also consider removing
the apps that can cause collateral damage. The need for transparency calls for a
Transparency Enhancing Technology solution, raising awareness of personal data
collection and supporting the users’ decision-making on the sharing of personal
data [1,14]. Hence, we propose a dashboard that can help users to manage their
privacy more efficiently, and control the collateral information collection (see
Fig. 4 for an initial user interface design). Technically speaking, the dashboard
illustrates how the user’s data disclosure takes place through the acquisition
of the user’s personal data via apps (and respective appPs) installed by their
Facebook friends. It displays the nature and proportion of the user’s personal
data that can be collected by apps and, more importantly, appPs.

From our survey, we have concluded that Facebook users are more concerned
about certain types of personal information such as photos, videos, location, and
relationships. Our dashboard can accommodate the visualization of profiling and
the degree of collateral information collection by assigning different weights to
each attribute in the user’s profile. These weights can be then manually fine-
tuned by the user. Detailed design and implementation of the dashboard remain
the next step in our future work. Additional information such as claimed purpose
of collection by the apps can be added in the dashboard. Moreover, further
functionality can be added to the dashboard such as leading the users from the
dashboard to uninstall the app (this would follow the European Data Protection
Directive 95/46/EC [2]).
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Fig. 4. Privacy dashboard: user interface concept

Finally, our survey shows that users also care about the damage that they
might cause to their friends by installing apps (bidirectional concern). Comple-
menting the privacy dashboard, we will also look into providing transparency
with an enriched app authorization dialogue at the time of installation. Building
on the basic design in [22], the enriched dialogue will direct the attention of users
to the existence and volume of collateral damage to-be-inflicted on their friends.

6 Conclusion and Future Work

In this paper we have presented a multi-faceted study concerning the collateral
damage caused by friends’ apps in social networking sites. Using a user survey,
mathematical modeling, and real data from Facebook, we have demonstrated
the importance and quantified the likelihood and significance of such collateral
information collection. Furthermore, to the best of our knowledge, we have been
first to report the potential user profiling threat that could be achieved by appli-
cation providers: they can gain access to complementary subsets of user profile
attributes by offering multiple apps.

Our main findings are the following. First, our survey shows that the vast
majority of users are very concerned and would like proper notification and
control mechanisms regarding information collection by apps installed by their
friends. Also, they would potentially like to restrict apps’ access to profile items
both when their friends’ apps might collect information about them and vice
versa. As for future work, we are aiming at conducting similar surveys among
users of social platforms other than Facebook, and extending the demographic
range of participants. We also intend to investigate the relevance of the users
concerns and demographic background, attribute values, and sensitivity to par-
ticular contexts (e.g., via use cases).

Second, we have quantified the probability that a user is affected by the col-
lateral information collection by a friend’s app. Assuming a simple app adoption
model, an app with more than 500, 000 users may indirectly collect information
from the average user with 80% likelihood, irrespective of the user itself having
installed the app or not. Moreover, non-uniform app adoption and network mod-
els also yield high likelihood. As future work, we aim to extend our simulations
regarding both network size and realistic app adoption models.

Third, based on real data, we have quantified the significance of collateral infor-
mation collection by computing the proportion of attributes collected by apps
installed by the users’ friends. We have found that a significant proportion of
sensitive attributes, such as photos, videos, relationships and location, can be
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collected from apps either by the user’s friends and the user herself (i.e., 48.6%) or
exclusively from the user’s friends (i.e., 46.8%); surprisingly, these values are com-
parably high. Furthermore, a considerable amount of location-related attributes
can be collected by both friends’ apps and profiling appPs. As a future work, we
aim to enrich our mathematical model by incorporating other parameters such as
sensitivity.

Finally, we outline a conceptual design for a privacy dashboard which is
able to notify the user about the existence and extent of collateral damage, and
empower her to take restrictive actions if deemed necessary. We also hint that
an enriched app authorization dialogue would complement the dashboard by
providing estimates on potential damage to the user’s friends at the time of
installation. The detailed design and implementation of these solution concepts
constitute important future work for us.
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Abstract. With a rapid yearly growth rate, software vulnerabilities
are making great threats to the system safety. In theory, detecting and
removing vulnerabilities before the code gets ever deployed can greatly
ensure the quality of software released. However, due to the enormous
amount of code being developed as well as the lack of human resource
and expertise, severe vulnerabilities still remain concealed or cannot be
revealed effectively. Current source code auditing tools for vulnerabil-
ity discovery either generate too many false positives or require over-
whelming manual efforts to report actual software flaws. In this paper,
we propose an automatic verification mechanism to discover and ver-
ify vulnerabilities by using program source instrumentation and concolic
testing. In the beginning, we leverage CIL to statically analyze the source
code including extracting the program CFG, locating the security sinks
and backward tracing the sensitive variables. Subsequently, we perform
automated program instrumentation to insert security probes ready for
the vulnerability verification. Finally, the instrumented program source
is passed to the concolic testing engine to verify and report the existence
of an actual vulnerability. We demonstrate the efficacy and efficiency of
our mechanism by implementing a prototype system and perform experi-
ments with nearly 4000 test cases from Juliet Test Suite. The results show
that our system can verify over 90 % of test cases and it reports buffer
overflow flaws with Precision = 100 % (0 FP) and Recall = 94.91 %.
In order to prove the practicability of our system working in real world
programs, we also apply our system on 2 popular Linux utilities, Bash
and Cpio. As a result, our system finds and verifies vulnerabilities in a
fully automatic way with no false positives.
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1 Introduction

Even though security experts are making best efforts to ensure the software
security, the number of software vulnerabilities is still increasing rapidly on a
yearly basis, leaving great threats to the safety of software systems. According
to the Common Vulnerabilities and Exposures(CVE) database [1], the number
of CVE entries has increased from around 1000 CVEs yearly in 2000 to over
8000 yearly in 2015. The discovery and removal of vulnerabilities from software
projects have become a critical issue in computer security. Nowadays, because of
enormous amount of code being developed as well as limited manpower resource,
it becomes harder and harder to audit the entire code and accurately address
the target vulnerability.

Security researchers have devoted themselves into developing static analysis
tools to find vulnerabilities [9]. The large coverage of code and access to the
internal structures makes these approaches very efficient to find potential warn-
ings of vulnerabilities. However, they often approximate or even ignore runtime
conditions, which leaves them a great amount of false positives.

Recently, more advanced static analysis methods are proposed [4,5,15]. They
either encode insecure coding properties such as missing checks, un-sanitized
variables and improper conditions into the analyzer for vulnerability discovery,
or they model the known vulnerability properties and generate search patterns
to detect unknown vulnerabilities. Even though these approaches can find vul-
nerabilities using search patterns and exclude the majority of code needed to be
inspected, they still require security-specific manual efforts to verify the vulner-
ability at the very end, which is neither efficient for vulnerability discovery nor
feasible for non-security specialists to use it.

According to the previous efforts of researchers, finding exact vulnerabilities
in a fully automatic way has been challenging. To automate the overall process of
vulnerability detection and verification, we classify the potential vulnerable secu-
rity sinks into basic 4 types and apply security constraint rules(corresponding
to each type) to automatically instrument vulnerability triggering probes into
the source code in order to verify vulnerabilities. In this paper, we propose an
automatic mechanism to detect and verify software vulnerabilities from C code
by using program source instrumentation and concolic testing. In the begin-
ning, we leverage CIL [3] (C intermediate language) to statically analyze the
source code including extracting the program CFG(control flow graph), locating
the sensitive security sinks and backward tracing the sensitive variables. Subse-
quently, we classify the security sinks into 4 basic types and perform automated
program instrumentation to insert security probes according to different prop-
erties of the security sink types, ready for the vulnerability verification. Finally,
the instrumented program source is passed to the concolic(CONCrete + sym-
bOLIC) testing engine [10,11] to report and verify the existence of an actual
vulnerability. We here focus on buffer overflow vulnerabilities since this type of
vulnerability is the major cause for malicious intensions such as invalid memory
access, denial of service(system crach) and arbitrary code execution. We demon-
strate the efficacy and efficiency of our mechanism by implementing a prototype
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system and perform experiments with 4000 buffer overflow test cases from Juliet
Test Suite [14]. The results show that our prototype system gets a detection
result with Precision = 100% and Recall = 94.91%. In order to prove the
practicability of our system working in real world programs, we also apply our
mechanism on Linux utilities such as Bash and Cpio. As a result, our system
finds and verifies vulnerabilities in a fully automatic way with no false positives.

Main contributions of our study are described as follows:

– Fully Automated Verification for Vulnerability Discovery. We pro-
pose, design and implement a fully automated verification mechanism to detect
and verify vulnerabilities with zero interference of manual efforts, which can
expand the system usability to more general users such as non-security spe-
cialist.

– Memory Space Analysis(MSA) for Verifying Security Requirements.
We verify the existence of vulnerabilities by generating triggering inputs which
violate security constraints(SC). The memory space analysis(MSA) enables
us to track the size of buffer space at runtime and set the SC conditions
accurately. It decreases the false positives for vulnerability verification.

2 Related Work

Source code auditing have been actively researched by security researchers for
software assurance and bug finding. Previous researchers have proposed different
approaches for static source code auditing and have developed source code static
analysis tools for vulnerability discovery.

Flawfinder [9] applies a pattern matching technique to match the security
sinks in the source code and report them as vulnerabilities. Even though these
approaches can analyze large amount of source code and report vulnerabilities
fast, they generate too many false positives due to a lack of analysis about
program data flow and control flow information.

Chucky [15] statically taints the source code and identifies missing conditions
linked to security sinks to expose missing checks in source code for vulnerability
discovery. VCCFinder [4] proposes a method of finding potentially dangerous
code with low false positive rate using a combination of code-metric analysis
and meta-data from code repositories. It also trains a SVM classifier by the
vulnerability commits database to flag code as vulnerable or node. Yamaguchi
et al. [5] models the known vulnerability properties and generate search patterns
for taint-style vulnerabilities. The generated search patterns are then represented
by graph traversals which is used for vulnerability mining in a code property
graph database [6]. Even though these approaches can find vulnerabilities using
search patterns and exclude the majority of code needed to be inspected, they
still require security-specific manual efforts to verify the vulnerability at the very
end, which is neither efficient for vulnerability discovery nor feasible for general
users(nonspecialist) to use it. Driven by this, there is an urgent need to build
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a fully automatic system to accurately catch vulnerabilities within reasonable
time as well as the expansion of usability to more general users.

Based on the weakness of the above discussion, we are looking into an auto-
matic and efficient way to do vulnerability verification. Symbolic execution has
been proposed to do program path verification but it cannot resolve complex pro-
grams with enormous amount of path constraints [12]. Concolic testing [10,11]
was proposed to improve symbolic execution in order to make it more practi-
cal in real world programs. KLEE [11] was developed to automatically generate
high-coverage test cases and to discover deep bugs and security vulnerabilities in
a variety of complex code. CREST-BV [10] has shown a better performance than
KLEE in branch coverage and the speed of test case generation. However, these
approaches suffer from path explosion problem which stops them from scaling
to large programs.

CLORIFI [8] is the closest research to this paper. It proposes a method to
detect code clone vulnerabilities by the combination of static and dynamic analy-
sis. However, it has not been fully automated and it still requires manual efforts
to do source instrumentation for concolic testing, which is still a tedious task.
In this paper, we propose, design and implement a fully automated verification
mechanism to detect and verify vulnerabilities. In our mechanism, we do vul-
nerability verification using concolic testing after an automated sink detection
and source code instrumentation process, which reduces false positives. We also
applies the runtime buffer memory space analysis(MSA) to track the real size of
a buffer space which helps us to improve the accuracy of vulnerability discovery.

3 Proposed Mechanism

Discovery of vulnerabilities in a program is a key process to the development of
secure systems. In order to find exact vulnerabilities in a fast and accurate way
and to reduce the tedious manual efforts for vulnerability verification, we propose
a fully automated mechanism to detect and verify software vulnerabilities by
taking advantage of both static analysis and concolic testing.

Before we go into detailed description of our approach, the general process is
illustrated in Fig. 1. Our mechanism mainly consists of 3 phases which are code
transformation, automated instrumentation, and vulnerability verifi-
cation. In the phase of code transformation, we first leverage the library of CIL
to parse the source code into CIL program structures such as function defin-
itions, variables, statements, expressions and so on, and calculate the control
flow graph(CFG) information of each function. The reason why we do CIL code
transformation is to simplify code structures for efficient static analysis. We
then identify the security sinks(potential vulnerable) to get potential vulnerable
points. In the second phase, we apply backward data tracing on sensitive vari-
ables of each sink to find the variable input location. Then, we perform automatic
program instrumentation and prepare the testing object for vulnerability verifi-
cation. In the last phase of automated instrumentation, we verify each potential
security sink to report vulnerabilities using concolic testing.
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(1) Code transformation (2) Automated instrumentation (3) Vulnerability  verification
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Fig. 1. General overview of our approach.

3.1 Using the CIL

CIL (C Intermediate Language) [3] is a high-level representation along with a
set of tools that permit easy analysis and source-to-source transformation of C
programs. The reason why we use CIL is that it compiles all valid C programs
into a few core constructs without changing the original code semantics. Also CIL
has a syntax-directed type system that makes it easy to analyze and manipulate
C programs. Moreover, CIL keeps the code location information which enables
us to pinpoint the exact location when reporting vulnerabilities(an example is
shown in Fig. 5).

By using the provided APIs of CIL, we are able to flatten complex code
structures into simple ones (e.g., all looping constructs are reduced to a single
form, all function bodies are given explicit return statements). Subsequently,
we extract and calculate the control flow graphs(CFGs) of each function using
some wrapped module of CIL. Each created node in CFG corresponds to a single
instruction in the source code, referred from Sparrow [7], a stable and sound
source code analysis framework. Treating the most basic code unit(instruction
level) as a CFG node can help us precisely and rapidly address the sensitive
sinks and variables as well as providing convenience for the backward sensitive
data tracing which will be explained in detail in the following sections.

3.2 Identification of Security Sinks and Sensitive Variables

Since most of buffer overflow vulnerabilities are caused by attacker controlled
data falling into a security sink [13], it is crucial to first dig out security sinks.
In this paper, we focus on the security sinks which often lead to buffer overflow
vulnerabilities. Before that, we explain the definition of security sinks and how
they can be classified according to argument properties.

Security Sinks: Sinks are meant to be the points in the flow where data depend-
ing from sources is used in a potentially dangerous way. Typical security-sensitive
functions and memory access operations are examples of security sinks. Several
typical types of security sinks are shown in Table 1.

As we can see from the Table 1, basically, security sinks are either security
sensitive functions or a buffer memory assignment operation by index. Further
more, according to the number of arguments and whether there is a format



216 H. Li et al.

string(“%s”) argument inside a security sensitive function, we classify the secu-
rity sensitive functions into 3 types in order to generalize the automatic process
of backward tracing and program instrumentation which will be explained in
following parts. Along with the last type(buffer assignment), we classify the
security sinks of buffer overflow vulnerability into 4 types.

Table 1. Sink classification and variable location

Sink type Description Argument format Sensitive functions Variable positions

Type 1 functions with two

arguments

fn(dst,src) strcpy, wcscpy strcat,

wcscat

2

Type 2 functions with three

arguments

fn(dst,src,n) memcpy, memmove,

strncpy strncat,

wcsncpy, wcsncat

2,3

Type 3 function with format

strings

fn(dst,n,“%s”,src) snprintf, swprintf 2,4

Type 4 memory operations buffer[i] = expr dstbuf[i] = ‘A’ index:i

– Type 1: Security sensitive functions with 2 arguments: a destination buffer
pointer(dst) and a source buffer pointer(src). The typical argument format is:
fn(dst,src) and the sensitive variable is the 2nd variable(src) in the argument
list. The instances of sinks include: strcpy, wcscpy, strcat and wcscat.

– Type 2: Security sensitive functions with 3 arguments: a destination buffer
pointer(dst), a source buffer pointer(src) and a number of bytes integer(n).
The typical argument format is fn(dst,src,n) and sensitive variable is the 2nd
variable(src) and 3rd argument(n) in the argument list. The instances of sinks
include: memcpy, memmove, strncpy, strncat, wcsncpy and wcsncat.

– Type 3: The security sensitive functions with format string argument: a des-
tination buffer pointer(dst), a number of bytes integer(n), a format string
argument and a source buffer pointer(src). The typical argument format is
fn(dst,n,format,src) and the sensitive variable is the 2nd variable(n) and the
4th argument(src). The instances of sinks include: snprintf and swprintf.

– Type 4: The buffers are assigned by some value using buffer array index.
This case causes buffer overrun when the index is out of buffer size bound.
The typical format is: buffer[index] = expr and sensitive variable is the index.
A instance of this type of sink is: dstbuf[i] = ‘A’.

After the classification of security sinks, we identify the security sinks as
potential vulnerabilities using a fast pattern matching approach over the CIL
structures of the source code and extract sensitive variables needed to be back-
wardly traced in the following step based on the table above.

3.3 Backward Data Tracing

Since instrumentation points are needed before performing automated instru-
mentation, we propose backward data tracing to find the program input place
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Fig. 2. Backward data tracing.

and treat it as an instrumentation point. Backward data tracing finds the pro-
gram input location for the corresponding sensitive variables in the sink which
reduces the whole input search space of a program. This will help us greatly
improve the efficiency for the vulnerability verification. We perform intra- and
inter-procedure backward tracing based on the nodes of the control flow graph
extracted from CIL. Figure 2 shows the concept of intra-procedure and inter-
procedure backward tracing respectively.

Concepts and Definitions. As shown in Fig. 2(1), starting from a security
sink, we begin to backwardly trace the corresponding sensitive variable until we
reach the source of the sensitive data. In order to understand the process of
backward tracing, there are several terms that we need to know.

Source: Source is the original definition point of a variable. It is the node where
the value of the variable does not depend on any other variable. For instance, the
starting points where un-trusted input data is taken by a program. The Source
is one the following 2 cases.

– v0 = gets(); Assignment node where the left variable is assigned by a user
input function such as gets(), scanf() and read(). We also maintain a user
input function list.

– v0 = 5; Assignment node where the left variable is assigned by a constant.

Ancestor: The ancestor A of a node N is described as: the traced sensitive
data of N gets its value from A. Ancestor nodes are intermediate nodes while
sensitive data gets propagated. The ancestor node of a certain variable v0 could
be one of the 4 cases below:

– v0 = expression(v1); Node where variable assigned by expression
– v0 = f(m,n, ...); Node where variable assigned by function return value
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– f(v0); Node where variable assigned inside a function call
– void f(char v0); Node for function declaration

The Description of Procedure. As shown in Fig. 2, the intra-procedure back-
ward tracing starts from the initial sensitive variable in the security sink such
as sink(x) in Fig. 2(1) and recursively find its ancestor and identify a new vari-
able needed to be traced. The intra-procedure backward tracing stops when the
current node is the Source of the traced sensitive variable(whole backward trac-
ing also stops) or it stops when the current node is the function entry node.
In the later case, Source cannot be found in the current function and the data
flow comes from argument passing of the function call, so we need further do
inter-procedure backward tracing to find the Source of the sensitive variable.
The inter-procedure tracing(see Fig. 2(2)) starts from intra-procedure tracing.
It then checks the return node of intra-procedure backward tracing. If the node
is Source, the procedure returns and backward tracing ends. If the node is the
function entry node, the procedure finds out all the call sites of the current func-
tion and identifies the corresponding sensitive variable in each call site. Then it
applies intra-procedure backward tracing on sensitive variables in each call site
as a new starting point. The whole backward tracing stops and exits when the
Source of the sensitive variable in the security sink is found.

3.4 Program Source Instrumentation

After backward tracing, we get security sinks and Sources of the corresponding
sink and store them into a list of sinks(sink list) and a list of Sources(source list)
accordingly. We also establish a sink-source mapping between the 2 lists which
helps us to correctly find the corresponding source for a certain sink. To instru-
ment the program source, we make security probes(assertions) based on our pre-
defined security requirements (Table 2) right before the security sink and replace
the source input statement with symbolic values. To automate the overall process
of source code instrumentation, we generalize the security constraint rules for
the 4 basic types of vulnerability to automatically instrument bug triggering
probes into the source code in a more generalized way.

Program Constraints(PC) and Security Constraints(SC): Program con-
straints are generated by following a specific branch according to conditional
statements in the program. Program inputs which satisfy a set of program con-
straints are meant to execute a certain path of the program. Security constraints
are clearly high-level security requirements, which is also used as our baseline to
make security probes before the security sinks. For instance, the length of the
string copied to a buffer must not exceed the capacity of the buffer. We define
security requirements for security sinks such us security-sensitive functions and
buffer assignment with index based on the condition that related arguments
must satisfy to ensure the security of software systems. In our work, we have
collected 14 library functions from Juliet Test Suite which are well known to
be “insecure” for buffer overflows as security-sensitive functions and generated
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security requirements for them. Table 2 shows part of our predefined security
constraints for security sinks. When there are inputs which satisfy program con-
straints but violates security constraints(PC ∧ SC) at a certain point during
the execution, the program is considered to be vulnerable. To suggest a way to
extend the method to cover other types of vulnerabilities, we will investigate
the vulnerability features and define more sinks and the corresponding security
requirements for vulnerability types such as integer overflows, format strings and
divide-by-zeros.

Table 2. Security requirements for security sinks

Security sinks Security requirement Description

strcpy(dst,src) dst.space > src.strlen Space of dst should be bigger
than the string length of src

strncpy(dst,src,n) (dst.space ≥ n) ∧ (n ≥ 0) Space of dst should be bigger
or equal to the positive
integer n

strcat(dst,src) dst.space > dst.strln + src.strlen Space of dst should be bigger
than the total string length
of dst and src

getcwd(buf,size) (buf.space ≥ size) ∧ (size ≥ 0) Space of buf should be bigger
or equal to the positive
integer size

fgets(buf,size,f) (dst.space ≥ size) ∧ (size ≥ 0) Space of dst should be bigger
or equal to the positive
integer size

buf[i] = expr. buf.space > i Space of buf should be bigger
than the index value i

Instrument Input Location and the Security Sink: To instrument the
input location, we first iterate over all the element in the source list, if the
current Source takes the data from user input such as command line, network
data, or a file, we replace the user input data with symbolic input values. For
example, “a = readfile();” will be replaced by “a = sym input();”.

To instrument the security sink, we insert an assertion statement right
before the security sink based on the security rules defined in Table 2. For
example, before the sink strcpy(dst, src), we insert an assertion statement
assert(dst.space > strlen(src)). However, there is a problem here. We can easily
get the length of a string by using “strlen()” function(C library function), but
the space of a buffer is hard to be determined at runtime as well as at compile
time. Someone may say, we can always get the size of a buffer by “sizeof()”.
This is not correct when we measure the size of the buffer memory space. E.g.,
if we want to get the real space that dst points to, we cannot use “sizeof(dst)”
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because it will always return the actual size of a pointer itself which is the num-
ber 4 at 32 bit architectures. In order to get the real buffer size of a buffer
pointer, we propose a pointer analysis approach to correctly get the buffer size
at program runtime.

Memory Space Analysis(MSA) at Runtime: As we can see from Table 2, in
the security requirement rules, we have to get the “buffer.space” value to accu-
rately set the bug triggering condition and instrument the sinks. However, the
common static analysis of source code cannot get the runtime updating infor-
mation about memory size of a buffer pointer. This usually will result in an
inaccurate assertion of SC violating condition, which makes the system gener-
ate possible false positives when reporting vulnerabilities. The runtime memory
space analysis enables us to accurately track the real size of a pointer’s buffer
space and helps us to correctly instrument the program so as to ensure high
accuracy of vulnerability verification. We make a library called “libmysizeof”
and it provides 3 major functions: mysizeof store(), mysizeof propagate() and
mysizeof getspace(). We insert mysizeof functions in the corresponding place in
the source code. The steps are shown below:

– Iterate over all the instructions in the source code and identify buffer allocation
statement such as buf = malloc(n); and char buf[100];. Then, we store the
buffer pointer name and the corresponding size in a global map M by inserting
mysizeof store() function at the current location.

– Identify each pointer propagation instruction such us p 2 = p 1 + 5;. The
mysizeof propagate() will propagate the size of p 1 to get the size of p 2 accord-
ing to the operation and store the size of p 2 into the map M. We then insert
this mysizeof propagate() function at the current location.

– When we need to get the runtime size of a pointer’s buffer space, we insert
mysizeof getspace() function at a certain location in the source code to get the
correct buffer space.

After inserting “mysizeof” functions, we can get the accurate size of a
pointer’s buffer space at runtime. The buffer size information can then be used
in the assertions. For instance, assert(mysizeof getspace(dst) > strlen(src)).
Figure 3 shows an example of instrumenting pointer analysis functions along
with input and sink instrumentation.

Until here, we prepare a testing source object from the program input to
the potential vulnerable sinks. This object is usually a small part of the whole
program source which helps us to release the burden of next stage.

3.5 Vulnerability Verification Using Concolic Testing

We apply concolic testing in our mechanism to verify the potential vulnerabili-
ties. The general principle of the verification is to find inputs which satisfy all the
program constraints(PCs) but violate the security constraints(SCs) as shown in
Fig. 1. Symbolic execution and concolic execution have been widely used in soft-
ware testing and some have shown good practical impact, such as KLEE [11] and
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Fig. 3. Automatic instrumentation.

CUTE [2]. However, they suffer from path explosion problem which makes them
cannot scale well to large real world programs. In our scenario, the backward
tracing module helps us to find the program inputs which are related to the sen-
sitive data instead of the whole program input space. This can mitigate the path
explosion problem mentioned before. Our approach for concolic testing to verify
potential vulnerabilities mainly follows a general concolic testing procedure [10].
However, the difference is that we focus on generating an input to execute the
vulnerable branch instead of generating inputs to traverse every possible paths
of the program. Hence, it is more cost efficient when doing concolic testing.

4 Experimental Results

4.1 Implementation

System Prototype: We have implemented our mechanism by developing a pro-
totype system. Our system consists of 3 phases: code transformation, auto-
mated instrumentation, and vulnerability verification. Its architecture is
described in Fig. 4. The system is used to discover buffer overflow vulnerabilities
in software projects.1

Environment Setup: We performed all experiments to test our automatic
vulnerability detection and verification system on a desktop machine running
Linux Ubuntu 14.04 LTS (3.3 GHz Intel Core i7 CPU, 8 GB memory, 512 GB
hard drive).

Dataset: For the experiment, we prepared 2 kinds of datasets - Juliet Test
Suite and Linux utilities. First one is Juliet Test Suite provided by US National
Security Agency(NSA) which has been widely used to test the effectiveness of
vulnerability detection tools. To test our tools, we prepared 3,969 files for stack
based buffer overflow vulnerabilities, each of which belongs to 4 basic types
1 Our program and sample scripts are available at http://cssa.korea.ac.kr/clorifi.

http://cssa.korea.ac.kr/clorifi
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based on our sink classification in Table 1. The second dataset is 2 famous Linux
utilities, Bash and Cpio, which is used to prove the practicability of our system.

4.2 Experimental Results

We have conducted our experiments with two types of dataset.

Juliet Test Suite. We tested our approach with 3,969 testcases of Stack Based
Buffer Overflow vulnerabilities of Juliet Test Suite. The number of samples cov-
ered in Table 3 states the number of cases that we verified (over 90% in total).
Our processing time for 3,969 testcases is nearly 20 min, which includes about
2 min of instrumentation and 17 min of concolic testing. Table 3 shows the num-
ber of testcases processed, number of good and bad sinks, and elapsed time of
instrumentation and concolic testing for each type.

We checked the rest of the cases that we couldn’t verify and found out that
our frontend parser cannot handle non-standard coding style such as wide string
L“AAA”(222 cases). Besides, our tool failed to correctly instrument the source
code when handling function pointers(76 cases) and complex use of pointers such
us pointer’s pointer(105 cases).

A working example is shown in Fig. 5. Sub figures in Fig. 5 indicate the
sequence of our mechanism. Figure 5(1) shows the result of CIL transformation
of a file named CWE121 Stack Based Buffer Overflow CWE131 memcpy 01.c.
Then we show the instrumentation result of this case in Fig. 5(2). The assertion
assert(dst.space ≥ n)∧(n ≥ 0) is automatically inserted before the sinkmemcpy.
Figure 5(3) shows the execution result of concolic testing. In this step, it actually
verifies the vulnerability by checking whether the execution of program violates
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Table 3. Type of vulnerabilities and base information of experiment

Type Number of Elapsed Time Elapsed Time Number of Number of

Samples Covered (Instrumentation) (Concolic Testing) Bad Sinks Good Sinks

1 2,065/2,217 78.816 s 547.879 s 2,217 3,126

2 695/732 25.893 s 175.986 s 732 1,008

3 292/296 10.535 s 68.504 s 296 408

4 715/724 26.150 s 197.690 s 724 1,048

Total 3,767/3,969 141.394 s 990.059 s 3,969 5,590

Fig. 5. Snapshot results of different phases

the assertion or not. By using this mechanism, our approach can detect and verify
the vulnerabilities in the Juliet Test Suite in a fully automatic way.

The Comparative Detection Results. We show the number of false positives
regarding to each type of sink in Table 4. As we can see, when we apply our sys-
tem with MSA, we get no false positives while there are some false positives(233
in total) when MSA is not applied. The memory space analysis technique finds
the real size of the buffer space at runtime and accurately set the condition for
violating security constraint(bug triggering condition). When the MSA is not
applied, the real runtime memory size of a pointer in the violation condition can
only be set by approximation, which results in false positives. MSA can help our
system completely reduce false positives.

We also compare our system with Flawfinder [9] which is a source code audit-
ing tool widely used in security communities. We measure the precision ( TP

TP+FP ),
recall( TP

TP+FN ) and F1 Value(2P∗R
P+R ) for each tool: (1) our system with MSA; (2)

our system without MSA; (3) Flawfinder. As shown in Fig. 6, our system applied
with MSA gets the highest Precision of 100 % which means 0 false positives. In
terms of Recall, Our system with MSA gets Recall of 94.91%. Flawfinder has
the highest Recall value, however, its Precision is quite low. F1 value is a more
comprehensive indicator for evaluation, our system with MSA gets the highest
F1 value of 97.43 %. For the false negatives, our tool failed to correctly instru-
ment the source code when handling the cases involving function pointers and
complex use of pointers such as pointer’s pointer(total 181 cases). This makes the
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Table 4. False positives with or w/o MSA

Sink type # of FP with MSA # of FP without MSA

1 0 102

2 0 58

3 0 25

4 0 48

Total 0 233

Fig. 6. Detection performance and comparison

tool cannot trigger the failure of the assertion when a real vulnerability exists,
which contributes to false negatives.

Case1: Cpio-2.6(CVE-2014-9112). We also demonstrate the effectiveness of
our system by real open source projects. Figure 7 shows a vulnerability in pro-
gram Cpio-2.6 which is a program to manage archives of files. This vulnerability
is caused by an integer overflow induced buffer overflow. at line 8, the numeric

Fig. 7. CVE-2014-9112 vulnerability
from Cpio-2.6

Fig. 8. CVE-2012-3410 vulnerability
from Bash-4.2
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operation can cause an integer overflow and results in 0 bytes allocation for
“link name”. The buffer overflow is at line 10 when the program is trying to
write “c filesize” number of bytes to 0 space buffer. We apply our system to
automatically report out this vulnerability in a fully automatic way by generat-
ing an input which makes “filesize c = 0xfffffff”.

Case2: Bash-4.2(CVE-2012-3410). We also apply our system to Bash-4.2
and successfully verifies the vulnerability in Fig. 8. Our system identifies the
sink “strcat”, backwardly tracing the user input and set the violating condition
of security constraint by automatic instrumentation. The system reports out this
vulnerability with a triggering input “path = /dev/fd/aaaa...aa(35′a′s)”.

5 Conclusion

In this paper, we propose, design and implement an automated verification
mechanism for vulnerability discovery. Different from other source code auditing
methods, our mechanism needs no human interference with extremely low false
positive rate and it can expand the system usability to non-security specialist.
It takes source code as input, detects and verifies the existence of vulnerabil-
ity in a fully automatic way. What’s more, the memory space analysis(MSA)
enables us to set violating condition of security requirements accurately so as
to report vulnerabilities with higher accuracy. We developed a prototype sys-
tem and conducted several experiments with Juliet test cases and also real open
source projects. The results show that our system can detect and verify vulner-
abilities with low false positives within reasonable time.

However, there are concerns and limitations as well. To the current stage,
our system focuses on buffer overflow vulnerability. In future research, we will
study the features of other kinds of vulnerability and expand the vulnerability
type coverage. Moreover, due to the incapability of handling complex data types
such as nested structures in C code, function pointers and pointer’s pointer, the
system is limited to be working on programs with relatively small amount of
source code. The source code analysis and automatic instrumentation will be
further generalized to cover large programs.
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Abstract. Despite the emphasis on building secure software, the number
of vulnerabilities found in our systems is increasing every year, and well-
understood vulnerabilities continue to be exploited. A common response
to vulnerabilities is patch-based mitigation, which does not completely
address the flaw and is often circumvented by an adversary. The prob-
lem actually lies in a lack of understanding of the nature of vulnerabili-
ties. Vulnerability taxonomies have been proposed, but their usability is
limited because of their ambiguity and complexity. This paper presents a
taxonomy that views vulnerabilities as fractures in the interpretation of
information as it flows in the system. It also presents a machine learning
study validating the taxonomy’s unambiguity. A manually labeled set of
641 vulnerabilities trained a classifier that automatically categorized more
than 70000 vulnerabilities from three distinct databases with an average
success rate of 80 %. Important lessons learned are discussed such as (i)
approximately 12 % of the studied reports provide insufficient information
about vulnerabilities, and (ii) the roles of the reporter and developer are
not leveraged, especially regarding information about tools used to find
vulnerabilities and approaches to address them.

1 Introduction

Despite the security community emphasis on the importance of building secure
software, the number of new vulnerabilities found in our systems is increasing
with time; The 2014 Symantec Internet Security report announced that 6,787
new vulnerabilities occurred in 2013. This represents a 28 % increase in the
period 2013–2014, compared to a 6 % increase in the period 2012–2013 [5]. Fur-
ther, old and well-studied vulnerabilities, such as buffer overflows and SQL injec-
tions, are still repeatedly reported [3].
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A common approach to address vulnerabilities is patch-based mitigation tar-
geting specific exploits. This approach may not completely address the vulnera-
bility since it fails to address its essence, and does not generalize well with similar
vulnerabilities exploited differently. Take the file-system TOCTTOU vulnerabil-
ity as an example. Dean and Hu [17] provided a probabilistic solution for filesys-
tem TOCTTOU that relied on decreasing the chances of an attacker to win all
races. In their solution, the invocation of the access() ... open() sequence of
system calls is followed by k additional calls to this pair of system calls. From
the application layer viewpoint, the solution addresses the concurrency issue
because the chances that the attacker will win all rounds are small. Borisov et al.
[10], however, observed that this vulnerability crosses the boundary between the
application and the operating system layers, and allowed an attacker to win the
race by slowing down filesystem operations. This caused the victim process to
be likely suspended after a call to access().

A first step towards viewing cyber security as a science is understanding
software vulnerabilities scientifically. Weber et al. [31] also argue that a good
understanding and systematization of vulnerabilities aids the development of
static-analysis or model checking tools for automated discovering of security
flaws.

Taxonomies decrease the complexity of understanding concepts in a par-
ticular field. Taxonomy-based vulnerability studies have been tried since the
70 s [7,8,18,21] but they were proved ambiguous by Bishop and Bailey [9], who
showed how the same vulnerability was put into multiple categories depending
on the layer of abstraction it was being analyzed. The other problem with cur-
rent taxonomies is their complexity. For example, CWE v1.9 has 668 weaknesses
and 1043 pages. Ambiguous and complex taxonomies not only confuse a devel-
oper, but also hinder the widespread development of automated diagnosis tools
leveraging its categories as points for checks.

This paper introduces a concise taxonomy for understanding the nature of
vulnerabilities that views vulnerabilities as fractures in the interpretation of
information as it flows in the system. In a seminal paper on computer viruses [15],
Cohen said that “information only has meaning in that it is subject to interpre-
tation.” This fact is at the crux of vulnerabilities in systems. As information
flows from one process to another and influences the receiving process’ behavior,
interpretations of that information can lead to the receiving process doing things
on the sending process’ behalf that the system designer did not intend to allow as
per the security model. Information, when viewed from the different perspectives
for the various levels of abstraction that make up the system (OS, application,
compiler, architecture, Web scripting engine, etc.), should still basically have the
same interpretation. The lack of understanding on the nature of vulnerabilities
cause defense solutions to focus on only one perspective (application, compiler,
OS, victim process or attacker process) and become just mitigation solutions
that are rapidly circumvented by a knowledgeable adversary.

To validate the unambiguity and usefulness of this taxonomy, a machine
learning-based [32] study was conducted using a training set of 641 manually
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classified vulnerabilities from three public databases: SecurityFocus [35],
National Vulnerability Database (NVD) [1] and Open Sourced Vulnerability
Database (OSVDB) [2]. This manually labeled set was used to train a machine
learning classifier built with the Weka suite of machine learning software [32].
More than 70000 vulnerabilities from a ten year period from the three databases
were automatically classified with an average success rate of 80 %, demonstrating
the unambiguity potential of the taxonomy.

Important lessons learned in this study are discussed. First, there are a sig-
nificant number of poorly reported vulnerabilities (approximately 12 % of the
vulnerabilities in the manually classified set), with descriptions containing insuf-
ficient or ambiguous information. This type of report pollutes the databases and
makes it hard to address vulnerabilities scientifically, and disseminate relevant
information to the security community. Second, the roles of the reporter and
the developer are not leveraged and important information has not been added
to reports, such as tools used to find vulnerabilities and approaches taken to
address them. Finally, the lack of standards on vulnerability reports and across
databases adds complexity to the goal of addressing vulnerabilities scientifically,
as they are viewed as dissimilar, independent and unique objects. The paper
also discusses the application of such taxonomy in the context of automated
diagnosis tools to assist the developer.

This paper’s contributions are as follows:

1. A concise taxonomy for understanding the nature of vulnerabilities based on
information-flow that can be easily generalized and understood is proposed.

2. The taxonomy’s categories and their information-flow nature are discussed
against notorious vulnerabilities, such as buffer overflows, SQL injection, XSS,
CSRF, TOCTTOU, side-channels, DoS, etc..

3. A large scale machine learning study validating the taxonomy’s unambiguity
is presented. In this study a manually labeled set of 641 vulnerabilities trained
a classifier that automatically categorized more than 70000 vulnerabilities
from three distinct databases with an average success rate of 80 %.

4. Important lessons learned are discussed such as (i) approximately 12 % of the
studied reports provide insufficient information about vulnerabilities, and (ii)
the roles of the reporter and developer are not leveraged, especially regarding
information about tools used to find vulnerabilities and approaches to address
them.

5. A discussion of the application of this taxonomy in automated diagnosis tools
is provided.

The rest of the paper is organized as follows. Section 2 presents the proposed
taxonomy and discusses notorious vulnerabilities from the perspective of infor-
mation flow. Section 3 presents the machine learning study conducted to evaluate
the taxonomy. Section 4 discusses related work and Sect. 5 concludes the paper.
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2 The Taxonomy

This paper introduces a new vulnerability taxonomy based on information flow.
The goal was to produce an unambiguous taxonomy that can be leveraged to
address software vulnerabilities scientifically. Vulnerabilities are viewed as frac-
tures in the interpretation of information as it flows in the system. Table 1 details
with examples the proposed taxonomy and its categories. The following sections
describe each one of these categories with some examples and how they can be
viewed in terms of information flow.

Please notice that there is no design flaw category because this study under-
stands that all vulnerabilities are ultimately caused by design flaws. Vulnerabil-
ities are weaknesses in the design and/or implementation of a piece of software
that allow an adversary to violate the system security policies regarding the
three computer security pillars: confidentiality, integrity and availability.

2.1 Control-Flow Hijacking

These vulnerabilities allow an attacker to craft an exploit that communicates
with a process in a malicious way, causing the adversary to hijack the process’
control-flow. There are several vulnerabilities that fall into this category: all types
of buffer overflows [20] (stack, heap, data, dtors, global offset table, setjmp and
longjmp, double-frees, C++ table of virtual pointers, etc.), format string, SQL
injection [28] and cross-site scripts (XSS) [30]. Code-reuse attacks [26] are con-
sidered a capability of an attacker after leveraging a stack-based buffer overflow
and not a vulnerability in itself.

In a general memory corruption attack an adversary provides a victim process
with a set of bytes as input, where part of these bytes will overwrite some con-
trol information with data of the attacker’s choice (usually the address of a
malicious instruction). This control information contains data that will even-
tually be loaded into the EIP register, which contains the address of the next
instruction to be executed by the CPU at the architecture level.

For these cases, the fracture in the interpretation of information occurs when
user input crosses boundaries of abstractions. User input is able to influence the
OS, which manages the process address space and the control memory region
being abused. User input also influences the architecture layer as it is directly
written into the EIP register. For buffer overflows on the heap, data, and dtors
areas, an attacker overwrites a data structure holding a function pointer with
a malicious address. The effect is the same in all cases: the function will be
eventually called, and its address will be loaded into the EIP register.

In a SQL injection [28] user input is directly combined with a SQL command
written by an application developer, and this allows an attacker to break out
of the data context when she supplies input as a combination of data, control
characters and her own code. This malicious combination causes a misinterpre-
tation of data input as it is provided by the web scripting engine. The script-
ing engine, which processes user input, misinterprets it as data that should be
concatenated with a legitimate command created by the application developer.
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Table 1. Taxonomy categories.

Category Description Examples

Control-flow hijacking Vulnerabilities where
information flows from
the input to a process
into the control flow of
the process causing its
execution to be hijacked

Buffer overflows,
memory corruption,
SQL injection,
cross-site scripts

Process confusion Vulnerabilities where
information flows from
the security metadata of
one object into a security
decision about another

TOCTTOU, confused
deputy, cross-site
request forgery
(CSRF)

Side-channels Vulnerabilities where
information flows from
physical or side-effects of
the operation or
communication channels
of the system into an
illegitimate
authentication decision
or information
disclosure.

Physical: timing/power
and electromagnetic
attacks. Communi-
cations/operation:
man-in-the-middle,
replay, /proc
filesystem attacks

Exhaustion Vulnerabilities where a
significant amount of
information flows into a
process causing
unavailability
(exhaustion of resources)
or an illegitimate
authentication decision
(exhaustion of input
space)

Resources: DoS, TCP
SYN flood, ICMP
flood. Input space:
password cracking
and dictionary
attacks

Adversarial accessibility Vulnerabilities where
information is allowed to
flow to the attacker’s
process causing a breach
of confidentiality,
illegitimate
authentication or
interference with system
functionality

Assignment of weak
permissions to
system objects,
access control
errors, and
non-control-data
attacks [14]
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The SQL query interpreter then parses the input provided by the scripting engine
as SQL code that should be parsed and executed. The misinterpretation between
the web scripting engine and the SQL query interpreter causes the vulnerability.

2.2 Process confusion

This type of vulnerability allows an attacker to confuse a process at a higher layer
of abstraction where this process is usually acting as a deputy, performing some
task on behalf of another lower privileged process. A fracture in the interpreta-
tion of information allows the security metadata of one object to be transferred
into a security decision about another object. A classic example is TOCTTOU,
one of the oldest and most well-studied types of vulnerability [23]. It occurs
when privileged processes are provided with some mechanism to check whether
a lower-privileged process should be allowed to access an object before the priv-
ileged process does so on the lower-privileged process’ behalf. If the object or
its attribute can change either between this check and the actual access that
the privileged process makes, attackers can exploit this fact to cause privileged
processes to make accesses on their behalf that subvert security. The classic
example of TOCTTOU is the sequence of system calls access() followed by
open():

if (access("/home/bob/symlink",

R_OK | W_OK) != -1)

{

// Symbolic link can change here

f = fopen("/home/bob/symlink", "rw");

...

}

What makes this a vulnerability is the fact that the invoker of the privileged
process can cause a race condition where something about the filesystem changes
in between the call to access() and the call to open(). For example, the file
/home/bob/symlink can be a symbolic link that points to a file the attacker
is allowed to access during the access() check (e.g., file /home/bob/bob.txt)
that bob can read and write, but at a critical moment is changed to point to a
different file that needs elevated privileges for access (e.g., /etc/shadow).

Consider that the security checks for /home/bob/bob.txt (including
stat()ing each of the dentry’s and checking the inode’s access control list) get
compressed into a return value for the access() system call that is stored in
register EAX. This information is interpreted to mean that bob is allowed to
access the file referred to by /home/bob/symlink.

The information crosses the boundary between an OS abstraction (the ker-
nel) and a user-level abstraction into the EAX register, which contains the return
value (architecture layer abstraction). Then a control flow transfer conditioned
on the EAX register is now transformed into a decision to open the file pointed
to by /home/bob/symlink. The interpretation of information becomes fractured
in this information flow between the return value and the open() system call,
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which occurs at the architecture layer. To the OS, the value returned in regis-
ter EAX was a security property of /home/bob/bob.txt. At the architectural
level the value of the program counter (register EIP), which contains the exact
same information, is implied to be a security property of /etc/shadow. The
information is the same, but when viewed from different perspectives for the
different layers of abstraction that make up the system the interpretation has
been fractured.

TOCTTOU is a much broader class of vulnerabilities and no all cases are
related to UNIX filesystem atomicity issues [29].

2.3 Side-Channels

This type of vulnerability allows an attacker to learn sensitive information about
a system such as cryptographic keys, sites visited by a user, or even the options
selected by the user when interacting with web applications by leveraging phys-
ical or side-effects of the system execution or communications.

Examples of such vulnerability are found in systems where the execution
of certain branches is dependent on input data, causing the program to take
varying amounts of time to execute. Thus, an attacker can gain information
about the system by analyzing the execution time of algorithms [12]. Other
physical effects of the system can be analyzed, such as hardware electromagnetic
radiation, power consumption [27] and sound [34]. An attacker can also exploit
weaknesses in the communication channels of a process to breach confidentiality
[13,19,33].

As example, first consider a timing attack (Physical side-channel) where an
adversary attempts to break a cryptosystem by analyzing the time a crypto-
graphic algorithm takes to execute [12]. The cryptographic algorithm itself does
not reveal cryptographic keys, but the leaking of timing information is a side-
effect of its execution. This information flows from the server machine to the
client machine and is interpreted in the client (the attacker’s machine) as tokens
of meaningful information. The combination of these tokens of information over
several queries allows the attacker to succeed by making correlations among the
input, the time to receive an answer, and the key value.

Another example is a Man-in-the-middle (MiM) vulnerability (Communica-
tions / Operation), which is a form of eavesdropping where the communication
between two parties, Alice and Bob, is monitored by an unauthorized party, Eve.
The eavesdropping characteristic of MiM vulnerabilities implies that authenti-
cation information is leaked through a channel not anticipated by the system
designer (usually the network). In the classic example, Alice asks for Bob’s pub-
lic key, which is sent by Bob through the communication channel. Eve is able
to eavesdrop the channel and intercepts Bob’s response. Eve sends a message
to Alice claiming to be Bob and passing Eve’s public key. Eve then fabricates a
bogus message to Bob claiming to be Alice and encrypts the message with Bob’s
public key. In this attack information flows from the communication channel
between Alice’s and Bob’s processes into an illegitimate authentication decision
established by Eve.
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2.4 Exhaustion

This type of vulnerability allows an adversary to compromise the availability or
confidentiality of a system by artificially increasing the amount of information
the system needs to handle. This augmented information flow can leave the sys-
tem unable to operate normally (attack on availability) or can allow an attacker
to illegitimately authenticate herself into the system (attack on confidentiality).
The Exhaustion category was subdivided into two subcategories (exhaustion of
resources and exhaustion of input space) due to their differences in nature and also
because they target different security pillars, respectively availability and confi-
dentiality. They both belong to the same broader category because they leverage
an artificial increase in the amount of information flowing into the system.

Exhaustion of resources vulnerabilities allow an attacker to cause a steep con-
sumption of a system’s computational resources, such as CPU power, memory,
network bandwidth or disk space. A classic example is the standard DoS attack:
an attacker saturates a target machine with communication requests so that the
machine is left short of resources to serve legitimate requests. The victim server
process does not handle the uncommon case (exploited by attackers) of a steep
increase in the amount of information it has to handle.

Exhaustion of input space vulnerabilities are leveraged to allow an adver-
sary to illegitimately authenticate herself into the system by exploiting a great
portion of a vulnerable process authentication input space. For example, in a
password cracking attack an adversary repeatedly attempts password strings in
the hope that one of them will allow her to authenticate herself into the system.
A system will be vulnerable to this type of attack depending on the strength of
the password. A secure system can tolerate a steep increase in authentication
information flowing into it (password guesses) without its confidentiality being
compromised, or guard itself against an exhaustion attack, by for example, lock-
ing the system after a few failed attempts.

2.5 Adversarial Accessibility

These vulnerabilities occur when weaknesses in the system design and implemen-
tation allow information to flow to an adversary or her process when it should
not, as per the system security policies. A classic example is when weak permis-
sions are assigned to system objects, allowing an adversary access to sensitive
information or abstractions. This illegitimate information flow to the attacker
can also result in authentication breaches. For instance, a vulnerable access con-
trol mechanism that does not perform all necessary checks can allow an attacker
to authenticate herself in the system and access its resources.

3 Evaluation

The goal of this study was to evaluate how faithfully the categories reflect
real vulnerabilities and to assess the taxonomy’s potential for classifying vul-
nerabilities unambiguously. This analysis leveraged three well-known public
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vulnerability databases: SecurityFocus (SF) [4], National Vulnerability Database
(NVD) [1], and Open Source Vulnerability Database (OSVDB) [2].

The study employed machine learning to classify a large number of vulnera-
bilities according to the proposed taxonomy. In this analysis we used the Weka
data mining software [32]. The study started with the manual classification,
according to the proposed taxonomy, of 728 vulnerabilities from SecurityFocus
(202 vulnerabilities), NVD (280 vulnerabilities), and OSVDB (246 vulnerabil-
ities) databases. This manual classification was done independently by four of
the authors, with an inter-rater agreement of approximately 0.70 (see Table 2).
A vulnerability report contains the following attributes (names vary per data-
base): ID, title, description, class, affected software and version, reporter, exploit
and solution. For purposes of classification, the most important attributes in a
vulnerability report are the title and the description. The class attribute was
observed to be highly ambiguous; SecurityFocus, for instance, classifies highly
distinct vulnerabilities as Design error. The manual classification selected vulner-
abilities in descending chronological order, starting with the most recent vulner-
abilities in the respective databases. As some categories were under-represented
in the most recent set of reported vulnerabilities and the goal was to build a
large and well-represented training set, the authors manually searched for reports
fitting under-represented categories in the past. This process showed that the
taxonomy was easily applied, even though some questions were raised about vul-
nerabilities with poor or ambiguous descriptions. Table 3 shows a summary of
the manual classification.

Approximately 12 % of the most recent vulnerability reports contain insuffi-
cient or ambiguous information to reason about the corresponding security flaw.
For example, the SecurityFocus vulnerability report with BID 55977 only reveals
that a certain software is vulnerable. To avoid polluting the training set and
confusing the machine learning classifier, all vulnerabilities with insufficient or
ambiguous descriptions (87 total) were filtered out of the manually labeled set.

The study proceeded with the automated extraction of all vulnerability
reports from NVD, OSVDB and SecurityFocus for the periods of 2013-2012,
2009-2008, and 2004-2003. The goal was to classify vulnerabilities from three
distinct periods over the last decade and identify trends and patterns. A total
of 70919 vulnerabilities were extracted (37030 from OSVDB, 23155 from NVD
and 10506 from Security Focus) forming the testing set to be categorized by the
machine learning classifier. We used the Näıve Bayes algorithm as it is popular
for text classification.

All the reports collected for the training and testing set were pre-processed
by a parser that converted them into the Weka’s ARFF format [32]. The parser
used the Weka’s String to Word vector filter [32], which turned each word in the
title or description into an attribute, and checked whether or not it was present.
The filter removed stopwords and established a threshold on the number of words
kept per machine learning sample.

Table 4 summarizes the results obtained for the automated classifica-
tion of vulnerabilities for the three databases studied. Control-flow hijacking
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Table 2. Examples of manually classified vulnerabilities.

Category Database/ID Description (Abridged)

Control-flow hijacking SF 54982 “glibc is prone to multiple stack-based
buffer-overflow vulnerabilities because
it fails to perform boundary checks on
user-supplied data”.

Process confusion NVD 2013-2709 “Cross-site request forgery vulnerability
in the FourSquare Checkins plugin
allows remote attackers to hijack the
authentication of arbitrary users”.

Side-channels OSVDB 94062 “RC4 algorithm has a cryptographic flaw
.. the first byte output by the PRG ...
correlating to bytes of the key ...
allows attacker to collect keystreams
to facilitate an attack”

Exhaustion NVD 1999-1074 “Webmin does not restrict the number of
invalid passwords that are entered for
a valid username, ... allow remote
attackers to gain privileges via brute
force password cracking.

Adversarial accessibility NVD 2013-0947 “EMC RSA Authentication Manager
allows local users to discover cleartext
operating-system passwords ... by
reading a log file or configuration
file.”

No information SF 55977 “Oracle Outside In Technology is prone
to a local security vulnerability. The
‘Outside In Filters’ sub component is
affected. Oracle Outside In
Technology is vulnerable.”

Ambiguous SF 39710 JBoss is prone to multiple
vulnerabilities, including an
information-disclosure issue and
multiple authentication-bypass issues.
An attacker can exploit these issues to
bypass certain security restrictions to
obtain sensitive information...”

Table 3. Manual classification of vulnerabilities.

Database Control-flow

hijacking

Process

confusion

Side chan-

nels

Exhaustion Adversarial

accessibility

No info Ambiguous

SF (202) 60 (30%) 32 (16%) 27 (13%) 34 (17%) 18 (9%) 17 (8%) 14 (7%)

NVD (280) 149 (53%) 8 (3%) 24 (8%) 35 (12%) 30 (11%) 11 (4%) 23 (8%)

OSVD (246) 150 (61%) 9 (4%) 26 (10%) 32 (13%) 15 (6%) 8 (3%) 3 (1%)

Total (728) 359 (49%) 49 (7%) 77 (10%) 101 (14%) 63 (9%) 36 (5%) 51 (7%)
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vulnerabilities make more than 50 % of all reported vulnerabilities in all data-
bases, followed by Adversarial accessibility (19 %), Exhaustion (16 %), Side-
channels (3 %) and Process confusion (2 %). This trend was consistent in all
databases and did not change much over the last decade.

The standard method of stratified tenfold cross validation [32] was used to
predict the success rate of the classifier, which obtained, respectively, success
rates of 84.6 %, 73.1 %, and 82 % for the OSVDB, NVD, and SecurityFocus
databases. The authors believe that two reasons prevented the classifiers from
obtaining higher success rates: (i) the non-negligible number of reports with
insufficient information about the vulnerability; approximately 12 % for the most
recent vulnerabilities appearing in the training set for all three databases, and
(ii) DoS vulnerabilities, which depending on how they are exploited can be clas-
sified as Exhaustion or Control-flow hijacking. For example, an attack that works
by sending a very large number of requests to a server, so as it does not have
sufficient resources to serve legitimate requests exploits an Exhaustion vulner-
ability. On the other hand, a buffer overflow that crashes the application (still
changing the control-flow according to the attacker’s choice) is usually named
a DoS attack in vulnerability reports, even though the root cause of the vul-
nerability does not involve exhaustion of resources. Table 5 shows examples of
vulnerabilities automatically categorized by the classifier.

3.1 Discussion

Approximately 12 % of all examined reports do not provide sufficient information
to understand the corresponding vulnerabilities. These descriptions specify the
capabilities of attackers after the vulnerability is exploited, or just mention that
an unspecified vulnerability exists.

Also, important information on the process of finding vulnerabilities is usu-
ally not provided: reporter contact information, tools used to discover vulnera-
bilities, whether the vulnerability was discovered through normal software usage
or careful inspection, exploit examples and steps to reproduce the vulnerability.
Certain reports provide URLs for exploits or steps to reproduce the flaw, but
many of these links are invalid as if this information were ephemeral. This infor-
mation should be permanently recorded; it is invaluable to educate developers
during the software development cycle and help the security community build a
body of knowledge about the nature of vulnerabilities.

The lack of this important information in vulnerability reports shows that
the roles played by reporters and developers are undermined. Reports discussing
strategies for finding vulnerabilities could help developers designing more secure
software. Further, it would be invaluable to the security community and other
developers information on how the vulnerability was addressed. For example, was
the vulnerability caused by a weakness on a particular API ? Did the developer
use a particular tool or strategy to address the vulnerability?
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Table 4. Automated classification of vulnerabilities.

Period Total Control-flow

hijacking

Process con-

fusion

Side-channels Exhaustion Adversarial

accessibility

OSVDB

2013-12 14270 9261 (64.8%) 555 (3.8%) 440 (3%) 1521 (10.6%) 2493 (17.4%)

2009-08 16945 10770 (63.5%) 66 (0.4%) 126 (0.7%) 3099 (18.2%) 2884 (17%)

2004-03 5815 2990 (51.4%) 0 21 (0.3%) 1318 (22.6%) 1486 (25.5%)

All 37030 23021 (62.1%) 621 (1.6%) 587 (1.5%) 5938 (16%) 6863 (18.5%)

NVD

2013-12 7822 4062 (51.9%) 239 (3%) 321 (4.1%) 1141 (14.5%) 2059 (26.3%)

2009-08 11361 7021 (61.7%) 207 (1.8%) 310 (2.7%) 1388 (12.2%) 2435 (21.4%)

2004-03 3972 1958 (49.2%) 57 (1.4%) 132 (3.3%) 690 (17.3%) 1135 (28.5%)

All 23155 13041 (56.3.1%) 503 (2.1%) 763 (3.2%) 3219 (13.9%) 5629 (24.3%)

SecurityFocus

2013-12 2071 1057 (51%) 122 (5.8%) 60 (2.8%) 335 (16.1%) 497 (23.9%)

2009-08 5788 4216 (72.8%) 172 (2.9%) 168 (2.9%) 661 (11.4%) 571 (9.8%)

2004-03 2647 710 (26.8%) 1264 (47.7%) 512 (19.3%) 1264 (47.7%) 139 (5.2%)

All 10506 5983 (56.9%) 316 (3%) 750 (7.1%) 2260 (21.5%) 1207 (11.4%)

All databases consolidated

2013-12 24163 14380 (59.5%) 916 (3.7%) 820 (3.3%) 2997 (12.4%) 5049 (20.8%)

2009-08 34094 22007 (64.5%) 445 (1.3%) 604 (1.7%) 5148 (15%) 5890 (17.2%)

2004-03 12434 5658 (45.5%) 1321 (10.6%) 665 (5.3%) 3272 (26.3%) 2790 (22.4%)

All 70691 42045 (59.4%) 1440 (2%) 2100 (2.9%) 11417 (16.1%) 13699 (19.3%)

A lack of standardization among vulnerability reports across databases was
also observed. This makes it very difficult to understand actual trends and sta-
tistics about vulnerabilities; they are viewed as one of a kind and not addressed
together according to their similarities. Finally, there is no guarantee that a
vulnerability is reported in a public database only after the vendor had been
informed about the issue. A responsible reporter should always report the vul-
nerability first with the vendor or developer and allow them a reasonable amount
of time (e.g., 30 days) to address the issue before making it public in a database.

4 Related Work

The first efforts towards understanding software vulnerabilities happened in the
70 s through the RISOS Project [7] and the Protection Analysis study [18].
Landwehr et al. [21] proposed a taxonomy based on three dimensions: genesis,
time, and location, and classified vulnerabilities as either intentional (malicious
and non-malicious) or inadvertent. Aslam [8] introduced a taxonomy targeting
the organization of vulnerabilities into a database and also the development
of static-analysis tools. Bishop and Bailey [9] analyzed these vulnerability tax-
onomies and concluded that they were imperfect because, depending on the layer
of abstraction that a vulnerability was being considered in, it could be classified
in multiple ways.
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Table 5. Examples of vulnerabilities automatically categorized by the classifier.

Category Database/ID Description (Abridged)

Control-flow hijacking NVD 2003-0375 “XSS vulnerability in member.php of
XMBforum XMB allows remote
attackers to insert arbitrary HTML
and web script via the “member”
parameter.”

Process confusion OSVDB 94899 “DirectAdmin Backup System contains a
flaw as an unspecified email account
function creates temporary files
insecurely. It is possible for attacker
to use a symlink attack against an
unspecified file to gain elevated
privileges”.

Side-channels OSVDB 95626 “WhatsApp Messenger contains a flaw
triggered when attacker intercepts a
payment request via a MiM attack ...
allow the attacker to redirect user to
arbitrary web page”

Exhaustion SF 58500 “IBM Integrator is prone to a DoS
vulnerability. Remote attackers can
exploit this issue to cause an
application to consume excessive
amounts of memory and CPU time,
resulting in a DoS condition”

Adversarial accessibility NVD 2013-3431 Cisco Video Surveillance Manager does
not require authentication for access
to VSMC monitoring pages, allows
remote attackers to obtain sensitive
configuration information.

Lindqvist and Jonsson [22] presented a classification of vulnerabilities with
respect to the intrusion techniques and results. The taxonomy on intrusion
techniques has three global categories (Bypassing Intended Controls and Active
and Passive Misuse of Resources), which are subdivided into nine subcategories.
The taxonomy on intrusion results has three broader categories (Exposure,
Denial of Service and Erroneous Output), which are subdivided into two lev-
els of subcategories.

More recently the Common Weakness Enumeration (CWE) [6] was intro-
duced as a dictionary of weaknesses maintained by the MITRE Corporation
to facilitate the use of tools that can address vulnerabilities in software. The
Open Web Application Security Project (OWASP) was also created to raise
awareness about application security by identifying some of the most critical
risks facing organizations. Even though these projects do not define themselves
as taxonomies, their classification is ambiguous. For example, CWE-119 and
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CWE-120 are two separate weaknesses that address buffer overflows. Also,
OWASP classifies injection and XSS as different categories, even though XSS
concerns malicious code being injected into a web server.

There are also discussions about the theoretical and computational science
of exploit techniques and proposals to do explicit parsing and normalization of
inputs [11,16,24,25]. Bratus et al. [11] discuss “weird machines” and the view
that the theoretical language aspects of computer science lie at the heart of prac-
tical computer security problems, especially exploitable vulnerabilities. Samuel
and Erlingsson [25] propose input normalization via parsing as an effective way
to prevent vulnerabilities that allow attackers to break out of data contexts.
Crandall and Oliveira [16] discussed in a position paper the information-flow
nature of software vulnerabilities.

In this work vulnerabilities are viewed as fractures in the interpretation of
information as it flows in the system. It is not attempted to pinpoint a location
for a vulnerability because they can manifest in several locations or semantic
boundaries. Further, the primary goal of our taxonomy is to address ambiguity,
which makes it difficult to reason about vulnerabilities effectively.

5 Conclusions

This paper presented a new vulnerability taxonomy that views vulnerabilities as
fractures in the interpretation of information as it flows in the system. Notorious
vulnerabilities are discussed in terms of the taxonomy’s categories. A machine
learning study evaluating the taxonomy is presented. Almost 71000 vulnerabili-
ties were automated classified with an average success rate of 80 %. The results
showed the taxonomy’s potential for unambiguous understanding of vulnerabil-
ities. Lessons learned were discussed: (i) control-flow hijacking vulnerabilities
represent more than 50 % of all vulnerabilities reported, a trend that was not
changed over the last decade, (ii) approximately 12 % of recent vulnerabilities
reports have insufficient information about the security flaw, (iii) the lack of
standards in reporting makes it difficult to address vulnerabilities scientifically.
This work will hopefully shed light on how the security community should app-
roach vulnerabilities and how to best develop automatic diagnostic tools that
find vulnerabilities automatically across layers of abstraction.
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Abstract. Black-box vulnerability scanners can miss a non-negligible
portion of vulnerabilities. This is true even for cross-site scripting (XSS)
vulnerabilities, which are relatively simple to spot. In this paper, we
focus on this vulnerability class, and systematically explore 6 black-box
scanners to uncover how they detect XSS vulnerabilities, and obtain
useful insights to understand their limitations and design better detection
methods. A novelty of our workflow is the retrofitting of the testbed so as
to accommodate payloads that triggered no vulnerabilities in the initial
set. This has the benefit of creating a systematic process to increase
the number of test cases, which was not considered by previous testbed-
driven approaches.

1 Introduction

Web application vulnerabilities are one of the most important and popular secu-
rity issues, constantly making it to the top list of disclosed vulnerabilities [13,18].
Cross-site scripting (also known as XSS) is a prevalent class of web application
vulnerabilities [10]. In June 2013, XSS was reported as the most prevalent class
of input validation vulnerabilities by far [16].

Black-box vulnerability scanners are widely used in the industry but, unfor-
tunately, they can miss a non-negligible portion of vulnerabilities [2,14,17]
or report non-existing, non-exploitable or uninteresting vulnerabilities [17].
Although XSS vulnerabilities are relatively easy to discover, previous work
showed that black-box scanners exhibit shortcomings even in the case of XSS
flaws.

To our knowledge there is no detailed study of black-box web vulnerabil-
ity scanners that focused specifically on XSS vulnerabilities and their detection
approaches. Previous work and commercial benchmarks included XSS bugs as
part of the set of flaws in testbed web applications, but not as the main focus.
Also, previous work measured the detection rate and precision of the scanners
mainly with the goal of benchmarking their relative performance. Although these
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Published by Springer International Publishing Switzerland 2016. All Rights Reserved
J.-H. Hoepman and S. Katzenbeisser (Eds.): SEC 2016, IFIP AICT 471, pp. 243–258, 2016.
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indicators are important, we believe that providing precise insights on the struc-
ture, generality, fuzzing mechanism and overall quality of the XSS detection
approaches could help web application developers to design better escaping and
validation routines, and scanner vendors to understand the reasons behind scan-
ner weaknesses.

These goals require a new perspective. A näıve approach would be to launch
the scanners against large set of web applications, with difficult-to-find entry
points, complex session mechanisms, etc. Normally, this kind of testbeds are
adopted by vendors to demonstrate their product’s sophistication. However,
since our goal is not to challenge a scanner, but to analyze its payloads, exploita-
tion approaches and fuzzing algorithms, we need a comprehensive set of targeted
test cases that the scanner can easily find and exercise, such that the number
of extracted payloads is maximized. From here the name of our tool, “XSS
Peeker,” that implements our workflow.

XSS Peeker works at the network level and decodes the HTTP layer to find
and extract the XSS payloads. In addition, XSS Peeker streamlines tedious
tasks such as finding groups of related payloads, which we call templates, making
automatic analysis and result visualization feasible even in the case of large
amounts of payloads. Our research is not limited to individual scanners: we
observed how cross-scanner analysis yields very interesting results.

Part of our contributions is a testbed web application, Firing Range (http://
public-firing-range.appspot.com) It is designed such that it is easy for the scan-
ner to find the vulnerable entry points. Moreover, it is very easy to add new
vulnerable entry points. Indeed, as part of our workflow, whenever XSS Peeker
encounters a payload that does not trigger any vulnerability, it displays an infor-
mative alert to the developer who can quickly prepare a test case that would
satisfy specifically that payload. We applied this process iteratively, running new
scans and collecting new payloads. Last, a difference of our testbed application
with respect to the state of the art is the inclusion of specific test cases for DOM
XSS vulnerabilities, one of the most recently discovered and emerging sub-classes
of XSS flaws [5,7].

Overall, our methodology and results are useful to answer questions such
as: which payloads are used by security scanners to trigger XSS vulnerabilities?
Can we rank them and identify a set of “better” payloads? Is a scanner exer-
cising all the entry points with the expected payloads? A direct application of
our results toward improving the quality of a scanner is, for example, to mini-
mize the size and number of characters used in the payloads, while keeping the
detection rate constant. Payloads of short size and with a smaller character set
have in general higher chances of bypassing filters, and thus higher possibilities
of uncovering unknown vulnerabilities. Using better payloads also means gen-
erating fewer requests and thus completing a test in a shorter time (i.e., better
scanning efficiency). Clearly, these are just a couple of examples, which we for-
malize through a set of criteria later in the paper. This type of analysis should
be focused on a scanner testing phase in isolation, which is best achieved with
a fully synthetic test bed: a realistic test application would not improve the

http://public-firing-range.appspot.com
http://public-firing-range.appspot.com
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quality of our analysis in any of our measures and would introduce yet another
experimental parameter to factor in all our considerations.

In summary, we make the following contributions:

– A publicly available testbed web application that exposes a wide range of
non-trivial XSS vulnerabilities, augmented with the new cases progressively
discovered while running the scanners.

– A methodology to analyze how black-box web application scanners work by (1)
extracting the payloads from the HTTP requests, (2) clustering them to scale
down the evaluation challenge and keep it feasible, and (3) evaluating each
cluster in terms of use of evasion, compactness, and other quality indicators.

– A publicly available prototype of XSS Peeker (https://bitbucket.org/necst/
xss-peeker)

– A detailed evaluation of 6 scanners: Acunetix 8.0, NetSparker 3.0.15.0, N-
Stalker 10.13.11.28, NTOSpider 6.0.729, Skipfish 2.10b and w3af 1.2.

2 Background

Before describing our approach in detail, we introduce the essential background
concepts and terminology on web application XSS vulnerabilities and black-box
scanners.

XSS attacks consist in the execution of attacker-controlled code (e.g.,
JavaScript) in the context of a vulnerable web application. In this paper, we
refer to the portion of malicious code as payload. Without aiming for a com-
plete taxonomy, XSS vulnerabilities and attacks can be divided in stored and
reflected. In reflected attacks the victim is tricked (e.g., through links or short
URLs [8] embedded in e-mail or instant messages) into sending a specially crafted
request—which embeds the actual payload, which is bounced back to the client
immediately. In stored XSS attacks the moment the payload is injected is decou-
pled from the moment that it is effectively displayed and executed by the victim,
as the attacker’s code achieves some form of persistence.

DOM-based attacks [6] can be seen as an orthogonal category. They
rely on the insecure handling of untrusted data through JavaScript (e.g.,
document.write(‘<script ...>’)) rather than static inclusion of payload
(e.g., <script ...>) in the rendered page.

Black-box web vulnerability scanners leverage a database of known exploits,
including XSS payloads, used to trigger and detect potential vulnerabilities.
They start by crawling the target web application to enumerate all reachable
entry points (e.g., links, input fields, cookies), then they generate (mutations
of) input strings based on their database, inject the resulting payload in the
entry points and finally analyze the HTTP responses using an oracle to validate
the presence of vulnerabilities (e.g., by looking for the injected payload in the
output).

https://bitbucket.org/necst/xss-peeker
https://bitbucket.org/necst/xss-peeker
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3 Firing Range: Test Case Generation

The implementation of the testbed web application is a key point. Given our
goals and needs, the requirements of such a testbed are: (i) to have clearly
defined vulnerabilities and entry points, (ii) to be easily customizable, (iii) to
contain the main types of XSS vulnerabilities. Large, full-fledged testbed web
applications have been implemented in previous works [1–3] and are constantly
made available to the public, but they do not entirely meet our requirements
and approach. Although requirement (iii) is easy to ensure by modifying existing
testbed applications, ensuring (i) and (ii) implies a complete redesign and re-
engineering. In fact, existing testbed applications are not focused on extracting
as many payloads as possible from the scanner. Contrarily, they are focused
on challenging the scanner’s capabilities of discovering hard-to-find vulnerable
entry points. Given these premises, we decided that it was easier to implement
our own testbed and release it to the community.

3.1 Design Challenges

Meeting the above requirements is tricky. On one hand, as pointed out in [2],
the complexity of some applications can hinder the coverage of the scanner. On
the other hand, there is no guarantee of comprehensiveness of the testbed.

We decided to address these shortcomings explicitly while designing Firing
Range. Our testbed exposes all vulnerabilities through HTML anchors, and vul-
nerable parameters are provided with sample input to improve discoverability.
This approach allows to run testing sessions by providing the full list of vulnera-
ble URLs, thus removing any crawling-related failure entirely. Furthermore, each
vulnerable page is served as a standalone component with no external resources
such as images or scripts, as to create a minimal, clean and efficient test case.
The result is that the scanner focuses on the juicy part: the exploit generation
and fuzzing.

3.2 Implementation Challenges

The main implementation challenge when creating a testbed is of course deciding
which tests to include. We wanted our initial set to cover as many cases as
possible, but there was no such list readily available in previous literature.

Since we basically wanted to test the detection of XSS on an HTML page, we
observed that the HTML parsers in modern browsers have a finite set of states,
which make a good starting point to create test cases. Thus, we created one test
per HTML parser state. To this end we analyzed the different contexts identified
by the contextual auto-escaper described in [12]: simply reversing the perspec-
tive of a parser, tasked with applying proper escaping to malicious payloads,
provided us with clear samples of the different contexts. We generated test cases
covering each of them with the goal of (1) producing a “vulnerable baseline” of
the different states of an HTML parser and (2) inducing the scanners to inject
as many payloads as possible.
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HTML contexts are however not enough to generate test cases for DOM
XSSs, which exploits interactions between the DOM generated by parsing the
original HTML and JavaScript code. For DOM XSS, we started from the XSS
Wiki1, and other openly available collections of sample vulnerabilities, and gen-
erated a list of valid DOM sinks and sources—which, notably, include sources
other than URLs such as cookies and browser storage. Each one of our DOM
tests couples one of these sinks and sources. In the following example, the source
is location.hash and the sink is innerHTML of a <div> node:

DOM XSS from location.hash to innerHTML.

<body>
<script>
var payload = window.location.hash.substr(1);
var div = document.createElement(’div’);
div.id =’divEl’;
document.documentElement.appendChild(div);

var divEl = document.getElementById(’divEl’);
divEl.innerHTML = payload;

</script>
</body>

We then varied the sources and sinks, obtaining test cases like the following ones:

DOM XSS from documentURI to document.write().

<body>
<script>
var payload = document.documentURI;
document.write(payload);

</script>
</body>

DOM XSS from window.name to eval().

<body>
<script>
var payload = window.name;
eval(payload);

</script>
</body>

We manually verified all the initial tests as exploitable with an appropriate
payload or attack technique.

3.3 Iteratively Discovered Test Cases

During our experimental evaluation XSS Peeker discovered payloads that were
not exercising any test case (i.e., vulnerability). Instead of limiting our analysis
to report this gap, our approach is to iteratively construct new test cases and
progressively re-run all the scanners. In other words, our testbed application
is dynamic by design. The details of this iterative procedure are described in
Sect. 4.4, whereas the numbers of test cases that we had to add in order to
accommodate an existing exploitation payload are reported in Sect. 5.4.

This iterative process produced 42 new test cases that were not identified
by our initial seeding. In other word, we use the testbed web application as an

1 https://code.google.com/p/domxsswiki/wiki/Introduction.

https://code.google.com/p/domxsswiki/wiki/Introduction
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oracle with respect to the scanner, and we use the scanner as an oracle with
respect to the web application. As a result, this dual approach greatly improved
the testbed and provided new insights on the internals of each scanner.

When considering XSS Peeker’s analysis perspective, there is no functional
difference between stored and reflected XSS. The difference is whether the echoed
payload is stored or not. However, from the point of view of the payload analysis,
which is our core focus, reflected or stored XSSs are equivalent. Therefore, for
ease of development and of experimental repeatability, our testbed web applica-
tion only contains reflected vulnerabilities.

Our publicly available testbed includes full details of the vulnerabilities. For
the sake of brevity, we refer the reader directly to http://public-firing-range.
appspot.com for a complete list of live test cases and commented source code.

4 XSS PEEKER: Analysis Workflow

XSS Peeker automates the extraction and analysis of XSS payloads by fol-
lowing an iterative approach, divided in four phases (the first three completely
automated, the fourth partially relying on manual inputs).

4.1 Phase 1 (Payload Extraction)

The high-level goal of this phase is to obtain, for each scanner, the entire set of
XSS payloads used by each scanner for each entry point in the testbed applica-
tion. To this end, this phase first captures (using libpcap) the traffic generated
by the scanners during the test and performs TCP stream reassembly to the full
HTTP requests.

The first challenge is to automatically separate the HTTP requests used for
the actual injection (i.e., containing one or more payload) from the requests
used for crawling or other ancillary functionalities, which are not interesting.
The ample amount of payloads generated makes manual approaches unfeasible.
Therefore, we rely on two heuristics:

Signature Payloads: Most scanners use signature payloads (i.e., payloads that
contain strings that are uniquely used by that scanner). Therefore, we derived
the signature payloads for each scanner and compiled a whitelist that allows
this heuristic to discard the uninteresting requests.

Attack Characters: Since we know the testbed application, we guarantee that
there is no legitimate request that can possibly contain certain characters in
the header or body parameters. These characters include, for example, <, >,
’, ", and their corresponding URL-percent encodings. Such characters should
not be present in a crawling request by construction, and since they are often
required to exploit XSS vulnerabilities, we have empirically observed them
as linked to vulnerability triggering.

http://public-firing-range.appspot.com
http://public-firing-range.appspot.com
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To complement the previous heuristics and maximize the number of identified
payloads, we perform pairwise comparisons between requests issued by each
couple of scanners. For each couple, we extract the body and URL of the two
requests and check if they have the same path and the same query parameters.
If so, we compare the values of each query parameter. By construction, Firing
Range provides only a single value for each parameter, thus any mismatch has to
be originated by the scanner fuzzing routine. Once a pair of requests is flagged as
a mismatch, we performed manual inspection to isolate the payload. The number
of such cases is rare enough to make this a manageable process. We iteratively
applied and improved these heuristics until this cross-scanner analysis generated
empty output, and we could confirm through manual inspection that no more
test requests were missed (i.e., all payloads considered).

We can focus just on query parameters because of the design of our testbed,
which provides injection points exclusively on query parameters. Even if almost
all scanners also test path injection, we chose not to analyze them. Indeed,
manual analysis confirmed that scanners used the very same set of payloads
observed during parameter injection.

4.2 Phase 2 (Payload Templating)

Given the large number of payloads generated by each scanner, manu-
ally analyzing and evaluating each of them separately is practically unfea-
sible. A closer inspection of the payloads, however, revealed self-evident
clusters of similar payloads. For example, the following payloads: <ScRiPt
>prompt(905188)</ScRiPt> and <ScRiPt>prompt(900741)</ScRiPt> differ
only for the parameter value. To cluster similar payloads, inspired by the app-
roach presented in [11], we developed a recursive algorithm for string templating.
Without going into the details, the approach presented in [11] is to start from a
set of template elements that produce fully random or dictionary based sequences
of symbols. Using a large corpus of spam emails, the approach is to derive the
full spam email template by generalizing the template elements. Emails, however,
are much larger, structured, and richer of contextual symbols than our exploita-
tion payloads. Therefore, the approach described in [11] cannot be applied as
is. Essentially, we cannot easily define the concept of “template elements” in
such a small space. Therefore, as part of our contributions, we create a new
approach that is well suited for short strings. In a nutshell, rather than following
a top-down approach that starts from template elements, our idea is to elicit
the template following a bottom-up approach, starting from the strings that it
supposedly generated.

More formally, a template, in our definition, is a string composed by lexi-
cal tokens (e.g., a parenthesis, a function name, an angular bracket), that are
common to all the payloads that generated it, and variable parts, which we
represent with placeholders. The NUM placeholders replace strings that contains
only digits, whereas the STR placeholders replace strings that contains alphanu-
meric characters. For instance, the template for the above example is <ScRiPt
>prompt(90 NUM )</ScRiPt>
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To generate the templates we leveraged the Levenshtein (or edit) distance
(i.e., the minimum number of single-character insertions, deletions, or substitu-
tions required to transform string A to string B).

At each recursion, our algorithm receives as an input a list of strings and per-
forms a pairwise comparison (without repetition) between elements of the input
list. If the Levenshtein distance between each two compared strings is lower than
a fixed threshold, we extract the matching blocks between the two strings (i.e.,
sequences of characters common to both strings). If the length of all matching
blocks is higher than a given threshold, the matches are accepted. Non-matching
blocks are then substituted with the corresponding placeholders. The output of
each recursion is a list of generated templates. All payloads discarded by the
Levenshtein or matching-block thresholding are appended to the list of output
templates, to avoid discarding “rarer” payloads (i.e., outliers) and losing useful
samples. The thresholds (maximum Levenshtein distance and minimum match-
ing block length) are decremented at each cycle by an oblivion factor, making
the algorithm increasingly restrictive. We selected the parameters, including the
oblivion factor, through empirical experimentation, by minimizing the number
of templates missed. This automatic selection yielded the following values: 20,
0.9 (default case); 20, 0.9 (Acunetix), 15, 0.5 (NetSparker); 15, 0.8 (NTOSpider);
15, 0.9 (Skipfish); 15, 0.5 (W3af). The algorithm stops when a recursion does
not yield any new templates.

4.3 Phase 3 (Template Evaluation)

We want to assess the quality of payloads in terms of filter-evasion capabilities
and amount of mutations used by the scanner. Given our observations above,
we apply such evaluation to templates, as opposed to each single payload.

More precisely, the quality of a template is expressed by the following tem-
plate metrics, which we aggregate as defined in Sect. 5.3. Note that the rationale
behind each metric is explained on payloads, whereas the metric itself is calcu-
lated on the templates.

M1 (Length), int: The longer a payload is, the easier to spot and filter (even by
accident). Thus, we calculate the length of each payload template to quantify
the level of evasion capability.

M2 (Number of distinct characters), int: The presence of particular char-
acters in a ayload could hit server-side filters, or trigger logging. The pres-
ence of a character instead of another could reveal an attempt to mutate the
string (e.g., fuzzing). A symbol can have different meanings depending on the
actual context. From this rationale we obtain that a payload with a small set
of characters is “better” than one leveraging rare characters. We calculate
this metric on the variable part of each template (i.e., excluding the STR ad
NUM tokens).

M3 (Custom callbacks) bool: Rather than using standard JavaScript func-
tions like alert, a scanner can use custom JavaScript function callbacks to
bypass simple filters. We interpret this as an evasion attempt. If a template
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contains a function outside the set of built-in JavaScript functions, we set
this metric to true.

M4 (Multiple encodings), bool: Encoding a payload may let it pass unno-
ticed by some web applications’ filters. However, some applications do not
accept certain encodings, resulting in the application not executing the pay-
load. A payload that uses multiple encodings is also more general because, in
principle, it triggers more state changes in the web application. We set this
metric to true if the template contains symbols encoded with a charset other
than UTF-8 and URL-percent, thus quantifying the level of evasion.

M5 (Number of known filter-evasion techniques), int: With this metric
we quantify the amount of known techniques to avoid filters in web applica-
tions. For each template we calculate how many known techniques are used
by matching against the OWASP list2.

Although other metrics could be designed, we believe that these metrics are
the bare minimum to characterize a scanner’s capabilities and understand more
deeply the quality of the payloads that it produces and process.

4.4 Phase 4 (Retrofitting Negative Payloads)

At the end of a scan, each scanner produces a report of the detected vulnerabil-
ities. We use a report-parsing module that we developed (and released) for each
scanner, and correlate the results with the payloads extracted. In this way we
identify payloads that triggered vulnerabilities, which we call positive payloads
and those that did not, called negative payloads.

We manually verified each negative payload to ensure that it was not our
report-parsing module failing to correlate. We found that there are at least four
reasons for which a negative payload occur:

– The payload was malformed (e.g., wrong or missing characters, incorrect struc-
ture) and it was not executed. This is a functional bug in the scanner.

– The payload was designed for a different context than the one it was mistak-
enly injected in.

– The scanner used what appears to be the “right” payload for the test case,
but the detection engine somehow failed to detect the exploit.

– The payload was redundant (i.e., the scanner already discovered a vulnerabil-
ity) in the same location thanks to another payload, and thus will not report
it again.

Since one of our goals was to create a testbed application as complete as pos-
sible, we wanted to ensure that all negative payloads had a matching test case
in our application. With manual analysis, we proceeded to discard malformed
and redundant payloads from the list of negative payloads. For each remaining
negative payloads we produced a specific vulnerable test case.

2 https://www.owasp.org/index.php/XSS Filter Evasion Cheat Sheet.

https://www.owasp.org/index.php/XSS_Filter_Evasion_Cheat_Sheet
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To avoid introducing a bias in the results, we crafted each new test case
to be triggered exclusively by the payload type for which it has been created,
whereas the other payloads of the same scanner are rejected, filtered, or escaped.
Of course, nothing would prevent other scanners from detecting the case with a
different payload and that was indeed the intended and expected behavior.

5 Experimental Results

We tested 4 commercial scanners (in random order, Acunetix 8.0, NetSparker
3.0.15.0, N-Stalker 10.13.11.28, NTOSpider 6.0.729), for which we obtained ded-
icated licenses with the support of the vendors, and 2 open-source scanners (in
random order, Skipfish 2.10b, and w3af 1.2). Because performing a comparative
analysis is not the point of this paper, the scanners are weakly anonymized and
they appear as Scanner1, Scanner2, etc., in our results.

We installed each scanner on a dedicated virtual machine (VM) to guarantee
reproducibility and isolation (i.e., Debian 6.0.7 for Skipfish and W3af, and Win-
dows 7 Professional for Acunetix, NetSparker, N-Stalker and NTOSpider). We
used Wireshark to capture the traffic. When possible, we configured each scan-
ner to only look for XSS vulnerabilities, and to minimize the impact of other
variables, we left the configuration to its default values and kept it unchanged
throughout all the tests.

We tested Firing Range several times with each scanner. No scanner reported
false positives, which is an expected result since we did not design any test cases
to trick them like Bau et al. [1] did in their testbed application.

Of course, simply running scanners against a test application and analyzing
their reports is not enough to evaluate their payloads. As Doupé et al. [2] did
in their study, we wanted to understand the behavior of a scanner in action to
be able to explain their results. Our approach, however, differs noticeably since
Doupé et al.’s main concern is about the crawling phase of the scanner, whereas
we focus on the attack phase, and specifically on the payloads.

5.1 Payload Extraction Results

The number of extracted payloads for all scanners is shown in Fig. 1(a).
Since the detection rate is approximately the same for all scanners (on the

first version of Firing Range, before Phase 4 (Retrofitting Negative Pay-
loads)), the number of distinct payloads, shown in Fig. 1(a), is interesting: the
detection technique of Scanner 3 uses far fewer payloads, while achieving the
same detection of others. The comparatively larger number of payloads observed
in the first 2 scanners is due to the use of unique identifiers tied to each of
requests. Arguably, these identifiers are used to link a result back to the request
that originated it even if server side processing had moved it around—this
property is important when detecting stored XSS.
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(a) Extracted payloads. (b) Generated templates.

Fig. 1. Output summary of Phase1 and Phase2, respectively.

Recommendation (Baseline Payloads). Having a good, strong source of
baseline payloads (e.g., from exploit databases3) makes a significant difference
in terms of payload-to-detection rate. Having a diverse set of distinct payloads
is better (although harder) than having a small set of initial payloads used
to generate many payloads by automatic mutation or fuzzing. This does not
mean that scanner designers should not mutate the baseline payloads to generate
new ones. Mutation and fuzzing are fundamental, but should not substitute the
research effort by the vendor, who should ensure a rich supply of exploitation
payloads whenever new vulnerabilities are discovered.

5.2 Payload Templating Results

The number of payloads alone, however, does not tell much about the actual
quality and type of the payloads. More interesting conclusions about the fuzzying
algorithm adopted by each scanner can be drawn by comparing Fig. 1(a) vs. (b).
Indeed, after applying the clustering process of Phase 2 (Payload Templating),
we notice immediately the limited number of templates (i.e., reflecting the attack
patterns), as shown in Fig. 1(b).

The larger number of templates generated for Scanner 2 is an index of
lower efficiency of the scanner, in terms of amount of requests and time spent
for detecting a given set of vulnerabilities. In fact, while detecting the very same
set of vulnerabilities as the other scanners, Scanner 2 employs 3–4 times the
number of payload templates (i.e., distinct exploit patterns).

At this point in the analysis we could already see some scanners emerging
as clearly more efficient due to the smaller number of templates they use. For
example, Scanner 2 uses more complex payload templates such as:

-STR-‘"--></style></script><script>alert(0x0000-STR-_NUM_)
</script>

3 http://exploit-db.com/search/?action=search&filter description=cross&filter
platform=0&filter type=6.

http://exploit-db.com/search/?action=search&filter_description=cross&filter_platform=0&filter_type=6
http://exploit-db.com/search/?action=search&filter_description=cross&filter_platform=0&filter_type=6
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The templates for Scanner 4 are numerous and very different from each other,
due to the wide variety of generated payloads. The (low number of) templates
from Scanner 5 show that its payloads are significantly different from the rest.
The templates that cover most of the payloads are:

-->">’>’"<obf000084v209637>
.htaccess.aspx-->">’>’"<obf000085v209637>
.htaccess.aspx-->">’>’"<obf000_NUM_v209637>
-STR--->">’>’"<obf_NUM_v209637>

which capture the scanner developer’s particular interest in generic payloads
that can highlight the incorrect escaping of a number of special characters at
once. This approach is not found in any other scanner.

Scanner 6 created a large number of templates, sign of strong use of non-
trivial mutations and fuzzying.

Recommendations (Mutation and Context). From our results we learn
that designing good mutation mechanism is not easy to implement. Näıve
approaches such as those adopted by Scanner 1, which only appends a pro-
gressive number to “fuzz” the payload, do not pay back in more vulnerabili-
ties detected. Instead, it is inefficient as it exercises the application with the
very same (small) number of payload templates, which are actually all dupli-
cate (except for the progressive number). This can be partially mitigated if
the scanner implements an intelligent algorithm that figures out that N “very
similar payloads” (e.g., same strings, except for 1–2 characters) are continuously
generating the same (negative) result. Setting a limit on this is a simple yet effec-
tive technique to keep efficiency under control. Moreover, a contextual parsing
approach is recommended to select a candidate subset of potentially successful
payloads, before attempting the injection. Although having an identifier (e.g.,
incremental number) for each injected payload is useful (e.g., for matching stored
XSS or multiple injection points in a single page), it should not be used alone
as a fuzzying mechanism.

Table 1. Summary of template evaluation.

SCANNER MUTATIONS (M4) CALLBACKS (M3) FILTER EVASION (M2, M4, M5)

1
2
3
4
5
6
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5.3 Template Evaluation Results

During this phase we evaluated each of the templates on the metrics defined in
Sect. 4.3. Figure 2 reports the mean of M1 (Length) calculated over the num-
ber of templates produced by each scanner. This is an interesting finding, which
can be interpreted in two ways. On the one side, the length of the templates is
in line with the minimum length of real-world payloads required to exploit XSS
vulnerabilities, which is around 30 characters [4,15], which somehow justifies the
choice of the payloads. On the other hand, such a long string may fail to exploit
a vulnerable entry point that simply cuts the payload off, even without a proper
filter. Although this can be a good way for the scanner to avoid flagging unex-
ploitable vulnerabilities (false positives), it has been shown that multiple small
payloads can be combined to generate a full attack [9]. However, the scanners
that we examined miss these occurrences.

We notice that Scanner 1 employs significantly longer payloads than Scan-
ner 5. This can be explained, considering that Scanner 5’s M5 is zero, meaning
that it uses no known filter-evasion techniques: thus, Scanner 5 is less sophis-
ticated than Scanner 1.

Using M2–M5, we derived Table 1, which gives a bird’s eye view on the use
of mutations, filter evasion and use of callbacks from each scanner. Regarding
mutations and callbacks, we use M3 (Custom callbacks) and M4 (Multiple encod-
ings), respectively, whereas for filter evasion, if at least one template has a non
empty character set (from M2), uses multiple encodings (from M4), and adopt
at least one evasion technique (from M5) we conclude that the scanner performs
filter evasion.

As it can be seen, both random mutations and filter-evasion techniques are
widely employed in the scanners that we tested. Nevertheless, these techniques
are ineffective at triggering all the vulnerable entry points. In fact, most of them
yield poor-quality payloads, as detailed in Sect. 5.4. Instead, the use of custom
callbacks over parsing or standard JavaScript functions is not common among
the scanners that we tested.

Fig. 2. Mean M1 (Length) over the templates of each scanner.
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Recommendations (Payload Quality Ranking). This section answers one
of the question that we stated in the introduction of this paper, which is actually
one of the questions that motivated us to pursue this work: Can we rank [them]
and identify a set of “better” payloads? Although the results of our experiments
can be used to rank the scanners based, for example, on the quality metrics,
unfortunately none of the scanners that we reviewed offer feedback to the ana-
lyst regarding the “quality” of the payloads that successfully triggered vulner-
abilities. Although we can assume that it always possible for an attacker to
send an arbitrarily crafted URL to the victim, certain payloads are more likely
to pass undetected by network- or application-level protections (e.g., ModSecu-
rity), which in case of legacy web applications are the only viable alternative to
patching. Therefore, a successful payload with, say, a small character set, which
adopts filter-evasion techniques while keeping a short length overall, should be
ranked as “high risk”. This additional feedback could be part of the typical
vulnerability-ranking part that some vendors include in their reports.

5.4 Retrofitting Negative Payloads Results

XSS Peeker’s workflow iteratively adds new test cases in our testbed to account
for payloads that triggered no vulnerabilities (i.e., negative payloads). This
section answers one of the questions that we stated in the introduction, that
is: “Is a scanner exercising all the entry points with the expected payloads?”
The expected result was the reduction of the number of negative payloads to
zero. So, we ran all the scanners against the new testbed and analyzed the
results (note that the payloads of Scanner 1 were all already covered by our
initial test case, thus we created no additional cases).

Unfortunately, as Fig. 3(a) shows, scanners failed to detect most of the new
vulnerabilities. The most surprising finding is that the very same scanners that
generated a negative payload would still fail to detect and report the new test
case introduced for it, even if we manually confirmed that all of the negative
payloads do in fact trigger an XSS on their respective new cases.

This may indicate a bugged response-parsing routine (i.e. a functional bug
in the scanner). In other cases, by manually analyzing the requests toward the
new cases, we discovered that some scanners did not exercise the test case with
the “right” payload: a faulty (or random) payload-selection procedure somehow
failed to choose it, using it instead in test cases where it would turn out to be inef-
fective; a different bug class in scanners. Another interesting result is that, after
the introduction of the new cases, some scanners started using payloads we had
not observed before. This behavior suggests some degree of context awareness,
as scanners would only generate this new set of templates after having observed
these new contexts. However, even in this case we observed a staggering high
rate of failures for the new corner cases we added.

These findings would have been very difficult to reveal with a static set
of vulnerabilities, as opposed to the incremental approach that we adopted.
Figure 3 shows the overall results produced by each scanner after including the
new test cases. Although scanners did not achieve the expected results, this
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(a) “New” test cases alone. (b) Overall comparison.

Fig. 3. Summary of final results after Phase 4. “New”, “Base” (initial test cases),
“Detected” (true positive), and “Not Detected” (false negative).

process allowed us to greatly increase our coverage of test cases for attacks
supported by the analyzed scanners, and to produce a state of the art testbed
for future work.

Recommendations (Continuous Testing). Although scanner vendors take
testing very seriously, it is not trivial to account for the side-effect caused by
adding new vulnerability cases to the testbed web applications. Adopting a retro-
fitting approach similar to the one that we implemented could be a first step
toward finding corner cases (e.g., exercising a vulnerability with an incorrect
payload) or bugs similar to the ones that we discovered.

6 Conclusions

This vertical study on XSS vulnerability scanners proposes quality metrics of
6 commercial and open-source products through passive reverse engineering of
their testing phases, and manual and automated analysis of their payloads. Fur-
thermore, we created a reusable and publicly available testbed.

By iterating on payloads that triggered no test cases, we were able to notice-
ably improve our test application and draw important conclusions about each
scanner’s inside workings. One of the key results is that, despite having some
kind of awareness about context, all of the tested scanners were found wanting
in terms of selecting the attack payloads and optimizing the number of requests
produced. A significant number of detection failures suggest bugs and instabil-
ity in the detection engines, while the high variance in types and features of
the payloads we inspected makes the case for cooperation in defining common,
efficient and reliable payloads and detection techniques.
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Abstract. The MQTT protocol has emerged over the past decade as a
key protocol for a number of low power and lightweight communication
scenarios including machine-to-machine and the Internet of Things. In
this paper we develop a utility-based reputation model for MQTT, where
we can assign a reputation score to participants in a network based on
monitoring their behaviour. We mathematically define the reputation
model using utility functions on participants based on the expected and
perceived behaviour of MQTT clients and servers. We define an architec-
ture for this model, and discuss how this architecture can be implemented
using existing MQTT open source tools, and we demonstrate how exper-
imental results obtained from simulating the architecture compare with
the expected outcome of the theoretical reputation model.

Keywords: Internet of things · Utility reputation · Trust management

1 Introduction

The Internet of Things (IoT) is an area where there is significant growth: both in
the number of devices deployed and the scenarios in which devices are being used.
One of the challenges for the Internet of Things is supporting network protocols
which utilise less energy, lower bandwidth, and support smaller footprint devices.
One such protocol is the MQ Telemetry Transport (MQTT) protocol [15], which
was originally designed to support remote monitoring and Supervisory Control
And Data Acquisition (SCADA) scenarios but has become popular for the IoT.

Another challenge with IoT networks is that small devices may not perform
as well as needed due to a number of factors including: network outages or poor
network performance due to the use of 2G or other low bandwidth networks,
power outages for devices powered by batteries, deliberate vandalism or envi-
ronmental damage for devices placed in public areas, and many other such chal-
lenges. Therefore we identified that a reputation model for devices connecting by
c© IFIP International Federation for Information Processing 2016
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MQTT would be a useful construct to express consumers’ (applications’) trust
in the behaviour and performance of these devices as well as measure the level of
performance of the server aggregating data from such devices according to some
predefined Service Level Agreement (SLA). In addition, we implemented the
reputation model to demonstrate that it could be used in real MQTT networks.

Our model of reputation is based on the notion of a utility function, which
formally expresses the consumer’s level of satisfaction related to various issues
of interest against which the reputation of some entity is measured. In the case
of MQTT networks, one notable such issue is the Quality of Service (QoS) with
regards to the delivery of messages; whether messages are delivered exactly once,
more than once or at most once to their consumers. The model, inspired by
previous works [6,19], is general enough to be capable of defining the reputation
of client devices and servers at various levels of abstraction based on their level
of performance in relation to the delivery of messages issue of interest.

The paper starts with an overview of the MQTT protocol (Sect. 2). From this,
we then mathematically define the reputation model for MQTT clients and server
(Sect. 3), based on their ability to keep to the requirements of the protocol. We
then outline a system architecture (Sect. 4) for monitoring the MQTT protocol
and thereby being able to calculate the reputation by observing the behaviour
of MQTT clients and server in a real network. We show how this system was
implemented and we demonstrate the results of this implementation (Sect. 5).
Finally we look at related work (Sect. 6) and conclude the paper outlining areas
for further research (Sect. 7).

2 MQTT Overview

MQTT [9] is described as a lightweight broker-based publish/subscribe messag-
ing protocol that was designed to allow devices with small processing power
and storage, such as those which the IoT is composed of, to communicate over
low-bandwidth and unreliable networks. The publish/subscribe message pattern
[10], on which MQTT is based, provides for one-to-many message distribution
with three varieties of delivery semantics, based on the level of QoS expected
from the protocol. In the “at most once” case, messages are delivered with the
best effort of the underlying communication infrastructure, which is usually IP-
based, therefore there is no guarantee that the message will arrive. This protocol
is termed the QoS = 0 protocol. In the second case of “at least once” semantics,
certain mechanisms are incorporated to allow for message duplication. Despite
the guarantee of delivering the message, there is no guarantee that duplicates
will be suppressed. This protocol is also known as the QoS = 1 protocol. Finally,
for the last case of “exactly once” delivery semantics, also known as the QoS
= 2 protocol, the published message is guaranteed to arrive only once at the
subscribers. The protocol also defines message structures needed in communica-
tions between clients, i.e. end-devices responsible for generating data from their
domain (the data source) and servers, which are the system components respon-
sible for collating source data from clients/end-devices and distributing these
data to interested subscribers. Servers are often also referred to as brokers, as
they intermediate between the data publishers and subscribers.
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3 A Reputation Model for MQTT

We show in this section how the model of reputation defined for business
processes in [7,8] can be adapted, with minimum changes, to the MQTT protocol
to obtain the reputation of client devices and the server.

3.1 Monitoring Events

Central to the model defined by [7,8] was the notion of an event, which is a signal
produced by an independent monitor system, which is monitoring the interac-
tions occurring between the different entities in the monitored environment, in
this case the client and server entities participating in the MQTT protocol. An
event is defined as follows:

Event : TimeStamp × Ag × Msg × Id × N

where TimeStamp is the timestamp of the event generated by the monitor
system issuing it, Ag is the identity of the agent (client device or server) to
whom the event is related, Msg is the specific message of interest (e.g. Publish
and Pubrel messages), Id is an identity value of the protocol instance and finally,
N is a natural number representing the number of times the message Msg has
been monitored, i.e. was sent.

For example, the following event, issued at monitor system’s local time:

evex1 = (12:09:52, temp sensor ,Publish, 1234, 2)

denotes that the temp sensor device has been monitored, within the instance
number 1234 of the protocol, to have sent twice the Publish message to the server
responsible for collecting environment temperature data. On the other hand, the
following event issued at local time 12:19:02:

evex2 = (12:19:02, temp server ,Publish, 1234, 1)

denotes that the server responsible for the environment temperature,
temp server, has been monitored, within the same instance number 1234 of
the protocol, to have published only once the specific message Publish to the
subscribers of the temperature topic. In both these examples, the assumption is
that the monitor system is capable of detecting that the protocol instance being
monitored has terminated before it issues any events related to that instance.
Although theoretically this is impossible due to the halting problem, in practi-
cal terms, the monitor system can assume the protocol to have terminated after
some reasonable amount of time has elapsed since the last protocol message.

The monitor generates events in the above form, which are used by a repu-
tation engine to determine the reputation values for client devices and servers
in an MQTT-based environment. The reputation engine will then use a util-
ity function pre-supplied to the engine by subscribers to determine the level of
satisfaction of a subscriber with regards to the results reported within an event:



264 B. Aziz et al.

utility : Event × SLA → [0, 1]

∀(t , a,m, i ,n) ∈ Event , sla ∈ SLA • utility((t , a,m, i ,n), sla) = r ∈ R

This utility function will consider a SLA, defined as follows:

SLA : Ag × Top × Iss → N
0

Here the SLA considers an issue of interest to the subscriber, Iss, which will be in
our case the QoS level value fixed to one of 0, 1 or 2, expected from a particular
agent Ag in relation to a specific topic Top. The outcome of the utility function
is a real number r representing the satisfaction level of the subscriber in terms
of both the SLA and the real values reported by events.

For example, consider the following SLA instance

sla = ((temp server , temperature,QoS ), 2)

then given the event evex2, the utility function could return the following value:

utility(t,temp server,Publish,1234,1,((temp server,temperature,QoS),2))= 1

This indicates that the subscriber’s requirements have been fulfilled, as indicated
by their SLA (r = 1), with the results reported by the event evex2. On the other
hand, considering the same SLA, the utility function might return:

utility(t,temp server,Publish,1234,0,((temp server,temperature,QoS),2))= 0

to show that the subscriber has a satisfaction value of 0 since the number of
times the message was delivered to the subscriber is lower (i.e. 0) than what
its QoS level is defined in the SLA (i.e. 2), therefore breaching the exactly-once
delivery semantics to the subscriber principle in MQTT.

Since the number of times a message is delivered will either confirm or not to
the level of QoS expected by the subscriber, in all of the above cases, the score
given will reflect either total satisfaction (i.e. 1) or total dissatisfaction (i.e. 0).

3.2 Reputation Models

After introducing the main notions of an event and a utility function, we can now
define models of reputation for the clients (e.g. sensor devices) and the MQTT
server (broker) that aggregates the messages from the clients before publishing
them to the subscribers. The subscribers are assumed to be the business appli-
cations or data consumers, and we do not include them in the reputation model.
The MQTT standard does not prohibit a client from acting as both a device
(i.e. source of data) and a subscriber (i.e. consumer of data). However, in our
case, we only measure the reputation of the “source of data” clients.
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The Server Reputation Model. The first reputation model reflects the
behaviour of MQTT servers. Given a set of events, Event, captured by the
monitor system and relevant to the server for whom the reputation is being
calculated, then we can define the server’s reputation function computed at a
particular point in time and parameterised by a specific SLA as follows:

[Srv ,SLA,TimeStamp]
s rep sla : Srv × SLA × TimeStamp → [0, 1]

∀ esets : ℘(Event) •

s rep sla(s, sla, t) =

∑

ev ∈esets .snd(ev) =fst(sla) = s ∧ id top(ev , sla)
ϕ(t,te)utility(ev ,sla)

#esets

where #s denotes the cardinality of a set s and ϕ(t , te) is a time discount function
that puts more importance (emphasis) on events registered closer in time to the
moment of computing the reputation. One definition of ϕ(t , te) could be the time
discount function defined by [13], which we redefine here as ϕ(t , te) = e− t−te

λ ,
where t is the current time at which the reputation is calculated, te is the
timestamp of the event being considered and λ is recency scaling factor used to
adjust the value of the function to a scale required by the application. After this,
the server reputation function, s rep sla, is defined as the weighted average of
the utilities obtained from all the generated events with respect to some SLA.

The above definition aggregates the set of all relevant events, i.e. the events
that first have the same server name as that appearing in the SLA and second
that are on an instance of the protocol related to the topic of the SLA. The first
condition is checked using the two operators fst and snd, which will return the
first and second elements of a tuple, whereas the second condition is checked
using the predicate id top(ev , sla), which returns a True outcome if and only if
the identity number of an instance of a protocol captured by ev corresponds to
the topic value mentioned in the SLA sla. Considering the example events of the
previous section, we would have the following calculation of id top(ev , sla):

id top(12:09:52, temp server ,Publish, 1234, 1, ((temp server , temperature,QoS ),
2)) = True

The above definition calculates the sum of the time-discounted utility func-
tion values, with respect to the given SLA and the events gathered, and average
these over the total number of events gathered (#esets) in any one instance
when this reputation value is calculated.

Based on the definition of s rep sla, we next aggregate the reputation of a
server across every SLA that binds that server to its subscribers:
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[Srv ,TimeStamp]
s rep : Srv × TimeStamp → [0, 1]

∀ slasets : ℘(SLA) • s rep(s, t) =

∑

sla ∈ slasets .fst(sla) = s
s rep sla(s,sla,t)

#slasets

Which provides a more general indication of how well a server s behaves in
relegation to a number of subscribers. This reputation is again calculated in a
particular point in time, t , however it is straightforward to further generalise
this reputation function over some time range, between t and t ′.

The Client Device Reputation Model. After introducing the reputation
model of the server, we define here the client’s reputation model. Like the server,
a client might also be implementing the QoS correctly, but it requires multiple
reconnections, duplicate messages etc., while the server does not. For instance,
if the devices are not sending PINGs or responding to them, or this is delayed,
it might indicate a problem is more likely to occur in the future. Similarly,
if the device needs to send multiple duplicate messages or needs to be sent
duplicate messages, it also might indicate possible failure in the future. Thus,
the reputation model for a client may be based on either the “Keep Alive/PING”
case or the “Client’s Retransmission Procedure” case. However, we start with
the definition of an overall reputation model that generalises these two cases.

Given a set of events, Event, captured by the monitor system relevant to some
client, then we define the client’s reputation function computed at a particular
point in time in a specific process (Keep Alive/PING procedure or retransmission
procedure) and parameterised by a specific SLA as follows:

[Client ,SLA,TimeStamp,Procedure]
c rep sla p : Client × SLA × TimeStamp × Procedure → [0, 1]

∀ psets : ℘(Event) • c rep sla p(c, sla, t , p) =
∑

ev∈psets .snd(ev) =fst(sla) = c ∧ id top(ev,sla)
ϕ(t,te)utility(ev ,sla)

#psets

This definition gathers the set of all related events, i.e. the events that first
have the same client name as that appearing in the SLA and second that are
on an instance of the protocol related to the topic of the SLA. The definition is
parameterised by the client, an SLA, a timestamp and the specific procedure (e.g.
Keep Alive/PING or retransmission). The SLA represents what the expectation
is, from the server’s point of view, of the client’s behaviour in the context of the
specific procedure. Similar to the case of s rep sla, a utility function is applied
to measure the satisfaction of the server, in a time-discounted manner, in relation
to the client’s behaviour and this is then averaged over the total number of events
captured in a specific instance of time.
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For example, consider the case of the Keep Alive/PING procedure, then
c rep sla ka is defined as the time-discounted average of the utilities obtained
from all generated events with respect to the Keep Alive/PING procedure.

[Client ,SLA,TimeStamp,KeepAlive]
c rep sla ka : Client × SLA × TimeStamp × KeepAlive → [0, 1]

∀ psets : ℘(Event) • c rep sla ka(c, sla, t , ka) =
∑

ev∈kapingsets .snd(ev) =fst(sla) =c ∧ id top(ev,sla)
ϕ(t,te)utility(ev ,sla)

#kapingsets

In this procedure, the client sends a Pingreq message within each KeepAlive
time period, then the receiver answer with a Pingresp message when it receives
a Pingreq message from the gateway to which it is connected. Clients should use
KeepAlive timer to observe the liveliness of the gateway to check whether they
are connected to broker. If a client does not receive a Pingresp from the gateway
even after multiple retransmissions of the Pingresq message, it fails to connect
with gateway during the Keep Alive period.

Hence, for the above example, using id top to show a set of related events ev
corresponds to the topic value mentioned in the SLA, sla, we would have that:

id top(12 : 09 : 52, client,Pingreq ,False,False, 1234, 1, ((client , temperature,
QoS ), 0)) = True

The event evkaping = (12 : 09 : 52, client,Pingreq,False,False, 1234, 1) gen-
erated by the monitor, could reflect a client device that has sent once the
Pingreq message to connect to the gateway within the instance number 1234
of the protocol during the Keep Alive period. Then, given the SLA instance
sla = ((client, temperature,QoS ), 0), the client should deliver this Pingreq mes-
sage in relation to a specific topic (in this case temperature) at most once within
each KeepAlive time period, but there is no guarantee the message will arrive.

From the definition of c rep sla p, we generate a more general reputation
for some client in a particular point in time t within a period, Period, as follows:

[Client ,SLA,TimeStamp]
c rep sla : Client × SLA × TimeStamp → [0, 1]

∀ periodsets : ℘(Period) • c reps la(c, sla, t) =
∑

ev∈periodsets .snd(ev) =fst(sla) = c ∧ id top(ev,sla)
c rep sla p(c,sla,t,p)

#periodsets

Giving an example based on the Keep Alive/PING procedure, assume the
KeepAliveTimer is set to 60, then calculating c rep sla(c, sla, t) will give us
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the reputation of the client device during the whole Keep Alive period of 60
seconds. In another example, based on the retransmission procedure, we assume
that Nretry is set to 10. Aggregating over the c rep sla(c, sla, t) values yields
reputation in relation to the client’s retransmissions within a 10 time-unit limit.

Finally, based on the definition of c rep sla, we can further generalise the
reputation value over all relevant SLAs for a specific client, c, and in a particular
point in time, t , as follows:

[Client ,SLA]
c rep : Client × SLA → [0, 1]

∀ slasets : ℘(SLA) • c rep(c, t) =

∑

crep(c, t) = sla ∈ slasets .fst(sla) = c
c rep sla(s,sla,t)

#slasets

This definition gives a more general indication of how well the client device
generally behaves in relation to the SLAs it holds with the server (possibly on
behalf of the subscribers dealing with the server). These could include scenarios
where the clients might use the Keep Alive/PING procedure to observe the live-
liness of the gateway to check whether they are connected to a broker. Moreover,
in the case of messages that expect a response, if the reply is not received within
a certain time period, the client will be expected to retransmit this message.

The reputation model of a client in different procedures might cause dif-
ferent failures. Thus, as we demonstrated above the first reputation model,
c rep sla p, will lead to new models with slight variations capturing this variety
of failures. For example, for the case of a client’s retransmission procedure, all
messages that are “unicast” to the gateway and for which a gateway’s response
is expected are supervised by a retry timer Tretry and a retry counter Nretry.
The retry timer Tretry is started by the client when the message is sent and
stopped when the expected gateway’s reply is received. If the client does not
receive the expected gateway’s reply during the Tretry period, it will retransmit
the message. In addition, the client should terminate this procedure after Nretry
number of retransmissions and should assume that it is disconnected from the
gateway. The client should then try to connect to another gateway only if it fails
to re-connect again to the previous gateway.

One such client reputation, is defined based on a specific TRetry timer:

[Client ,SLA,TimeStamp,TRetry ]
c reptr sla tr : Client × SLA × TimeStamp × TRetry → [0, 1]

∀ tretrysets : ℘(Event) • c reptr sla tr(c, sla, t , tr) =
∑

ev∈ kapingsets .snd(ev) = fst(sla) = c ∧ id top(ev , sla)
ϕ(t,te)utility(ev ,sla)

#tretrysets
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For example, consider the following sla = ((client, temperature,QoS ), 1), then
given the event evtretry = (12 : 09 : 52, client,Publish,False,True, 1234, 2), it
could reflect an event in the retransmission procedure. If the client does not
receive a Puback message with QoS level 1 within a time period defined by the
TRetry value, the client may resend the Publish message with the DUP flag set.
When the server receives a duplicate message from the client, it re-publishes the
message to the subscribers, and sends another Puback message.

Similarly, another variation of the client’s reputation function may be based
on the NRetry counter instead:

[Client ,SLA,TimeStamp,NRetry ]
c repnr sla nr : Client × SLA × TimeStamp × NRetry → [0, 1]

∀nretrysets : ℘(Event) • c reptr sla tr(c, sla, t ,nr) =
∑

ev ∈ kapingsets .snd(ev) = fst(sla) = c ∧ id top(ev , sla)
ϕ(t,te)utility(ev ,sla)

#nretrysets

Again, for the above definition, for sla = ((client, temperature,QoS ), 2), and
given the event evnretry = (12 : 09 : 52, client,Publish,False,False, 1234, 1), it
could indicate that the client should not retransmit again in the retransmission
period due to the fact that QoS is set to 2 (meaning the message is guaranteed
to be delivered exactly-once to the subscribers). In this case, the DUP flag must
be set to False, in order to prevent a retransmission.

4 A Reputation System Architecture for MQTT

Our architecture for a reputation system for an MQTT network is composed of
a reputation monitor and a reputation engine, as shown in Fig. 1.

Fig. 1. The reputation system architecture.
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The architecture defines the capabilities of the various components in an
MQTT network. The reputation monitor (also sometimes referred to as the
proxy) will monitor the MQTT interactions that take place among the MQTT
network components, namely the client devices, server and subscribers. Monitor-
ing implies that the reputation monitor will issue events to the reputation engine
whenever these are required after each time it has captured an MQTT commu-
nication relevant to the utility functions predefined by the consumers (possibly
the subscribers). These events could represent aggregations/abstractions of data
collected from such communications, in order to minimise the additional network
traffic created by this process.

Once an event has arrived at the reputation engine, it is either stored for
applying further aggregations/abstractions or it is used immediately to compute
new updates for the various reputation values for the clients and the server. The
calculations are based on the reputation models defined in the previous sections,
and the updates to these reputation values are then stored in a local reputation
database. In our architecture, we only consider the monitoring problem, however,
it is easy to extend this architecture in the future to include a control step, where
the reputation values for different participants are then used to impact/feed back
into the MQTT network communications.

5 Simulation of the Model

We implemented the architecture, described in the previous section, by running
a number of off-the-shelf open source tools. First, we used the Mosquitto tool
[1] as the broker (server). Mosquitto is an open source MQTT broker written in
the C language that implements the MQTT protocol version 3.1. The Mosquitto
project is highly portable and runs on a number of systems, which made it an
effective choice for our experiments.

In order to simulate the client, we used the source code for the Eclipse Paho
MQTT Python client library [2], which comes with Java MQTT client API and
implements versions 3.1 and 3.1.1 of the MQTT protocol. This code provides
a client class, which enables applications to connect to an MQTT broker to
publish messages, receive published messages and to subscribe to topics. It also
provides some helper functions to make publishing one off messages to an MQTT
server very straightforward. Using this library we created a set of programs that
would publish and subscribe to the Mosquitto broker. Finally, to implement the
monitoring function we needed to capture all the traffic between the client and
the server. For this we extended the Paho MQTT test proxy [2], which acts as a
“reverse proxy”, impersonating an MQTT server and sending all the traffic on
to a real broker after capturing the messages. The proxy represents a mediator
between clients and the broker. By extending this proxy we were able to trace
all the packets being sent and received and send monitoring information to our
reputation engine in order to calculate the reputation of the client and broker.
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5.1 Results

To begin with, we assume that the network will misbehave with regards to the
messages that are exchanged among the various entities in the system. This mis-
behaviour is modelled as the network dropping some messages according to a
predefined rate (e.g. 0–100 %). There could be other sources of network misbe-
haviour, such as the insertion of new messages and the repetition or modification
of transmitted messages, however, for simplicity, we consider only the suppres-
sion of messages as our example of how the network could misbehave and how
such misbehaviour would affect the reputation of MQTT clients and servers.

In our case, we chose the rate of successful message delivery to be in the range
of 50 % to 100 %, where 50 % means that one message in every two is dropped
by the network, and 100 % means that every message is delivered successfully to
its destination. This latter case is equivalent to the normal behaviour discussed
above. There are a number of tools that can drop network packets selectively.
However, we created a new tool based on the above-mentioned proxy that specif-
ically targets disrupting MQTT flows by dropping MQTT packets. The tool
allowed us to target a percentage of dropped packets and therefore calculate the
reputation under a given percentage of packet loss.

Since our aim is to demonstrate, in general terms, how reputation-based
trust can be obtained in an IoT system such as an MQTT network, and for
simplicity, we opted to consider only one source of misbehaviour, namely message
suppression, without considering the other sources. Despite the fact that such
sources are also interesting, they do not affect the generality of our approach.

5.2 Reputation Results

To compute the reputation value of clients and servers, we collected events related
to the QoS level agreed between the client and the server throughout the 5-minute
measurement window, and used the server and client reputation model proposed
in Sect. 3.2 to calculate their reputation values. The QoS level monitoring is impor-
tant as it is directly related to the issue of message suppression when messages
are communicated over the unreliable network. In the presence of such abnormal
behaviour, the reputation values of the clients and the server are shown in Fig. 2
versus the rate of successful message delivery (0.5 to 1).

From this figure, we note that despite starting at low reputation levels in
line with the low delivery rate of messages, these reputation values will increase
reaching the optimal value of 1 when the rate of delivery of messages is 1. This
optimal case represents the case of normal behaviour when every message is
delivered successfully to its destination.

6 Related Work

Reputation is a general concept widely used in all aspects of knowledge rang-
ing from humanities, arts and social sciences to digital sciences. In computing
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Fig. 2. Reputation values for the clients (c rep) and servers (s rep) vs. the rate of
successful message delivery.

systems, reputation is considered as a measure of how trustworthy a system
is. There are two approaches to trust in computer networks: the first involves
a “black and white” approach based on security certificates, policies, etc. For
example, SPINS [17], develops a trusted network. The second approach is prob-
abilistic in nature, where trust is based on reputation, which is defined as a
probability that an agent is trustworthy. In fact, reputation is often seen as
one measure by which trust or distrust can be built based on good or bad past
experiences and observations (direct trust) [14] or based on collected referral
information (indirect trust) [5].

In recent years, the concept of reputation has shown itself to be useful in many
areas of research in computer science, particularly in the context of distributed
and collaborative systems, where interesting issues of trust and security manifest
themselves. Therefore, one encounters several definitions, models and systems of
reputation in distributed computing research (e.g. [12,14,20]).

There is considerable work into reputation and trust for wireless sensor net-
works, much of which is directly relevant to IoT trust and reputation. The
Hermes [22] and E-Hermes [23] systems utilise Bayesian statistical methods to
calculate reputation based on how effectively nodes in a mesh network propagate
messages including the reputation messages. Similarly TRM-IoT [11] evaluates
reputation based on the packet-forwarding trustworthiness of nodes, in this case
using fuzzy logic to provide the evaluation framework. Another similar work is
CORE [16] which again looks at the packet forwarding reputation of nodes.

Our approach differs from the existing research in two regards: firstly, the
existing reputation models for IoT utilise the ability of nodes to operate in
consort as the basis of reputation. While this is important in wireless sensor
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networks, there are many IoT applications that do not utilise mesh network
topologies and therefore there is a need for a reputation model that supports
client-server IoT protocols such as MQTT. Secondly, the work we have done
evaluates the reputation of a reliable messaging system based on the number
of retries needed to successfully transmit a message. Although many reputation
models have been based on rates of packet forwarding, the analysis of a reliable
messaging system (like MQTT with QoS >1) is different as messages are always
delivered except in catastrophic circumstances. Therefore we looked at the effort
and retries required to ensure reliable delivery instead. We have not seen any
similar approach to this and consider this the major contribution of the paper.

7 Conclusion

To conclude, we defined in this paper a model of reputation for IoT systems, in
particular, for MQTT networks, which is based on the notion of utility functions.
The model can express the reputation of client and server entities in an MQTT
system at various levels, and in relation to a specific issue of interest, in our case
the QoS level of the delivery of messages in the presence of a lossy network. We
demonstrated that it is possible, using off-the-shelf open source MQTT tools, to
implement an architecture of the reputation system that monitors the MQTT
components, and we showed that the experimental results obtained from running
such a system validate the theoretical model.

Future work will focus on adapting the reputation model and its architecture
and implementation to other IoT standards, e.g. the Advanced Message Queu-
ing Protocol (AMQP) [21], the Extensible Messaging and Presence Protocol
(XMPP) [4], the Constrained Application Protocol (CoAP) [18] and the Sim-
ple/Streaming Text Oriented Messaging Protocol (STOMP) [3]. We also plan to
consider other issues of interest when calculating reputation where satisfaction is
not necessarily a binary decision, for example, the quality of data generated by
client devices and the quality of any filtering, aggregation or analysis functions
the server may apply to such data in order to generate new information to be
delivered to the consumers. Further, we intend to apply Bayesian statistics to
the results to improve the probabilistic calculation of the reputation values.

Some other interesting, though more advanced areas of research, include the
strengthening of the model to be able to cope with malicious forms of client and
server behaviour, for example, collusion across such entities in order to produce
fake reputation values for a targeted victim, and a study on the welfare of IoT
ecosystems based on the different rates of the presence of ill-behaved and well-
behaved entities in the ecosystem, and how variations in the presence ratio of
such entities would lead to a notion of reputation reflecting the wider ecosystem.
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(eds.) Advanced Communications and Multimedia Security. IFIP, vol. 100, pp.
107–121. Springer, Heidelberg (2002)

17. Perrig, A., Szewczyk, R., Tygar, J., Wen, V., Culler, D.E.: Spins: Security protocols
for sensor networks. Wirel. Netw. 8(5), 521–534 (2002)

18. Shelby, Z., Hartke, K., Bormann, C.: Constrained Application Protocol
(CoAP) draft-ietf-core-coap-18. https://tools.ietf.org/html/draft-ietf-core-coap-
18. Accessed 11 Mar 2016

19. Silaghi, G.C., Arenas, A., Silva, L.: Reputation-based trust management sys-
tems and their applicability to grids. Technical report. TR-0064, Institutes on
Knowledge and Data Management & System Architecture, CoreGRID - Network
of Excellence, February 2007. http://www.coregrid.net/mambo/images/stories/
TechnicalReports/tr-0064.pdf

http://mosquitto.org/
http://www.eclipse.org/paho/
https://stomp.github.io
http://xmpp.org
https://tools.ietf.org/html/draft-ietf-core-coap-18
https://tools.ietf.org/html/draft-ietf-core-coap-18
http://www.coregrid.net/mambo/images/stories/TechnicalReports/tr-0064.pdf
http://www.coregrid.net/mambo/images/stories/TechnicalReports/tr-0064.pdf


A Utility-Based Reputation Model for the Internet of Things 275

20. Silaghi, G.C., Arenas, A., Silva, L.M.: Reputation-based trust management systems
and their applicability to grids. Technical report TR-0064, Institutes on Knowl-
edge and Data Management and System Architecture, CoreGRID - Network of
Excellence, February 2007

21. Vinoski, S.: Advanced message queuing protocol. IEEE Internet Comput. 10(6),
87–89 (2006)

22. Zouridaki, C., Mark, B.L., Hejmo, M., Thomas, R.K.: Hermes: A quantitative trust
establishment framework for reliable data packet delivery in manets. J. Comput.
Secur. 15(1), 3–38 (2007)

23. Zouridaki, C., Mark, B.L., Hejmo, M., Thomas, R.K.: E-hermes: A robust cooper-
ative trust establishment scheme for mobile ad hoc networks. Ad Hoc Netw. 7(6),
1156–1168 (2009)



Advanced Remote Firmware Upgrades
Using TPM 2.0

Andreas Fuchs(B), Christoph Krauß, and Jürgen Repp

Fraunhofer Institute for Secure Information Technology SIT, Darmstadt, Germany
{andreas.fuchs,christoph.krauss,juergen.repp}@sit.fraunhofer.de

Abstract. A central aspect for securing connected embedded systems
are remote firmware upgrades to deal with vulnerabilities discovered after
deployment. In many scenarios, Hardware Security Modules such as the
Trusted Computing Group’s Trusted Platform Module (TPM) 2.0 are
used as a security-anchor in embedded systems. In this paper, we discuss
the benefits of TPM 2.0 for securing embedded systems and present a
concept for advanced remote firmware upgrade of an embedded system
with enforcement of Intellectual Property Rights and Privacy protec-
tion of device-resident data (i.e., data that remains on the device during
the flashing process). This concept utilizes unique features of TPM 2.0.
Furthermore, a prototypical implementation using a hardware TPM 2.0
and the TPM Software Stack 2.0 low-level System API is presented as a
proof-of-concept.

1 Introduction

Information Technology (IT) is one of the main drivers for innovations in our
everyday private and work life. Especially, the use of highly connected embedded
systems is increasingly growing, e.g., to enable new (safety-critical) applications
in areas such as automotive, aerospace, energy, healthcare, manufacturing, or
entertainment. An example is a connected car which communicates with other
cars or the infrastructure to increase traffic safety and efficiency.

However, the increased connectivity (even to the Internet) and physical acces-
sibility of the embedded systems also introduces new threats with regard to IT
security and privacy. Successful attacks may have serious consequences - even to
life and limb of people.

One approach for securing embedded systems is the use of Hardware Security
Modules (HSMs) as a security-anchor. An HSM provides secure storage for cryp-
tographic keys, a secure execution environment for (cryptographic) operations,
and additional mechanisms such as secure boot to ensure the integrity of the
platform. One promising approach is the use of the latest version of the Trusted
Platform Module (TPM) 2.0, an international open standard developed by the
TCG. TPM 2.0 and the corresponding TPM Software Stack (TSS) provide a
high flexibility which is of great value to cost-efficiently secure different types
of embedded systems on the basis of one common standard. TPM and TSS 2.0
c© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
J.-H. Hoepman and S. Katzenbeisser (Eds.): SEC 2016, IFIP AICT 471, pp. 276–289, 2016.
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can be realized in different specialized profiles. For example, the TCG already
specified a TPM 2.0 Automotive Thin Profile [22] which is suitable for small
resource-constrained electronic control units (ECUs) in a car such as an engine
control unit. For more powerful embedded systems, other profiles such as PC
Client might be appropriate. Also the TPM 2.0 itself provides a high flexibility.
In contrast to TPM 1.2, a TPM 2.0 can be realized not only as an additional
hardware chip (which provides high security but also introduces high costs) but
also as a System on Chip (SoC) or Firmware TPM. Thus, one general approach
can be applied to different types of embedded systems.

A central aspect to ensure security is the support for remote firmware
upgrades to deal with vulnerabilities discovered after deployment. A great chal-
lenge for remote upgrades is the protection of device-resident data, i.e., data
that remains on the device during the flashing process. Device-resident data
are usually large data sets which are not changed for the upgrade and contain
intellectual property of the manufacturer or data created on the device dur-
ing operation containing person-related data. It must be ensured that only new
upgrades by the original firmware manufacturer can be installed and downgrade
attacks or attempts to install malicious firmware upgrades are prevented.

In this paper, we first discuss the benefits of integrating TPM / TSS 2.0 in
an embedded system. Next, we present a concept for advanced remote firmware
upgrade of such an embedded system using the TPM 2.0 as a trust anchor for
realizing an enhancement to the classical secure boot. Our concept addition-
ally includes the enforcement of intellectual property rights (IPR) and privacy
protection for device-resident data. As proof-of-concept, we implemented our
concept for an automotive head unit using a hardware TPM 2.0 and the TPM
Software Stack 2.0 low-level System API.

This paper is organized as follows. In Sect. 2, we present background on
TPM / TSS 2.0 and related work. Our concept and prototypical implementation
is presented in Sect. 3. Finally, Sect. 4 concludes the paper.

2 Background and Related Work

In the last years, the security of embedded devices has been intensively inves-
tigated. The attacks on firmware upgrades go back to hacks against consumer
electronics like the Playstation Portable [1] in the mid 2000 s all the way to most
recent attacks against safety critical systems such as automotive ECUs [8,16].

In order to prevent completely arbitrary firmware to run, different vendor
solutions and standards have been implemented. On x86 systems UEFI intro-
duced Secure Boot in 2013 [26]. Gaming consoles include solutions of signed
software since Playstation 2 and XBox 360 [27]. IPhones and Android phones
included Secure Booting features from the beginning [2,3]. Automotive ECUs
provide Secure Boot via SHE and EVITA [9,10,25]. All these basic Secure Boot
schemes, however, target primarily the integrity of the base firmware. The secu-
rity of device-resident data during such firmware upgrade in terms of confiden-
tiality as well as integrity is not targeted by any of these solutions; especially
not the binding of these against trustworthy and fresh basic firmware images.
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In order to provide the security for device-resident data in our proposed
scheme, the functionalities of the Trusted Platform Module (TPM) 2.0 are used.
Alternative solutions such as Intel TXT, TrustZone, Security Fuse Processor, or
Secure Elements [4,6,11], can usually not directly provide these feature without
further extensions. Intel SGX and some GlobalPlatform Trusted Execution Envi-
ronment [7,12] provide similar capabilities, but only for applications running
within the shielded environment, not the Rich Operating System. The means
for retaining the security of the resident data during upgrade needs to be manu-
ally implemented within each application. Alternative HSMs such as TPM 1.2,
SHE or Evita [10,17,25] cannot provide the specific feature that are required
within this proposed concept. Specifically, Enhanced Authorization of TPM 2.0
is required in order to provide the security guarantees for this paper.

2.1 Background on TPM 2.0 and TSS 2.0

The second iteration of the Trusted Platform Module (TPM), namely the TPM
2.0 Library Specification [18] has been released by the Trusted Computing Group
(TCG) in October 2014. It provides a catalog of functionalities that can be
used to build TPMs for different platforms. Since then, a so-called TPM profile
has been released for PC Clients [21] in January 2015, but also a TPM profile
for Automotive Thin [22] in March 2015. In June 2015, the TPM 2.0 was also
approved by ISO as successor to TPM 1.2 in ISO/IEC 11889:2015 [23].

Accompanying the TPM specifications, the TCG has engaged with the spec-
ification of a TPM Software Stack (TSS) 2.0 for this new generation of TPMs.
It consists of multiple Application Programming Interfaces (APIs) for differ-
ent application scenarios. A so-called Feature Level API has been published for
review [19] in November 2014 and is currently still under development. It tar-
gets high-level application in the Desktop and Server domain. For lower-level
applications, such as embedded, the so-called System API specification [24] was
released as a final version in January 2015 in conjunction with the TPM Com-
mand Transmission Interface (TCTI) for IPC module abstraction. The System
API and TCTI were designed such that embedded applications could leverage
on TPM 2.0 functionalities whilst minimizing requirements against the plat-
forms. As such, they can for example be used in heap-less scenarios where only
stack-based memory allocation are possible.

2.2 Difference of TPM 2.0 to TPM 1.2

Compared with TPM 1.2, TPM 2.0 is a complete rewrite. Many of the new
features were not compatible with the data type and function layout of TPM
1.2. The main purpose of TPM 2.0 remained to provide Roots of Trust for
Storage and Reporting. In combination with a Root of Trust for Measurement,
this allows the provisioning of reliable identities, securely stored secrets, and
reporting and enforcement of software integrity. The new features of TPM 2.0
in comparison to TPM 1.2 include:
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– Cryptographic Agility: Whilst TPM 1.2 was restricted to RSA ≤ 2048 bit and
SHA1, TPM 2.0 merely provides placeholders for cryptographic algorithms
that can be filled up with from the TCG’s Algorithm Registry [20]. The PC-
Client TPM Profile for example requires RSA, ECC, SHA1, SHA256 . . .

– Symmetric Algorithms: TPM 1.2 was bound to use RSA for all encryptions.
This was time consuming and inefficient. TPM 2.0 also supports symmetric
cryptography such as AES and HMACs.

– Enhanced Authorization: TPM 1.2 was very limited on authorization mech-
anisms. In general, it used SHA1 hashes of passwords. In addition, some
functions further had the possibility to include bindings to a single set of
PCR values (such as key usage and sealing). With TPM 2.0 the concept of
Enhanced Authorization was included, which allows the forming of arbitrary
policy statements based on a set of policy commands. This provides a high
flexibility requiring multiple factors to be fulfilled but also to allow different
paths for policy fulfillment.

– Non-Volatile Memory: With TPM 2.0 the capabilities of the TPM’s integrated
non-volatile memory (NV-RAM) were enhanced. They can now be used as
counters, bitmaps, and even extended PCRs.

– Many more enhancement were made. A lot of those are outline in [5].

2.3 Platform Configuration Registers

One of the core functionality of TPMs is the capability to store the status of the
software/firmware that was started on a device. In order to do so, each software
component – starting from the pre-BIOS as Root of Trust for Measurement –
calculates a hash of the next component in the boot-chain and sends this hash to
the TPM. These hashes are called configuration measurements and stored within
the TPM’s Platform Configuration Registers (PCRs). For space efficiency, those
measurements are not stored in plain, but as a hash-chain, such that a PCR’s
value represents a hash-chain of the measurements of the boot-chain.

The TPM’s PCRs can be used to report or protect the device’s integrity. The
most well-known case is the concept of Remote Attestation, where a signature
over a selection of PCRs is transferred to a remote entity. This entity can then
determine the current configuration of a device and assess its trustworthiness.
Another use case is local attestation, where certain actions of the TPM – such
as data sealing (cf. Sect. 2.4) – can be restricted to specific device configuration
states via PolicyPCR (cf. Sect. 2.6).

2.4 Data Sealing

The Trusted Platform Module (TPM) 2.0 has the capability for sealing data
similar to the TPM 1.2. The purpose of sealing is to encrypt data with the TPM
and to ensure that only this TPM can unseal the data again. In order to unseal
the data, an authentication secret can be provided or a policy session that follows
the scheme for Enhanced Authorization (cf. Sect. 2.6) can be used.
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2.5 NV-RAM Counters

A TPM comes with an internal non-volatile memory. This memory can be used
to make keys of the TPM persistent but can also be allocated by applications.
The set of TPM2 NV * commands provides ways to allocate memory in so called
NV-Indices and perform read and write operations.

With TPM 2.0 additional classes of NV-Indices were introduced: Extend-
able NV-Indices and NV-Counters. The latter can be used to define strongly
monotonic 64 bit counters that may only be incremented but not directly writ-
ten, reset, or decremented. In order to prevent attackers from merely freeing and
reallocating an NV-counter with a smaller value, any NV-counter is initialized to
the highest value that has ever been present in any NV-counter of the TPM. This
way, decrementation of NV-counter is always prevented. One of the main pur-
poses of NV-counters is the use in Enhanced Authorization via TPM2 PolicyNV
against a maximal value.

2.6 Enhanced Authorization

With TPM 2.0 a new concept for authorizing functions of objects was introduced
under the name Enhanced Authorization. Any object that requires authorization
can either be authorized using a secret value assigned during creation (similar
to TPM 1.2) or using a policy following this scheme.

Enhanced Authorization consists of a set of policy elements that are each
represented via a TPM command. Currently, eighteen different policy elements
exist that can be concatenated to achieve a logical and in arbitrary order
and unlimited number. Two of these policy elements – PolicyOr and Policy
Authorize – act as logical or. Due to implementation requirements, policy state-
ment are, however, neither commutative nor distributive. Once defined they need
to be used in the exact same order. In this paper, we use the following notation:

Policyabc := PolicyX1() ∧ PolicyX2() ∧ . . . PolicyXn()

where Policyabc is the “name” for this policy, such that it can be referred to
from other places and PolicyXi() describes the n concatenated TPM2 Policy
commands that are required to fulfill this policy.

Out of the eighteen currently defined Policy commands of the TPM 2.0
library specification, the following four policies are utilized in our concept
described in Sect. 3. They are now explained in more detail.

TPM2 PolicyOr. The PolicyOr element allows the definition of logical or of
up to eight policy branches. Each of these policy branches itself can be an arbi-
trary combination of policy elements of unlimited length. In order to satisfy
a PolicyOr, one of the branches needs to be satisfied before calling the Poli-
cyOr command. To add further branches, multiple PolicyOr elements can be
combined. In this paper, we represent a PolicyOr as

Policyabc := PolicyOr([Branch1] ∨ [Branch2] ∨ . . .)
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TPM2 Policy Authorize. PolicyAuthorize allows the activation of policies
after the definition of an object. In order to achieve this, a public key Kpub is
registered with a policy. This policy element then acts as a placeholder for any
other policy branch that is signed with the corresponding private key Kpriv.
In order to satisfy such a policy, a branch needs to be satisfied first, and then
PolicyAuthorize is called with the cryptographic signature that authorizes this
branch as allowed. If such a signature for the currently satisfied branch can be
provided, then the PolicyAuthorize element is also fulfilled. Logically, a Poli-
cyAuthorize can be viewed as an or for all branches that were signed with the
corresponding private key.

Policyabc := PolicyAuthorize(Kpub
abc )

Authorization1 := Sig(Kpriv
abc , [Branch1])

Authorization2 := Sig(Kpriv
abc , [Branch2])

After signatures have been provided for certain branches, we say:

Policyabc := PolicyAuthorize(Kpub
abc ,[Branch1]∨

[Branch2])

TPM2 PolicyPCR. The PolicyPCR element allows functions on an object
inside the TPM to be restricted to a specific combination of PCR values and
thereby software configurations. A similar but less flexible capability also existed
with TPM 1.2 with the keyUsageInfo for keys and digestAtRelease for sealed
data. With TPM 2.0 this capability can now be applied to any authorization
policy. It can further be targeted at certain operations only. In combination with
PolicyOr and PolicyAuthorize it is possible to also authorize several software
versions.

Policyabc := PolicyPCR(SoftwareV ersion)

TPM2 PolicyNV. The PolicyNV element provides the possibility to include
NV-indices into the evaluation of a policy. This can be used to switch between dif-
ferent modes of operation, by selectively enabling and disabling certain branches
of a PolicyOr and PolicyAuthorize. Furthermore, it can be used to invalidate
branches of a PolicyOr and PolicyAuthorize when combined with an NV-counter,
as this paper presents.

Policyabc := PolicyNV (NV index, operation, value)

An example could be the comparison of the NV index NVabc against a maximum
allowed value of 20. If and only if the number stored within this NVabc is smaller
or equal to 20 can this policy element be fulfilled. Otherwise, it would fail.

Policyabc := PolicyNV (NVabc,≤, 20)
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3 Remote Firmware Upgrades Retaining IPR
and Privacy

A Trusted Platform Module 2.0 can be used for a multitude of application cases.
One of those cases is the realization of secure remote firmware upgrades with the
protection of IPR-related data material and privacy sensitive information stored
in device-resident data. The remainder of this paper will focus on this use case.

3.1 Scenario

Firmware upgrades are a necessity of all software based systems to fix bugs
and vulnerabilities. During such a software upgrade, not all data stored on a
device shall be replaced by the incoming firmware upgrade. The two categories
of data not included in a software upgrade are large unchanged data sets and
data created on the device during operation.

The requirements that come along with this is that consecutive software ver-
sions need to have access to this data, whilst it needs to be stored inaccessible
to malicious firmware images. Also this data must become inaccessible to old
versions of the firmware after an upgrade in order to prevent so called “down-
grade attacks”. In a downgrade attack, an attacker installs an outdated version
of the firmware that has known vulnerabilities in order to exploit them. Such
attacks have for example been used for breaking the first generation of PlaySta-
tion Portable. The classic realizations of sealing, as employed by TPM 1.2 [17],
however, is not applicable in these scenarios, because they do not allow the
“updating” of referenced PCR values from the sealed blobs.

Classically, this would have to be done by allowing the updater to “reseal”
the data for the state after upgrading, which requires the upgrade module to be
privileged. Furthermore, it was impossible to disallow usage of the old seal for
accessing the data. With the framework for “Enhanced Authorization” (EA) in
TPM 2.0, it is possible to achieve this use case respecting the circumstances and
requirements outlined above. In the following, the set of requirements is listed,
the concept described, and a prototypical implementation outlined.

3.2 Requirements

The requirements for securing large data sets and personal information during
a firmware upgrade can be summarized as follows:

1. Provide confidentiality of IPR and user data.
2. Only allow original manufacturer firmware to read/write data.
3. Prevent access by old firmware after an upgrade to new firmware.
4. Do not require “privileged mode” such as updaters to unseal the data.

3.3 Concept

Our concept for providing these requirements can be divided into three phases:
Provisioning, Firmware Upgrade, and Firmware Usage.
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Provisioning. After provisioning of the device, the very first thing should be
the definition of an NV index that represents the device’s currently required
minimal firmware version. This has to be done first, in order to ensure that the
NV index is initialized with a value of 0 (read Zero), cf. Sect. 2.5 for details.
This counter is initialized as a single 64 bit unsigned integer value and then
incremented once in order to be readable:

NVV ersion := TPM2 NV DefineSpace(counter)
TPM2 NV Increment(NVV ersion)

The IPR and user data is stored in an encrypted container or partition on
the devices flash that lays outside of the actual firmware binaries. The key to
this encrypted container is then sealed with the TPM to the following policy:

PolicySeal := TPM2 PolicyAuthorize(Kpub
Manu)

This policy allow the manufacturer as the owner of Kpriv
Manu to issue new policies

in the future for accessing the stored data. For the initial firmware of version v1,
the manufacturer will provide the following policy:

Sig
(
Kpriv

Manu,
[
TPM2 PolicyPCR(Firmwarev1)∧
TPM2 PolicyNV (NVV ersion ≤ v1)

])

The PCRs that represent the integer state of Firmwarev1 may be used until
the nv index NVV ersion that represents the currently required minimal version
exceeds the value of v1.

PolicySeal :=TPM2 PolicyAuthorize
(
Kpub

Manu,
[
TPM2 PolicyPCR(Firmwarev1)∧
TPM2 PolicyNV (NVV ersion ≤ v1)

])

Note that the signed policy cannot be part of those components of the
firmware that is measured into the representing PCRs. The reason is that this
would lead to a cyclic relation that cannot be fulfilled.

Firmware Upgrade. Whenever a firmware upgrade is issued by the manu-
facturer, it will be accompanied by a newly signed policy, that (similar to the
original policy) grants access to the encrypted container based on the PCR rep-
resentation of that firmware. This access again is only granted until the NV index
representing the minimum required version exceeds this firmware’s version:

Sig
(
Kpriv

Manu,
[
TPM2 PolicyPCR(Firmwarev2)∧
TPM2 PolicyNV (NVV ersion ≤ v2)

])
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This leads to PolicySeal being:

PolicySeal :=TPM2 PolicyAuthorize
(
Kpub

Manu,
[
TPM2 PolicyPCR(Firmwarev1)∧
TPM2 PolicyNV (NVV ersion ≤ v1)

]

∨[
TPM2 PolicyPCR(Firmwarev2)∧
TPM2 PolicyNV (NVV ersion ≤ v2)

])

During the update process, the updater mode stores the firmware including
its policy on the device’s flash drive. However, it does not require access to the
encrypted container.

A similar concept with TPM 1.2 would have required that the updater mode
would have required access to the encrypted container and to reseal the secret,
or the manufacturer would have to have known the secret and bind it for the new
PCR values. This is one of the main benefits of this TPM 2.0 based approach.

Firmware Runtime. Whenever a legitimate firmware version starts, it can
unseal the necessary data and read/write to these storage areas. In order to
invalidate access by outdated firmware versions, during each start, the firmware
will check the currently stored minimal required firmware version inside the TPM
counter and increment it to its own firmware version. This invalidates the usage
of PolicyAuthorize branches for previous firmware version, since they require a
lower value for the NVV ersion counter. Firmware should only perform this incre-
ment when it successfully completed its self test and started up correctly, since a
recovery of the previous version is impossible afterwards. Instead the issuing of
a new firmware version would be required. Of course a manufacturer may choose
to issue a certain recovery firmware version, or multiple such version by, e.g.,
encoding those as the “odd version” vs. regular firmware as “even versions”.

We write the increment of the NV counter as

TPM2 NV Increment(NVV ersion, v1)

which invalidates any older policies and thereby any outdated firmwares. This
leads to:

PolicySeal :=TPM2 PolicyAuthorize
(
Kpub

Manu,
[
TPM2 PolicyPCR(Firmwarev1)∧
TPM2 PolicyNV (NVV ersion ≤ v1)

])

A similar concept with TPM 1.2 could only have removed the sealed blobs
for older versions from the flash drive, but in case of a readout of the flash from
an earlier state, there would have been no possibility to actually disable these
older policies with the TPM. This is another main benefit of this TPM 2.0 based
approach.
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3.4 Security Considerations

The presented concept relies on the correct cryptographic and functional exe-
cution of a TPM 2.0 implementation for the encryption and correct handling
of the policy tickets respectively. Furthermore, the scheme relies upon a set of
specific assumptions in order to function properly:

– The private ticket signing key of the vendor must be kept confidential.
– The provisioning needs to use the correct ticket public key for verification.
– The scheme does not protect against runtime-attacks against software.

3.5 Prototypical Implementation

The described concept was implemented in a proof-of-concept demonstrator for
a typical automotive Head Unit. An Intel NUC D34010WYK in combination
with Tizen In-Vehicle Infotainment (IVI) [14] using Linux kernel 4.0 was chosen
for this implementation. These 4th generation NUCs are one of first commercial
off-the-shelf (COTS) devices equipped with a TPM 2.0 implementation. Our
demonstrator is shown in Fig. 1.

Fig. 1. TPM 2.0 head unit demonstrator

To protect IPR and privacy sensitive data, the Linux LUKS implementation
(Linux Unified Key Setup) is used to create and to open an encrypted container
for storing this data. The key for the encrypted container in turn is protected
by TPM 2.0’s enhanced authorization mechanisms as described in Sect. 2.6.

For ease of demonstration the representation of firmware versions in the PCR
values was simplified – namely not calculations of the overall firmware hashes.
Instead of measuring the complete firmware at boot and extending a PCR with
this measurement, we measure a single file into the PCR called version file.
A TPM monotonic counter is used to represent the version number.
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Note that the standard Linux Integrity Measurement Architecture (IMA)
[15] could also not be used in practice for this scenario. Due to the event-driven
startup mechanisms under modern Linux systems, the exact order of PCR exten-
sion can vary, which renders them unusable for sealing. Instead, the complete
image would have to be measured from within the initial ramdisk. A future
publication will demonstrate a possible approach based on e.g. [13].

In Algorithms 1 and 4, we assume that the TPM 2.0 equivalent of a Storage
Root Key (SRK) – a TPM Primary Key under the Storage Hierarchy – is
already computed. If the NV counter NV C is already defined, it is used directly.
Otherwise NV C gets defined.

Provisioning. When the device is started for the first time, the following steps
shown in Algorithm1 are executed for provisioning the protected storage. It
consists of the definition of the NV version counter, the instantiation of the
policy, the creation of the LUKS container and the sealing of the LUKS key.

Algorithm 1 (Provisioning)
/* NV Creation */
if not defined(NV C) then

NV C := TPM2 NV DefineSpace(counter)
/* Policy Initialization */
pubkey := TPM2 LoadExternal(pub key manu)
policy := TPM2 PolicyAuthorize(pubkey)
/* LUKS creation */
S := generate random key()
create crypto fs(S)
/* Sealing */
SRK := get srk()
encSRK(S) := TPM2 Create(S, SRK, policy)
save(encSRK(S))

To ease readability, we wrapped some of the details within simplified func-
tion calls. All functions prefixed with TPM2 are equivalent of corresponding
TPM functions. not defined(NV C) will check, whether the NV index has been
defined by performing a TPM2 NV Read and checking the resulting value.
The public key pub key manu of the manufacturer, loaded into the TPM,
is bound to the object S encrypted by SRK via the policy calculateded by
TPM2 PolicyAuthorize. The corresponding private key to pub key manu now
can be used to alter policies necessary for unsealing the encrypted key S.

Firmware Release. Algorithm 2 shows how the manufacturer can produce sig-
natures for new firmware versions with a corresponding TPM 2.0 policy without
using a TPM. The function compute policy calculates the policy based on the
PCR value, after extending a PCR by the firmware digest, and the version of
the firmware. This computation is performed by the manufacturer according to
the TPM2.0 specification. This policy will be signed with the private key of the
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manufacturer. The device later must be able to associate the policy and the
signature with the version to be installed.

Algorithm 2 (Firmware release)
policy(version) := compute policy(digest(version file), version))
signature(version) := sign(policy(version), priv key manu)

Upgrade. Algorithm 3 shows the steps executed to install a new firmware ver-
sion signed by the manufacturer. The new version will be active after the next
reboot (see Algorithm 4). The version of a signed firmware to be installed must be
greater or equal to the current NV counter because this demonstrator should be
able to execute the provisioning process several times and the hardware TPM’s
monotonic counter cannot be decremented again. To be more precise, even if the
counter is undefined by TPM2 NV UndefineSpace it is not possible to reset
the counter to a smaller value because for the next definition the counter will
be initialized to be the largest count held by any NV counter over the lifetime
of the TPM. In practice it would be possible to store the initial policy directly
in the firmware image for version 1.

Algorithm 3 (Upgrade)
version := get latest signed version number()
signature(version) := get signature(version)
policy(version) := get policy(version)
save(version file, version)

In order to perform the simulated upgrade of the firmware binary, we increment
the value encoded within the firmware representing version file.

Runtime. The steps described in Algorithm 4 are executed in the boot process
to mount the encrypted container. They consist of the PCR extension with the
digest of the version file, the satisfaction of the policy, using this policy for
unsealing the container key, the opening of the encrypted container and then
the invalidation of old firmware by incrementing the NV version counter.

Algorithm 4 (Mount encrypted file system)
/* Satisfying the policy */
version := load(version file)
TPM2 PCR Extend(digest(version file))
approved policy := load policy(policy(version))
signature := load signature(signature(version))
pubkey := TPM2 LoadExternal(pub key manu)
ticket := TPM2 V erifySignature(signature, pubkey, approved policy)
session := TPM2 StartPolicySession()
session.TPM2 PolicyPCR(PCR)
session.TPM2 PolicyNV (NV C,<=, version)
policy := TPM2 PolicyAuthorize(pubkey, ticket, approved policy)
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/* Unsealing the container key and mount */
SRK := get srk()
encSRK(S) := load()
TPM2 Load(encSRK(S))
S := TPM2 Unseal(encSRK(S), session)
mount crpyto fs(S)
firmware self test()
/* Invalidate old firmwares */
while TPM2 NV Read(NV C) < version do

TPM2 NV Increment(NV C)

The functions load policy and load signature will load the policy respective the
signature associated by the manufacturer with the version stored in the ver-
sion file. The session.TPM2 Policy function represents an execution of those
policy commands on the TPM, referring to the policy session session. For the
signed approved policy, a ticket derived from this policy and the public key
of the manufacturer is computed by TPM2 V erifySignature, if the signature
verification is successful. The current policy value of the session will be com-
pared with the approved policy and the TPM then validates that the parame-
ters to TPM2 PolicyAuthorize match the values used to generate the ticket.
After the crypto file system is mounted, the device should perform a self test
firmware self test and the NV counter will be incremented until the value
which corresponds to the current firmware version is reached. Thus, the object
encSRK(S) can’t be unsealed by firmware versions less than version, providing
protection against downgrade attacks.

4 Conclusion

In this paper, we discussed the benefits of integrating a TPM 2.0 (and the
corresponding TSS 2.0) as HSM in an embedded system and presented a new
concept for advanced remote firmware upgrades of such an embedded system
while additionally enforcing intellectual property rights (IPR) and privacy pro-
tection for device-resident data. This new approach is only possible by using
new features introduced by TPM 2.0 such as NV-RAM counters and Enhanced
Authorization. Our approach secures device-resident data by ensuring that only
new firmware upgrades of the manufacturer can be installed and downgrade
attacks or attempts to install malicious firmware upgrades are prevented. In our
prototypical implementation for an automotive head unit, we protected device-
resident data of the manufacturer (i.e., navigation maps) and of the car user
(i.e., contacts and preferred navigation destinations) against unauthorized access
before, during, and after an upgrade. Our general concept can be applied in dif-
ferent application scenarios using different TPM and TSS 2.0 profiles.
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Abstract. Memory disclosure attacks, such as cold-boot attacks and
DMA attacks, allow attackers to access all memory contents, therefore
introduce great threats to plaintext sensitive data in memory. Register-
based and cache-based schemes have been used to implement RSA
securely, at the expense of decreased performance. In this paper, we
propose another concept named register buffer, which makes use of all
available registers as secure data buffer, no matter scalar registers or vec-
tor registers. The plaintext sensitive data only appear in register buffer.
Based on this concept, we finish a security implementation of 2048-bit
RSA called RegRSA, to defeat against memory disclosure attacks. The
1024-bit Montgomery multiplication in RegRSA runs entirely in register
buffer, by performing computations using scalar instructions and regis-
ters, maintaining intermediate variables in vector registers. Due to the
size limitation of register buffer, several variables out of Montgomery
multiplications are spilled into memory. RegRSA encrypts these vari-
ables with AES before saving in memory. Furthermore, RegRSA employs
a windowing method and the CRT speed-up to accelerate RSA, and
minimizes the data exchange between registers and memory to reduce
the workload of AES encryption/decryption. The evaluation on Intel
Haswell i7-4770R shows that, the performance of RegRSA achieves a
factor of 0.74 compared to the regular RSA implementation in OpenSSL
and is much greater than PRIME, the existing register-based scheme for
2048-bit RSA. Moreover, RegRSA allows multiple instances to run on a
multi-core CPU simultaneously, which makes it more practical for the
real-world applications.
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1 Introduction

RSA [26] is the most prevalent asymmetric cryptographic algorithm. Although
this algorithm is considered computationally secure, the RSA implementations
face various security threats. Memory disclosure attacks, such as cold-boot
attacks [15] and DMA attacks [28], allow attackers to obtain all memory con-
tents, which makes plaintext private keys in memory unsafe. Besides, the sen-
sitive data used or produced during RSA private-key operations, which can be
used to derive the private key, should not appear in memory in plaintext. These
sensitive data shall be stored in some secure storage when they participate in
the private-key computations.

Registers and L1 caches in CPUs dedicated to one core, become the required
secure storage because they are exclusive to the thread currently running on
this CPU core under certain controls [10,11]. L1 caches are much larger than
registers and programmes can be coded in high-level languages. But malicious
binaries running on one CPU core could exploit the last-level cache (LLC) to
flush a L1 cache line of other cores to memory with the hardware cache coher-
ence mechanism. The existing cache-based scheme [11] forces all other cores that
share LLC, into the no-fill cache mode during the cryptographic computations,
and sharply reduces the memory access performance of these cores. Moreover, it
does not support multiple instances on the cores that shares LLC. The advantage
of register-based scheme is that registers are unaffected by other cores, which
builds the possibility of executing multiple instances on a multi-core CPU simul-
taneously. However, the challenge is that registers might be not enough for the
asymmetric cryptographic implementation, which requires (sensitive) data to be
swapped between registers and memory frequently (results in frequent symmet-
ric encryptions before being written into memory and decryptions after being
loaded into registers). So the key point of register-based schemes is to implement
the most frequent function entirely in registers as far as possible.

In order to implement an efficient register-based RSA system against mem-
ory disclosure attacks, we should choose an implementation method of RSA
which has advantages both on speed and storage consuming. Redundant repre-
sentation [14] is the major method for vector-instruction implementations, which
achieves high speed but demands much more storage space. PRIME [10] adopts
redundant representation method. In order to finish register-based RSA imple-
mentation, PRIME has to abandon CRT method and its performance is greatly
degraded. Another vector approach [6] adopts 2-way single instructions to imple-
ment Montgomery multiplication, which consumes less storage than redundant
representation method. But the authors in [6] point out that its speed is lower
than 64-bit scalar implementation. So the register-based scheme adopting 64-bit
scalar instructions is our mainly concerned.

1.1 Contributions

In this paper, we propose an 2048-bit RSA implementation named RegRSA,
resistant to memory disclosure attacks. Our basic idea is to keep all plaintext
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sensitive data only in registers when being used in RSA private-key computa-
tions. The performance of RegRSA is close to the implementation in OpenSSL
and it allows multiple instances to run on a multi-core CPU simultaneously. Our
major contributions are described as follows:

• We propose a concept named register buffer that makes use of all available
registers as secure data buffer. We also summarize the available registers in
newer CPUs and the instructions used to move data between different kinds
of registers.

• We make full use of 704-byte register buffer in Intel Haswell CPU to implement
an 1024-bit Montgomery multiplication running entirely in register buffer, by
performing computations using scalar instructions and registers, maintaining
intermediate variables in vector registers.

• We use a fixed windowing method to speed up Montgomery exponentiation,
and finish a CRT-enabled 2048-bit RSA implementation. The precomputed
table and intermediate variables are encrypted and stored in OS kernel heap
or stack. We present several improvements on using AES-NI [13] to reduce the
cost of AES key expansion for each data block.

1.2 Related Work

Cold-boot attacks and DMA attacks have been explored to access sensitive data
in memory. The first attack exploiting the remanence effect of RAM was reported
in [1]. In 2008, the work in [15] presented an cold-boot attack which recovered
cryptographic keys by freezing the RAM chips. The study in [28] provided an
overview of cold-boot attacks and the proposed counter-measures. DMA attacks
are launched from peripherals through high-speed peripheral ports like PCI [8]
and Firewire [4]. TRESOR-HUNT [3] presented an advanced DMA attack to get
the AES key in privileged registers by compromising the integrity of OS kernel.

In order to resist memory disclosure attacks, register-based and cache-based
schemes are proposed. The register-based schemes employ registers as the secure
storage, such as AESSE [23], Amnesia [27] and TRESOR [24] which keep AES
keys in registers and computed AES using registers only. PRIME [10] is the first
register-based scheme for 2048-bit RSA private-key operations, but its perfor-
mance is greatly degraded. The study in [29] proposed an elliptic curve cryptog-
raphy implementation using CPU registers. On the other hand, the cache-based
schemes employ caches to store sensitive data. FrozenCache [25] exploited CPU
caches to store keys outside RAM. Copker [11] proposed a method to perform
RSA private-key operations within CPU caches. Existing RSA implementations
against memory disclosure attacks including PRIME and Copker, cannot sup-
port simultaneous multiple instances on multi-core CPUs well. Mimosa [12] is
the first work to protect sensitive data using hardware transactional memory,
which essentially stores data in caches; but it requires special CPU hardware
features.
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1.3 Outline

The rest of this paper is organized as follows. Section 2 introduces the available
registers in CPU. Sections 3 and 4 describe the design and the implementation of
RegRSA. In Sect. 5, we evaluate RegRSA in terms of security and performance.
We conclude this paper in Sect. 6.

2 Available Registers in Commodity CPUs

Registers are classified into user-accessible registers and special internal regis-
ters. User-accessible registers can be read or written by CPU instructions, while
internal registers cannot be accessible by instructions. On Intel CPUs, the most
commonly-used x86 platform, instructions include scalar instructions and vector
instructions. Firstly, scalar integer instructions operate on scalar registers, also
called general purpose registers (GPRs); and scalar floating-point instructions
operate on floating-point registers. Secondly, Intel vector instruction sets include
MMX [9], SSE [18] and AVX [21]. The registers for MMX are called MM reg-
isters, which are physically the same registers with floating-point registers. The
registers for SSE are called XMM registers, and the registers for AVX are the
extensions of XMM registers called YMM registers. XMM registers are the low
128-bit of YMM registers. A 64-bit CPU has more registers and every scalar
register is double size. Users on 64-bit OS can manipulate these greater-size reg-
isters. For example, on an Intel Haswell CPU, there are sixteen 64-bit GPRs,
eight 64-bit MM registers and sixteen 256-bit YMM registers. The total space of
these registers is 704-byte. Besides, there are four 64-bit debug registers (DRs)
available if the operating system prohibits debugged applications access these
registers [24].

Table 1. Instructions used to move data between different kinds of registers

GPR MM XMM YMM DR

GPR MOV MOV VMOV/PINR/VPINR - MOV

MM MOV MOV MOVQ2DQ - -

XMM VMOV/PEXTR/VPEXTR MOVDQ2Q MOVDQA/VMOVDQA VINSERTI128 -

YMM - - VEXTRACTI128 VMOVDQA -

DR MOV - - - -

Scalar registers, MM registers and YMM registers can be used as secure stor-
age for sensitive computations. The data in different kinds of registers may be
exchanged frequently. Table 1 summarizes the instructions used to move data
between different kinds of registers. Note that, scalar registers and XMM regis-
ters can exchange data with most other registers, so they could be the hub of
data exchange or keep the most commonly used data. Specifically, instructions
PINR and VPINR insert a 64-bit data item from a scalar register to the partic-
ular location in a XMM register. The difference between PINR and VPINR is
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that, PINR is a legacy instruction that keeps the high 128-bit of the destination
YMM register unchanged, but with performance penalty. VPINR is an new AVX
instruction which will clear the high 128-bit of destination YMM register with
no performance penalty.

3 System Design

In this section, we present the design goals of RegRSA. Then, we propose the
concept of register buffer and describe the architecture of RegRSA on top of
register buffer.

3.1 Design Goals

The target of this work is to design a secure and efficient 2048-bit RSA imple-
mentation as follows.
Security Goal. All the sensitive data including cryptographic keys (AES keys
and RSA private keys) and intermediate variables does not appear in the mem-
ory in the form of plaintext, against cold-boot attacks [15] and other memory
disclosure attacks.
Performance Goal. The speed of RegRSA should be close to regular imple-
mentations, e.g., OpenSSL. Multiple optimization techniques are expected to be
exploited in RegRSA, such as Montgomery multiplication [22], the windowing
method [19] for modular exponentiation, and the CRT speed-up [19].
Assumptions. First, the OS kernel is trustworthy, which means an attacker can
not tamper the OS kernel to launch attacks such as TRESOR-HUNT [3]. Second,
the system initialization before any user-space process is safe for users to input
a password to derive an AES key in privileged debug registers [24]. Finally, the
register features are available in hardware and software platform, that is, CPUs
and the OS are 64-bit, and necessary instruction extensions including AVX,
AES-NI and MULX are ready.

3.2 Register Buffer

Existing register-based schemes [10,24,29] have investigated the usage of reg-
isters for storing sensitive data, but only focused on some registers (not all
available registers). The high-speed implementations of cryptographic algorithms
have explored the cooperation of different kinds of instructions and registers to
accelerate cryptograph computing, but such implementations do not systemati-
cally consider the security of keys.

In this paper, we propose a concept named register buffer, which makes use
of all available registers as secure data buffer, no matter scalar registers or vector
registers. As the registers are used to provide operands and accept results for
certain instructions, register buffer requires the comprehensive cooperation of
different kinds of instructions and registers for efficient computing and secure
storage. As described in Fig. 1, register buffer is divided into two sets of registers:
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Fig. 1. Register buffer

computation-reg and storage-reg. Computation-reg is a set of registers which
provides inputs and receives results for on-going instructions. Storage-reg is a
set of registers for maintaining data unused in the current period. The registers
are ready to be converted between computation-reg and storage-reg depending
on which kind of instructions are being executed. Data are plaintext in register
buffer. When data have to be stored in memory (RAM or caches), they are
encrypted with AES. In brief, register buffer deems that all available registers
are secure storage resources which should be fully utilized for efficiency and
security.

3.3 RegRSA Architecture

From an implementation point of view, RegRSA is divided into three levels: (1)
the modular multiplication level, (2) the modular exponentiation level and (3)
the RSA level. The high level calls the lower level by sending parameters and
receiving results. The architecture and the data transfer between registers and
main memory are depicted in Fig. 2.

In the modular multiplication level, we design and implement an all-
register 1024-bit Montgomery multiplication which computes Montgomery
multiplication by using scalar instructions and registers, maintaining para-
meters in vector registers. In the modular exponentiation level, we apply
the windowing method for 1024-bit Montgomery exponentiation. We com-
pute, encrypt and save precomputed table in the kernel heap, and then load
the precomputed values depending on the exponents and decrypt the val-
ues. Based on the CRT method, we implement 2048-bit RSA by perform-
ing two 1024-bit Montgomery exponentiations. The encrypted Montgomery
exponents are loaded from memory and the results of Montgomery exponen-
tiations are encrypted and swapped between registers and the kernel stack.
In all levels, all the sensitive data in RAM are encrypted with AES and
the AES key is in debug registers. Note that, the major computations,
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Fig. 2. RegRSA architecture

Montgomery multiplication, do not need to exchange data between register and
memory, so the performance degradation from data encryption/decryption and
exchange is not significant.

4 Implementation

In this section, we describe the detailed implementation of RegRSA: in particu-
lar, the assembly codes of RegRSA to gain the complete control of registers, and
the integration of RegRSA into Linux kernel because such implementation must
run in kernel mode otherwise task switching may dump registers into RAM.

4.1 Montgomery Multiplication Implementation

1024-bit Montgomery multiplication [22] performs the computation S = A×B×
R−1 (mod M), R = 21024, 0 � A,B < M < R. Coarsely Integrated Operand
Scanning (CIOS) [20] is an interleaved Montgomery multiplication method with
three 1024-bit inputs A, B, M and one 64-bit input µ (−M−1 mod 264). As
depicted in Fig. 3, we employ scalar registers and scalar instructions to perform
Montgomery multiplication, while keeping three 1024-bit inputs in YMM regis-
ters, 64-bit input in a scalar register and saving the 64-bit intermediate variables
qj (qj = Sj × µ mod 264) in MM registers. We make full use of 704-byte reg-
ister buffer to finish the first all-register 1024-bit Montgomery multiplication
implementation.

According to 64-bit Linux call convention, registers RBX, RBP, RSP, R12,
R13, R14, R15 must be protected, we push these registers except RSP into
stack. Since the left fifteen 64-bit scalar registers are not enough for computing
the whole 1024-bit Montgomery multiplication in one time, we split Montgomery
multiplication into four parts. The first part performs A[0 ∼ 7] × B[0 ∼ 7] +
M [0 ∼ 7]×(q0 ∼ q7), the second part performs A[8 ∼ 15]×B[0 ∼ 7]+M [8 ∼ 15]×
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(q0 ∼ q7), the third part performs A[0 ∼ 7] ×B[8 ∼ 15] +M [0 ∼ 7] × (q8 ∼ q15)
and the fourth part is A[8 ∼ 15] × B[8 ∼ 15] + M [8 ∼ 15] × (q8 ∼ q15). The
j-th round computation of the first part is depicted in Fig. 3. Instruction MULX
[18] is used to perform 64-bit scalar multiplication. The summation variable S
occupies nine scalar registers and is updated in every round, and qj in MM
registers is moved back when needed. Eight MM registers are enough for storing
q0 ∼ q7 or q8 ∼ q15 for eight rounds. Besides, the final subtraction in Montgomery
multiplication is always performed, whether or not S is no less than M , to
eliminate the timing side-channel [7].

4.2 Montgomery Exponentiation Implementation

We use the fixed windowing method [19] to speed up Montgomery exponen-
tiation. The size of window is 6-bit (64 entries). For CRT-enabled RSA, two
different moduli are needed; i.e., for the private-key parameters p and q, two
tables of Cp

k and Cq
k (k = 0, · · · , 63) which share a memory space. At the

beginning of Montgomery exponentiation, we prepare precomputed table: com-
pute and encrypt Cp

2 ∼ Cp
63 (or Cq

2 ∼ Cq
63), save them into kernel memory.

Cp
0, Cp

1 (or Cq
0, Cq

1) are also encrypted and saved in the precomputed table
for the const time of table lookup. Then we get the precomputed value from the
precomputed table to YMM registers depending on the exponent, and decrypt
them using 128-bit AES. Since the maximum size of kernel stack is 8KB which
still has to save struct thread info at the stack bottom, 6-bit precomputed table
which needs 8 KB memory cannot be saved in kernel stack. So we use system
function kmalloc to allocate 8KB memory on the kernel heap for precomputed
table before beginning RegRSA, and use function kfree to free memory after

Fig. 3. First part of our 1024-bit Montgomery multiplication implementation
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finishing RegRSA. We load all entries of the precomputed table in sequence when
we need certain precomputed values.

AES-NI instruction extension [13] is used to implement AES encryp-
tion/decryption and key expansion by hardware. In this study, we present several
improvements on using AES-NI. First, AES-128 and AES-256 only need one 128-
bit temporary register in the key expansion. Second, we derive the round keys
from the last round to the first round which is very useful for AES decryption.
Third, we perform on-the-fly bulk AES encryption/decryption which uses one
round key to process multiple 128-bit data blocks and then the next round key,
which sharply reduces the cost of key expansions for each data block.

4.3 RSA Implementation

We utilize the CRT method and our 1024-bit Montgomery exponentiation imple-
mentation to finish 2048-bit RSA private-key operations. The input parameters
are copied from the user space memory to the kernel space memory, including
the CRT parameters p, Cp, dp, q, Cq, dq, q−1 mod p, and Montgomery parame-
ters R2 mod p, R2 mod q, −p−1 mod 2r, −q−1 mod 2r. The parameters dp, dq,
q−1 mod p, R2 mod p, R2 mod q, −p−1 mod 2r, −q−1 mod 2r are constant for
each private key, while Cp = C mod p and Cq = C mod q which need to be com-
puted on the fly for each ciphertext C. All the above parameters are encrypted
with AES when they are stored in memory. As described in Algorithm 1, the
CRT speed-up requires two 1024-bit Montgomery exponentiations for 2048-bit
RSA. As register buffer is not enough to hold the result of one Montgomery
exponentiation while performing another, we keep the intermediate variables
encrypted in memory.

Algorithm 1. Implementation of 2048-bit RSA Private-key Operation
Input: The CRT parameters p, Cp, dp, q, Cq, dq, q

−1 mod p, and Montgomery para-
meters R2 mod p, R2 mod q, −p−1 mod 2r, −q−1 mod 2r

Output: Plaintext M .
1: Load parameters p, Cp, dp, R

2 mod p, −p−1 mod 2r from RAM to registers and
decrypt them with AES

2: Mp ← Cp
dp mod p

3: Encrypt Mp with AES and save it in RAM
4: Load parameters q, Cq, dq, R2 mod q, −q−1 mod 2r from RAM to registers and

decrypt them with AES
5: Mq ← Cq

dq mod q
6: Encrypt Mq with AES and save it in RAM
7: Load Mp, Mq, q, q

−1 mod p, R2 mod p, −p−1 mod 2r from RAM to registers and
decrypt them with AES

8: M ← Mq + [(Mp − Mq) × (q−1 mod p) mod p] × q
9: return M
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4.4 Integration in Linux Kernel

We integrate RegRSA into Linux kernel to ensure no data in registers would
leak into main memory.

Char module. We integrate RegRSA into a char module and compile this
module into Linux kernel. The module provides an interface for user space with
the system call ioctl. The user processes can use the interface to send the inputs
to RegRSA and receive the results. In kernel space, RegRSA can access privileged
debug registers for AES keys (and all other registers).

Atomicity. Before the execution of RegRSA, kernel preemption is suspended by
calling preempt disable and interrupts are disabled by calling local irq save.
So data in registers will not be written into main memory by context switch dur-
ing the RegRSA computations. Finally, kernel preemption is restored by calling
preempt enable and interrupts are enabled by calling local irq restore. As
non-maskable interrupts (NMIs) cannot be disabled by software settings, we
adopt the solution in Copker [11]. We modify NMI handlers to clear registers
with sensitive data, including scalar registers, MM registers and YMM registers.

4.5 AES Key

AES key is securely produced and maintains safety after OS initialization.

AES key derivation. By utilizing an existing technique in TRESOR [24], we
have patched the linux kernel to let user input a password before any userland
process startup. We assume the password is strong enough to defeat against
brute-force attacks. Moreover, the user can update AES keys by changing the
password after a while.

AES key protection. Also like in TRESOR [24], AES key is stored in
debug registers which cannot be accessed from user space. System functions
ptrace set debugreg and trace get debugreg are patched to ensure the user
process cannot set four debug registers dr0 to dr3 or get their values.

5 Evaluation

In this section, we conduct security analysis on RegRSA, evaluate its perfor-
mance and the impact of RegRSA. In the end, we discuss some further consider-
ations. The system is evaluated on this platform: Intel Haswell i7-4770R CPU,
8GB memory and OS is Ubuntu 14.04 64-bit. We turn off Turbo Boost of Intel
Haswell i7-4770R for stable frequency 3.2GHz, in the performance experiments.

5.1 Security Analysis

Memory Disclosure Attacks. First, we explore the security for the situ-
ation of only one RegRSA running instance on CPU. The input parameters
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are all sensitive data, including CRT parameters and Montgomery parameters,
which are encrypted with AES before passing from user space to kernel space.
AES key is in privileged debug registers, no user process could read or write
these registers. Due to the atomic execution of RegRSA, no data in registers will
leak into main memory by task switch. In the Montgomery multiplication level,
all the intermediate variables are produced and kept in registers. In the Mont-
gomery exponentiation level, the precomputed table is encrypted before stored in
RAM, and the precomputed values are decrypted in XMM registers. In the RSA
level, the results of Montgomery exponentiation are encrypted before stored in
memory and decrypted after reading into registers. All the data in registers are
eliminated before leaving the atomic region. In a word, all the sensitive data in
main memory are encrypted, and the plaintext sensitive data appear in registers
only.

Also, we have done experimental evaluation on RegRSA. We used Kdump to
dump kernel memory while RegRSA was performing RSA private-key operations.
We searched AES keys and RSA private keys in the captured image and found
no matching strings.

When there are multiple instances of RegRSA on several CPU cores, no
matter how many requests received from user space, only one RegRSA instance
is running on a single CPU core in a moment due to the atomic execution. As
each RegRSA instance owns its own variables in kernel stack and heap, RegRSA
can execute multiple instances on different CPU cores which will not interfere
with each other.

Cache-based Timing Side-Channels. RegRSA is resistant to cache-based
timing side channel attacks [2,5,7]. We employ the fixed windowing method in
Montgomery exponentiation and the final subtraction in Montgomery multipli-
cation is always performed, so there is no branch in the execution flow. Thus,
there is no timing side channels in RegRSA based on instruction paths. When
we perform the table-lookup in Montgomery exponentiation, we load the pre-
computed table as a whole. This makes attackers could not learn which entry
RegRSA accesses and deduce the exponents. Therefore, there is no timing side
channels attacks based on data access.

5.2 Performance

Comparison with OpenSSL. We launch different numbers of threads in user
space to send RSA private-key operation requests to RegRSA. Because of simul-
taneous multithreading (SMT), eight threads make RegRSA occupy the CPU
fully. RegRSA is compared with OpenSSL version 1.0.1f, in different concurrent
levels. The numbers of RSA private-key operations per second and the ratios of
the performances between RegRSA and OpenSSL are given in Table 2.

As the number of threads increases, the performance becomes better, either
for RegRSA or OpenSSL. RegRSA achieves at least a factor of 0.74 compared
to the speed of OpenSSL. The efficiency degradation of 26 % is acceptable, to
defeat against memory disclosure attacks.
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Table 2. Comparison with OpenSSL

# of Concurrent Threads 1 4 8

RegRSA 637 2537 2638

OpenSSL 858 3308 3571

RegRSA / OpenSSL 0.74 0.77 0.74

Comparison with PRIME. We expect to compare RegRSA with PRIME
[10] on the same platform. Because we do not have the source code of PRIME,
the comparison with PRIME is conducted through OpenSSL – we assume the
OpenSSL in [10] is identical with that in this paper (version 1.0.1f). Table 3
presents the speed ratio of PRIME and RegRSA to OpenSSL, respectively. So we
can see that the efficiency of RegRSA is far beyond PRIME; moreover, RegRSA
can execute 8 instances on quad-core CPUs simultaneously.

5.3 Impact on Concurrent Tasks

As RegRSA disables kernel preemption and interrupts during its running, the
stable of the operating system and the performance of other applications may
be effected. We initiate eight user threads to continuously send RSA private-key
operation requests. Through a period of observation, we see that the operating
system works properly without disruptions, and the response of OS is normal as
well. Then we use the SysBench benchmark to evaluate the performance impact
on concurrent tasks. We run the CPU test of SysBench and execute the test in
four situations. The first is no computing-intensive tasks performing during the
test. The second is same as OS stable test with running eight user threads to send
requests to RegRSA. The third is to start eight threads to perform a “mock”
RegRSA in user space. This mock RegRSA does not disable kernel preemption
and interrupts, and use a fixed value as the AES key – other configurations are
the same as those of RegRSA. The fourth is to perform OpenSSL speed test
for 2048-bit RSA private-key operations in eight threads. Test parameters of
SysBench are 8 threads, 10,000 requests and prime numbers up to 20000. The
test score is the average time for each request.

The results are presented in Table 4. There is no significant difference between
the situations of RegRSA, mock RegRSA and OpenSSL. So disabling kernel
preemption and interrupts in RegRSA does not cause obvious negative effects.

Table 3. Comparison with PRIME

Latency (ms) Speed Ratio

PRIME 21.0 -

OpenSSL [10] 1.8 -

PRIME / OpenSSL [10] - 0.086

RegRSA / OpenSSL 1.0.1f - 0.74



RegRSA: Using Registers as Buffers to Resist Memory Disclosure Attacks 305

Table 4. Impact on other applications

Idle RegRSA kernel space Mock RegRSA user space OpenSSL

SysBench (ms) 2.83 5.94 5.87 5.98

5.4 Discussions

SMT. SMT on Intel CPUs also known as Hyper-Threading (HT), which is used
to improve the efficiency of processing units in CPUs. HT provides two hard-
ware threads on each core. Each thread has a separate set of registers that can
be used for RegRSA. So RegRSA can run at most eight instances on a quad-core
HT CPU simultaneously. Two threads on one CPU core will facilitate instruc-
tion pipelining which improves performance of RegRSA slightly; see Table 2 for
details.

Full Memory Encryption. The aim of full memory encryption is to provide
confidentiality of the entire software stack outside the CPU [17]; therefore, mem-
ory disclosure attacks are defeated. However, existing memory encryption suffer
significant performance degradation [16].

Other CPUs. If a CPU possesses multiple registers including scalar registers,
MM registers and YMM registers, and supports AES-NI instruction set and
MULX instruction, it may be a suitable platform for RegRSA. So besides Intel
CPUs, other CPUs like AMD can also be considered. For example, AMD Carrizo
CPUs also support AVX2, MULX and AES-NI, it can be a potential candidate.

6 Conclusion

We propose a concept named register buffer that makes use of all available reg-
isters as secure data buffer, and design and implement 2048-bit RSA named
RegRSA. In RegRSA, all the sensitive data appeared in main memory are
encrypted, and the plaintext data are protected in registers to defeat against
memory disclosure attacks. The evaluation on Intel Haswell i7-4770R showed
that, the performance of RegRSA achieves at least a factor of 0.74 compared
to the RSA implementation of OpenSSL. Moreover, RegRSA supports multiple
instances on multi-core CPUs simultaneously, which makes RegRSA more prac-
tical for the real-world applications against memory disclosure attacks. We will
explore to use two sets of registers of Hyper-Threading for one RSA computation
instance in the future.
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SAC 2013. LNCS, vol. 8282, pp. 471–490. Springer, Heidelberg (2014)

7. Brumley, D., Boneh, D.: Remote timing attacks are practical. Comput. Netw.
48(5), 701–716 (2005)

8. Carrier, B.D., Grand, J.: A hardware-based memory acquisition procedure for dig-
ital investigations. Digit. Invest. 1(1), 50–60 (2004)

9. DuLong, C., Gutman, M., Julier, M., et al.: Complete Guide to MMX Technology.
McGraw-Hill Professional, New York (1997)

10. Garmany, B., Müller, T.: PRIME: Private RSA infrastructure for memory-less
encryption. In: Proceedings of the 29th Annual Computer Security Applications
Conference, pp. 149–158. ACM (2013)

11. Guan, L., Lin, J., Luo, B., Jing, J.: Copker: Computing with private keys without
ram. In: 21st ISOC Network and Distributed System Security Symposium (NDSS)
(2014)

12. Guan, L., Lin, J., Luo, B., Jing, J., Wang, J.: Protecting private keys against
memory disclosure attacks using hardware transactional memory. In: 36th IEEE
Symposium on Security and Privacy (Oakland) (2015)

13. Gueron, S.: Intel Advanced Encryption Standard (AES) New Instructions Set
(2010)

14. Gueron, S., Krasnov, V.: Software implementation of modular exponentiation,
using advanced vector instructions architectures. In: Özbudak, F., Rodŕıguez-
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Abstract. It has always been the concern of side channel analysis that
how to recover the key with a probability of about 1.00 under the con-
dition that the number of power traces is very small and the success
rates is very low. In order to recover the key, the attacker has to try
to reduce the guessing entropy to decrease the uncertainty of the key.
Unfortunately, guessing entropy is only a evaluation of attack ability
in most cases. In this paper, we introduce the statistical characteristics
of guessing entropy and propose guessing entropy enhanced CPA (GE-
CPA). Its feasibility is verified in theory and experiment. Experiments on
both AES algorithm implemented on an AT89S52 single chip and power
trace set secmatv1 of DES encryption on the side channel attack stan-
dard evaluation board(SASEBO) from the website DPA contest v1. The
experimental results show that, by only repeating the experiments less
than 30 times, our GE-CPA can effectively recover the key even under
the bad condition that success rate only ranges from 5 % to 8 %. Thus,
the problem is well solved.

Keywords: Guessing entropy · CPA · Guessing entropy enhanced CPA ·
GE-CPA · Side channel · DPA contest v1

1 Introduction

Standaert et al. proposed two evaluation methods success rate and guessing
entropy to evaluate the efficiency of side channel attacks [14]. Souissi et al.
detailed that, on one hand, the first-order success rate denoted the probability
that, given a pool of traces, the attack’s best guess was the correct key; On the
other hand, the guessing entropy measured the position of the correct key in a
list of key hypotheses ranked by a kind of side channel attack [13]. A. Venelli
expressed guessing entropy as the average position of the correct hypothesis in
the sorted hypothesis vector of an attack [16]. The positions of wrong keys are
not taken into consideration.

In short, as well as the concept of entropy firstly proposed by Shannon [12],
which denotes the uncertainty of information, guessing entropy is also used to
c© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
J.-H. Hoepman and S. Katzenbeisser (Eds.): SEC 2016, IFIP AICT 471, pp. 308–320, 2016.
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denote the uncertainty of information. The higher the guessing entropy, the
greater uncertainty of the key.

1.1 Related Works

There are three main types of applications of the guessing entropy:
Firstly, as well as success rate in [6,11,15,17], guessing entropy is used to

evaluate the efficiency of side channel attacks. In other words, guessing entropy
is used to evaluate the uncertainty of key [4,7,10].

Secondly, as well as entropy, guessing entropy is also used to evaluate the
uncertainty of information. The information here is not limited to the key. For
example, Michael Backes and Boris Köpf proposed a novel approach for quan-
tifying a system’s resistance to unknown message side channel attacks using
guessing entropy [2].

Thirdly, guessing entropy is used to improve the efficiency of side channel
attacks. Nassar et al. proposed an empirical approach named Rank Corrector
(RC) aiming at enhancing most side channel attacks [9]. The main principle of
RC is to detect and discard the false keys hypotheses when analyzing the ranking
evolution. With the increase number of power traces, the correct key will reach
the first position. Martin et al. constructed an extremely efficient algorithm that
accurately computing the rank of a (known) key in the list of all keys [8]. This
approach is tweaked and can be also utilised to enumerate the most likely keys
in a parallel fashion.

However, the above improvements only consider that guessing entropy changes
with the number of power traces used in each repetition. They don’t consider the
relationship between the repetitions and guessing entropy. So, very different from
[8], we make use of the information leaking from the guessing entropy to recover
the key rather than only a kind of evaluation in this paper. Our scheme signifi-
cantly improves the efficiency of CPA.

1.2 Our Contributions

It is difficult to recover the key using in cryptographic device with a probabil-
ity of about 1.00 under the condition that the number of power traces is very
small and the success rate is very low. To solve the problem, we propose guess-
ing entropy enhanced CPA (GE-CPA) in this paper. Its feasibility is proved in
theory and experiment. Experiments on an AT89S52 single chip and the Side
Channel Attack Standard Evaluation Board (SASEBO) show that, our scheme
can effectively recover the key with a probability of about 1.00 even under the
condition that the success rate of traditional CPA is only about 5% to 8%.
Thus, the problem is well solved.

1.3 Organization

This paper is organized as follows. The concept of guessing entropy in side chan-
nel attack is given in Sect. 2. In Sect. 3, we introduce our guessing entropy
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enhanced CPA (GE-CPA). Then, in Sect. 4, experiments on AES algorithm
implemented on an AT89S52 single chip and power trace set secmatv1 on DES
algorithm implemented on the side channel attack standard evaluation board
(SASEBO) from the website DPA contest V 1 [1] are performed to compare our
GE-CPA with traditional CPA. Finally, we conclude this paper in Sect. 5.

2 Guessing Entropy

Similar to Shannon entropy, guessing entropy (GE) [14] in side channel attacks
also denotes the uncertainty of information. Guessing entropy is defined as the
key position in side channel attack. For example, the attacker performs CPA
on AES and gets 256 correlation coefficients corresponding to guessing key from
0 to 255. Then, the correlation coefficients are sorted in descending order. The
bit length of key corresponding to the same intermediate value is 8. For each
28 possible key in each experiment, if the guessing entropy of guessing key
k

′
(
0 ≤ k

′ ≤ 28 − 1
)

is in the position ν, the guessing entropy is equal to ν.
The guessing entropy, which represents the uncertainly of the key used in

cryptographic device, is widely used to evaluate the efficiency of side channel
attacks.

3 Guessing Entropies Enhanced CPA

In this section ,we will introduce the statistical characteristics of guessing entropy.
Then, we introduce the way to determine the correct key from guessing entropy
enhanced CPA (GE-CPA). The attack flow and the special success rate of our
GE-CPA are also given in this section.

3.1 The Statistical Characteristic of Guessing Entropy

We have shown the guessing entropy defined by Standaert et al. [14] in Sect. 2.
The location i of the correct key s is returned for each experiment. In this paper,
We assume that all keys are likely to be the correct one. However, the correct
key is the most superior one of all possible keys. Thus, different to [14], in order
to select the optimal key, we calculate guessing entropies for all possible keys.
Each guessing key returns a guessing entropy for each repetition. We sort the
guessing entropies in descending order and assign different scores according to
their positions in the guessing vector. For example, small guessing entropies are
given higher scores.

Suppose that the bit length of key corresponding to the same intermediate
value is ξ. For each of 2ξ possible keys in each repetition, if the guessing entropy
of guessing key k

′
(
0 ≤ k

′ ≤ 2ξ − 1
)

is ν, then we define the score of guessing

entropy of k
′
as

Wk′ = 2ξ + 1 − ν. (1)
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3.2 Determine the Correct Key from Guessing Entropies

Standaert et al. also defined the first order success rate in [14]. A guessing key is
returned in each experiment. If this key is the correct one, then we say that the
attack experiment satisfies the first order success. Similar to their definition, we
define a successful CPA [3] if the correct key s satisfies

s = argmax
k

{Wk} . (2)

Actually, the Eq. (2) is usually satisfied when the guessing entropy of the cor-
rect key is close to 1. That’s to say, if the number of power traces used in our
experiment is n, then the probability

lim
n→∞ Pr[s = argmax

k
{Wk}] = 1. (3)

For each successful repetition, the score of guessing entropy of the correct
key is greater than these of wrong guessing keys. So, guessing entropy can be
used to distinguish the correct key from the wrong ones. This is why guessing
entropy can also contribute to the key recovery.

Let n denote the number of power traces used in each repetition. We define
a function of scores of guessing entropies corresponding to guessing key k

′
on η

repetitions (Exp1, Exp2, · · · , Expγ) as

ψ
(
γ, n, k

′)
= f

(
WExp1

k′ ,WExp2

k′ , · · · ,W
Expγ

k′

)
. (4)

Actually, ψ can be any function of the scores of guessing entropies, such as
multiplication, addition, etc. In this paper, we only use a very simple function

ψ
(
γ, n, k

′)
=

1
η

η∑

i=1

WExpi

k′ . (5)

The limit of function ψ is equal to 2ξ if the guessing key k
′
is correct. However,

if the guessing key is incorrect, the limit of ψ is equal to 2ξ+1
2 . That’s to say, for

each repetition i (1 ≤ i ≤ η), the following formula 6 is satisfied.

lim
γ→∞ ψ (γ, n, s) > lim

γ→∞ ψ (γ, n, δ) δ ∈ {
0, 1, · · · , 2ξ − 1

} \ {s} . (6)

Formula (6) indicates that when the number of power traces we use in each exper-
iment is large enough, the average score of guessing entropies limγ→∞ ψ (γ, n, s)
of correct key s will be the maximum with a limitation of 2ξ. The limits of
scores of guessing entropies of other wrong guessing keys are 2ξ+1

2 . That is why
the correct key falls in the location of largest score. So as to meet the definition
of the first order success rate in [14]. Thus, the feasibility of GE-CPA is well
explained in theory.
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3.3 Attack Flow

In the above Subsect. 3.2, we show how to recover the key from GE-CPA. Suppose
that we randomly encrypt m plaintexts and acquire m power traces. The number
of repetitions C is set to 0, the array W

[
0 · · · 2ξ − 1

]
saves the scores of guessing

entropies for all possible keys from 0 to 2ξ − 1, and k indicates the number
of power traces added in each repetition. The steps to recover the key using
GE-CPA are as follows:

Step 1: The attacker randomly selects n(n << m) power traces and the corre-
sponding n plaintexts. He then sets the number of repetitions C = C + 1.

Step 2: For each guessing key, he calculates the assumed power consumption
using power model(i.e. Hamming distance model). Then, he calculates the corre-
lation coefficients between the assumed power consumption and the power traces.
All correlation coefficients are returned, which is different from traditional CPA.

Step 3: The attacker sorts the correlation coefficients, determines the score of
guessing entropy for each possible key keyi. Then, he adds them to the array of
scores of guessing entropies W . Actually, Other functions like multiplication can
also be used.

Step 4: The attacker sorts the array W , determines the score of guessing entropy
for each key. If the score of guessing entropy of the correct key is still not the
maximum in W , then, n = n + k. Otherwise, he goes to step 1.

The greater the score of guessing entropy of the correct key, the higher cer-
tainty the key is. The correct key can be recovered with a probability of 1.00
when the score of guessing entropy corresponding to the correct key is equal to
256.

3.4 Success Rate in Guessing Entropy Enhanced CPA

The relationship between different repetitions and guessing entropies has not
been taken into consideration in traditional side channel attacks. They just judge
whether an experiment is successful. Therefore, in the statistics, the success rate
will be close to a fixed value (i.e. 0.50), which not grows with the increase number
of repetitions. In our GE-CPA, we consider the relationship between repetitions
and guessing entropies. When the number of power traces used in each repetition
is sufficient to make the score of guessing entropy corresponding to the correct
key larger than those of wrong keys, the success rate grows with the increase
number of repetitions. Finally, the success rate of GE-CPA is close to 1. Thus,
the success rate of GE-CPA is very different from that of traditional side channel
attacks.

Actually, the number of power traces in each repetition is far from infinity.
The score of guessing entropy of the correct key is just close to a fixed value
larger than 2ξ+1

2 rather than 2ξ after many repetitions if the number of power
traces we use in each repetition is relatively small. That is to say, the score of
guessing entropy corresponding to the correct key will be larger than other ones
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corresponding to wrong guessing keys. In this case, the correct key can also be
distinguished from the wrong ones.

Suppose that we randomly select τ power traces from a total number of
N and repeat this operation γ times. The average score of guessing entropy
of the correct key is μ

(
μ > 2ξ+1

2

)
. The limits of scores of guessing entropies

corresponding to the wrong guessing keys are 2ξ+1
2 when γ → ∞. Let T

γ,Cτ
N

suc and
T

γ,Cn
N

unsuc denote the number of successful and unsuccessful repetitions respectively,
then

lim
γ→∞ T

γ,Cτ
N

suc = γ. (7)

Then, the success rate φ of our GE-CPA is

φ = lim
γ→∞

T
γ,Cτ

N
suc

T
γ,Cτ

N
suc + T

γ,Cτ
N

unsuc

= 1 (8)

Actually, the variable γ doesn’t need to be infinity, the greater the variable γ is,
the closer to μ the average score of guessing entropy of the correct key will be.
The score of guessing entropy of the correct key is obviously larger than those of
wrong keys after many repetitions. γ is less than 30 when only a small number of
power traces with success rate ranging from 5% to 8% are used. Failure will not
happen if more repetitions are done. This also demonstrates the high efficiency
of our GE-CPA.

4 Experimental Results

4.1 Experiments on AT89S52 Single Chip

Our first experiment is performed on an AT89S52 single chip. The clock fre-
quency of this chip is 12 MHz. The minimum instructions takes 12 clock cycles
for execution. We utilize a Tektronix DPO 7254 oscilloscope, and the sampling
rate is set to 1GS/s. The output of S-box in the first round of AES encryption
is chosen as the attack point. We test the instruction ‘MOV CA,@A + DPTR’,
which treats the value of register A as the offset and treats the address DPTR
of S-box as the base address, then looks up table S-box and writes the result
back to register A (as shown in Fig. 1).

We randomly encrypt 4000 plaintexts and acquire 4000 power traces. Each
power trace contains 5000 time samples. We calculate the correlation coefficients
between each time sample and Hamming weights of the outputs of S-box. We
randomly choose 150 power traces and the corresponding success rate is 93%.
We randomly choose power traces from a total number of 150 and repeat this
operation for 200 times to calculate the success rate and guessing entropy (as
shown in Fig. 2). The success rate ranges from 1% to 61% when 10 ∼ 110 are
used. The corresponding guessing entropies range from 115.9 to 1.35 (as shown
in Fig. 2(b)). When 40, 60, 80 and 100 power traces are used, the success rates
reach 3%, 7.6%, 11% and 16.5%. The corresponding guessing entropies reach
29.5, 12.5, 5.1 and 2.2 respectively.
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MOV R1, PlaintextByte[i]
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MOVC A, @A+DPTR

LCALL ShiftRows

MixColumns LCALL MixColumns

Fig. 1. The output of S-box in the first round of AES algorithm.

The experimental results of our GE-CPA are shown in Fig. 3. The key even
can be recovered after only 10 repetitions when 40 power traces with a success
rate of 5.5% are used. This also indicates that our GE-CPA can significantly
improve the efficiency of CPA. The average score of guessing entropy of the
correct key is close to 226.5, which is stably larger than these corresponding to
wrong keys. When more power traces are used in each repetition, the guessing
entropy corresponding to correct key decreases, leading to the increase of the
corresponding score of guessing entropy.

The guessing entropies are 29.5, 12.5, 5.1 and 2.2 when 40, 60, 80 and 100
power traces are used respectively. With more repetitions, the average score of
guessing entropy corresponding to the correct key are close to 226.5, 243.5, 250.9
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Fig. 2. Success rate (a) and guessing entropy (b) of CPA on AT89S52.
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Fig. 3. Score of guessing entropy for each key in different repetitions when 60, 80, 100
and 120 power traces are used in each repetition.

and 253.8 respectively. Other scores of guessing entropies corresponding to wrong
keys are relatively smaller.

The experimental results will be better if a small number of power traces are
randomly selected from a large power trace set in each repetition. However, this
paper tries to solve the problem that how to recover the key with a probability
of about 1.00 under the condition that the number of power traces is small,
and success rates is low. So, we only consider to use a small number of power
traces in our experiment. For example, we use 150 power traces in total in this
experiment. If we randomly select 150 power traces from a total number of 4000
to perform CPA, the success rate is equal to 0.93, which is less than 1.00.

4.2 Experiments on SASEBO

Our second experiment is on DES algorithm implemented on the side channel
attack standard evaluation board (SASEBO). We use the power trace set of
DPA contest v1 provided on the website of DPA contest [1]. 5000 power traces
of power trace set secmatv1 are downloaded. We attack the first S-box with 6
bits input and 4 bits output in the last round of the DES algorithm (as shown
in Fig. 4). We use the 14000th ∼ 16000th time samples in our experiments.

We randomly select 200 power traces from a total number of 5000 and repeat
the operation 200 times. The first order success rate is about 80%. Then, we
randomly select power traces from a total number of 200 to perform CPA. The
success rates range from 1% to 39% when 10 ∼ 140 power traces are used (as
shown in Fig. 5(a)). The corresponding guessing entropies range from 33.6 to



316 C. Ou et al.

Li-1  (32 bit)

XOR
SBOX

Ri-1  (32 bit)

Expansion

XOR

Substitution

Ri  (32 bit)Li  (32 bit)

48 bit

48 bit

48 bit

32 bit

32 bit

F

(a) (b)

Fig. 4. DES algorithm. (a) shows a round of DES, and (b) shows the S-box of DES.

6.13 (as shown in Fig. 5(b)). When 40, 60, 80 and 100 power traces are used,
the success rates reach 3%, 7.6%, 11% and 16.5% (as shown in Fig. 5(a)). The
corresponding guessing entropies are 25.56, 19.4, 16.1 and 10.8 respectively (as
shown in Fig. 5(b)).
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Fig. 5. Success rate (a) and Guessing entropy (b) of CPA on SASEBO.

When more power traces are used, the guessing entropy corresponding to
the correct key decreases, leading to the increase of the corresponding score (as
shown in Fig. 6). The score of guessing entropy corresponding to the correct key
becomes the largest one after 5 repetitions when average 60,100 and 120 power
traces are used.

However, in order to obtain a stable success rate, the experiments with aver-
age 60 power traces have better results than that with 80 power traces. This
also indicates, the guessing entropies of the initial several experiments are very
important, which may affect the starting position of success. The score of guess-
ing entropy of the correct key will be greater if more power traces are used
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after a few repetitions. However, this doesn’t mean the difference of the scores
of guessing entropies between the correct key and wrong keys is better. Because
of the limited number of repetitions, less power traces used in each repetition
may get greater difference.

When 80 power traces are randomly selected, the score of guessing entropy
of the correct key becomes stable in different repetitions (as shown in Fig. 7).
Sometimes, the experiment has a good beginning (as shown in Fig. 7(a)), the
score of guessing entropy of the correct key becomes the maximum after 1 ∼ 6
repetitions. However, it gradually reduce after 7 repetitions. The change is stable
after 26 repetitions. The score of guessing entropy of the correct key is sometimes
small at the beginning of our experiments. However, it becomes the maximum
after many repetitions (as shown in Fig. 7(b)). Regardless of the beginning, the
correct key can finally be distinguished from the wrong ones.

It is worth noting that we use a total number of 200 power traces to compare
the difference of guessing entropies between the correct key and wrong keys.
Actually, when 60 power traces are used in each repetition, our GE-CPA can
recover the key (As shown in Fig. 6). Some power traces may be repeatedly
selected if the total number of power traces is small and the number of repetitions
is large. The effectiveness may be a little worse than randomly selecting power
traces from a large power trace set. In addition, the quality of this power trace
set may affect the experimental results. However, the experimental results are
almost the same if we randomly select 60 power traces from a total number of
120 or 200.
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Fig. 6. Scores of guessing entropies for each key in different repetitions when 60, 80,
100 and 120 power traces are used in each repetition.
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Fig. 7. Scores of guessing entropies for each key in different repetitions when 80 power
traces are randomly selected in each repetition.

Komano et al. proposed built-in determined sub-key correlation power analy-
sis, 65 power traces are used to recover the key. Which is more efficiency than
our GE-CPA [5]. We also simply compare the efficiency of our guessing entropy
enhanced CPA (GE-CPA) with other enhanced side CPA attacks shown on the
web site of DPA contest v1 [1]. Hideo used 107 power traces by using his advanced
BS-CPA. Yongdae used 119 power traces by using his “CPA with chosen order”.
Daisuke used 120 power traces by using his “Dual round attack by BS-CPA
using improved power model”. The efficiency of those attacks are similar to our
GE-CPA. Benedikt used 329 power traces by using the difference of means on
the last round of DES. Victor used 322 power traces by using his “CPA on the
16th round of the DES selecting the good temporal window”. Other attacks
using more power traces are not deteiledly introduced here. Our GE-CPA is
more efficiency than these attacks.

5 Conclusion

As a common evaluation to evaluate the effectiveness of side channel attacks,
guessing entropy is used to measure the uncertainty of the key. In this paper, we
analyze the statistical characteristics of guessing entropy and propose GE-CPA.
Experiments on AES algorithm implemented on an AT89S52 single chip and
power trace set secmatv1 of DES algorithm implemented on the side channel
attack standard evaluation board (SASEBO) from the website DPA contest v1
show that our scheme can efficiently recover key. Our scheme can significantly
improve the effectiveness of CPA.

Actually, CPA is just a common type of side channel analysis. Guessing
entropy can enhance many other types of side channel analysis like DPA and
template attack, etc. This also indicates the practicability of our scheme.
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Abstract. Malware is becoming more and more advanced. As part of
the sophistication, malware typically deploys various anti-debugging and
anti-VM techniques to prevent detection. While defenders use debug-
gers and virtualized environment to analyze malware, malware authors
developed anti-debugging and anti-VM techniques to evade this defense
approach. In this paper, we investigate the use of anti-debugging and
anti-VM techniques in modern malware, and compare their presence in
16,246 generic and 1,037 targeted malware samples (APTs). As part of
this study we found several counter-intuitive trends. In particular, our
study concludes that targeted malware does not use more anti-debugging
and anti-VM techniques than generic malware, although targeted mal-
ware tend to have a lower antivirus detection rate. Moreover, this paper
even identifies a decrease over time of the number of anti-VM techniques
used in APTs and the Winwebsec malware family.

1 Introduction

In recent years, a new category of cyber threats, known as Advanced Persistent
Threat (APT), has drawn increasing attention from the industrial security com-
munity. APTs have several distinguishing characteristics which make them quite
different from traditional threats [7]. For example, APTs target mostly compa-
nies in critical sectors and governmental institutions [11]; the threat actors in
APT attacks are highly-organized and well-resourced group, and can even be
state-sponsored [17], and they use stealthy techniques, stay low and slow to
evade detection.

APT attacks are widely assumed to be more advanced than traditional
attacks, mainly because the threat actors are highly organized, working in a
coordinated way, and are well-resourced, having a full spectrum of attack tech-
niques. However, it is unclear whether the targeted malware (malware used in
APT attacks) are also more advanced than generic malware (malware used in
traditional attacks) or not. To better understand APT attacks, we investigate the
difference between targeted malware and generic malware, in order to answer the
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Published by Springer International Publishing Switzerland 2016. All Rights Reserved
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research question: “Is targeted malware more advanced than generic malware?”
In particular, we focus on comparing the usage of anti-debugging and anti-VM
techniques in targeted and generic malware.

To defend against malware, defenders have turned to the collection and analy-
sis of malware as mechanisms to understand malware and facilitate detection of
malware. In response to this, malware authors developed anti-debugging and
anti-VM techniques to avoid being analyzed, hence increasing the difficulty of
detection. In this paper, we use the presence of anti-debugging, the presence of
anti-VM techniques and the antivirus detection rate as metrics to measure the
malware’s ability to evade malware analysis and antivirus products. All three
measurements can be achieved via static analysis on the malware samples.

By analyzing 1,037 targeted malware samples, as well as 16,246 generic mal-
ware samples from 6 different families, we report the usage of anti-debugging and
anti-VM techniques in malware. We then compare the presence measurements
between targeted and generic malware, and correlate them with their antivirus
detection rate, and we examine their evolution over time.

As part of this study we found several counter-intuitive trends. In particular,
our study concludes that targeted malware does not use more anti-debugging and
anti-VM techniques than generic malware. Moreover, this paper even identifies
a decrease over time of the number of anti-VM techniques used in APTs and the
Winwebsec malware family.

The contributions in this paper are as follows:

– We report on the presence of anti-debugging and anti-VM techniques on
17,283 malware samples, and their associated antivirus detection rate (Sect. 4)

– We analyse and discuss the presence of anti-debugging and anti-VM tech-
niques over time (Sect. 5.2)

– We analyse and discuss the correlation between the presence of anti-debugging
and anti-VM techniques and the antivirus detection rate (Sect. 5.3)

2 Overview

2.1 Research Questions

In this paper, we compare the targeted malware and generic malware by inves-
tigating the following research questions:

Q1: Does targeted malware use more anti-debugging techniques?
Q2: Does targeted malware use more anti-VM techniques?
Q3: Does targeted malware have lower antivirus detection rate?

Since APT attacks are more advanced and sophisticated, one might expect
that the targeted malware (the weapons of APT attacks) may use more anti-
debugging and anti-VM techniques to evade defensive analysis, and have lower
antivirus detection rate. We describe the details about these three metrics
in Sect. 3, and present the analysis result on these questions in Sect. 4.
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Additionally, we are interested about the evolution of the usage of anti-
debugging and anti-VM techniques, and how does the use of anti-debugging
and anti-VM techniques impact antivirus detection. More specifically, we test
the following hypotheses:

H1a: The use of anti-debugging techniques in malware is increasing over time
H1b: The use of anti-VM techniques in malware is increasing over time
H2a: The use of anti-debugging techniques has negative effect on antivirus

detection
H2b: The use of anti-VM techniques has negative effect on antivirus

detection

While defenders put more and more effort to fight against malware, we
assume malware authors are using more and more anti-debugging and anti-VM
techniques to thwart the defense, in other words, the use of anti-debugging and
anti-VM techniques in malware might increase over years. And the use of these
evasive techniques might help malware to evade some antivirus products. To test
the hypotheses, we present correlation analysis in Sect. 5.

2.2 Dataset

The targeted malware samples used in our study are collected from various pub-
licly available reports on APT attacks [9,14,15,17,19,24]. These reports are pub-
lished by security companies such as FireEye and Kaspersky, to provide technical
analysis over various APT attacks, and they typically include the hashes of the
discovered targeted malware. With the malware hashes, we then use VirusTotal
Private API [2] to search and download these samples.

In this way, we collected 1,037 targeted malware samples ranging from 2009
to 2014. The date information of a malware is extracted from the timestamp
attribute in a PE file. For our comparative study, a dataset of more than 16,000
malware samples that belong to 6 generic malware families was collected from
VirusTotal. For each malware family and each year (from 2009 to 2014), we use
VirusTotal Private API to search for maximum 600 malware samples.

Compared to targeted malware, these malware families are more popular
and well understood in the industry. The number of samples belonging to each
malware family and the corresponding brief description are shown in Table 1.

3 Metrics

In this paper, we use the presence of anti-debugging, the presence of anti-VM
techniques and the antivirus detection rate as metrics to measure the malware’s
ability to evade malware analysis and antivirus products.

We only focus on these three metrics that can be detected through static
analysis. While there are other metrics that can be used to measure the sophis-
tication of malware, such as stealthy network communication, self-deleting exe-
cution, they require executing the malware in a targeted environment. Since it is
difficult to determine the targeted environment for executing malware, we leave
out the dynamic analysis.
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Table 1. Overview of malware dataset

Malware family Discovered year # of samples Brief description

Sality 2003 2926 general and multi-purpose [5]

Zbot 2007 3131 banking trojan

Winwebsec 2009 2741 rogueware, fake antivirus [6]

Ramnit 2010 2950 information stealer [4]

Zeroaccess 2011 1787 botnet, bitcoin mining [22]

Reveton 2012 1711 ransomware [25]

Targeted (APT) 2009 1037 targeted malware

3.1 Anti-debugging Techniques

In order to thwart debuggers, malware authors use anti-debugging techniques to
detect the presence of debuggers and compromise the debugging process. There
are many anti-debugging techniques, we focus on detecting the anti-debugging
techniques that are known in literature [10]. Since the complete list of anti-
debugging techniques is too verbose, we only show those are detected in our
malware dataset, as shown in Table 2.

The anti-debugging techniques that are found in our study can be catego-
rized into three types. The use of Windows APIs is the easiest way to detect a
debugger. Additionally, malware can check several flags within the PEB (Process
Environment Block) structure and the process’ default heap structure to detect
debuggers. The third way to use some instructions that trigger characteristic
behavior of debuggers (e.g., use RDTSC to measure execution time).

Table 2. Popular anti-debugging techniques

Type Name

Windows APIs IsDebuggerPresent, SetUnhandledExceptionFilter, FindWindow,

CheckRemoteDebuggerPresent, NtSetInformationThread,

NtQueryInformationProcess, GetProcessHeap, GetTickCount,

NtQuerySystemInformation, OutputDebugString, BlockInput,

QueryPerformanceCounter, VirtualProtect, SuspendThread,

WaitForDebugEvent, SwitchDesktop, CreateToolhelp32Snapshot

Flags PEB fields (NtGlobalFlag, BeingDebugged)

Heap fields (ForceFlags, Flags)

Instructions RDTSC, RDPMC, RDMSR, ICEBP, INT3, INT1

To detect these anti-debugging techniques in a malware sample, we first look
for the Windows APIs in the import address table (IAT) of the PE file. Next, we
use IDA [1] to automatically disassemble the sample and generate an assembly
listing file, and then search for the specific instructions in the assembly listing
file to detect the use of flags and instructions. If any of these techniques are
found in the IAT or the assembly listing file, we consider the malware sample
use anti-debugging techniques.
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3.2 Anti-VM Techniques

There are mainly three types of VM detection techniques [20,21]: (1) Interaction
based. Sandboxes emulate physical systems, but without a human user. Malware
detects VM by checking common human interactions such as mouse movement
and mouse clicks. (2) Artifacts based. Virtual machines may have unique artifacts
such as service list, registry keys, etc. And some CPU instructions such as SIDT
have characteristic results when executed inside virtual machines. Malware can
leverage these differences to detect sandboxing environment. (3) Timing based.
Due to the large number of file samples to examine, sandboxes typically monitor
files for a few minutes. Malware authors can configure the malware to execute
only after some sleeps, or after a given date and time, in order to avoid being
analyzed. Table 3 shows the anti-VM techniques that are found in our malware
samples. Details about these techniques can be found in [20,21].

Table 3. Popular anti-VM techniques

Type Name

Windows APIs GetCursorPos, Sleep, NtOpenDirectoryObject, NtEnumerateKey

GetSystemFirmwareTable, NtQueryVirtualMemory, NtQueryObject

Instructions SIDT, SLDT, SGDT, STR, IN, SMSW, CPUID

Strings ‘sbiedll.dll’, ‘dbghelp.dll’, ‘vmware’

To detect these anti-VM techniques in a malware sample, we follow the same
method for detecting anti-debugging techniques. Additionally, we extract strings
from a PE file, in order to search for the specific strings. If any of these techniques
are found, we consider the malware sample use anti-VM techniques.

3.3 Antivirus Detection Rate

Since the adoption of AV products, malware authors are consistently trying to
evade them. There are various techniques and tools [18] to build malware that
can bypass common AV products.

In this paper, we use antivirus detection rate as a metric to compare mal-
ware’s ability to bypass AV products. We get the detection results from 56 AV
engines provided in VirusTotal. Since AV engines frequently update their signa-
tures in order to detect malware samples that are not previously spotted by their
engines, the reports in VirusTotal might not reflect the current status of these
AV engines. To compare the AV detection rate of different malware families,
we rescanned all malware samples within two days in December 2014 by using
VirusTotal’s API [2] to get the most recent detection results.
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4 General Findings

4.1 The Usage of Anti-debugging and Anti-VM Techniques

To answer questions Q1, Q2, we first calculate the percentage of samples that
use anti-debugging and anti-VM techniques for each malware family. As shown
in Table 4, the majority of samples use either anti-debugging or anti-VM tech-
niques. 68.6 % targeted malware samples use anti-debugging techniques, which
is less than most generic malware families, and 84.2 % targeted malware samples
use anti-VM techniques, which is more than all generic malware families. Thus
by simply comparing the percentage of samples in each family, we can see that
anti-debugging techniques are less popular in targeted malware, and anti-VM
techniques are more commonly found in targeted malware.

Table 4. Percentage of samples using anti-debugging/anti-VM techniques in each mal-
ware family

Family % Anti-debug. % Anti-VM Family % Anti-debug. % Anti-VM

Sality 89.6% 76.2% Ramnit 85.8% 71.6%

Zbot 72.9% 39.7% Zeroaccess 41.6% 50.4%

Winwebsec 80.0% 52.9% Reveton 74.8% 62.8%

Targeted (APT) 68.6% 84.2%

We then calculate the average the number of detected anti-debugging/anti-
VM techniques in each family, and compare the average numbers of generic
malware family to targeted malware using Z-test. Z-test is a statistical function
that can be used to compare means of two samples. With a Z value bigger than
2.58 and p-value smaller than 1 %, we can say that the means of two samples
are significantly different.

As shown in Table 5, the average number of detected anti-debugging tech-
niques in targeted malware is neither smallest nor biggest. Since all the Z values
are bigger than 2.58, with p-values smaller than 1 %, we can accept all the
hypotheses that the average number of detected anti-debugging in targeted mal-
ware is significantly different to all generic malware families. In other words,
targeted malware do not necessarily use more anti-debugging techniques than
generic malware. Thus the answer to question Q1 is still negative.

As for the use of anti-VM techniques, it is the same case as the use of anti-
debugging techniques. Targeted malware do not necessarily use more anti-VM
techniques than generic malware. Hence the answer to question Q2 is also neg-
ative. The results can be better illustrated in box plots. As shown in Fig. 1, the
average number of anti-debugging/anti-VM techniques in targeted malware is
less than some generic malware family.



Advanced or Not? A Comparative Study of the Use of Anti-debugging 329

Table 5. Average number of anti-debugging/anti-VM techniques in each family

Malware Family Anti-debugging Anti-VM

# of techniques Z value, p-value # of techniques Z value, p-value

Sality 3.59 11.4, 4.17× 10−30 1.25 8.4, 3.60−17

Zbot 2.05 6.2, 6.34× 10−10 0.48 15.9, 5.83−57

Winwebsec 1.75 11.4, 2.63× 10−30 0.71 8.8, 1.06−18

Ramnit 3.76 13.3, 2.57× 10−40 1.30 10.2, 1.57−24

Zeroaccess 0.96 20.3, 2.27× 10−91 0.17 40.0, 0

Reveton 1.78 7.5, 4.89× 10−14 0.48 15.2, 2.45−52

Targeted (APT) 2.57 Not Applicable 0.94 Not Applicable

Fig. 1. Number of detected anti-debugging/anti-VM techniques in each sample in each
family

4.2 Antivirus Detection Rate

To answer question Q3, we calculate the average number of antivirus detections
from 56 AV scanners for each malware family, and then compare the average
numbers of generic malware family to targeted malware using Z-test. As shown
in Table 6, targeted malware has the smallest average number of antivirus detec-
tions. And the Z-test results shows that all the Z values are bigger than 2.58,
with p-value smaller than 1 %. So we accept the hypothesis that targeted mal-
ware has significant lower antivirus detections than generic malware, and the
the answer to question Q3 is positive.

Table 6. Average number of antivirus detections for each malware family

Family # detections Z value, p-value Family # detections Z value, p-value

Sality 45.7 20.2, 1.35× 10−90 Ramnit 49.8 37.8, 0

Zbot 44.6 15.3, 8.49× 10−50 Zeroaccess 47.9 36.0, 3.04−284

Winwebsec 46.7 35.5, 4.39× 10−276 Reveton 44.5 16.5, 1.71−61

APT 39.5 Not Applicable
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To better illustrate the result, we made a box plot to show the number of
AV engines that detected each sample in each family (in Fig. 2). We can clearly
observe that targeted malware have a lower antivirus detection rate, compared
to generic malware. Figure 2 shows that all box plots have long whiskers (with
the exception of the Reveton malware), which indicates some malware samples
(0.8 %) are only detected by a few antivirus engines (less than 10).

Fig. 2. Number of AV engines that detected each sample in each family

As for the evolution of antivirus detection rate (in Fig. 3), we can observe that
the detection rate tends to decrease over years. This is because malware samples
that have been discovered earlier are well populated in antivirus repositories, and
being analyzed more often than newly discovered malware samples. Compared
to generic malware, targeted malware samples have lower detections for most of
the time. We would expect older malware samples to have high detections, but
there are still about 13 antivirus engines that cannot detect targeted malware
that already discovered in 2009 and 2010.

5 Correlation Analysis

In order to test hypothesis H1a, H1b, H2a, H2b, we use Spearman’s rank
correlation to investigate the evolution of the use of anti-debugging and anti-VM
techniques, and the correlation between the use of anti-debugging (or anti-VM)
techniques and antivirus detection rate.

5.1 Spearman Correlation

Spearman’s rank correlation coefficient is a nonparametric measure of the
monotonicity of the relationship between two variables. It is defined as the
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Fig. 3. Evolution of antivirus detection rate

Pearson correlation coefficient between the ranked variables. However, unlike
the Pearson correlation, the Spearman correlation does not assume that both
variables are normally distributed. It is a nonparametric statistic, which do not
rely on assumptions that the dataset is drawn from a given probability distri-
bution. The result of Spearman correlation varies between −1 and +1, and a
positive coefficient implies that as one variable increases, the other variable also
increases and vice versa. When using Spearman correlation to test statistical
dependence, we set the significance level to 5 %. The p-value is calculated using
Student’s t-distribution. We accept the hypothesis only if the p-value is smaller
than the significance level.

5.2 Evolution of the Use of Anti-debugging and Anti-VM
Techniques

To test hypothesis H1a, H1b, we use Spearman correlation to measure the
correlation between the number of anti-debugging/anti-VM techniques found in
malware and the time when the malware is created. The build date of a malware
sample is extracted from the timestamp attribute in the PE file. While the
timestamp attribute might be incorrect, since malware authors can set arbitrary
value for it, there is little incentive for them to do this.

Table 7 shows the Spearman correlation coefficient and p-value for each mal-
ware family. We can observe that there is positive correlation for most malware
families, which implies that malware authors tend to use more and more anti-
debugging techniques over years. The Winwebsec and Zbot family also have a
positive correlation coefficient, but the p-values are bigger than the significance
level, thus we reject the hypothesis for Winwebsec and Zbot family.

While for the use of anti-VM techniques, only four malware families have
a positive correlation coefficient, the others do not show a positive correlation
between the use of anti-VM techniques and build date. The Winwebsec and APT
family have negative correlation coefficients, and the p-values are smaller than
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the significance level, which implies that the use of anti-VM techniques decreases
over years. We think this decrease may be attributed to the great increase in
the usage of virtualization. Some malware authors are starting to realize that
the presence of a virtual machine does not necessarily mean the malware is
being analyzed, since more and more organizations are adopting virtualization
technology.

Table 7. Spearman correlation between the use of anti-debugging (or anti-VM) tech-
niques and build date

Malware Family anti-debugging vs. time anti-VM vs. time

coefficient p-value coefficient p-value

Sality 0.23 9.1 × 10−38 0.31 1.9 × 10−66

Zbot 0.31 0.08 −0.01 0.39

Winwebsec 0.02 0.36 −0.43 6.7 × 10−129

Ramnit 0.29 6.1 × 10−62 0.26 1.7 × 10−48

Zeroaccess 0.56 4.3 × 10−149 0.52 8.2 × 10−127

Reveton 0.45 2.2 × 10−85 0.54 2.1 × 10−129

Targeted (APT) 0.29 1.1 × 10−20 −0.26 4.6 × 10−16

To better illustrate the evolution of the use of anti-debugging and anti-VM
techniques, we group malware samples by the year in which they are compiled
and then calculate the percentage of samples using anti-debugging (or anti-
VM) techniques in each group. As shown in Figs. 4 and 5, the percentage of
samples using anti-debugging techniques in APT malware tend to go up, while
the percentage of samples using anti-VM techniques decrease over years. The
evolution trends are consistent with the Spearman correlation coefficients in
Table 7.

5.3 Correlation Between the Use of Anti-debugging (or Anti-VM)
Techniques and Antivirus Detection Rate

To test hypothesis H2a, H2b, we use Spearman correlation to measure the cor-
relation between the number of anti-debugging (or anti-VM) techniques found in
malware and the number of positive detections. As shown in Table 8, most mal-
ware families (except the Winwebsec malware) show negative correlation between
the use of anti-debugging techniques and antivirus detection rate, which implies
that the use of anti-debugging techniques might help malware to evade antivirus
products. While for the use of anti-VM techniques, there are four malware fami-
lies having a negative correlation coefficient. The Winwebsec and APT malware
show positive correlation between the use of anti-VM techniques and antivirus
detection rate, this might due to the decreasing use of anti-VM techniques in
both families, as shown in the previous section.
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Fig. 4. Evolution of the use of anti-debugging techniques

Fig. 5. Evolution of the use of anti-VM techniques

Table 8. Spearman correlation between the use of anti-debugging (or anti-VM) tech-
niques and antivirus detection rate

Malware Family detection rate vs. anti-debugging detection rate vs. anti-VM

coefficient p-value coefficient p-value

Sality −0.1 8.1 × 10−9 −0.07 5.2 × 10−5

Zbot −0.17 3.3 × 10−22 −0.20 3.8 × 10−30

Winwebsec 0.05 0.004 0.29 3.7 × 10−57

Ramnit −0.13 1.6 × 10−13 0.004 0.80

Zeroaccess −0.63 1.1 × 10−198 −0.61 8.7 × 10−183

Reveton −0.22 7.2 × 10−21 −0.30 3.5 × 10−37

Targeted (APT) −0.26 1.2 × 10−16 0.13 1.6 × 10−5
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5.4 Summary

We summarize the hypotheses testing results in Table 9. For the use of anti-
debugging techniques, hypothesis H1a and H2a are accepted for targeted
malware and most generic malware (except the Winwebsec and Zbot family),
which indicates that both targeted and generic malware are increasing use anti-
debugging techniques and the use of anti-debugging techniques might help mal-
ware to evade antivirus products.

For the use of anti-VM techniques, we observe two different trends. Some mal-
ware families (Sality, Ramnit, Reveton) accept hypothesis H1b and H2b, while
targeted malware and Winwebsec malware reject hypothesis H1b and H2b.
There are two possible explanation for the decreasing usage of anti-VM tech-
niques in targeted malware and Winwebsec malware: (1) Some targeted machines
are increasingly using virtualization technology, thus malware authors discard
anti-VM techniques in order to target these machines. (2) Malware authors are
using new anti-VM techniques which we cannot detect.

Table 9. Hypotheses testing results with Spearman correlation

Family H1a H1b H2a H2b Family H1a H1b H2a H2b

Sality A A A A Ramnit A R A NA

Zbot NA NA A A Zeroaccess A A A A

Winwebsec NA R R R Reveton A A A A

APT A R A R

A: Accepted, NA: Not Accepted due to a bigger p-value
R: Rejected, the opposite hypothesis is accepted

6 Related Work

APT Attacks. Research on targeted attacks and APTs are mostly from indus-
trial security community. Security service providers (e.g., FireEye, Symantec)
periodically publish technical reports that various APT attacks [9,14,15,17,19,
24]. Recently, this topic also become hot in academia. In [23], Thonnard et al.
conducted an in-depth analysis of 18,580 targeted email attacks, showing that a
targeted attack is typically a long-running campaign highly focusing on a limited
number of organizations. In [16], Le Blond et al. presented an empirical analysis
of targeted attacks against a Non-Governmental Organization (NGO), showing
that social engineering is an important component of targeted attacks.

Giura and Wang [12] introduced an attack pyramid model to model tar-
geted attacks, and implemented a large-scale distributed computing framework
to detect APT attacks. Hutchins et al. [13] proposed a kill chain model to track
targeted attack campaigns and proposed an intelligence-driven strategy to adapt
defense based on the gathered intelligence.

Anti-debugging and Anti-VM in Malware. Chen et. al. developed a
detailed taxonomy for anti-debugging and anti-VM techniques [8], and they also
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proposed a novel defensive approach to mislead the attacker, by disguising the
production systems as monitoring systems. A recent survey of the use of anti-
debugging and anti-VM techniques in malware is presented by Branco et. al. [3],
in which they introduced various static detection methods for anti-debugging
and anti-VM techniques, and run an analysis over 4 million samples to show the
state of evasion techniques in use.

7 Conclusion

In this paper, we have analyzed the presence of anti-debugging and anti-VM
techniques in 17,283 malware samples, by using static analysis. As part of this
analysis, we have compared the presence measurements between targeted and
generic malware, we have correlated them with their antivirus detection rate,
and we have examined their evolution over time.

As expected, we have observed that both targeted malware and generic mal-
ware often use anti-debugging and anti-VM techniques. The analysis results also
confirmed the hypotheses that the number of anti-debugging techniques used
tend to increase over years, and that their presence has a negative correlation
with the antivirus detection rate.

At the same time, this study revealed two counter-intuitive trends: (1) The
study concluded that targeted malware does not use more anti-debugging and
anti-VM techniques than generic malware, whereas targeted malware tend to
have a lower antivirus detection rate; (2) This paper identified a decrease over
time of the number of anti-VM techniques used in APTs and the winwebsec
malware family. This conflicts with the original hypothesis that APTs try to
evade analysis and detection by using anti-VM techniques, and strongly contrasts
with other malware families where the opposite trend holds.
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Abstract. An increasing number of Android developers are incorpo-
rating third-party native libraries in their applications for code reuse,
CPU-intensive tasks and other purposes. However current Android secu-
rity mechanism can not regulate the native code in applications well.
Many approaches have been proposed to enforce security of Android
applications, but few of them involve security of the native libraries in
Android applications.

In this paper, we propose NativeProtector, a system that regulates
the third-party native libraries in Android applications. The standalone
Android application is separated into two components: the server app
and the client app where server app contains the native libraries for pro-
viding services from the native libraries while the client app contains the
rest parts of the original app. The client app binds to the server app
at the launching time, and all native function calls are replaced with
interprocess calls to the server app. NativeProtector also generates the
stub libraries intercept system calls in server app and enforce security
of the native libraries in server app. We have implemented a prototype
of NativeProtector. Our evaluation shows that NativeProtector can suc-
cessfully detect and block the attempts of performing dangerous oper-
ations by the third-party native libraries in Android applications. The
performance overhead introduced by NativeProtector is acceptable.

Keywords: Android security · Native libraries · Process isolation · Call
interception

1 Introduction

Android dominated the smartphone market with a share of 82.8 % in the second
quarter of 2015 [6]. This trend is benefited from the great increase of third-party
Android applications, because they can be easily downloaded and installed. How-
ever, numbers of malicious applications also occur to leak user private informa-
tion and perform dangerous operations. Therefore, preventing privacy leaks and
enabling fine-grained control in Android applications are necessary.
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Many approaches have been proposed to protect the security of Android
applications, but they often focus on Java code, because Android applications are
often written in Java language. In fact, Android also provides JNI (Java Native
Interface) for calling native libraries in applications, and many developers tend to
use third-party native libraries to reuse existing code or perform CPU-intensive
tasks (such as image filtering and video encoding). However, the security of these
third-party native libraries is often omitted [19]. In the Android system, these
native libraries can access the entire process address space and share all the
permissions which the user grants to the whole applications, and they are also
uncovered by Java security mechanism. Thus, malicious native libraries are very
dangerous for Android security.

To the best of our knowledge, only a few existing approaches focus on the
security of native libraries in Android. NativeGuard [21] is a typical framework
which uses process isolation to sandbox native libraries of applications. It has
two main advantages. Firstly, NativeGuard separates native libraries to another
standalone application, so native libraries can not fully access the entire appli-
cation address space, and the interaction between native libraries and Java code
is fulfilled via Android Inter-Process Communication (IPC) mechanism. Sec-
ondly, the generated native-library application is no longer granted permissions,
so dangerous operations can not be performed.

However, NativeGuard still has some limitations. Firstly, because no permis-
sions are granted to the native-library application, the benign native libraries
crash when they need necessary permissions. Secondly, NativeGuard lacks fine-
grained control of the native libraries to manager their behaviors.

To ensure the security of native libraries in Android, we propose a practi-
cal approach named NativeProtector. On one hand, inspired by NativeGuard,
we use the process isolation to prevent the native libraries from accessing the
entire application address space and limit the permissions of native libraries.
On the other hand, we perform fine-grained control of native libraries by instru-
menting the third-party native libraries and intercepting native-library calls to
access private data and perform dangerous system calls. In detail, the third-party
native libraries are separated as a standalone application, so the access of native
libraries to Java code is restricted by fine-grained access control. By combining
isolation and interception, we can ensure the security of native libraries with-
out crashing benign native libraries. Meanwhile, NativeProtector is very easy to
deploy. It can run as a common application without the root privilege because
NativeProtector statically instruments the target application. Hence, no modi-
fication is required for the Android framework.

The main contributions of this paper are following:

– By combining isolation and interception, we have proposed a practical app-
roach named NativeProtector, to protect Android applications from malicious
third-party native libraries.

– We have built a prototype of NativeProtector to separate an application to the
native-library application and Java code, and instrument the native libraries
to perform fine-grained access control.
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– We have evaluated NativeProtector on real-world and manually crafted appli-
cations. The experimental results show that NativeProtector is effective for
security and compatible for many applications, and the performance overhead
is also acceptable.

The rest of this paper is organized as follows: Sect. 2 provides some back-
ground information on Android security and JNI, we also talk about dynamic
loading and linking in Android. In Sect. 3 we describe the threat model of Native-
Protector and defenses provided by NativeProtector. Section 4 goes through
details about NativeProtector’s implementation. In Sect. 5 we evaluate effec-
tiveness, compatibility and overhead of NativeProtector. Related work is shown
in Sect. 6. Section 7 gives the conclusion of this paper.

2 Background

In this section, we first briefly give an overview of Android security, and then
introduce some important concepts in Android to help to better understand
NativeProtector.

2.1 Android Security Overview

Android OS is an open-source software stack for mobile devices consisting of
a Linux kernel, Android application framework and system applications. In
Android, each application runs in a separate sandboxed environment that iso-
lates data and code from other applications which is guaranteed by Linux
kernel’s process isolation. One application can not access to another applica-
tion’s address space and private data. Inspired by this mechanism, the third-
party native libraries can be separated as another application to ensure that
they can not access to the entire application’s address space or private data.

2.2 Java Native Interface

Similar to the desktop Java program, Android provides the Java Native Interface
(JNI) to define a framework for Java code and native code to call each other.
Commonly, developers use native libraries in their applications for code reuse,
CPU-intensive task or application hardening. Android provides Native Develop
Kit (NDK) [2] to allow developers to implement parts of applications in native
languages like C and C++. NDK compiles native source code files into shared
libraries which can be loaded dynamically under the request of the application’s
java code. When a native function is invoked, it will be passed a special data
structure of type JNIEnv, which allows the native code to interact with the java
code [20]. For instance, the native code can use JNIEnv->FindClass(“Sample”)
to locate the Java class “Sample” and call its functions. Inspired by this mecha-
nism, these key JNI related functions can be interposed to intercept the access
to private data and dangerous function calls based on predefined policies.
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2.3 Dynamic Loading and Linking

Android adopts its own dynamic loader and linker for native libraries. Unlike the
desktop Linux operating system, Android’s loader do not take the lazy Binding
policy, which means the loader will recursively resolve all the external functions
when the application is loading into the memory. But the PLT/GOT [7] struc-
ture is still used for dynamic linking. In particular, for an ELF file which has
some external functions, its call sites to an external function is actually jump
instruction to a stub function in the Procedure Linkage Table (PLT). This stub
function performs a memory load on a entry in the Global Offset Table (GOT)
to retrieve the real target address of this function call. When a native library
is loaded, the loader resolves all external functions and fills them in the GOT
entries.

3 System Design

In this section, we first give the threat model of NativeProtector, and then we
explain how can we prevent the damage from the third-party native libraries
and the defenses provided by NativeProtector.

3.1 Threat Model

There are three main advantages for using native libraries or native code in
Android applications: a) porting applications between platforms; b) reusing
existing libraries or providing libraries for reuse; c) increasing performance in
certain cases, particularly for CPU-intensive applications like pixel rendering,
image filtering and games. For these advantages, many Android developers tend
to incorporate native libraries in their applications. But these native libraries
are always developed by the third party, so they can be malicious. Note that
a carefully designed Android application may have security check on passing
sensitive data to native library. However, the developers usually trust the native
libraries and fail to perform such checks.

Similar to existing solutions [21], we assume an adversary model that the
third-party native libraries in the applications are not trustworthy, but some
native libraries are essential to the functionalities of the applications. We need
to ensure the applications with third-party native libraries work as normally as
possible when restricting the third-party native libraries’ unprivileged operations
such as accessing to the private data.

In this paper, the developer is trustworthy so that the Java code of the appli-
cations is trustworthy. As there are many approaches of enforcing the security
of Java code in Android applications [13,16,25,26], it’s reasonable that the Java
code can be regulated well even though it involving some malicious code.
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Fig. 1. System architecture of NativeProtector

3.2 Defenses Provided

As shown in Fig. 1, NativeProtector separates the original app to two standalone
apps. One of them consists of Java bytecode and the resources of the original
app (like layouts, values et al.). The other consists of the third-party native
libraries implemented as an Android service [3]. The Java one acts as the client,
and the native one acts as the server. These two apps communicate with each
other via Android IPC. In this way, the security of native libraries is controlled
by Android’s existing process isolation security mechanisms, which means the
third-party native libraries can not access to the entire application address space.
To support arbitrary applications, where source code is not always available, we
craft the application separation process in bytecode instead of source code.

To control the third-party native libraries’ access to private data and dan-
gerous operations, NativeProtector inserts hooking libraries into the server app
which contains the third-party libraries. These hooking libraries intercept the
interactions between the third-party native libraries and the system to enforce
various security policies. To control the third-party native libraries’ access to
private data and dangerous operations by JNI calls, we also intercept the JNI
calls called by the native code to enforce security policies.

Use Case: For each app to be installed, NativeProtector separates it into two
standalone apps. They are both installed on the user’s cellphone and the server
app is installed as an Android service. When the client app is launched, it starts
the server app and binds to the service of the server app. When the client app
needs to call the functions in the native libraries, the client app will interact
with the server app through IPC.
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4 Implementation

We have implemented a prototype of NativeProtector in Java and C program-
ming languages.

4.1 Apk Repackaging

Each Android application is distributed as a package file format which is named
APK (Android Application Package). An APK file contains a manifest file named
AndroidManifest.xml, the application’s code in form of dex bytecode, XML
resources like activity layouts, other resources such as images, and the native
libraries which are standalone Linux shared object files (.so). To support arbi-
trary applications, all we worked is on the APK file.

An APK file is actually a ZIP compression package, which can be easily
decompressed with decompression tools. Because the Android SDK puts all the
application’s compiled bytecode in a single file called classes.dex, and the XML
files are also compressed, we can not edit the bytecode or XML files directly to
add our protection code. We need to take the original APK files, disassemble it
to a collection of individual classes and XML files, add NativeProtector’s code
in them, and then reassemble all the things back to new APK files.

To perform this task we choose apktool [5], a tool for Android applications
reverse engineering which can decode resources to nearly original form and
rebuild them after making some modifications. In NativeProtector apktool is
taken in the repackaging process. We first take apktool to disassemble the APK
file to manifest file and resources, the native libraries, and the application’s
bytecode which is in the smali format. Then we use these files to generate the
client app source files and server app source files. Meanwhile, we insert our stub
libraries into the server app source files to intercept the private data access and
dangerous operation for enforcing security policies. Finally, we use apktool to
reassemble the client app and server app to APK files, and install them on the
user’s phone.

4.2 Native Libraries Isolation

NativeProtector isolates the native libraries to another application as an Android
service. Actually, it generates several AIDL(Android Interface Definition Lan-
guage [1]) interfaces and assistant smali code, and then modifies the launcher
Activity and the JNI calls in the applications to achieve isolation. Figure 2. shows
the detailed process of the isolation of NativeProtector. Next, we illustrate some
key points in the isolation process.

Generate Server Application. After disassembling the original app’s APK
file by apktool, all smali files of the application are analyzed to record native
function information. Then for each native function, NativeProtector creates a
corresponding AIDL interface and an Android wrapper function in the server for
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Fig. 2. Isolation process of NativeProtector

communicating with the client. When the client calls the native function, there is
an IPC call to the corresponding wrapper function with the same parameter, and
the wrapper function invokes the native function through the AIDL interface.
Finally, the native functions with AIDL interfaces and wrapper functions are
reassembled into the server app using apktool.

Generate Client Application. After the server app is generated, we use the
generated AIDL interfaces to craft the client app. We analyze all the smali
files of the original app automatically to change the native function calls to
corresponding AIDL calls. Then we use apktool to reassemble the Java bytecode
of the original app which has been modified as above mentioned, the AIDL
interfaces corresponding to the server app, and the other resource files of the
original app to the client app as an APK file.

Modify the Launcher Activity. To make the client app works normally we
need to ensure that at the very beginning in the client app, the server app’s
service is bound to the client app and the client app can call the native func-
tions normally. Launcher activity is the starting execution point of an Android
application. A callback method of the activity named onCreate is automatically
invoked by the system when the application is launched. So NativeProtector
locates this callback method in the launcher activity, and inserts code to bind
to the server app to ensure that the client app is launched together with the
server app.
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4.3 Native Libraries Interception

In the process of the native libraries isolation, NativeProtector instruments the
native libraries for intercepting the private data access and dangerous operations.
This interception is implemented as some hooking libraries which are packed in
the server app, and we let the server app load the hooking libraries and perform
the hooking operation for native libraries interception. NativeProtector also pro-
vides a policy manager employing various security policies to enforce security.
Next we detail the native libraries interception process of NativeProtector.

Efficient Interception. The PLT/GOT structure is used for dynamic linking
in Android. The call sites to external functions in Android native libraries are
jump instructions to stub functions in PLT, and the stub functions then perform
memory load on the entries in the GOT to retrieve the real address of these
functions. We can exploit this mechanism to perform the required interposition.
We scan every loaded native library and overwrite each GOT entry with pointer
to our stub function. In this way, we can intercept the private data access and
dangerous operations.

Policies. As we are able to insert hooking libraries which can intercept the
private data access and dangerous operations to monitor the third-party native
libraries, we can introduce the various security policies in NativeProtector to
enforce security. At present, we implement some typical security policies in
NativeProtector. In theory, NativeProtector can perform as a flexible framework
to adopt many more useful security policies.

In NativeProtector, we monitor mainly three kinds of operations, including
accessing private data, connecting to remote server and sending SMS (Simple
Message Service) messages. We consider those operations, because they cover
the two ends of path that may leak private data. The policies taken by Native-
Protector to regulate the third-party native libraries in these three operations
are described below:

– Private Data Policy. This policy protects the user’s private data such as
IMEI, IMSI, phone number, location, stored SMS messages and contact list.
These private data can be accessed from the system services provided by
Android Framework APIs. These Android Framework APIs call a single call
to the ioctl() function. NativeProtector intercepts the calls to ioctl(), and
parses the data passed in the calls to determine which service is accessed.
Then we can know which private data is accessed by the native libraries and
decide whether allow the private data access of the native libraries.

– Network Policy. Android uses connect() function for socket connection. All
Internet connections in Android call this function eventually. NativeProtector
can intercept this function to control the Internet access of the native libraries.
We restrict the native libraries to connect to only a specific set of IP addresses
and prevent the native libraries from connecting to malicious IP addresses.
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With these whitelist and blacklist policies, we can ensure the native libraries
are regulated int network, and the normal use of the native libraries is not
affected. The whitelist and blacklist can be managed by user, or be retrieved
from a trusted server.

– SMS Policy. In Android framework, applications can not send SMS messages
on their own. The applications must invoke RPCs to the SMS service through
Binder. All the interactions with Binder call ioctl() function eventually. As we
mentioned above, NativeProtector intercepts the calls to ioctl(). Thus we can
get the destination number and the content of the SMS message to inform
the users, and decide whether to allow this operation or not. Meanwhile we
can take a blacklist policy to prevent the native libraries from sending SMS
messages to premium numbers. As NativeProtector only block sending SMS
message to premium numbers, calling to those numbers is not blocked unless
the phone call policy is adopted.

5 Evaluation

In this section, we evaluate the effectiveness, compatibility and performance of
our prototype of NativeProtector. The experiments are performed on a Google
Nexus 4 phone running Android 4.4.2.

5.1 Effectiveness

To show the effectiveness of NativeProtector, we have manually designed a demo
app. This demo app contains a malicious but inseparable native library, which
is used by the demo app for network connection. But this malicious native
library gets the location information of the phone and send to a known malicious
server. The demo app uses native system calls to perform this process instead
of Java APIs.

This demo app demonstrates that the third-party native libraries may make
use of the permissions assigned to the applications and cause security violations.
As for NativeGuard [21], it simply separates the native libraries to another server
app, and gives no permissions to the server app. This approach indeed restricts
the third-party native libraries’ access to all the application’s process address
which can change the execution of java code, but it also leads to the result that
the third-party native libraries can not work any more. In this app, the native
library can not connect to the network, even for the benign servers.

NativeProtector can improve the situation by combining separation and inter-
ception. For this demo app, NativeProtector separates the native library to the
server app and generates hooking libraries to the server app. The server app has
the permissions same as the original app, so the third-party native library can
work well. But when the third-party native library accesses to the phone loca-
tion (private data in the test), and when the third-party native library connects
to the malicious IPs in the blacklist, the hooking libraries will intercept these
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dangerous function calls and block them. In this way, NativeProtector can help
the app to use the third-party native libraries functionality and prevent appli-
cations from the malicious third-party native libraries.

5.2 Compatibility

To test the compatibility of our NativeProtector prototype, we have collected
20 popular apps from APKPure [4] store, a applications store which can ensure
the applications download from it are the same as Google Play store. These
applications are downloaded from the leaderboard of the hot free applications
chart of the store in November 2015. NativeProtector successfully separates 15 of
20 applications. The five failed applications are due to the apktool. Two of them
fail in the disassembling stage before NativeProtector’s separation, and three of
them fail in the assembling stage after NativeProtector’s separation. Then we
manually test the applications after separation by playing with the instrumented
applications and using the functionalities of the instrumented applications. In the
test, all the 15 applications processed by NativeProtector can work well. During
the testing, we found that there are response delays in some applications. But on
the whole, NativeProtector introduces acceptable overhead and does not affect
the app’s functionalities. Details about the evaluated applications are presented
in Table 1.

5.3 Performance

For NativeProtector, a security framework which takes process isolation and
system call interception, the runtime overhead depends greatly on the inten-
sity of context switches and API invocations we intercepted (like connect()).
In Sect. 5.2, not mach delay is felt when testing in the real-world applications
hardened by NativeProtector. To quantify the performance overhead, we talk
about the NativeProtector’s performance overhead in the extreme cases. We
crafted two artificial application to represent the two extreme cases. One is test-
ing the influence of the intensity of context switches on the NativeProtector’s
performance overhead, and the other is testing the NativeProtector’s overhead
affected by the API invocations we intercepted.

Firstly, we crafted an application which compresses a medium size file (about
5.6 MB) stored on the phone with the popular Zlib library. The Java code of the
application divides this file to small segments and passes one to Zlib which per-
form the compression. Then the Java code passes the next one to Zlib. When Zlib
library is sandboxed by NativeProtector, the segments size has a great impact
on the performance overhead, as small segment size means frequent context
switches between Java and native code. Table 2 presents the overhead introduced
by enabling NativeProtector in Zlib benchmark application that compresses the
file with different segment size. All the performance time is the average over 5
tests. The results table illustrates that higher overhead comes up with smaller
segments size. And the overhead can be 81.79 % when the segments size is 1KB.
But in the real world, few applications will perform context switches as frequently
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Table 1. Apps used in compatibility test (∗: failed by apktool)

App Size Package name

DuoLingGo 9 M com.duolingo

ES File Browser∗ 5.9 M com.estrongs.android.pop

Shadowsocks 3.7 M com.github.shadowsocks

IMO 6.7 M com.imo.android.imoim

Arrow Desktop 4.5 M com.microsoft.launcher

Microsoft Outlook 18.1 M com.microsoft.office.outlook

Snapseed 20.7 M com.niksoftware.snapseed

Brightest LED Flashlight 5.1 M com.surpax.ledflashlight.panel

Tiger VPN 5.8 M com.tigervpns.android

Tumblr 21.1 M com.tumblr

Twitter 21.7 M com.twitter.android

HideMe VPN 5.8 M io.hideme.android

OpenVPN Connect 2.3 M net.openvpn.openvpn

New York Times∗ 1.2 M org.greatfire.nyt

WiFi key∗ 6.3 M com.halo.wifikey.wifilocating

Touch VPN 4.7 M com.northghost.touchvpn

Firefox 40.1 M org.mozilla.firefox

AliExpress Shopping App∗ 10 M com.alibaba.aliexpresshd

Clean Master 16.6 M com.cleanmaster.mguard

WiFi Toolbox∗ 7.7 M mobi.wifi.toolbox

as this test. They utilize native libraries to perform CPU-intensive operations like
image compression and conversion, without frequently making context switches.
Thus NativeProtector brings acceptable overhead to the real-world applications.

Secondly, we crafted an application which use native libraries to connect to a
remote server and send a message. This application tries to connect the remote
sever and send message ten times. After these operations are done, it logs the
time consumed. We tested both the original application and the application hard-
ened by NativeProtector for five times against the randomness. Table 3 shows
the result of this test. We can see that NativeProtector introduces an overhead
of 50 % in this test, which we believe is acceptable as real-world applications will
not invoke the APIs NativeProtector intercepted frequently.

In summary, the evaluation demonstrates that NativeProtector can enforce
security on the native libraries in Android applications with acceptable overhead
in most real-world applications where context switches between Java and native
code are not frequent and the API invocations we intercepted are not frequently
used.
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Table 2. Performance on Zlib benchmark application

Segments Size Without NativeProtector With NativeProtector Overhead

1 KB 21905 ms 39822 ms 81.79 %

2 KB 15093 ms 23948 ms 58.67 %

4 KB 10585 ms 15507 ms 46.50 %

8 KB 8993 ms 11399 ms 26.75 %

16 KB 8494 ms 9585 ms 12.84 %

Table 3. Performance on API invocations

First test Second test Third test Forth test Fifth test Average

Without NP 608 ms 543 ms 512 ms 438 ms 619 ms 544 ms

With NP 960 ms 743 ms 788 ms 672 ms 916 ms 816 ms

Overhead 50 %

6 Related Work

6.1 Android App Security

With the increasing popularity of Android and the increasing malware threats,
many approaches to secure Android applications have been proposed. Some of
them extend the Android framework to perform fine-grained control of Android
applications at runtime [10,11,14,18,22,28]. AppFence [14] retrofits the Android
operating system to return mock data of the sensitive resources to the imperi-
ous applications. CRePE [11] allows both the user and authorized third parties
to enforce fine-grained context-related polices. Deepdroid [22] intercepts Binder
transactions and traces system calls to provide portability and fine-grained con-
trol. The other approaches perform security enforcement at the application layer
[8,9,12,17,23,27]. Aurasium [23] uses native library interposing to enforce arbi-
trary policies at runtime. Appcage [27] hooks into the application’s Dalvik virtual
machine instance to sandbox the application’s dex code and uses SFI (Software
Fault Isolation) to sandbox the application’s native code. Boxify [9] combines
the strong security guarantees of OS security extensions with the deployability
of application layer solutions by building on isolated processes to restrict privi-
leges of untrusted applications and introducing a novel application virtualization
environment. NativeProtector takes the application layer approach. It can run
in the user’s phone and does not need to modify the Android framework, so it
can be easily deployed.

6.2 Untruseted Code Isolation

Android’s UID-based sandboxing mechanism strictly isolates different applica-
tions in different processes. With this strong security boundary naturally sup-
ported by Android, many approaches have been proposed to isolate untrusted code
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in another process [15,19,21,24].Dr.Android andMr.Hide [15] revokes allAndroid
platform permissions from the untrusted applications and applies code rewriting
techniques to replace well-known security-sensitive Android API calls in the moni-
tored application with calls to the separate reference monitor application that acts
as a proxy to the application framework. AdSplit [19] and AFrame [24] isolate the
third-party advertising libraries which is the JAR format into separate processes.
NativeGuard [21] isolates native libraries into a non-privileged application.But the
benign native libraries which need permission to perform legal task can not work
any more, because it lacks the fine-grained access control of the native libraries.
NativeProtector adopts the idea of isolation, and instruments the native libraries
to take fine-grained access control of native libraries.

7 Conclusion

We have presented the design, implementation and the evaluation of NativeProtec-
tor, a system to regulate the third-party native libraries in Android applications.
NativeProtector separates the native libraries and generated hooking libraries to
another server app, and the rest part of the original app is generated as the client
app. The client app binds to the server app at the launching time, and all native
function calls are replaced with the IPCs to the server app. The hooking libraries
intercept system calls in server app to enforce security of native libraries in the
server app. We have implemented a prototype of NativeProtector. Our evalua-
tion shows that NativeProtector can successfully regulate the third-party native
libraries in Android applications and introduces acceptable overhead.
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Abstract. We present a novel progress-sensitive, flow-sensitive hybrid
information-flow control monitor for an imperative interactive language.
Progress-sensitive information-flow control is a strong information secu-
rity guarantee which ensures that a program’s progress (or lack of) does
not leak information. Flow-sensitivity means that this strong security
guarantee is enforced fairly precisely: we track information flow accord-
ing to the source of information and not to an a priori given variable
security level. We illustrate our approach on an imperative interactive
language. Our hybrid monitor is inlined: source programs are translated,
by a type-based analysis, into a target language that supports dynamic
security levels. A key benefit of this is that the resulting monitored pro-
gram is amenable to standard optimization techniques such as partial
evaluation.

1 Introduction

Information-flow control is a promising approach to enable trusted systems to
interact with untrusted parties, providing fine-grained application-specific con-
trol of confidential and untrusted information. Static mechanisms for information-
flow control (such as security type systems [12,14]) analyse a program before
execution to determine whether its execution satisfies the information flow
requirements. This has low runtime overhead, but can generate many false pos-
itives. Dynamic mechanisms (e.g., [4]) accept or reject individual executions at
runtime and thus can incur significant runtime overheads. Hybrid information-
flow control techniques (e.g., [8]) combine static and dynamic program analysis
and strive to achieve the benefits of both: precise (i.e., per-execution) enforcement
of security and low runtime overhead.

We present a novel progress-sensitive [2], flow-sensitive hybrid information-
flow control monitor for an imperative interactive language. Our monitor pre-
vents leaks of confidential information, notably via progress channels, while
limiting over approximation, thanks to flow sensitivity and its inline nature.
Our monitor is inlined: source programs are translated into a target language
that supports dynamic security levels [15]. The type-based translation inserts
commands to track the security levels of program variables and contexts, and to
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control information flow. A key benefit is that the resulting monitored program
is amenable to standard optimization techniques such as partial evaluation [7].

The translation to the target language performs a static analysis using three
security levels: L (for low-security information), H (for high-security informa-
tion), and U (for unknown information). If the program is statically determined
to be insecure, then it is rejected. Otherwise, the translation of the program
dynamically tracks the unknown security levels, and ensures that no leak occurs.

Our main contributions are twofold. This work is one of the first hybrid mon-
itor that enforces both flow and progress-sensitive information security; more-
over, the combination of channel-valued variables, flow-sensitivity and progress-
sensitivity presents a couple of issues that we solve.

Motivating Examples

Channel Variables. Our source language supports channel variables whose secu-
rity level can be statically unknown. This leads to use a special security level,
U , which delays the decision to accept or reject certain programs to runtime.
Indeed, a channel level needs upward or downward approximation according to
its use and this cannot be approximated, as the following example shows.

Progress Channels. The progress of a program, observable through its outputs,
can reveal information. In the following program, the occurrence of an output
on the public channel reveals a confidential information controlling the loop
termination.

The most common way to prevent leaks through progress channels is to forbid
loops whose execution depends on confidential information [10,13], but it leads
to the rejection of many secure programs, such as the following.
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Inspired by Moore et al. [9], we use an oracle to determine the termination
behaviour of loops. If it tells that a loop always terminates (cf Listing 1.3),
then there is no possible leak of information. If the oracle says it may diverge,
then a risk of information leak is flagged. The oracle is a parameter based on
termination analysis methods brought from the literature [6].

Structure. In Sect. 2, we present the imperative language used to illustrate our
approach. Section 3 defines the non-interference property. Section 4 describes our
typed-based instrumentation mechanism, explains the type system, and presents
the target language in which the instrumented programs are written; it is an
extension of the source language with dynamic security levels. Section 5 is a
summary of related work. Finally, we conclude in Sect. 6.

2 Source Language

Source programs are written in a simple imperative language. We suppose that
the interaction of a program with its environment is done through channels.
Channels can be, for example, files, users, network channels, keyboards, etc.
These channel constants are associated to a priori security levels, private or
public. This is more realistic than requiring someone to manually define the level
of every variable of the program; their level can instead be inferred according to
the sources of information they may hold.

2.1 Syntax

Let V be a set of identifiers for variables, and C a set of predefined communication
channels. The syntax is as follows.

x ∈ V ∪ C
n ∈ Z

e ::= x | n | e1 op e2 | read x
cmd ::= skip | x := e | if e then cmd1 else cmd2 end |

while e do cmd end cmd1; cmd2 send x1 to x2

Values are integers (we use zero for false and nonzero for true), or channel names.
Symbol op stands for arithmetic or logic binary operators. We write Exp for the
set of expressions. W.l.o.g., we assume each channel consists of one value, which
can be read or modified through read operation and send command respectively.
It is easy to generalize to channels consisting in sequences of values.

2.2 Semantics

A memory m : V � C → Z � C is a partial map from variables and channels to
values, where the value of a channel is the last value sent to this channel. More
precisely a memory is the disjoint union of two maps of the following form:

mv : V → Z � C, mc : C → Z,
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where � stands for the disjoint union operator. We omit the subscript when-
ever the context is clear. We write m(e) = r to indicate that the evaluation of
expression e under memory m returns r.

The semantics of the source language is mostly standard and is illustrated in
Fig. 1. Program configurations are tuples 〈cmd ,m, o〉 where cmd is the command
to be evaluated, m is the current memory and o is the current output trace. A
transition between two configurations is denoted by the −→ symbol. We write
−→∗ for the reflexive transitive closure of the −→ relation.

We write v ::vs for sequences where v is the first element of the sequence, and
vs is the rest of the sequence. We write ε for the empty sequence. An output trace
is a sequence of output events: it is of the form o = (v0, ch0) :: (v1, ch1) :: . . .
where vk ∈ Z is an integer value, and chk is a channel, k ∈ N. The rule for
sending a value appends a new output event to the end of the trace. (We abuse
notation and write o :: (v, ch) to indicate event (v, ch) appended to trace o.)

〈skip, m, o〉−→〈stop, m, o〉
m(e) = r

〈x := e, m, o〉−→〈stop, m[x �→ r], o〉

m(x1) = v ∈ Z m(x2) = ch ∈ C
〈send x1 to x2, m, o〉−→〈stop, m[ch �→ ], o :: (v, ch))〉

〈cmd1, m, o〉−→〈stop, m′, o′〉
〈cmd1; cmd2, m, o〉−→〈cmd2, m

′, o′〉
〈cmd1, m, o〉−→〈cmd ′

1, m
′, o′〉 cmd ′

1 �= stop

〈cmd1; cmd2, m, o〉−→〈cmd ′
1; cmd2, m

′, o′〉

m(e) �= 0 =⇒ i = 1 m(e) = 0 =⇒ i = 2

〈if e then cmd1 else cmd2 end, m, o〉−→〈cmd i, m, o〉

m(e) �= 0

〈while edo cmd end, m, o〉−→〈cmd ;while edo cmd end, m, o〉

m(e) = 0

〈while e do cmd end, m, o〉−→〈stop, m, o〉

Fig. 1. Semantics of the source language

We write 〈cmd ,m, ε〉 ↓ o if execution of configuration 〈cmd ,m, ε〉 can produce
trace o, where o may be finite or infinite. For finite o, 〈cmd ,m, ε〉 ↓ o holds if
there is a configuration 〈cmd ′,m′, o〉 such that 〈cmd ,m, ε〉 −→∗ 〈cmd ′,m′, o〉.
For infinite o, 〈cmd ,m, ε〉 ↓ o holds if for all traces o′ such that o′ is a finite
prefix of o, we have 〈cmd ,m, ε〉 ↓ o′.

3 Security

We define an execution as secure if the outputs on public channels do not reveal
any information about the inputs of private channels. This is a standard form of
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non-interference (e.g., [12,14]) adapted to our particular language model. More
formally, we require that any two executions of the programs starting from initial
memories that have the same public channel inputs, produce the same publicly
observable outputs. This means that an observer of the public output could
not distinguish the two executions, and thus learns nothing about the inputs of
private channels.

Before formally defining non-interference, we first introduce some helpful
technical concepts. We assume a lattice of security levels (L,	) with two ele-
ments: L (Low) for public information and H (High) for private information,
ordered as L 	 H. The projection of trace o to security level �, written o��, is
its restriction to output events whose channels’ security levels are less than or
equal to �. Formally,

ε�� = ε

((v, ch) ::o)�� =
{

(v, ch) :: (o��) if levelOfChan(ch) 	 �
o�� otherwise

where levelOfChan(ch) denotes the security level of channel ch (typically speci-
fied by the administrator).

We say that two memories m and m′ differ only on private channel inputs if
mv = m′

v and

∀ch ∈ C.levelOfChan(ch) = L ⇒ mc(ch) = m′
c(ch).

Definition 1 (Progress-Sensitive Non-Interference).
We say that a program p satisfies progress-sensitive non-interference if for

any two memories m and m′ that agree on public variables and public channel
inputs, and for any (finite or infinite) trace o such that 〈p,m, ε〉 ↓ o, then there
is some trace o′, such that 〈p,m′, ε〉 ↓ o′ and o�L = o′ �L.

This definition of non-interference is progress-sensitive in that it assumes that
an observer can distinguish an execution that will not produce any additional
observable output (due to termination or divergence) from an execution that will
make progress and produce additional observable output. Progress-insensitive
definitions of non-interference typically weaken the requirement that o�L = o′ �L
to instead require that o�L is a prefix of o′ �L, or vice versa.

4 Type-based Instrumentation

We enforce non-interference by translating source programs to a target language
that enables the program to track the security levels of its variables. The trans-
lation performs a type-based static analysis of the source program, and rejects
programs that clearly leak information (i.e. the translation fails).

In this section, we first present the security types for the source language
(in order to provide intuition for the type-directed translation) followed by the
description of the target language, which extends the source language with run-
time representation of security levels. We then present the translation from the
source language to the target language.
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4.1 Source Language Types

Source language types are defined according to the following grammar. The
security types are defined as follows:

L � ::= L | U | H
ValT σ ::= int | int� chan

VarT τ ::= σ�

Security levels in types include L and H, and also U (Unknown), which is
used to represent a statically unknown security level. The translated program will
explicitly track these statically unknown security levels at runtime. The security
levels are organized in a lattice (L,	), where L = {L,U,H} and L 	 U 	 H,
(H �	 U �	 L). The associated supremum is denoted . We derive two order
relations that allow us to deal with the uncertainty level.

Definition 2. The relations 	s, surely less than, and 	m, maybe less than, are
defined as follows

�1 	s �2 if (�1 	 �2) ∧ ¬(�1 = �2 = U)
�1 	m �2 if (�1 	 �2 ∨ �1 = U ∨ �2 = U)

Intuitively, we have � 	s �′ when we can be sure statically that � 	 �′ will be
true at runtime, and we have � 	m �′ when it is possible that � 	 �′ at runtime.
For example, U �	s L but U 	m L.

Value types are the types of integers (int) and channels. Type int� chan is
the type of a channel whose values are of security level �.

Variables types associate a security level with a value type. Intuitively, σ�

represents the type of a variable whose value type is σ, and whose variable type
is �, the latter is an upper bound of the information level influencing the value.

We instrument source programs to track at runtime the security levels that
are statically unknown. That is, if a variable x has type σU for some value type
σ, then the instrumented program will have a variable that explicitly tracks
the security level of variable x. Moreover, if σ is the unknown channel type
(intU chan) then the instrumented program will have a variable that explicitly
tracks the security level of the channel that is assigned to x. In order to track
these security levels, our target language allows their runtime representation.

The Uncertain Level. As illustrated in Listing 1.1, a channel level needs
upward or downward approximation according to its use. This is the main reason
underlying the use of the uncertainty level U . After the conditionals of that
listing, d has type (intUchan)L because it contains either a low or high channel
and its value is assigned in a context of level L. Our typing system accepts this
program in both Case 1 and Case 2, but inserts runtime checks. If the condition
lowValue > 0 is false at runtime, then sending of a highValue on d would be
safe, and Case 1 should be accepted, while Case 2 should be rejected since it
attempts to send a high level value to a public channel. On the contrary, if
lowValue > 0 appears to be false at runtime, then Case 1 should be accepted
and Case 2 rejected.
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The uncertainty is unavoidable in the presence of flow sensitivity and channel
variables. Indeed, we point out that we cannot be pessimistic about the level of
variable channels in this program. The output command suggests that a safe (yet
too strong) approximation for d would be a low security level. Yet, the input
command suggests that a safe (yet too strong) approximation for d would be a
high security level, which contradicts the previous observation. Consequently, if
we are to accept the program in Listing 1.1, in both cases, we need an alternative
security type, U , to carry on with the analysis.

4.2 Syntax and Semantics of Target Language

Our target language is inspired by the work of Zheng and Myers [15], which
introduced a language with first-class security levels, and a type system that
soundly enforces non-interference in this language. The syntax of our target
language is defined as follows. The main difference with the source language is
that it adds support for level variables (regrouped in the set Vlevel), a runtime
representation of security levels.

x ∈ V ∪ C
x̃ ∈ Vlevel

n ∈ Z

k ::= L | H

� ::= k | x̃ | � | �1  �2 | �1 � �2
::= x | n | 1 op 2 | readx

e ::= | �
cmd ::= skip | (x1, . . . , xn) := (e1, . . . , en) |

if e then cmd1 else cmd2 end | cmd1; cmd2 |
while e do cmd end | send x1 to x2 |
if �1 	 �2 then (sendx1 tox2) else fail end

Dynamic types will allow a verification of types at runtime: this is the goal
of the new send command, nested in a conditional – call it a guarded send –
that permits to check some conditions on security levels before sending a given
variable to a channel. If the check fails, the program aborts. In the target lan-
guage, only security levels L and H are represented at runtime. The security
level U used in the source language typing is replaced by variables and expres-
sions on variables. Level expressions support operators for supremum, infimum
and complement (where L = H and H = L); these are defined in Sect. 4.3.

For simplicity, we assume that security levels can be stored only in a restricted
set of variables Vlevel ⊆ V. Thus, the variable part mv of a memory m now has the
following type mv : (Vlevel → {L, H})	 (V \Vlevel → Z	C). Furthermore we assume
that Vlevel contains variables pc and hc, and, for each variable x ∈ V \ Vlevel

there exist level variables xlev; for channel variables, we also have a level vari-
able for their content, that is, the level of the information stored in the channel
that the variables point to, written xch. They will be used in instrumented pro-
grams to track security levels. For example, if x is a channel variable of security
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type (int� chan)�′ , then the values of these variables should be xch = � and
xlev = �′ (this will be ensured by our instrumentation). Variables pc and hc
hold the security levels of the context and halting context respectively. What
these are will be explained in Sect. 4.3. Note that the simultaneous assignment
(x1, . . . , xn) := (e1, . . . , en) is introduced to ensure coherence between the value
of a label variable and the level of the value assigned to the corresponding vari-
able. For all other common commands, the semantics of the target language is
the same as in the source language.

4.3 Instrumentation as a Type System

Our instrumentation algorithm is specified as a type system in Fig. 2. Its pri-
mary goal is to inline monitor actions in the program under analysis, thereby
generating a safe version of it. Its secondary goal is to reject programs that con-
tain obvious leaks of information. The inlined actions are essentially updates and
checks of level variables to prevent a send command from leaking information.

The typing rules of variables and constants have judgements of the form
Γ � e : σ�, telling that σ� is the variable type of e. The instrumentation judge-
ments are of the form Γ, pc, hc � cmd : t, h, Γ ′, [[cmd ]] where Γ, Γ ′ : V�C → VarT
are typing environments (initially empty), cmd is the command under analysis,
pc is the program context, hc is the halting context, t is the termination type
of cmd , h is the updated halting context, and [[cmd ]] is the instrumented com-
mand. The latter is often presented using a macro whose name starts with gen.
The program context, pc, is used to keep track of the security level in which a
command is executed, in order to detect implicit flows. The halting context, hc,
is used to detect progress channels leaks. It represents the level of information
that could cause the program to halt (due to a failed guarded send command)
or diverge (due to an infinite loop). In other words, it is the level of information
that could be leaked through progress channels by an output. The termination t
of a command is propagated in order to keep the halting context up to date. We
distinguish five termination types T = {T,D,ML,MU ,MH}, where T means
that a command terminates for all memories, D, diverges for all memories, ML,
MH and MU mean that a command’s termination is unknown statically; the sub-
script is used to indicate on which level the termination depends. For example,
the termination of the loop in Listing 1.2 is MH because it can either terminate
or diverge at runtime, and this depends on information of level H. The loop
in Listing 1.3 on the other hand is of termination type T because, no matter
what the value of highValue is, it will always eventually terminate. Similarly, a
loop whose condition is always true will have termination type D since it always
diverges. The precision of this analysis depends on the oracle precision.

The instrumentation of a program p begins by inserting commands to initial-
ize a few level variables: pc, hc are initialized to L, as well as the level variables
xlev and xch for each variable x ∈ V appearing in p. Similarly, level variables clev
and cch associated with each channel c used in p are also initialized, but the latter
rather gets initialized to levelOfChan(c). After initialization, instrumentation is
given by the rules of Fig. 2. We now explain these rules.
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levelOfChan(nch) = �

Γ 
 nch : (int� chan)L Γ 
 n : intL

Γ (x) = τ

Γ 
 x : τ

Γ 
 c : int�chan�c

Γ 
 read c : int���c

Γ 
 e1 : int�1 Γ 
 e2 : int�2

Γ 
 e1 op e2 : int�1��2 Γ, pc, hc 
 skip : T, hc, Γ, skip

Γ 
 e : σ�e

Γ, pc, hc 
 x := e : T, hc, Γ [x �→ σpc��e ], genassign

Γ (x) = int�x Γ (c) = (int� chan)�c

(pc � hc � �x � �c) �m �

Γ, pc, hc 
 send x to c : T, hc � �c, Γ, gensend

Γ 
 e : int�e h3 = �j∈{1,2}d(Γ, pc � �e, cmdj)
⊥ /∈ (Γ1 � Γ2) h = (h1 � h2 � h3 � level(t1 ⊕�e t2))

Γ, pc � �e, hc 
 cmdj : tj , hj , Γj , [[cmdj ]] j ∈ {1, 2}
Γ, pc, hc 
 if e then cmd1 else cmd2 end : (t1 ⊕�e t2), h, Γ1 � Γ2, genif

O(e, cmd , Γ � Γ ′) = to h = d(Γ, pc � �e, cmd)
�t = level(t) �o = level(to) ⊥ /∈ (Γ � Γ ′) Γ � Γ ′ 
 e : int�e

Γ � Γ ′, (pc � �e), (hc � �t � h′) 
 cmd : t, h′, Γ ′, [[cmd ]]

Γ, pc, hc 
 while e do cmd end : to, h � h′ � �o, Γ � Γ ′, genwhile

Γ, pc, hc 
 cmd1 : D, h, Γ1, [[cmd1]]

Γ, pc, hc 
 cmd1; cmd2 : D, h, Γ1, [[cmd1]]

t1 �= D Γ, pc, hc 
 cmd1 : t1, h1, Γ1, [[cmd1]]
Γ1, pc, h1 
 cmd2 : t2, h2, Γ2, [[cmd2]]

Γ, pc, hc 
 cmd1; cmd2 : t1 o
9 t2, h2, Γ2, [[cmd1]]; [[cmd2]]

Fig. 2. Instrumentation and typing rules for the source language

Rules (S-Chan) and (S-Int) specify the channels type and integer con-
stants. Rule (S-Var) encodes the typing of a variable, as given by environment
Γ . Rule (S-Op) encodes expression typing and excludes channel operations. Rule
(S-Read) specifies the current c value type. To prevent implicit flows, the spec-
ified security level takes into account the assignment context of channel variable
c, hence the supremum �  �c Rule (S-Assign) specifies the type of x from the
one of e to prevent explicit flows, and from pc, to prevent implicit flows. Its
instrumentation is given by the following macro:

genassign =
{
(x, xlev) := (e, pc  elev) if σ = int
(x, xlev, xch) := (e, pc  elev, ech) if σ = int�′chan



A Progress-Sensitive Flow-Sensitive Inlined Information-Flow 361

The variable elev represents the level of expression e, as specified by Rule
(S-Op). For example if e = x + read c, then elev = xlev  cch  clev. If e = x + y
then elev = xlev  ylev. Rule (S-Send) requires (pc  hc  �x  �c) 	m �. The
four variables on the left-hand side correspond to the information level possibly
revealed by the output to x2. The instrumentation translates it as follows

gensend pc � hc � xlev � clev � cch
x c

hc := hc � clev

The halting context records the possible failure of the guarded send, it is
updated with the assignment context of the channel. The following example
illustrates why this is necessary.

Assume that unknownValue is private and false at runtime. Then the first
guarded send is accepted, but allowing an output on a low security channel
subsequently would leak information about unknownValue. Updating hc will
affect the check of all subsequent guarded send. Updating hc with xlev or pc is
not necessary since their value will be the same for all low-equivalent memories.

For the conditional rules, we need a union of environments that maps to each
variable appearing in both branches the supremum of the two variable types, and
for each channel variable appearing in both branches the security level U if the
levels of their content differ.

Definition 3. The supremum of two environments is given as dom(Γ1 � Γ2) =
dom(Γ1) ∪ dom(Γ2), and

(Γ1 � Γ2)(x)=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Γi(x) if x∈dom(Γi)\dom(Γj), {i,j}={1,2} ∨ Γ1(x)=Γ2(x)
(intUchan)�2��′

2
if Γ1(x) = (int�1 chan)�2

∧ Γ2(x) = (int�′
1
chan)�′

2
∧ �1 �= �′

1

σ���′ if Γ1(x) = σ� ∧ Γ2(x) = σ�′

⊥ otherwise.

The symbol ⊥ is used to indicate that a typing inconsistency occured, e.g. when
a variable is used as an integer in one branch and as a channel in another.

The function level : T → L returns the termination level (i.e., the level that
termination depends on) and is defined as:

level(t) =

{
L if t ∈ T, D
� if t = M�
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Two operators are used to compose terminations types, ⊕, used in the typing of
conditionals, and o

9, used in the typing of sequences. They are defined as follows.

t1 ⊕� t2 =

⎧
⎪⎪⎨

⎪⎪⎩

t1 if t1 = t2 ∧ [t1 �= ML ∨ � = L]
ML if � = L ∧ t1 �= t2 ∧ {t1, t2} ⊆ {T, D,ML}
MH if � = H ∧ [M�′ ∈ {t1, t2}, �′ ∈ L or {t1, t2} = {T, D}]
M〈���1��2〉 otherwise, t1 = M〈�1〉, t2 = M〈�2〉

where 〈e〉 is e, a level expression, without evaluation. We will evaluate 〈e〉 to U
in the instrumentation type system (Fig. 2). We prefer to write 〈e〉 to emphasise
the fact that U is the approximation of an expression.

t1 o
9 t2 =

⎧
⎪⎨

⎪⎩

M�1��2 if t1 = M�1 and t2 = M�2

ti if tj = T, {i, j} = {1, 2}
D otherwise

The following example shows one more requirement. If in Listing 1.5 variable
unknownChannel is a public channel at runtime, and if the last send command
is reached and executed, it would leak information about highValue. The same
leak would happen if instead of the guarded send we had a diverging loop.

The following function d : ((V�C → VarT )×L×Cmd) → L, is used to update
the halting context, where Cmd is the set of commands. It approximates the
information level that could be leaked through progress channels by a possibly
failed guarded send in an unexecuted branch. Here, if Γ (c) = (int� chan)�′ , then
we write Γch(c) = � and Γlev(c) = �′.

d(Γ,pc, cmd) =

{
pc � ( 

c∈dc
(Γch(c)  Γlev(c))) if dc ∩ mv = ∅

pc otherwise

In this definition, dc represents the set of dangerous channels, that is, the ones
appearing in at least one guarded send in [[cmd ]]; mv is the set of variables that
may be modified in cmd . Intuitively, if all the dangerous channels are of level
H and not modified inside cmd , then we know that these guarded send cannot
fail. If we cannot be sure of their level, then the halting context is updated with
level pc. The supremum over the security levels of channels is taken in case the
value of the channels is sensible (for example if lowValue was H in Listing 1.1).
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(S-If) Its instrumentation is given by the following macro:

oldpcν pc
e

pc := oldpc

i pc pc � elev
hd( hifν , mvother, dcother);
[[cmd i]];
hc := hc � hif;

uphc(t1, t2, elev);
update(mvother)

where dcj represents the set of channels appearing in at least one guardedSend
in [[cmd j ]], mvj is the set of variables that may be modified in cmd j , tj is the
termination type of cmd j , elev is the guard condition’s level expression and �e is
the level of this guard (as computed by the typing system).

The instrumented code starts by saving the current context to oldpcν (the
symbol ν indicates that it is a fresh variable). The program context is updated
with the security level of the guard condition. The if itself is then generated.
In each branch, function hd, function d’s at runtime, evaluates the information
level possibly revealed by a failed guarded send in the other branch.

hd( h, mv, dc) =

{
h := ( pc � ( �

c∈dc
cch � clev)) if dc∩mv=∅

h := pc otherwise

This must be computed before executing [[cmdj ]] because we want to evaluate
whether the untaken branch could halt the execution or not. This must be done
before [[cmdj ]] as the latter could modify the level of the dangerous channels.

Function uphc is used to generate the code updating the halting context.

uphc(t1, t2, elev) =

{
skip if t1 = t2 ∈ {T, D}
hc := hc � elev otherwise

The rational underlying uphc use is to protect the guard value from being
revealed. If we know that both branches behave similarly, then the adversary
will not be able to deduce private information. On the other hand, if the two
branches may not behave the same way, then we have to perform hc := hcelev.

The following function updates the level variables of the untaken branch’s
modified variables so that they have similar types in all low-equivalent memories.

update(mv) =

{
skip if mv = ∅
(x, xlev) := (x, xlev � pc); update(mv\{x}) if x ∈ mv.

In a situation like the following listing, this function permits to update x’s level, to
protect unknownValue.
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(S-Loop) Typing the while involves a fixed point computation due to the flow
sensitivity. It is easy to show that this computation converges. The typing relies on O,
a statically called oracle computing the termination loop type (to).

oldpcν pc

e
[[cmd ]]

pc := oldpc

pc := pc � elev;
update(mv);
hd( hwhileν , mv, dc);
hc := hc � hwhile;

uphc(to, to, elev);

The inserted commands are similar to those of the if . The level variables and halting
context are updated before the loop in case an execution does not enter the loop. They
must be updated at the end of each iteration for the next iteration.

(S-Seq1) is applied if cmd1 always diverges; we then ignore cmd2, as it will never
be executed. Otherwise, (S-Seq2) is applied. The halting context returned is h2 instead
of h1 � h2 because h2 already takes into account h1.

In a longer version, we present a type system for the target language. We show that
a well typed program satisfies the progress-sensitive non-interference property 1, and
that a program generated by our typing system is well typed.

5 Related Work

There has been much research in language-based techniques for controlling information
flow over the last two decades.

Le Guernic et al. [8] present the first hybrid information-flow control monitor. The
enforcement is based on a monitor that is able to perform static checks during the
execution. The enforcement is not flow-sensitive but it takes into account concurrency.
In Russo and Sabelfeld [11], the authors state that purely dynamic enforcements are
more permissive than purely static enforcements but they cannot be used in case of
flow-sensitivity. They propose a hybrid flow-sensitive enforcement based on calling
static analysis during the execution. This enforcement is not progress sensitive.

Moore et al. [9] consider precise enforcement of flow-insensitive progress-sensitive
security. Progress sensitivity is also based on an oracle’s analysis, but they call upon it
dynamically while we do it statically. We have also introduced additional termination
types to increase the permissiveness of the monitor.

Chudnov and Naumann [5] inline a flow-sensitive progress-insensitive hybrid mon-
itor and prove soundness by bisimulation. We inline a flow-sensitive progress-sensitive
hybrid monitor, and we prove soundness using a mostly-standard security-type system
for the target language.

Askarov and Sabelfeld [3] use hybrid monitors to enforce information security in
dynamic languages based on on-the-fly static analysis. They provide a model to define
non-interference that is suitable to progress-sensitivity and they quantify information
leaks due to termination [2].

Askarov et al. [1] introduce a progress-sensitive hybrid monitoring framework where
the focus is on concurrent programs, and the use of rely-guarantee reasoning to enable
fine-grained sharing of variables between threads. Each thread is guarded by its own
local monitor (progress- and flow-sensitive). Their local monitor could be replaced by
a variant of our inlined monitor.

https://drive.google.com/file/d/0B6UAN3Jd1Fg0eW55ejVmMkg0R1E
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6 Conclusion

We have presented a hybrid information flow enforcement mechanism in which the
main contributions are the following.

(a) Our monitor is one of the first hybrid monitor that is both flow- and progress-
sensitive. It is more precise and introduces less overhead than currently available solu-
tions (e.g., [9,10]). Since our monitor is inlined, it can be easily optimized using classical
partial evaluation techniques, [7].

(b) We solve a few issues such as (1) the fact that it is not possible to approximate
the level of a channel (by introducing a level U) and (2) the need to approximate the
level of information that could be leaked through progress channels (by introducing a
function d).

We believe our approach to be generalizable to complex lattices, but it will require
a few alterations. Instead of only one uncertain level U , we would use sets of possible
levels (U is, in some sense, an abstraction of the set {L, H}) that are ordered pointwise.
That is, {L} � {L, H} � {H}. The function d would have to be adapted. Namely, the
complement operation in d would have to be replaced with the following expression:
{� : � �� Γch(c)} ∩ {� : � �� pc}.

Future work includes extensions to concurrency, declassification and information
leakage due to timing. We would like to scale up the approach to deal with real world
languages and to test it on elaborate programs.
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Abstract. Privacy in Home Automation Systems is a topic of increasing
importance, as the number of installed systems constantly grows. In this
paper we investigate the ability of an outside observer to link sets of
message timestamps together to predict user presence and absence. The
question we try to answer is: If attacker Eve has captured 1 hour of traffic
from victim Alice’s HAS and knows whether Alice was present at that
time, can Eve deduce Alice’s state by capturing another hour of traffic?
We apply different statistical tests and show that in certain situations,
the attacker can infer the user’s presence state with absolute confidence.

Keywords: Traffic analysis · Home automation · Statistical analysis ·
Privacy

1 Introduction

Home Automation Systems (HASs) are rapidly gaining popularity. They can
be used to control lights, window blinds, heating etc. Wireless HASs are cur-
rently most popular for use in private homes, as the installation is easier than
for their wired counterparts. However, previous research has shown privacy risks
of wireless HASs [17]: A passive eavesdropper can derive information about user
habits from message contents and metadata. Message encryption—the obvious
countermeasure—does not prevent analysis of communication patterns: packets
sent by a remote control to a door lock reveal that a user is locking or unlocking
a door. Even if addresses are obfuscated, message intervals could reveal informa-
tion, e.g. about absence or presence of users interacting with the HAS. In this
paper, we study the extent of information leakage through message intervals in
HASs. Our contribution consists of two parts: We present a new attack vector
which passive adversaries can use to infer information about the presence of users
from the timings of messages alone. Additionally, we analyse the success rates
of this approach and determine conditions under which a high confidence can
be achieved. While we acknowledge that certain situations are not distinguish-
able by software using our model (e.g. a user being asleep and not interacting
with the system vs. a user being absent), the goal is to find out whether or not
situations exist in which a correct statement can be reliably achieved.
c© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
J.-H. Hoepman and S. Katzenbeisser (Eds.): SEC 2016, IFIP AICT 471, pp. 369–383, 2016.
DOI: 10.1007/978-3-319-33630-5 25
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The paper is structured as follows: In Sect. 2 we give an overview of existing
research in similar areas. Section 3 contains the definition of our system model
as well as our model of the attacker. In Sect. 4 we summarise the attack method
whose effectivity we are investigating. Section 5 contains the description of our
analysis procedure and is followed by its results in Sect. 6. We conclude the paper
and provide an outlook on future work in Sect. 7.

2 Related Work

Several authors have pointed out the privacy risks of HASs. Jacobsson et al.
provide an overview of security and privacy risks in HASs [8]. A survey by
Denning et al. states “activity pattern privacy” with the sub-goals of “presence
privacy” (which we investigate in the paper at hand) and protection of occupant
identities as HAS security goals [5]. Privacy implications of specific systems have
been studied by Mundt et al., who derived information about user habits from
the communication of office building automation systems [14], and were able
to eavesdrop on communication of a wired bus system from a distance of 5 cm
[13]. In our own previous work, we have demonstrated the extent of information
leakage from a wireless HAS that neither encrypts communication nor attempts
to obfuscate sender and receiver addresses [17]. Moreover, we have studied legal
aspects of HASs that use data processing in the cloud [16]. Packet inter-arrival
times as a side channel have been considered by Wendzel et al. [19], but their
work focuses on establishing covert channels. Our contribution instead addresses
the problem of deducing information from existing timings.

As wireless HASs are a specific type of wireless sensor networks (WSNs),
some general results about WSNs might apply. There is a considerable body of
literature on privacy in WSNs. In their survey [10], Li et al. distinguish between
data privacy (concerning both the queries and the sensed data) and context
privacy, with the latter term referring to both location privacy and temporal
privacy. A number of publications consider traffic analysis in WSNs as a means
to breach location privacy [4,11,20], but this aspect is not very relevant in HASs.
While temporal privacy (which concerns the ability of an attacker to determine
the timing of an event detected by the WSN) is related to the problem we
investigate, we do not consider individual events in the paper at hand.

The use of traffic analysis (i.e. analysis of traffic patterns without consid-
eration of communication contents) is not restricted to particular networks;
the distribution of message inter-arrival times is commonly considered in traffic
analysis. For example, Moore and Zuev [12] use that distribution (among other
discriminators) to classify internet traffic; Bissias et al. [2] use inter-arrival times
to identify web sites in encrypted, proxied HTTP traffic. Celeda et al. [18] use
traffic analysis in Building Automation Networks to detect attacks.

3 System and Attacker Model

For our analysis we assume the following situation. A user Alice has installed a
home automation system. The system generates messages based on automation
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rules and in reaction to user behaviour. Both the rules and Alice’s habits are
known only to Alice. As the idea of this paper is to analyse if certain information
can be deduced from message timings alone, it makes sense to exclude all other
possible sources of information an attacker might be able to use. Real-world
observations as well as publicly known statistics (e.g. “The average user is asleep
during the night and at work from 09:00 to 17:00.”) are explicitly neglected here.

The network topology of our model is a fully connected graph with respect to
intended communication. This means that any two devices which are intended
to communicate with each other can do so directly. This model is used in many
available products; only few systems employ multi-hop communication. However,
the research presented in this paper can be used as a base for developing dummy
traffic schemes in both types of systems.

The communication is fully encrypted and packets are padded to a fixed
length. Both message payloads and message headers (including source and des-
tination addresses) are hidden from an outside observer.

In certain situations, low-level channel information can be used to try and
fingerprint devices when both sender and receiver are static [1,3,6]. For the
analysis at hand, we disregard this possible source of information. We argue that
these kinds of attacks require a level of effort and dedication from the attacker
which is unrealistic for common houses or when mounting traffic analysis attacks
on a large scale against many buildings at once. Furthermore, countermeasures
against these attacks have been explored in literature. We thus assume that the
attacker cannot determine the source of a packet by these means.

We model our attacker—Eve—as a global passive adversary. Eve can detect
any communication happening within the network, i.e. she can capture any
packet being transmitted. However, Eve cannot break the packet encryption
and she cannot distinguish between different devices by other means such as
triangulation or wireless device fingerprinting.

Eve’s goal is to determine whether or not Alice is at home at a given time.
For this, we assume she has the following a priori information about Alice’s
home automation system:

1. Eve knows that Alice’s HAS does not generate dummy traffic.
2. Eve has captured all communication packets during one hour of HAS opera-

tion. She also knows whether Alice was at home during this time.

The reason why we choose an interval of one hour for item 2 is twofold. On the
one hand, a time frame of more than one hour allows Eve to mount sophisticated
device fingerprinting attacks [6], invalidating our assumptions. However, it also
makes decisions less useful: The longer the time frame, the less likely Alice is to
keep this state during the next minutes or hours. On the other hand, a shorter
time frame makes decisions harder, as there is less data to base an assumption
on. We performed the same experiments with time frames of half an hour and
two hours, getting nearly the same results: The difference in the AUC values in
Sect. 6.3 was 0.005 on average with a maximum of 0.104.
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Using the available information, Eve needs to decide at a given time whether
Alice is currently at home or not. Eve can capture the communication packets
again for the same time frame to try and deduce Alice’s presence state.

4 Attack Methodology

Our analysis works as follows: We assume the role of the attacker, Eve. Using
the captured communication packets from two different time frames of one hour
each, we try to find similarities in the statistical distribution of timestamps
or inter-message intervals. We apply three different statistical tests to the two
samples: The Kolmogorow-Smirnow Two-Sample Test [9], the Chi-Square Test
of Independence [15] and the “Message Counts Test”.

The statistical tests used here tackle the null hypothesis that the two sam-
ples have the same underlying distribution function. Instead of rejecting the null
hypothesis with a certain confidence at a threshold depending on the desired
confidence, we analyse the computed test statistics and try to determine suit-
able thresholds ourselves. The reason behind this is twofold: On the one hand,
we do not have any a priori knowledge about the underlying distribution func-
tions. On the other hand, we want to determine whether the difference in the
distributions between two samples with different user states is high enough to
allow a distinction based on the calculated test statistics. If this is the case, we
can subsequently calculate thresholds and resulting confidence values for HASs.

4.1 Kolmogorow-Smirnow Test (KS Test)

The Kolmogorow-Smirnow Test for homogeneity [9] is based on the empirical
cumulative distribution functions of the two input samples. Informally speaking,
it measures the maximum vertical distance between the two curves. Formally,
given to samples X = [x1, x2, . . . , xn] and Y = [y1, y2, . . . , ym] with respective
empirical cumulative distribution functions FX and FY , it computes the value

D = sup
a

|FX(a) − FY (a)| (1)

If the result D is high, the null hypothesis is rejected.
We use the SciPy1 implementation of the KS 2-sample test from SciPy ver-

sion 0.14.0 and apply it to the inter-message time intervals. In addition to the
KS statistic D (sometimes referred to as dmax or Da,b in literature), the imple-
mentation computes a p-value as a function of D and the sample sizes. This
accounts for the fact that large samples with the same underlying distribution
are expected to show less differences than smaller samples (as per the law of
large numbers). We examine both the value of D as well as the p-value.

1 http://www.scipy.org, accessed 2015-12-18.

http://www.scipy.org
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4.2 Chi-Square Test (χ2 Test)

Pearson’s Chi-Square Test [15] follows a similar approach as the KS test, but
calculates the sum of squared differences between the actually measured frequen-
cies and the expected ones. In the 2-sample form, the expected frequencies are
estimated by taking the average frequencies of the two samples. Formally, the
test expects categories and respective frequencies as inputs. Given two samples
and m categories, these frequencies can be written as X = [x1, x2, . . . xm] and
Y = [y1, y2, . . . , ym], where xi is the number of elements in the first sample which
fall into the i-th category. Using the intermediate definitions

n = nx + ny =
m∑

i=1

xi +
m∑

i=1

yi (2)

∀z ∈ {x, y} : Ez,i =
nz × (xi + yi)

n
(3)

the test statistic is then defined as

χ2 =
n∑

i=1

(xi − Ex,i)2

(Ex,i)
+

n∑

i=1

(yi − Ey,i)2

Ey,i
(4)

If the value of χ2 is high, the null hypothesis (“The two samples have the
same underlying distribution function.”) is rejected.

For the Chi-Square Test, we use a custom implementation. Similar to the
Kolmogorow-Smirnow Test, it is applied to the inter-message time intervals.

As the test expects the two samples to be categorized into bins, we need to
do this before calculating the actual test statistic. Literature suggests to choose
bin sizes so that no bin contains less than 5 elements for any sample [7]. Thus,
we adaptively choose bins of varying size. The lower bound for the first bin is
the lowest value in any of the two input samples. The upper bound for a bin
(which is also the lower bound for the next bin) is chosen as the smallest number
which results in at least 5 elements of each sample falling into this bin. We thus
guarantee that at least 5 values are in each bin for each sample. An example for
the binning approach is depicted in Fig. 1. For the Chi-Square Test we calculate
and examine the test statistic.

Fig. 1. Example of the approach used for binning using a minimum bin size of 5. The
bounds are chosen so that at least 5 elements of each sample fall into one bin.
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4.3 Message Counts Test (MC Test)

Our “Message Counts Test” divides the number of messages in the larger sample
by the number of messages in the smaller one and subtracts 1, resulting in a
value within [0,+∞[. Higher values indicate larger differences in the amounts of
messages, just as higher results in the other tests indicate different distributions.
The idea behind it is that if the sheer amount of activity in the system is very
different to that during the reference time frame, the user state is likely to be
different. For example, if the reference capture was taken while Alice is present
and the capture in question shows lower activity, Alice is likely to be absent.

Formally, given two samples X = [x1, x2, . . . , xn] and Y = [y1, y2, . . . , ym],
the test statistic is defined as

Similar to the Chi-Square test, we calculate and examine the test statistic.

C =
max(n,m)
min(n,m)

− 1 (5)

5 Analysis Procedure

We obtained input data for our analysis by collecting packet captures from two
real-world home automation systems. System 1 is an installation using Home-
Matic hardware, an off-the-shelf solution for consumers, which was already used
as a base for our previous work on this topic [17]. The owner voluntarily cap-
tured all traffic for 36 days and provided us with the log files as well as presence
and absence times. System 2 is data from a custom system, built by combining
multiple automation products from different manufacturers. Traffic was recorded
for 37 days and published in a series of news articles2.

As a first step, we annotate each message with the user state: Present
and Absent are chosen based on the available data. A third state, Asleep is
introduced to handle the fact that during night hours (22:00 to 08:00), users are
usually asleep and thus the activity of the system is reduced. Due to the vague
nature of the Asleep state and the fact that we cannot be sure whether the
users were actually asleep during this time, we exclude it from further analysis
and only investigate messages whose state is either Present or Absent.

Analysing each system by itself, we construct (non-overlapping) intervals of 1
hour each and during which the user state did not change. For each interval, we
gather the messages sent during this time into Message Groups. Each Message
Group is thus identifiable by its system and the timestamp of the first message.
Also, as per the construction of intervals described above, each group has a fixed
user state. For System 1, we obtain 180 Message Groups with state Present,
136 Message Groups with state Absent and 237 Message Groups with state
Asleep. For System 2, the numbers are 223, 125 and 296, respectively.

For all non-identical combinations of Message Groups (only considering those
with states Present and Absent)—167, 941 in total—we perform the 3 statis-
tical tests mentioned in Sect. 4. We then visualize the results in boxplots, both
2 http://spon.de/aeDkn, accessed 2015-12-18.

http://spon.de/aeDkn
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overall per system as well as individually for each combination of user states.
In a second step, we test different thresholds for all tests and plot the true and
false positive rates in ROC diagrams.

6 Analysis Results

6.1 Test Suitability in the General Case

At first, we plot all test results by system and test and only distinguish between
the two cases whether or not the samples have different user states. This section
gives a general and quick overview over the suitability of the tests for our pur-
poses. If the plots of the two cases differ significantly, the test results carry a
high amount of information and if they are largely the same, the information
immediately available from the test result is limited. The plots are visualised
in Fig. 2 for both systems. The boxplots do not show any immediately obvious
peculiarities. For both systems and all tests, the boxes overlap and thus suggest
that the tests cannot be used as a universal oracle telling Eve whether the 2
compared samples have been taken with the same user state.

Fig. 2. General test results for both systems. The boxes extend from the first to the
third quartile. The whiskers extend up to 1.5× IQR past the boxes, where IQR is the
interquartile range. If IQR = 0 (as with the χ2 Test for different states in System 2),
the whiskers extend up to the minimum and maximum values. Red lines mark the
medians while red squares mark the arithmetic means. Blue plus signs show outliers
beyond the whiskers (Color figure online).
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System 1. For System 1, the χ2 Test values are broadly spread. Comparing
samples with the same user state yields values from 0 to 53.5, samples from
different states lead to values from 0 to 57.2. This suggests that there may be an
upper bound to the value for samples of the same state and that values above
this limit indicate a different state of the two compared samples.

The KS Test statistic D ranges from 0.04 to 0.66 for the same state and from
0.04 to 0.72 for different states. Like the Chi-Square test, this suggests an upper
bound for the value in the same-state case.

The KS p-values again provide similar information. For the same state, the
values range from 6.41 × 10−12 to 1 − 10−11, for different states they range from
4.76×10−15 to 1−10−12. The null hypothesis (“The two samples originate from
the same distribution [=the same state].”) is rejected for p-values lower than a
threshold. The lower minimum value for different results shows that the default
thresholds are not useful in our scenario.

The MC Test provides the least useful results. The values are in fact mis-
leading: While they range from 0 to 20.6 for samples with the same state and the
minimum is the same for different states, the maximum value in the latter case
is only 14.4. This shows that while the user state does not change, the number
of messages being generated in a given time frame can differ significantly.

System 2. The results for System 2 offer much less information than those
for System 1. The χ2 Test values range from 0 to 82.8 for samples with the
same state and from 0 to 45.8 for samples with different states. As shown in
Fig. 2, 75% (the lower three quartiles) of the tests with different states had the
result 0. These values are misleading if interpreted in the same way as those of
System 1. Intuitively, the values should be higher for different states (and they
are for System 1). We conclude that either the test’s usefulness depends on the
type of the HAS or that the previous results were not representative.

The KS Test statistic D yields values in the full range [0, 1] for samples with
the same state. While this already indicates that the test is not useful for this
system, the same range of values for samples with different states support this.

Consequently, the KS Test p-values are inconclusive as well: They range from
1.13×10−16 to 1 for the same state and from 2.28×10−8 to 1 for different states.

The MC Test surprisingly yields the exact same range of values for both
cases: The results range from 0 to 235 in both cases.

6.2 Test Suitability per State Pair

In the next step we take a closer look at the different combinations of user states.
Our hypothesis is that the tests may give useful results for certain combinations
of states and less useful results for others. This section deals with the perfor-
mance of the tests for a given pair of user states. Figure 3 summarizes the results
for both systems.
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Fig. 3. Per state pair test results for both systems. The plot parameters are the same
as for Fig. 2. The reason why the combination Present-Absent does not appear is
the symmetry of all tests: T (a, b) = T (b, a).

System 1. Results of the χ2 Test for System 1 do not yield much more informa-
tion than what we could already see from the general evaluation. The two cases
in which the user states are the same largely overlap and the ranges of values
are almost the same. The same holds for both statistics of the KS Test. The
MC Test provides some new results: If both samples have the state Absent,
the values do not go above 0.71. This means that if Eve obtains a sample known
to have the state Absent, and gets higher value when comparing it to a sec-
ond (unknown) sample, she can be sure that Alice was present during the time
frame of the second sample. However, this is only the case for 2.4% of the tested
Absent-Present sample pairs.

System 2. In contrast to System 1, the boxplot of the χ2 Test for System 2
exhibits obvious differences between the state pairs. If one of the samples has
the state Absent, 75% of the tests evaluate to 0. Similarly to the MC Test for
System 1, the plots show that there is a threshold above which Eve can be sure
that Alice is Present if her first (known) sample has the state Absent. This
threshold is at 8.45 and 2.12% of the Absent-Present pairs reach a higher
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value. However, also similar to System 1, Eve cannot make such a confident
decision if her known sample has state Present.

The KS Test does not show such features; this is consistent with System 1.
The MC Test confirms the observation from the χ2 Test and yields another

threshold. The threshold value is 81 and 1.77% (494 out of 27, 875) of the tests
with different states result in higher values. Surprisingly, though, none of these
494 Message Group pairs gave a result above the threshold for the χ2 Test. In
fact, some pairs even evaluated to 0 in the χ2 Test. This is highly interesting, as
it suggests that a combination of different tests with the same input data can
provide significantly more information than one test alone. Using the thresholds
of both tests, Eve can identify 3.89% or 1084 of 27, 875 Message Group pairs as
having different states if one of the samples is known to have the state Absent.

6.3 The Effect of Different Thresholds on Classification Rates

As shown in the previous section, some tests exhibit maximum values for certain
state combinations, and knowing such values may enable Eve to infer Alice’s user
state at a given time with absolute confidence. Below these, however, statements
about presence and absence are more difficult to make. In this section we examine
the effect of different chosen threshold values on the classification rates.

We compute True and False Positive Rates TPR and FPR for all possible
threshold levels using the data from the tests previously conducted. In our case,
the rates are defined as follows:

If s(a) is the state of a sample a, T (a, b) is the test result of the pair (a, b), t
is the threshold value below which sample pairs are classified as having the same
state and Na,b(cond) is the number of sample pairs a, b which satisfy a condition
cond, then

TPR =
Na,b(s(a) = s(b) ∧ T (a, b) < t)

Na,b(s(a) = s(b))
(6)

FPR =
Na,b(s(a) �= s(b) ∧ T (a, b) < t)

Na,b(s(a) �= s(b))
(7)

TPR is the number of correctly classified same-state pairs divided by the
total number of same-state pairs and FPR is the number of different-state-pairs
which were incorrectly classified as having the same state divided by the total
number of different-state pairs. TPR is a measure for how well the test can
identify samples with the same state as the source and FPR is a measure for
how often the test falsely reports two samples for having the same state.

In order to visualise the rates, we plot ROC (Receiver Operating Character-
istics) curves and calculate the AUC (Area Under Curve) for all of them. ROC
curves illustrate how fast the test performance drops (i.e. how fast the False
Positive Rate increases) when raising the threshold to get a higher True Positive
Rate. The AUC is a numerical measure for this quality: In the ideal case (the
test has a TPR of 1.0 and a FPR of 0.0) the value is 1 and in the worst case (the
test does not perform better than randomly guessing), the value is 0.5. Values
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below 0.5 are similar to values above, since the test result interpretation can be
inverted to invert the ROC curve (i.e. values above the threshold are interpreted
as indicators for a same-state pair).

A selection of ROC curves is depicted in Fig. 4. Some tests (most notably the
χ2 Test for System 2) yield high values for both rates with the lowest possible
threshold, which is why the curves do not start at the origin [0, 0]. To calcu-
late the AUC for these cases, we use the line of no-discrimination—the values
obtained by randomly guessing—up to the FPR of the lowest threshold (the X
coordinate). From there on, we proceed with the regular estimation and calculate
the area below the straight line between two subsequent data points.

Most curves do not exhibit large deviations from the mean line. For System 1,
both the χ2 Test and the two KS Tests yield an AUC between 0.52 and 0.57.
Only the MC Test performs slightly better, the AUC is 0.525 for a source sample
with state Present and 0.688 for an Absent source sample (shown in Fig. 4).

Overall, the results for System 1 suggest that statistical tests are only of
limited use in deducing user states from inter-message intervals.

System 2 mostly confirms this observation, although the performance of the
different tests varies drastically.

The χ2 Test performs badly: For a Present source sample, the minimum
obtainable False Positive rate is 91.6% at a True Positive Rate of 61.3% (the
threshold value in this case is 0). For an Absent source sample, the minimum
False Positive rate is consequently the same, but the minimum True Positive
rate is 98.0%. The KS Test and the MC Test perform much better. Their AUC
values are relatively high and significant True Positive rates can be obtained
while keeping the False Positive rates below 50%.

From the analysis of the ROC curves we draw two conclusions. Firstly some
tests exhibit a significant deviation from the line of no-discrimination. Combining
multiple tests could further improve the results and yield more information.
Secondly we can confirm our previous observation that extreme threshold values
lead to absolute certainty in the classification.

6.4 Feasibility of Detection in Practice

The statistical tests do not yield clear results in all cases we examined. However,
upper or lower bounds can be determined in some cases, which then allow Eve to
make statements with absolute confidence. The requirements for these thresholds
to be useful for Eve are not hard to meet: She needs a source sample which—
when tested in conjunction with samples of a different state—yields values above
or below the thresholds.

To verify the practicability of this attack we divide our traffic data into a
training set and a test set. For training, we use the first 70 % of our data (221
Message Groups from System 1, 244 Message Groups from System 2).

We perform all aforementioned tests on the training data and calculate
thresholds for Message Group pairs with the same state. Using these thresh-
old, we choose one Message Group for every system and state where the amount
of correct classifications among the training data is maximized—i.e. the Group
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Fig. 4. ROC curves for different tests and source states. Blue points show the actual val-
ues, dotted red lines of no-discrimination show linear ascension from [0, 0] to [1, 1]—the
values obtained by randomly guessing. The graphics indicate that the test performance
strongly depends on the system and the source sample. As noted in Sect. 6.1, the χ2

Test for System 2 produces counterintuitive results (Color figure online).
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with the highest TPR among the training data. We then check each of these
Groups against the test data and calculate True and False Positive Rates using
the thresholds calculated from the training data before.

For System 1 using an Absent source sample, we reach a TPR of 5.3 % and
a FPR of 1.1 %. This suggests that the attack is not useful in practice. Using a
Present source sample, however, the FPR is at 0 while the TPR reaches 1 %.
It is thus only a matter of time until Eve can successfully identify an Absent
sample if she has a suitable Present source sample. For System 2, the best
Absent source sample achieves a TPR of 5.8 % while the FPR also stays at 0.
However, in the data for this System no suitable Present source sample exists.
The tests do not yield thresholds which allow for an unanimous classification.

This particular attack is not likely to be encountered in reality: Eve would
have to manually observe Alice’s home for several hours or even days, annotating
the captured traffic with the user states for every one-hour sample. However, the
experiment shows that under the right circumstances, unanimous classification is
possible. The experiment supports the theory that system-wide thresholds exist
which allow for a classification of states with absolute certainty. The follow-up
question whether such thresholds exist for a manufacturer or production series
remains to be answered.

7 Conclusion and Outlook

In this paper we have performed the first analysis of inter-message intervals in
Home Automation using statistical goodness of fit tests. We have used sample
data from two real world installations to measure the ability of an attacker in
deducing user states. In particular, we tried to answer the question:

If Eve has captured 1 hour of traffic from the Alice’s HAS and knows whether
Alice was present at that time, can Eve deduce Alice’s state by capturing another
hour of traffic?

Comparing and combining various tests, we were able to identify conditions
under which the question above could be confidently answered with yes.

The χ2 Test provides little information with regard to the question. However,
the MC Test and, in some cases, the KS Test reveal identifiable discrepancies
between samples with different states. A combination of all three tests allow an
attacker to mount a practical attack on the system and infer the user state by
passively listening after obtaining a suitable source sample.

For future work, we will work on new tests and combine them with those
applied in this paper in order to obtain more information. At the same time,
we will study the different properties of HASs to find out if there are filtering
techniques which can be applied to the samples in order to make the tests more
effective. Since this increases the abilities of an attacker to predict user presence
and absence without physical labour, we will also develop dummy traffic schemes
for use in HASs. These offer users the ability to mask their traffic and hide their
state from unauthorized observers.



382 F. Möllers and C. Sorge

References

1. Bagci, I.E., Roedig, U., Schulz, M., Hollick, M.: Gathering tamper evidence in Wi-
Fi networks based on channel state information. In: Proceedings of ACM WiSec
2014, pp. 183–188. ACM, New York (2014)

2. Bissias, G.D., Liberatore, M., Jensen, D., Levine, B.N.: Privacy vulnerabilities in
encrypted HTTP streams. In: Danezis, G., Martin, D. (eds.) PET 2005. LNCS,
vol. 3856, pp. 1–11. Springer, Heidelberg (2006)

3. Brik, V., Banerjee, S., Gruteser, M., Oh, S.: Wireless device identification with
radiometric signatures. In: Proceedings ACM MobiCom 2008, pp. 116–127. ACM,
New York (2008)

4. Deng, J., Han, R., Mishra, S.: Counter measures against traffic analysis attacks in
wireless sensor networks. In: Proceedings IEEE/CreateNet SecureComm 2005, pp.
113–126 (2005)

5. Denning, T., Kohno, T., Levy, H.M.: Computer security and the modern home.
CACM 56(1), 94–103 (2013)

6. Desmond, L.C.C., Yuan, C.C., Pheng, T.C., Lee, R.S.: Identifying unique devices
through wireless fingerprinting. In: Proceedings ACM WiSec 2008. pp. 46–55.
ACM, New York (2008)

7. Fisher, R.A., Yates, F.: Statistical Tables for Biological, Agricultural and Medical
Research, 6th edn. Oliver and Boyd, Edinburgh (1963)

8. Jacobsson, A., Boldt, M., Carlsson, B.: A risk analysis of a smart home automation
system. Future Generation Computer Systems 56, 719–733 (2016)

9. Kolmogorow, A.N.: Sulla determinazione empirica di una legge di distributione.
Giornale dell’Istituto Italiano degli Attuari 4, 1–11 (1933)

10. Li, N., Zhang, N., Das, S.K., Thuraisingham, B.: Privacy preservation in wireless
sensor networks: A state-of-the-art survey. Ad Hoc Netw. 7(8), 1501–1514 (2009)

11. Li, Y., Ren, J.: Source-location privacy through dynamic routing in wireless sensor
networks. In: Proceedings IEEE INFOCOM, pp. 1–9 (2010)

12. Moore, A.W., Zuev, D.: Internet traffic classification using bayesian analysis tech-
niques. In: Proceedings ACM SIGMETRICS 2005, pp. 50–60. ACM, New York
(2005)
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Abstract. Today, simple analogue assistive technologies are transformed into
complex and sophisticated sensor networks. This raises many new privacy
issues that need to be considered. In this paper, we investigate how this new
generation of assistive technology incorporates Privacy by Design (PbD) prin-
ciples. The research is conducted as a case study where we use PbD principles as
an analytical lens to investigate the design of the new generation of digitalized
assistive technology as well as the users’ privacy preferences that arise in use of
this technology in real homes. Based on the findings from the case study, we
present guidelines for building in privacy in new generations of assistive
technologies and in this way protect the privacy of the people using these
technologies.

Keywords: Privacy requirements � Privacy by design � Assistive technology �
Cognitive decline � Aging in place

1 Introduction

Assistive technology (AT) is a broad term used to describe any item, object, device or
system that enables disabled people to perform a task that they would otherwise be
unable to do, or increase the ease and safety by which certain tasks can be performed.
AT plays an important role in supporting elderly people in living independently at
home [1]. In this paper, we focus on AT suitable for elderly with a mild cognitive
decline, e.g., dementia. The rapid development of cognitive assistive technologies
(CAT) paves the way for new and more efficient solutions that improve the quality of
life for people being affected by cognitive decline while decreasing their caregivers’
burden of care [2]. Today, we are rapidly moving from analogue CAT accessible only
for the user of the specific device to digital replicas, and further extensions of the CAT
involving sensor networks but also technologies accessible by remote caretakers. In this
paper, we refer to this technology as the new generation of CAT. The development of
CAT raises many new privacy issues which need to be considered [3–5] but unfor-
tunately, most of today’s development projects are technically oriented and focus on
functionality and technical effectiveness of the developed solutions [5, 6]. Conse-
quently, the privacy of the user is often not sufficiently considered during development
and implementation of the new generation of CAT [5].
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The concept of Privacy-by-Design (PbD) advocated by EU [7] aims to ensure
privacy protection and personal control over the information collected when IT systems
are used. PbD principles are formulated to support the designers in taking the pro-
tection of privacy into account during the development of technologies (such as CAT)
that in turn results in better privacy protection for the users of these technologies.

In this paper, we investigate how the new generation of CAT incorporates PbD
principles with respect of elderly users’ privacy requirements. Based on our findings,
we formulate a set of guidelines for building in elderly users’ privacy preferences into
CAT and in this way protect the privacy of the people using them. A starting point for
this research is a set of PbD principles suggested by Cavoukian et al. [8] for the context
of personal health monitoring. The main contribution of the paper is adding a users’
perspective to the existing technology-focused PbD principles.

The paper is structured as follows. Section 2 describes and discusses the PbD
concept and PbD principles. Section 3 describes the new generation of CAT at focus in
this case study. Section 4 presents our research method. Section 5 reports on our
analysis of the case study. In Sect. 6, we discuss the results and present a set of
guidelines for building into privacy in the new generation of CAT. Section 7 concludes
the paper.

2 Privacy by Design Principles

Protection of privacy regarding sensitive personal data, is legally regulated in most
countries and therefore cannot be overlooked in design and use of the new generation
of CAT. It is also recognized that people, generally are not capable or not interested in
protecting their own sensitive information, thus there is a need for standardization and
automatization of privacy protection [7]. PbD is a way of embedding privacy into the
design specifications of technologies. Cavoukian et al. [8] suggest seven PbD princi-
ples for the context of personal health monitoring These seven principles are an
adjustment of the general OECD “Guidelines on the Protection of Privacy and
Transborder Flows of Personal Data” [8]. The seven PbD principles formulated by
Cavoukian et al. for the context of health care monitoring are [8]:

1. Proactive not Reactive; Preventative not Remedial. The PbD approach is charac-
terized by proactive rather than reactive measures. The first principle emphasizes that it
anticipates and prevents privacy invasive events before they happen.

2. Privacy as the Default Setting. The second principle means that no action is required
by the users to protect their privacy because it is built into the system, by default.

3. Privacy Embedded into Design. The third principle emphasizes the importance of
embedding privacy into the design and architecture of IT systems and business prac-
tices from the beginning and not add it afterwards.

4. Full Functionality - Positive-Sum, not Zero-Sum. The fourth principle considers
privacy as an integral part of the system without diminishing its functionality.
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5. End-to-End Security - Full Lifecycle Protection. The fifth principle relates to the life
cycle management of information and stresses that data should be protected in all data
handling from its beginning (collection) to its end (destruction). I.e., this principle is
important to ensure privacy of the people using the technology when it is in use.

6. Visibility and Transparency - Keep it Open. The sixth principle states that data
protection should be visible and transparent to the different stakeholders, e.g. users and
providers. In the context of our case study, this principle means that the users are
informed about what data is being collected and for what purpose, how the data is
being used, and who can access it.

7. Respect for User Privacy - Keep it User-Centric. This principle means that the
individual’s privacy should be an interest of designers and operators of health systems.

Cavoukian et al. [8] define information privacy as an individual’s ability to exercise
control over the collection, use, disclosure and retention of his or her personal infor-
mation, including personal health information. Nordgren [9] argues that the PbD
principles suggested by Cavoukian et al. are supportive in ensuring privacy of the
patients in the context of personal health monitoring, although they have two limita-
tions: (1) PbD cannot solve all privacy problems because responsible handling of
information by human agents is also important, and (2) automated data protection is
useful in many cases, but it is not desirable in all cases. Generally, socially-oriented
research on privacy in this context is sparse. Previous research shows that elderly
people’s privacy preferences are not sufficiently investigated in development of CAT
[5, 10, 11]. Usually, it is assumed-at least implicitly-that a “common” CAT user does
not care about privacy [11]. Consequently, development of such technologies is often
functionality-driven without taking care of privacy issues that arise in use of such
technologies in real settings [5, 6]. That is against the PbD thinking. Our interest lies in
studying the privacy concerns that arise in use of CAT in real settings as well as their
potential, in case of unforeseen usage in the future. Since the importance of respecting
the users’ privacy is especially empathized in the seventh PbD principle we decided to
conduct a case study focusing on the users’ privacy preferences that come up in use of
CAT in relation to Cavoukian et al.’s seven PbD principles.

3 System Description

An example of the new generation of CAT is HOMEbasic1, which is a “safety and
security” package for those who need a combination of time and memory support,
environmental monitoring and alarm functionalities. HOMEbasic in its standard package
consists of a MEMOplanner and a sensor network (a door magnet, a stove sensor, an
on/off sensor, two motion sensors and a lamp actuator). The MEMOplanner supports the
user with the calendar reminders and sensor-based reminders listed in Table 1 by issuing

1 Abilia, HOMEbasic i2, http://www.abilia.com/sv/produkt/homebasic-i2?product_category=34 2015-
11-09.
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an auditory and visual reminder. Additionally, the light is automatically turned on when
the user’s feet are detected beside the bed tominimize the risk of falls during nighttime. In
the current version, all information is saved locally within the MEMOplanner. While
disabled by default upon delivery, a USB remote control can be provided to those who
need to administer MEMOplanner. Provided that MEMOplanner is connected to the
Internet, users (for example relatives or caregivers) with the USB can access all func-
tionalities inMEMOplanner, i.e. alsoWindows. There is only one access level for remote
administrators, hence, users provided with a USB can access and edit the content of the
calendar, contacts, and photos from remote. A Vera 3 gateway communicates both with
the sensors using the Z-wave protocol2 andwith theMEMOplanner (usually viaWiFi but
a cabled connection is possible). The Vera gateway can also connect the MEMOplanner
to the Internet. By default, the triggered reminders are not stored within the Vera or sent
remotely to any administrator.

4 Research Method

This research was conducted as a case study where we investigated the CAT described
in Sect. 3, as well as privacy concerns that arose in use of this technology in real
homes. Although results from case study research cannot be statistically generalized,
this approach supports collection of rich context-specific details and in this way reveals
important information about the object under study and increases the understanding of
the specific context [12]. By using this methodology, we were able to study the users’
expectations and needs regarding privacy and the new generation of CAT’s possibility
to address these needs in depth.

Table 1. Summary of functionality of HOMEbasic

2 Abilia, MEMOplanner Handbook, fttp://www.abilia.com/sites/abilia.com/ files/field_resource_file/
4X2650_Handbook_MEMOplanner_S525.pdf 2015-11-06.
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4.1 Selection of Participants

We looked for test persons who had some sort of a cognitive decline. All seven test
persons (μ = 71.6 years old) were men and lived together with their wives
(μ = 65.7 years old) in ordinary housing/private residences outside nursing homes. All
test persons and four of the wives were retired. Two wives were still working full-time
and one was working part-time. Additional details about the case settings can be found
in [13]. In sum, the CAT was deployed and used in seven Swedish homes during a
period of approx. six months.

4.2 Data Collection

Data was collected in five stages: (1) functionality and privacy in design of HOMEbasic,
(2) users’ general privacy preferences, (3) observation of users’ privacy preferences
when using HOMEbasic, (4) users’ privacy preferences in relation to HOMEbasic’s
current and future functionality (scenarios), and (5) users’ opinions about the methods
used for implementation and introduction of HOMEbasic.

Stage 1: functionality and privacy in design of HOMEbasic. In this stage, we wanted to
gain a general understanding about HOMEbasic’s functionality and the implemented
privacy measures. For that reason, we participated in two demonstrations of
HOMEbasic where we could interact with the system and ask questions. We also
reviewed the HOMEbasic documentation and manuals and interviewed the developers.
Finally, we interviewed experts responsible for prescription of this (and similar) CAT
to end-users.

Stage 2: users’ general privacy preferences. In this stage, data was collected through
semi-structured interviews with the test persons and their relatives when the CAT was
deployed. The interviews aimed to collect data about the participants’ general
requirements and preferences regarding privacy and their expectations/worries
regarding privacy of information handled by the CAT. At this first interview session,
the test persons and their relatives were interviewed separately. The interviews focused
on three areas: (1) general privacy awareness and preferences, (2) privacy preferences
in interaction with health care and elderly care, (3) privacy concerns in relation to use
of the CAT. Aspects discussed within these areas were related to: the interviewees’
privacy enhancing behaviors when using ICT, knowledge about privacy regulation,
privacy awareness, privacy concerns etc.

Stage 3: observation of users’ privacy preferences when using HOMEbasic’s. During
the test period, we visited the test sites regularly and observed how the CAT was used.
We also discussed users’ privacy concerns that come up during the use of CAT.

Stage 4: users’ privacy preferences in relation to HOMEbasic’s current and future
functionality. This stage focused on privacy concerns in relation to present and future
potential functionality of the CAT and was conducted when the CAT was removed
from the homes. Future scenarios were developed based on the current trends in
development of CATs aiming at integrating these technologies as a part of health care
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Table 2. CAT’s functionality and scenarios used during the interviews
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and home care. For that reason, it is assumed in some scenarios that health care
professionals and home care staff are able to access the data collected by the CAT. Use
case-based scenarios steered the interview. We formulated at least one scenario for each
CAT existing functionality in the CAT (see Table 2) and several possible scenarios for
use of this functionality in the future. By default, the triggered alarms are not stored
within the Vera or sent remotely to any administrator. However, accessing information
about trigged alarms could allow home care staff and/or health care professionals to
monitor changes in behaviors of the person using a CAT. For instance, more frequent
actuation of the lamp sensor at nights could indicate that the elderly person has sleep
problems or more frequently issued sensor-based reminders could indicate a decline of
the elderly person’s health condition. Such information could help the caregivers to
react on the changes and help the elderly person in a more efficient way. Thus we
included scenarios 10–15 assuming that it will be possible in the future.

For each scenario, the participants were asked a few questions revealing their
privacy preferences, for instance: How does it make you feel? Why? What emotions
does this event raise? Why? How would you like to change the situation to feel okay?

Stage 5: users’ opinions about the methods used for implementation and introduction
of HOMEbasic. This interview session, which was conducted one month after the CAT
had been removed, focused on the test person’s and the relative’s reflections on the
approach taken in this case study. The questions asked during these interviews were:
What do you think about the information you got about the CAT? What do you think
about the introduction and training? In relation to each question, we asked several
follow up question such as: Was it enough/not enough? How would you like to get the
information/training? What was missing?

4.3 Data Analysis

The collected data was analyzed in 4 steps. First, we identified the privacy preferences
highlighted by the users in relation to the CAT’s functionality during all stages of data
collection. Second, we identified the privacy implementations from the material col-
lected during the first stage of data collection in order to find how PbD principles were
incorporated into the design of HOMEbasic. Third, we identified the users’ unsolved
privacy requirements in relation to each of these principles. Finally, based on the
analysis and current literature, we formulated guidelines for applying PbD principles in
design of the new generations of CAT.

5 CAT Users’ Privacy Requirements

In this section we describe users’ privacy requirements in relation to the current and
possible, future functionality of HOMEbasic. The section is structured according to the
functionality categories presented in Table 1. For clarity, illustrative examples in
relation to each principle are provided.
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5.1 Calendar Visualization

Some privacy concerns regarding this functionality came up already during the second
stage of data collection (see Sect. 4.2), when we asked about users’ privacy concerns in
relation to HOMEbasic before they started to use it. Mainly the relatives expressed
privacy concerns in this stage, while the test persons were less worried about privacy
violation when using HOMEbasic. For instance, a relative in the test site that still had a
teenage child at home was very concerned about the child’s privacy and did not want to
add any events that would reveal information about the child into the calendar even if
this information would be helpful for the father who suffered from a strong cognitive
decline. Another wish that came up during this stage of data collection was the pos-
sibility to delete “old” data stored in the MEMOplanner. This requirement was
expressed by both the test persons and their relatives. Users preferred the data to be
deleted frequently by default but if it was not possible they wanted to be reminded to do
it by themselves. The users informed that the MEMOplanner may store detailed
descriptions about how the activities should be performed, including sensitive infor-
mation about the test person’s health condition and needs. An interesting reflection that
was made by one of the relatives during this stage of data collection was that privacy
requirements change in line with progression of the disorder. The respondent
explained: I think that when you get to that stage when you can no longer cope with
things alone and need home care to help you with everything, the privacy is already
forgotten. It is a sad part of it, but so it is. This means that privacy requirements are not
static and that the new generation of CAT should be able to handle these changes.

During this stage of data collection, two relatives also mentioned a need for limiting
access to the information visible in the MEMOplanner. This need becomes more
apparent during stage 3 and 4 of the data collection. For instance during stage 3, we
could observe that one of the wives kept deleting events that already occurred from the
calendar. Asking her about the reason for doing it, she answered: We could have done
something in the morning, then maybe we had guests in the afternoon or evening, and
then I thought that they did not need to know what we have done in the morning.

When discussing scenarios 1–2 in stage 4 of the data collection, we found that both
the test persons and the relatives are concerned about possible privacy violations when
the information in the MEMOplanner is visible for strangers who for different reasons
are present in the elderly peoples’ home. One of our respondents told us: I would not
like it if a stranger looked at our planning [in the MEMOplanner]. I would feel
uncomfortable. In this case, I would need to turn the calendar off, or somehow make
information invisible. For now, the calendar is completely open. Another respondent
explained: The idea is to put everything in the MEMOplanner, e.g., that you have to
visit a special doctor. You may not want everyone to know about this and about what
you do during the days. I think it depends on family relationships and how you are as a
person. Some people do not want others to know anything…. Thus, we identified a
clear need for a possibility to sometimes hide the information in the MEMOplanner.
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5.2 Calendar Reminders

The users’ privacy concerns related to this functionality were identified mainly in stage
3 and 4 of the data collection (see Sect. 4.2). For instance, while visiting a test site, we
noticed that the volume of the reminders was heavily lowered. As a consequence, the
test person could hardly hear the voice reminders. When we asked them why they
lowered the volume for the reminders, the wife explained that she felt embarrassed
when the neighbors could hear the voice reminders so she decided to lower the volume.
Additional clear privacy preferences were formulated by the users during stage 4 when
we discussed scenarios 5 and 6. We found that the users had different privacy pref-
erences regarding this functionality. While some users did not mind if other people
heared the reminders, other users were clearly uncomfortable with this. One of our test
persons told us: I don’t feel comfortable with this. It makes you feel sick! I try not to
think about my disorder all the time. In this case, I would get lots of questions that I do
not want to get or discuss. It’s a party and I also want to have fun. I would like the
MEMOplanner or the reminders to be switched off just then.

5.3 Additional Functionality and Remote Access

Privacy concerns related to this, future possible way of using MEMOplanner were
revealed during stage 4 when we discussed scenarios 3–4 and 7–9. The current version
of the MEMOplanner offers the possibility to store contacts and photos and to use
Skype for communication. In the future scenarios, we assumed that home care per-
sonnel will have remote access to the MEMOplanner to be able to help the user to plan
the activities. In the current version of the CAT, all information is equally accessible
for all users and there is no possibility to restrict access to certain parts of the stored
data. However, while discussing scenarios 3–4 and 7–9, we found that photos and in
some cases contacts are considered as sensitive for some users and for that reason they
should not be accessible for all categories of current or future users. One test person
told us: I would not like it if the homecare staff looked at my photos without permission.
This is not a part of their job! Maybe they would not do it, but because I cannot prevent
it, I cannot be sure. Thus, the users emphasized the importance of access control
mechanisms allowing them to decide who is permitted to access specific information
stored in the MEMOplanner (e.g., planning, details regarding each planned event,
photos etc.). One of the users said: you do not want everyone to know what information
you put in [the calendar]. Then you can get worried about how that information is
disseminated. You should be able to control who sees what. As it is in other systems;
some people can access the information and others cannot.

5.4 Sensor-Based Reminders and Actuation

Privacy concerns in relation to the future use of these functionalities were discussed in
stage 4 of the data collection using scenarios 10–15. We found that most test persons
would welcome such functionality if the main reason for it was to help them in their
disorder. However, there was a clear difference in the users’ privacy concerns
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depending on which group of caregivers that would monitor the sensor-based remin-
ders and actuations. The users did not have any restrictions in the case of health care
professionals. They did not even care if they would be informed about the monitoring
in advance or not. The users were more restrictive in the case of homecare staff. They
could accept the monitoring if they were informed in advance about the purpose and
extent of the monitoring. They also highlighted it as important to limit the number of
home care staff (preferably only one contact person) that could access the log data.
Generally, they felt that monitoring could increase their sense of safety at home, when
they could no longer cope with the basic things by themselves.

Table 3 summarizes the users’ privacy requirements (R) in relation to CAT’s
functionality. Some of the requirements were clearly stated by the users, others were
derived by the researchers based on users’ statements.

6 Guidelines for Applying PbD Principles in Design of CAT

In this section, we discuss findings from the case study in relation to the PbD principles
formulated by Cavoukian et al. [8] and existing literature. Based on the discussion, we
formulate a set of guidelines for applying PbD principles in design and use of the new
generation of CAT.

Table 3. Summary of the users’ privacy requirnements in relation to CAT’s functionality
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6.1 Principle 1: Proactive not Reactive; Preventative not Remedial

The importance of privacy protection is not emphasized in the documentation of the
CAT which focuses on the description of functionality allowing users to live safely and
independently in their homes. Based on the documentation, we can conclude that the
design of HOMEbasic is safety- and functionality-driven and users’ privacy is not
especially emphasized. However the users highlighted many privacy concerns in
relation to the existing and future possible use of CAT (see Sect. 5). They also
expressed several privacy requirements in relation to this technology (see Table 3).
Following the first PbD principle means to design CATs with these privacy require-
ments in mind to be able to prevent privacy invasive events before they happen.
Therefore the identified privacy requirements should be considered when CAT are
designed. Another important finding from our case study is that different users expe-
rience different events as privacy invasive and that contexts in which CAT are used are
very different. The problem of not addressing the diversity of elderly users is high-
lighted in literature. The elderly users are often treated as a homogenous group with
similar needs and preferences [5, 11]. But to be able to truly meet elderly peoples’
needs and preferences, the designers need to acknowledge and understand the differ-
ences [6]. Thus, the designers of the new generation of CAT should consider the variety
of users and contexts in which CAT can be used and design adaptable privacy solu-
tions that prevent the privacy invasive events to happen (Guideline 1). By adaptable
solutions we mean flexible solutions that are possible to adapt to the diverse privacy
requirements and diverse context of the elderly users homes.

6.2 Principle 2: Privacy as the Default

We found that privacy is built into HOMEbasic to some degree. For instance, the
product’s documentation states that the possibility to remotely access the
MEMOplanner is disabled by default and must be turned on manually because of
privacy concerns. In this way, the data stored in the MEMOplanner is protected against
unauthorized usage by default and the users do not need to take any additional action to
protect the sensitive data in the default setup.

However, we discovered several examples (see Sect. 5) when protection of privacy
required users to actively take necessary actions, otherwise there was a risk for privacy
violation. In some cases, the desired level of protection was not even achievable because
of lacking technical implementations, i.e., access control and screen saver. We found
that our participants would like the CAT to protect their privacy by default. Protecting
privacy by default may result in inflexible and unadaptable solutions that cannot handle
changing privacy requirements. As described in Sect. 5.1, the elderly person’s health
situation can change over time and this can lead to changed privacy preferences.
Treating privacy requirements as static is considered as being problematic in the liter-
ature [5, 14]. Thus, the designers of the new generation of CAT should investigate users’
privacy preferences to find situations when privacy protection can be built into the
technology by default. Default settings should be balanced with flexibility (Guideline 2).
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6.3 Principle 3: Privacy Embedded into Design

Regarding the third principle, we found that users would like to have additional tech-
nical solution to protect their privacy. It is argued in literature that most people are not
capable of protecting their own sensitive information [9], thus embedding privacy in
technical solutions is important. However it is also argued that solely technical solutions
cannot solve the complex privacy challenges that arise when using the new generation of
CAT [5]. Thus, designers of new generation of CAT should provide users with privacy
guidelines and recommendations on how to protect privacy when the CAT is in use.
Such guidance is missing in the CAT’s documentation and manuals. (Guideline 3)

6.4 Principle 4: Functionality—Positive-Sum, not Zero-Sum

Our findings in relation to principle 4 indicate that it is not easy to balance utility and
privacy in use of the new generation of CAT. In the provided examples (see Sect. 5),
we can see that privacy measures such as hiding information in the MEMOplanner or
lowering the volume of the reminders may lead to a decreased possibility to support the
person affected by cognitive decline (see Sects. 5.1 and 5.2). The conflict between
privacy and other values such as safety and autonomy is well known in literature and
often highlighted as problematic [9]. Thus, designers of the new generation of CAT
should perform a privacy and utility analysis when a new functionality is added to the
system (Guideline 4). There are situations where new functionality does not contribute
to utility and jeopardize privacy. Such development should be avoided.

6.5 Principle 5: End-to-End Lifecycle Protection

Although we studied only a small sample of seven test sites, we could observe dif-
ferences in privacy preferences that depended on contextual variables such as family
situation, family relationships, how active the elderly people were and how many
people who visited their homes. We argue that these different privacy needs would not
be identified if we did not studied the use of CAT in real settings. Thus, we can
conclude that it is important to study CAT in use to be able to implement privacy
measures that are relevant and adapted to the specific needs of the different users. The
problem of a lack of real experiences of using CAT in practice and thus a lack of
knowledge about possible privacy concerns that can arise when using such technology
is highlighted in literature as problematic [3, 11]. We argue that designers of CAT
should consider privacy aspects regarding the use of CAT in real settings already
during the development process (Guideline 5). It can be done by involving significant
stakeholders, such as primary users, secondary users, health care professionals, and
other formal and informal caregivers in design of CAT.

6.6 Principle 6: Visibility and Transparency

To comply with this PbD principle is a challenge in the CAT context because often
elderly people have difficulties in understanding the consequences that the implemented

Privacy by Design Principles in Design 395



technology have on their privacy. The problem is also highlighted in literature. For
instance Bowes et al. [11] argue that elderly people do not have the necessary (technical)
background to formulate the appropriate privacy requirements and understand the pri-
vacy consequences of the implemented CAT. Although most of the participants told us
(see 4.2, stage 5) that they experienced the CAT to be complex and sometimes difficult
to use, they were able to discuss privacy issues in relation to it. The understanding came
after they had used the CAT for some time in their homes and because we used methods
and tolls to exemplify and visualize current and future use of the CAT i.e. scenarios,
audio/video presentation. Thus we argue that it is important to use specific methods and
tools to make the privacy consequences understandable and clear for the elderly people
who will use the new generation of CAT (Guideline 6).

6.7 Principle 7: Respect for the Users’ Privacy

Regarding the seventh principle, we can conclude that elderly people are both capable
and willing to engage in discussions about their privacy preferences. We also found
(see Sect. 4.2, stage 2) that elderly people do care about privacy. Generally,
they are careful about how they reveal their personal information in use of technology,
Internet, social media and even in their everyday life. They are mostly concerned that
their personal information may be used by criminals. Regarding revealing health
information, they totally trust health care professionals and are not concerned about
providing such information to health care organizations. Regarding privacy in relation
to information handled by CAT, we can conclude that the preferences differed between
the users’ depending on personal preferences, environmental factors, and family rela-
tionships. Thus, we argue that designers of CAT should involve the elderly users in the
design of the new generation of CAT and the design of privacy solutions in relation to
this technology (Guideline 7).

7 Conclusion

The rapid development of cognitive assistive technologies (CAT) from simple ana-
logue assistive devices into complex and sophisticated sensor networks raises many
new privacy issues that are not sufficiently addressed in design and use of these
technologies in real homes. This paper investigated how the new generation of CAT
incorporates PbD principles suggested by Cavoukian et al. [8]. Special attention was
put on that users’ privacy preferences that arise in use of new generation of CAT in real
homes. Based on our empirical findings and a literature review, we suggest a set of
guidelines for applying Cavoukian et al.’s PbD principles in design and use of the new
generation of CAT. Using these guidelines will help to build in users’ privacy
requirements in the design of a new generation of CAT and in this way protect the
privacy of the elderly people using these technologies.

Generally, we can conclude that the existing PbD principles focus on technical
aspects of privacy and often reduce privacy to the protection of personal data. Our
examples (see Sect. 5) show that some privacy concerns arising in the use of CAT are
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beyond this narrow view of privacy. For instance, we found that privacy in this context
is not only related to the primary user of the CAT but also to people who are in the
user’s environment such as a child or wife etc. We argue that more research of
non-technical privacy aspects of privacy in this context is needed.

Acknowledgment. The authors would like to thank the elderly participants and the Länsför-
säkringar Research Foundation for making this study possible.
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Abstract. Reputation systems are crucial for distributed applications
in which users have to be made accountable for their actions, such as
e-commerce websites. However, existing systems often disclose the iden-
tity of the raters, which might deter honest users from submitting reviews
out of fear of retaliation from the ratees. While many privacy-preserving
reputation systems have been proposed, we observe that none of them is
simultaneously truly decentralized, trustless, and suitable for real world
usage in, for example, e-commerce applications. In this paper, we present a
blockchain based decentralized privacy-preserving reputation system. We
demonstrate that our system provides correctness and security while elim-
inating the need for users to trust any third parties or even fellow users.

1 Introduction

These days, reputation systems are implemented in various websites, where they
are crucial for the customer experience. For instance, buyers are inclined to
pay more for goods if the seller has a good reputation [1]. One of the first
and best-studied systems in the e-commerce domain is the reputation system at
ebay.com [2]. Its main objective is to help prospective customers to determine
the trustworthiness of the sellers, and thus minimize the risk of fraud.

A study [2] showed that users may retaliate in case of negative feedback,
and thus raters are less likely to provide honest feedback. In order to avoid this
problem, several privacy preserving solutions have been proposed. Some of them
try to hide the identity of the ratee [3–5], while others try to hide the rating
[6–8] while making the aggregated reputation public.

While some of the existing privacy preserving reputation systems might be
suitable for e-commerce applications, we observe that each one of them comes
with its drawbacks. For example, Kerschbaum’s system [9] has been specifically
designed with e-commerce in mind. However, it is a centralized system, and thus
can potentially be abused by the central authority. Other schemes [8] achieve
anonymity even in this context, but are not trustless.

Given these considerations, we would like to achieve a trustless reputation sys-
tem, i.e. one that does not require the participants to trust other users or entities
to not disrupt the protocol or to breach their privacy. This privacy-preserving
c© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
J.-H. Hoepman and S. Katzenbeisser (Eds.): SEC 2016, IFIP AICT 471, pp. 398–411, 2016.
DOI: 10.1007/978-3-319-33630-5 27

http://www.ebay.com/


A Trustless Privacy-Preserving Reputation System 399

reputation model should be suitable for e-commerce applications, and we will
therefore suppose that the identity of the customer is revealed during the trans-
actions that they can rate.

In order to achieve true trustlessness we also require our system to be decen-
tralized. One way to obtain decentralization is to use a distributed database in
order to store the ratings submitted by the customers. We will achieve this using
blockchains.

The blockchain technology, which became popular thanks to the BitCoin
protocol [10], has been used in various applications. Among these applications,
we can count a domain name system (DNS) named Namecoin. The blockchain
can be more generally, as explained in [11], seen as a public distributed database,
with all the participants agreeing about its state in a secure manner. In BitCoin,
for example, this database serves to store a ledger of the coins that each user
owns, as well as the transactions between the users.

Anonymous reputation systems are a natural application for the blockchain
technology. There have already been some attempts at building such systems
[12], however, there seems to be no usable solution yet.

We will leverage this technology in order to achieve the objectives of our
reputation system. It will enable us to build a truly decentralized system, that
does not require the participants to trust other users, as the integrity of the
rating-history can be verified by every user.

We propose a truly trustless, decentralized, anonymity preserving reputation
system that is suitable for e-commerce applications. It is based on the blockchain
technology, and will induce low overhead for the processing of transactions, while
at the same time be robust and allow customers to submit ratings as well as
textual reviews.

The rest of the paper is organized as follows. In Sect. 2, we will analyze
existing privacy-preserving systems and explain in further detail why they are
not suitable for e-commerce applications. In Sect. 3, we will explain the model
used for our system, and list the properties that we want to achieve. Then, in
Sect. 4, we will describe the necessary building blocks, and in Sect. 5, we will
present our system in detail. Finally, we will explain in Sect. 6, why this system
meets the expected goals. We conclude the paper in Sect. 7.

2 Related Work

Privacy preserving reputation systems have been studied in the literature for
a long time. One of the first proposed systems was designed by Pavlov et al.
[6] and uses primitives such as the secure sum and verifiable secret sharing.
It protects the confidentiality of the feedback by hiding the values of the sub-
mitted ratings. Hasan et al. [8] later introduced a system based on additive
homomorphic cryptography and Zero-Knowledge proofs where the privacy of a
given user can be preserved even in the presence of a large majority of malicious
users. A little later, Dimitriou et al. [7] proposed two protocols with a simi-
lar architecture to the systems presented by Hasan et al., with slightly higher

https://namecoin.info/
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asymptotic complexity, however, less demanding in terms of resources for the
querier (he has to relay less messages, verify less proofs, etc.).

Some protocols [6–8,13,14] are truly decentralized and the feedback is
retrieved from the participants every time a querier wishes to learn the reputa-
tion of another participant. Therefore, all the nodes have to stay online in order
to contribute to the reputation system, which is not suitable for e-commerce
applications, but might be useful in other contexts, such as P2P applications.

Hence, we will focus on privacy-preserving methods that completely hide the
identity of the raters. Protocols of such type do already exist, however each one of
them has its own weaknesses. The works of Androulaki et al. [13] and Petrlic et al.
[14], for example, are instances of pseudonym based schemes. Nonetheless, these
two require a Trusted Third Party (TTP), and are thus not truly decentralized.
As the TTP has to be completely trusted for certain operations, its misbehavior
could breach the privacy of the users or the correctness of the system.

Anceaume et al. [3,4] proposed slightly different solutions. Instead of all
the information about the reputation of the users being held by a single TTP,
they distribute the trust using a DHT-structure: every peer holds some part of
the information, which allows to compute the reputation of a service provider.
Moreover, in their system, peers rate transactions between customers and ser-
vice providers, rather than directly rating service providers. This seems more
suitable for e-commerce applications, as one would typically rate every transac-
tion made with a service provider, rather than periodically update their opinion
on a given service provider. It also allows to introduce proofs of transactions,
which guarantee (more or less) that only transactions that really took place can
be rated. However, as the service provider creates those proofs, it is complicated
to ensure that he doesn’t generate proofs for transactions that did not happen,
in order to submit positive reviews by himself and wrongfully increase his own
reputation. Anceaume’s and Lajoie-Mazenc’s systems only offer little protection
against these attacks. The system proposed in [4] also makes use of complicated
zero-knowledge proofs and is thus quite costly to perform (several seconds for
each participant, up to a minute in certain cases).

None of those protocols are trustless, and therefore need either the customers
or the service providers (or both) to trust some entities not to tamper with the
system or to break privacy, without being able to verify that there is no bad
behavior. We eliminate this weakness in the system that we present in this
paper.

3 Our Model

3.1 Participants

For our system, we choose a model that is as close as possible to actual
e-commerce systems. As stated in Sect. 1, we will consider two types of users:
service providers (SP) who will sell goods or services, and customers who might
buy them. The most important part in e-commerce rating systems is the rating
of the service providers (as opposed to ratings from the seller about the buyer).
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Therefore, we will only consider ratings from the customers about the SPs. Only
customers might be raters, and only SP will be ratees.

We will also suppose that the transaction will disclose the identity of the
customer: the SP will need the customer’s credentials, such as his credit card
number or address, in order to process the order. Even if the transaction is done
via an anonymous electronic currency such as Dashcoin or Zerocash, the service
provider will most certainly need the customer’s address in order to deliver the
good. We suppose that after every transaction between a customer and a SP,
the customer might rate the SP.

More formally, we will introduce the following notations:

S: The set of all the service providers (i.e. ratees)

C: The set of all the customers (i.e. raters)

P: The set of all the participants, P := S ∪ C. It is simply the set of all the
nodes participating in the network.

B: The blockchain.
As the blockchain defines an ordered set of blocks. A block is simply a set

of operations that are aggregated for maintenance reasons (it is more efficient
to store them this way). The blockchain can also be seen as a database whose
state will be the initial state (that is hard-coded) on which all the operations
contained in the subsequent blocks are applied.

Every time a new block is constituted, an award will be paid to the user
that constituted it. This works in a similar fashion as in the so-called “alt-
coins”. In our system, owning coins is mandatory in order to be allowed to
receive reputation. It also helps preventing spam and other kinds of attacks (as
described in Sect. 6.2).

A: The set of all the addresses of the participants.
These addresses will be used for maintenance. Every service provider will

own one address. They will be used, in particular, to hold and spend the coins
generated by the blockchain, but also to identify the service providers.

Service providers will have a unique address, as issuing reputation tokens will
cost coins and owning an address is necessary in order to own and transfer them.
As a service provider will not gain anything from having more than one address
(see Sect. 6.2 for more details), there is no need to try and enforce this policy.
Furthermore, it would be complex to enforce it in a decentralized fashion.

3.2 Operations

We will next describe the functions that are needed in our system. The protocols
that implement these functions will be described in the later sections. Most, if
not all, of these functions will be performed with respect to a given blockchain B,
or need to make calls to a random number generator (RNG). These are implicit
inputs of the protocols.

http://dashcoin.net/
http://zerocash-project.org/
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For the Customer. These operations will be performed by a certain customer
c ∈ C.

– setup()
Generates a new public key, usable by the customer, for the transaction.

– get reputation(s)
Allows the customer to query the reputation of a service provider s ∈ S.

– get token(s, x)
Allows the customer to request a token that will prove that he was engaged
in a transaction x with the service provider s. Outputs a blinded token t̄x.

– unblind token(t̄x)
Unblinds the token that was retrieved using the get token protocol. Outputs
an unblinded token tx. The token is bound to the transaction. However, given
two tokens tx and tx′ , the service provider s will not be able to tell which
token belongs to which transaction.

– publish review(s, tx)
Allows the customer to publish a review about the service provider s ∈ S,
using the token tx previously unblinded.

For the Service Provider. This operation will be performed by the service
provider.

– issue token(c, x)
In response to a get token request from the customer c ∈ C, issues a blinded
token t̄ and sends it to the customer, if the customer is entitled to receive one,
i.e. he was really engaged in the transaction x.

Block-Chain Related Operations. These operations are mostly indepen-
dent from the underlying reputation model. However, a blockchain mechanism
is needed in order to store the reputation values in a reliable way. These opera-
tions can be performed by any node in the network.

– broadcast(op)
Broadcasts an operation op (which can be a review, a transaction, etc.) to all
the nodes running the protocol.

– compute balance(s)
For a service provider s ∈ S, representing an address addr, computes the
balance (in terms of coins) associated with this service provider.

– create new block(addr, b)
Broadcasts a newly mined block b. It will contain, among other data, reviews
and transactions, but also a proof that addr has the right to constitute the
next block.

The incentive for creating blocks are the coins. Every address who correctly
creates a block and broadcasts it will receive a certain amount of coins. They
serve as a currency within this system, in a similar fashion as in many cryp-
tocurrencies that have been developed since BitCoin. However, in our system,
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the main usage of the coins is not to serve as an alternative currency. Rather,
they will be needed by the service providers in order to have the right to deliver
tokens. This also serves to limit spam from the service providers, who could
simply create as many tokens as they desire in order to boost their reputation.

3.3 Adversarial Model

We consider a malicious adversarial model with collusions. This model implies
that any participant in the protocol may behave arbitrarily and deviate from
the protocol at any time as deemed necessary. Service providers may want to
learn the identity of the customers that rated them, they might try to raise their
own reputation, and collaborate with other service providers. Customers may try
to submit reviews without having previously interacted with service providers,
might try to use the received token in order to rate other service providers, or
might try to otherwise disrupt the service. We will also suppose that there might
be attempts to disrupt the blockchain, such as forking in order to confuse new
participants.

3.4 Objectives

The objectives for our system are the following:

– Trustlessness
In an e-commerce system, we cannot expect customers to have pre-existing
trust towards other customers of the same SP. Therefore, our system should
not suppose that there is pre-existing subjective trust between users. No cus-
tomer should have to trust any entity not to deviate from the protocol in
order to break its privacy or change its rating. The protocol should ensure
that privacy and correctness are preserved even if other participants deviate
from the protocol. Therefore, it should also not rely on Trusted Third Parties,
or Certification Authorities, which, by definition, must be trusted to behave
faithfully.

– Suitability for e-commerce
As the identity of a customer will be most certainly revealed during a transac-
tion, the system should enforce the unlinkability of transactions and ratings,
i.e. for a given rating, it should not be possible to determine which transac-
tion it is related to (it should however be possible to identify the related SP).
It should, however, not be possible for a customer to submit a rating if no
transaction took place.

– Decentralization
We want to avoid any central point of failure as well as any single point of
control. Therefore, the system should not depend on one, two, or a small
number of nodes in order to work properly. We will even exclude Certification
Authorities, because they have proven unreliable in the past, either because
they became subject to attacks [15,16] or because they issued themselves
fraudulent certificates [17], and because they would induce some centralization
aspects in the system.
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– Anonymity preservation
The anonymity of the customers should be preserved. More precisely, the
ratings and the identities of the customers should be unlinkable, as well as
the ratings among themselves. The later kind of unlinkability is also crucial
to preserve the anonymity of the users, as highlighted in [18,19].

– Robustness
Our system should be robust to classical attacks on reputation systems, in
particular bad-mouthing, ballot-stuffing, Sybil attacks and whitewashing.

4 Building Blocks

In order to be able to build this protocol, we will need two basic building
blocks: the blockchain and blind signatures.

4.1 Blockchain

A blockchain, as first desribed in [10], can be seen as a distributed, public data-
base, which can be read by every user running the appropriate program, but
on which writing has a cost, or cannot be done at any time by any user [11].
Every action that modifies this database is broadcasted among all the users in
the network, and they are recorded as “blocks”. The creation of those “blocks” is
controlled by mechanisms that vary between the different blockchain algorithms,
and the state of the database is the sum of all the actions in all the blocks at
a given moment in time. This concept has become popular due to the BitCoin
currency [10], which seems to be the first application making use of this idea.
Two families of blockchain systems have since then emerged.

The first one uses a mechanism for controlling the blockchain that is similar
to the one used in BitCoin, in which the probability of a participant creating
a new block is proportional to its computing power. The second one uses a
different mechanism, in which the amounts of coins held by the participant
define this probability. This is called Proof-of-Stake, and we advocate the use of
such a blockchain system for our protocol. More information about the different
blockchain systems can be found in the extended version of this paper [20].

4.2 Blind Signatures

A blind signature scheme is a protocol in which the signer of a message does
not learn anything about the content of the message that was signed. We expect
from such a system the following properties:

Unforgeablility
The signature cannot be falsified (only the user knowing some secret infor-
mation, such as a private key, can issue valid signatures).

Blindness
The signer does not learn anything about the message it signs (given the
information available to the signer, all possible messages are equally likely to
be about to be signed).
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Untraceability
Once the message and signature have been revealed, the signer cannot deter-
mine when the message was signed.

For example, the blind signature scheme proposed by Okamoto [21], based
on bilinear pairings, could be used to instantiate this primitive, or the simpler
version based on the RSA algorithm, first proposed by Chaum [22]. As Chaum’s
version is simpler and faster, we will use this scheme in order to explain our
protocol.

5 Specification of the Protocol

5.1 An Overview

The proposed protocol could be summarized as follows:

1. Before contacting the service provider in order to perform a transaction,
the customer may compute the service provider’s reputation using the
get reputation protocol.

2. Once the customer retrieved the reputation of the service provider, he decides
whether to engage in a transaction with the SP or not.

3. If the customer decides to engage in a transaction, before a transaction takes
place, the customer creates a new public key, derived from a private/public key
pair, for the process. This key should be kept secret from the service provider
for the moment. It will be used to avoid token-theft Then, the transaction
takes place: for example, the customer sends the money, and the SP starts to
deliver the good.

4. Just after the transaction takes place, the customer asks the SP for a blinded
token by performing the get token protocol (which takes the freshly gener-
ated public key as input), and verifies that the SP has a sufficient balance
for issuing a token (using the compute balance protocol). The balance should
be greater than some n coins, since n coins will be deduced from the SP’s
account when the review will be integrated in the blockchain. The customer
then verifies the token (i.e. verifies that the signature is correct) and unblinds
it for later use with help of the unblind token protocol.

Requiring some coins to be spent in order to receive a review helps to
prevent ballot-stuffing attacks, as the SPs may, theoretically, issue an unlim-
ited amount of tokens to themselves and could therefore submit an unlimited
number of positive reviews for themselves. As for the token, it serves as a
proof that a transaction really occurred. It therefore helps to greatly reduce
the risk of bad mouthing attacks. It has to be blinded, so that the service
provider cannot link the token, and therefore the rating, to the transaction
and the identity of the customer.

5. Once the customer is ready to review the SP, he will broadcast a message
containing the address of the SP, the token, along with the rating of the
transaction and (optionally) a written review, a signature on this information,
as well as a pointer to the last review concerning the same service provider.
This is done via the publish review protocol. a cash system.
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6. A participant wishing to earn coins (in order to be allowed to grant tokens
for example) verifies if he is allowed to constitute the next block. If it is the
case, he will run the constitute block protocol. The creation of blocks helps
to maintain a unique history of actions, avoids double-use of tokens, and is
incentivized through the reward in coins.

In the next sub-sections, we will describe the protocol in more detail.

5.2 Public Key Creation

Before the transaction takes place, the customer creates a new public key that
will be used for one transaction only (similar to what is recommended for BitCoin
addresses for example). This will be the public part of an ECDSA key [23].
It must not be communicated to the SP during the setup phase. An outline of
the setup protocol could look like follows:

Algorithm 1. Setup protocol
1: procedure setup(T)
2: (p, a, b, G, n, h) ← T // Those are the parameters of the elliptic curve used for

ECDSA, for example those of secp256k1
3: privKey ← rand(0, n)
4: pubKey ← privKey ∗ G

return (pubKey, privKey)

5.3 Blinded Token Exchange

Before the transaction takes place, the customer will receive a token from the
SP that will guarantee that its review will be accepted. For this purpose, the
customer hashes the previously generated public key and requests a blind sig-
nature on this, for example using Okamoto’s provable blind signature scheme
(in the complete, not partial blinding setup), or the much simpler Chaum’s blind
signature algorithm. This will make the token unlinkable to the transaction, and
therefore guarantee the anonymity. The customer will also check that there are
enough coins in the wallet associated with the SP. Then, the transaction can
take place.

If Chaum’s blind signature is used, then we can define the three protocols
get token(s), unblind token(t̄) and issue token(c) as in Algorithm 2.

We suppose that the customer knows the public key of the SP. How this is
done is out of scope of this paper.
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Algorithm 2. Token exchange
1: procedure get token(s, pubKey, e, n, x) � (e, n) is the service provider’s public

RSA key pair, x the identifier of the transaction
2: m1 ← hash(pubKey) � hash is a cryptographic hash function such as sha256
3: r ← rand(0, n)
4: m1 ← m1r

e mod n
5: send((m1, x), s)
6: return (m1, r)

7: procedure issue token(c, m1, d, n, x) � (n, d) is the service provider’s private
RSA key pair

8: if verify(x) then � the service provider has to specify verify
9: t̄ ← md

1 mod n
10: send(t̄, c)
11: return t̄
12: procedure unblind token(t̄, r, e, n)
13: t ← t̄r−1 mod n
14: return t

5.4 Broadcasting the Review

Once the transaction is finished, the customer might want to wait for some time
(so that he is not the SP’s only customer for this period). After this period
of waiting, he might choose a rating for this transaction (say, an integer in
[|0; 5|]) and write a review about it. The review can give helpful information to
prospective customers, explain a bad rating, and helps distinguishing between
trustworthy and fake ratings. This information will be broadcast in the network,
along with the identifier of the SP, the token and the signature on the token.
This message will also contain the signature of the customer, and a pointer to the
last review concerning the service provider. The message that will be broadcast
can be represented as follows (Table 1):

Table 1. Structure of a broadcasted message containing a review

Field Description

addrs Address of the SP

pubKey The public key used for the transaction

token Token obtained from the SP (i.e. blind signature on pubKey)

rating Rating of the transaction (for example, an integer in [0; 5])

review A textual review on the transaction (optional)

sig Signature, using privKey, of (addss||pubKey||token||rating||review)

pointer Pointer to the last review about the same SP
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5.5 Computing the Reputation

In order to compute the reputation, a new customer only needs the last block
containing a review about the SP whose reputation it seeks. Once this block has
been found, it is sufficient to follow the pointers in order to retrieve all the reviews
about this SP. For each review, the prospective customer might also verify the
correctness of the blinded tokens. Then, the customer can choose any aggregation
function he wishes (mean, median, or beta-reputation [24]), and could also read
the textual reviews in order to filter out outlier ratings (especially high or, more
probably, especially low ratings).

6 Analysis of the Protocol

6.1 Security Analysis

In this section, we list the theorems whose proof demonstrates that we achieve
the security objectives of our protocol. The proofs to the theorems are quite
straight forward and can be found in the extended version of the paper [20].

Theorem 1 (Token Unforgeability). Given a Service Provider’s public key,
and a poly-bounded (in a security parameter k) number of signatures from the Ser-
vice Provider on arbitrary messages, a user is not able to generate one more token
(i.e. signature on the hash of an address) except with negligible probability ε(k).

Remark 1. This implies that badmouthing attacks are not possible on this sys-
tem. Ballot-stuffing attacks, however, cannot be completely mitigated, as a ser-
vice provider can freely issue tokens. The currency introduced in this protocol
helps reducing the risk of ballot stuffing, as the service provider is limited on the
number of tokens he can issue, by the number of coins he owns.

Theorem 2 (Reputation Unforgeability). Given the public blockchain his-
tory, no service provider is able to advertise a reputation that is not its own
(except with negligible probability ε(k)).

Theorem 3 (Customer Anonymity). Given a rating published in the
blockchain concerning a given service provider, the identity from the customer
that originated this rating is indistinguishable, from the service provider’s point
of view, among all the customers that were previously involved in a transaction
with that service provider.

Theorem 4 (Customer Report Unlinkability). Given two different reports,
it is not possible to determine whether they were issued by the same customer or
not better than guessing at random.

The proposed protocol is able to hide the identity of the rater among all the
customers who interacted with a given service provider in a certain time interval,
therefore providing indistinguishability. We can devise a simple model that will
give an idea of the indistinguishability of the customer reviews. Suppose that
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customers purchase goods from a given service provider. The arrival of customers
can be modeled by a Poisson process with parameter λ. We can also suppose
that, after receiving their good, customers will wait for a certain amount of time
before submitting a review. In our model, the customer will wait for a time T
that is uniformly distributed over [0; τ ] for some τ > 0. In this case, we have the
following property:

Theorem 5 (Indistinguishability). If the arrival of customers is modeled as
a Poisson process of parameter λ and if customers wait for a duration that is
uniformly distributed over [0; τ ] before submitting their review, then the identity
of a customer will be indistinguishable over a set of λτ customers in average.

6.2 Robustness Against Generic Attacks

In this section, we will explain how our proposed system copes with generic
attacks against reputation systems: bad-mouthing, ballot stuffing, Sybil attacks,
and whitewashing.

Bad-mouthing. Bad-mouthing consists in lying about the performance of a ser-
vice provider in order to decrease his reputation. This could be done, for exam-
ple, by a competitor. Our system prevents bad-mouthing thanks to the usage of
tokens, and this attack is prevented because token unforgeability is guaranteed
by the system.

Ballot-stuffing. Ballot stuffing is the opposite of bad-mouthing. This attack con-
sists in increasing one’s own reputation. As the service providers generate the
tokens that allow feedback-submission on their own, this attack could only par-
tially be mitigated with the use of coins, as explained in the remark concerning
token unforgeability.

Whitewashing. Whitewashing consists in exiting a system after having accumu-
lated bad reputation, in order to re-enter it again and removing the accumulated
bad reputation. As the initial reputation of a new service provider is 0, the ser-
vice provider would not gain much from leaving and re-entering the system with
a new identity. However, bad reviews are worse than no reviews, so there could
be an incentive in order to do so. One way to limit this would be to bind the
identity of a service provider to, for example, his website, through a specific
operation on the blockchain. The service provider could still change the domain
name, but again, this would cost money.

Sybil Attacks. Sybil attacks combine more or less the attacks described above.
They consist in creating multiple identities in the system in order to disrupt it.
They pose no more threat than the other types of attacks, as there is no concept
of “identity” for the customers in our system, and creating multiple identities
for a service provider can only be used to either perform whitewashing (if he
creates one identity after another) or ballot-stuffing (if he creates multiple fake
transactions).
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7 Conclusion

Reputation systems need to be privacy-preserving in order to work properly,
without the raters having to be afraid of retaliation. Building a reputation sys-
tem that is privacy-preserving without any trust assumptions is not a trivial
task. However, such a system would be highly valuable, because there is much
less risk that the privacy of the users could be breached. We described such a
reputation system for e-commerce applications, and analyzed the security guar-
antees. Some points would still need attention in future work, such as the exact
way of generating coins that would ensure that service providers have enough of
them in order to be able to supply enough tokens for their customers, but at the
same time still limit ballot-stuffing attacks. Also, we must find a definite way
to address the problem of information leakage concerning the time at which the
reviews are submitted.
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