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Preface

This book constitutes the refereed proceedings of the Artificial Intelligence Per-
spectives in Intelligent Systems Section of the 5th Computer Science On-line
Conference 2016 (CSOC 2016), held in April 2016.

The volume Artificial Intelligence Perspectives in Intelligent Systems brings 47
of the accepted papers. Each of them presents new approaches and/or evaluates
methods to real-world problems and exploratory research that describes novel
approaches in the field of intelligent systems.

CSOC 2016 has received (all sections) 254 submissions, 136 of them were
accepted for publication. More than 60 % of all accepted submissions were received
from Europe, 20 % from Asia, 16 % from America and 4 % from Africa. Researches
from 32 countries participated in CSOC 2016 conference.

CSOC 2016 conference intends to provide an international forum for the dis-
cussion of the latest research results in all areas related to computer science. The
addressed topics are the theoretical aspects and applications of computer science,
artificial intelligence, cybernetics, automation control theory and software
engineering.

Computer Science On-line Conference is held online and broad usage of modern
communication technology improves the traditional concept of scientific confer-
ences. It brings equal opportunity to participate to all researchers around the world.

The editors believe that readers will find the proceedings interesting and useful
for their own research work.

March 2016 Radek Silhavy
Roman Senkerik

Zuzana Kominkova Oplatkova
Petr Silhavy

Zdenka Prokopova
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A Classification Schema for the Job Shop
Scheduling Problem with Transportation
Resources: State-of-the-Art Review

Houssem Eddine Nouri, Olfa Belkahla Driss and Khaled Ghédira

Abstract The Job Shop scheduling Problem (JSP) is one of the most known
problems in the domain of the production task scheduling. The Job Shop scheduling
Problem with Transportation resources (JSPT) is a generalization of the classical
JSP consisting of two sub-problems: the job scheduling problem and the generic
vehicle scheduling problem. In this paper, we make a state-of-the-art review of the
different works proposed for the JSPT, where we present a new classification
schema according to seven criteria such as the transportation resource number, the
transportation resource type, the job complexity, the routing flexibility, the recir-
culation constraint, the optimization criteria and the implemented approaches.

Keywords Scheduling ⋅ Transport ⋅ Job shop ⋅ Robot ⋅ Flexible manufac-
turing system

1 Introduction

The Job Shop scheduling Problem (JSP) is known as one of the most popular
research topics in the literature due to its potential to dramatically decrease costs and
increase throughput [19]. The Job Shop scheduling Problem with Transportation
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resources (JSPT) is a generalization of the classical JSP [16], consisting of two
sub-problems: (i) a job scheduling problem in the form of n/m/G/Cmax (n jobs,
m machines, G general job shop, Cmax makespan) which was demonstrated as an
NP-hard problem by [23], (ii) a generic vehicle scheduling problem which was well
known as an NP-hard problem [30]. The first definition of the JSPT was introduced
by [15] according to the α/β/γ notation and extended by [20] for transportation
problems, in the form of JR/tkl, t’kl/Cmax. J indicates a job shop, R indicates that we
have a limited number of identical vehicles (robots) and all jobs can be transported
by any robot. tkl indicates that we have job-independent, but machine-dependant
loaded transportation times. t’kl indicates that we have machine-dependant unloaded
transportation times. The objective function to minimize is the makespan Cmax.

The JSPT was formulated by [9] as a set J = {J1, …, Jn} of n independent jobs
that have to be processed without preemption on a set M = {M0, M1, …, Mm} of
m + 1 machines (M0 represents the Load/Unload or LU station from which jobs
enter and leave the system). Each job Jiϵ consists of a sequence of ni operations oij.
Let us note Oi = {oij, j = 1,…, ni} the set of operations of job Ji, and O = ⋃n

i=1Oi
the set of O = ∑n

i=1 ni operations. There is a machine μijϵ {M0, …, Mm} and a
processing time pij associated with each operation oij. Additionally, a vehicle has to
transport a job whenever it changes from one machine to another. We have a given
set V = {V1, …, Vk} of k vehicles. We assume that transportation times are only
machine-dependant. t(Mi, Mj) and t’ (Mi, Mj) indicate, respectively, the loaded
transportation time and the unloaded transportation time from machine Mi to
machine Mj (i, j = 0, …, m). Vehicles can handle at most one job at a time. The
objective function is the minimizing time required to complete all jobs or
makespan.

In this paper, we present a state-of-the-art review for the Job Shop scheduling
Problem with Transportation resources (JSPT), where we detail the different works
made for this extension, and we propose a classification schema according to seven
criteria such as: (1) the transportation resource number; (2) the transportation
resource type; (3) the job complexity; (4) the routing flexibility; (5) the recirculation
constraint; (6) the optimization criteria; (7) the implemented approaches.

This paper is organized as follows. In Sect. 2, we present the classification
criteria used to create the new literature schema for the JSPT. We detail, then in
Sect. 3 the different works made for this extension. Finally, Sect. 4 rounds up the
paper with a conclusion.

2 Presentation of the Classification Criteria
and the New Literature Review Schema

In this section, we present the classification criteria used to create the new literature
schema for the JSPT. This schema is based on seven criteria: (1) transportation
resource number (2) transportation resource type (3) job complexity (4) routing
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flexibility (5) recirculation constraint (6) optimization criteria (7) implemented
approaches.

1. The first criterion is the transportation resource number r used in the JSPT
(where r can be: r = 1, r > 1, r = infinite).

2. The second criterion identifies the transportation resource type which takes as
values: Automated Guided Vehicles (AGV), Material Handling Vehicles
(MHV), Robots (R), Transport Resources (TR).

3. The third and the fourth criteria were inspired form [24] allowing to measure the
job complexity by calculating the operation number in each job (which takes
JC1 if each job contains just one operation, else JC + if some or all jobs contain
two or more operations) and the routing flexibility by verifying the machine
number for each operation in each job (getting RF1 if an operation is performed
by only one machine, else RF + if there are two or more machines to perform
one or more operations).

4. The fifth criterion is the constraint of recirculation i.e. some jobs can visit some
machines more than one time (“Yes” if it is the case, else “No”).

5. The sixth criterion gives the optimization criteria considered in the JSPT (which
can be mono-criterion “Mono” or multi-criteria “Multi”), see Table 1.

6. The seventh criterion details the different implemented approaches for the JSPT
(which can be a non-hybrid approach “Non-hybrid” or a hybrid approach
“Hybrid”).

Noting that, Table 2 presents a classification of the different reviewed literature
papers based on the proposed schema and according to the seven previously cited
criteria. The list of authors is sorted by year classifying 25 papers from 1995 to
2014.

Table 1 Codification of the
different criteria used in the
studied papers

Criteria Code

Makespan Cmax
Work In Process costs WIP
Buffer Management BM
Vehicle Priority Management VPM
Vehicle Capacity Management VCM
Exit Time of the Last Job of the system ETLJ
Mean Tardiness Tmean
Operation Processing Time Cost OPTC
Vehicle Transportation Time Cost VTTC
Total Material Flow Time Ftotal
Mean Flow Time Fmean
Penalty Costs PC

Robust Factor RF

A Classification Schema for the Job Shop Scheduling Problem … 3
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3 State-of-the-Art Review

In this section, we detail the different works made for the JSPT taking into account
two classification criteria: the implemented approaches (heuristics and exact algo-
rithms, metaheuristics, metaheuristic hybridization, other artificial intelligence
techniques) and the optimization criteria (mono-criterion, multi-criteria).

3.1 Mono-Criterion Optimization

Heuristics and exact algorithms. Bilge and Ulusoy [3] formulated the machines
and AGVs scheduling problem as an MIP (Mixed Integer Programming) model,
and where its objective was to minimize the makespan. Then, they used an iterative
heuristic allowing a combined resolution of the handling and treatment resources
scheduling problem with time windows. This iterative technique allowed
improvements in generating simultaneous scheduling solutions in terms of make-
span and shuffled operations. Billaut et al. [4] treated a particular flexible manu-
facturing system case with a single loop topology. They supposed a sufficient
vehicle number between two successive machines. In fact, they transformed the job
shop with transport problem into hybrid flow shop and they used a branch and
bound resolution method inspired from [38].

Metaheuristics. Ulusoy et al. [37] proposed a genetic algorithm for the simul-
taneous Machine AGVs scheduling problem in a flexible manufacturing system
where the objective is to minimize the makespan. In fact, the chromosomes rep-
resent the operational tasks sequencing and the transport resource assignment. After
each crossover phase between two parents, a repair operation will be launched if a
non-feasible solution was generated by exchanging the operational tasks that violate
the precedence constraints. A local search algorithm is proposed in [16, 17] for the
job shop scheduling problem with a single robot, where they supposed that the
robot movements can be considered as a generalization of the travelling salesman
problem with time windows, and additional precedence constraints must be
respected. The used local search is based on a neighborhood structure inspired from
[25] to make the search process more effective. Lacomme et al. [21] addressed the
scheduling problem in a job shop where the jobs have to be transported between the
machines by several transport robots. The objective is to determine a schedule of
machine and transport operations as well as an assignment of robots to transport
operations with minimal makespan. They modeled the problem by a disjunctive
graph and the solution was based on three vectors consisting of machine disjunc-
tions, transport disjunctions and robots assignments. Then, they used a local search
algorithm to solve this problem. Elmi et al. [12] treated the machines and transports
operations scheduling problem in job shop production cells. They presented an
Integer Linear Programming Model based on the intercellular movements, the
multiple treatments of pieces (not consecutive) on a machine and where the

6 H.E. Nouri et al.



principal objective is the minimization of the makespan. And due to the complexity
of this model, a simulated annealing procedure was proposed integrating neigh-
borhood structures based on the concept of insertion and block for obtaining of a
more efficient resolution of this problem.

Metaheuristic hybridization. Deroussi and Gourgand [8] treated an extension
of the job shop problem integrating the transportation operations of the Automated
Guided Vehicles (AGVs) into the production global process. They proposed a
simultaneous resolution model which consists to couple an optimization method
(metaheuristic) with a performance evaluation model (based on discrete events
simulation). The optimization method is composed of a hybridization between a
local iterated search procedure and a simulated annealing. The local search pro-
cedure is composed of a Variable Neighborhood Descent (V.N.D) based on the
permutation and insertion movements of transports. Lacomme et al. [22] were
interested to treat the machines and AGVs simultaneous scheduling problem in a
flexible manufacturing system. They formulated this problem as a job shop pro-
duction problem, where a Job set must be transported between the machines by
AGVs. They used a genetic coding that contains two chains: a resource selection
chain for each task and a sequencing chain for transportation tasks. The first chain is
randomly generated. The second chain is generated by a heuristic proposed by [14],
based on the assignment defined by the first chain.

Other artificial intelligence techniques. Babu et al. [2] chose to treat simul-
taneously the machines and two vehicles AGVs scheduling problem in a flexible
manufacturing system. To solve this problem, the authors chose to use a differential
evolution algorithm which was proposed by [35] for the Chebychev polynomial
fitting problem. A multi-agent approach is proposed by [13] for robots and
machines scheduling problem within a manufacturing system. The proposed
multi-agent approach worked under a real-time environment and generated feasible
schedules using negotiation/bidding mechanisms between agents. This approach is
composed by four agents: a manager-agent, a robot-system-holon, an order-system-
holon and a machine-system-holon.

3.2 Multi-criteria Optimization

Heuristics and exact algorithms. Sabuncuoglu and Karabuk [34] presented a
heuristic algorithm based on the filtered beam search for scheduling problems in a
flexible manufacturing system. The main assumptions considered are buffer
capacity and routing flexibility that is used in generating schedules for machines
and AGVs. The performance criteria are mean flow time, mean tardiness and
makespan. Anwar and Nagi [1] chose to treat the machine-AGVs scheduling
problem in a flexible manufacturing system by using a forward propagation
heuristic, allowing a simultaneous production and handling machines operations
scheduling. The AGVs moving between cells are considered as additional
machines. In fact, the manner to deduct the AGVs availability date depends on the

A Classification Schema for the Job Shop Scheduling Problem … 7



operational tasks assignment that must be fixed in advance. Caumond et al. [6]
adapted a mathematical formulation for a shop scheduling problem with one
transporter robot. This formulation differed from the published works because it
considered the maximum number of jobs authorized in the system, the upstream
and downstream storage capacities and the robot loaded/unloaded movements.

Metaheuristics. El Khoukhi et al. [11] chose to study the problem of general-
ized Job Shop with transport including new additional constraints such as the
number of robots and their multiple transfer capacities, as well as the limited
capacity of input/output of machines. They proposed an optimization procedure by
the ant colony algorithm, allowing a simultaneous resolution of the problem. Rossi
and Dini [33] proposed an ant colony optimization algorithm to solve the job shop
scheduling problem with a flexible routing in a flexible manufacturing system. They
chose to model this problem by a disjunctive graph where the set of nodes are
associated to the different operating tasks. The graph is evaluated by a local update
rule. This local search is inspired from the algorithm of [29]. Pandian et al. [31]
chose to adapt the genetic algorithm for the simultaneous flexible job shop and
AGV scheduling problem in a flexible manufacturing system. This algorithm is
based on jumping genes technique, inspired from [7], to optimize the AGV flow
time and the assignment of the flexible jobs operations.

Metaheuristic hybridization. Reddy and Rao [32] considered simultaneously
the machine and vehicle scheduling aspects in a flexible manufacturing system and
addressed the combined problem for the minimization of makespan, mean flow
time and mean tardiness objectives. They developed a hybrid genetic algorithm
composed by a combination of a genetic algorithm with a heuristic technique to
address different phases of this simultaneous scheduling problem. The genetic
algorithm is used to address the machine scheduling problem and the vehicle
scheduling problem is treated by the heuristic. Deroussi et al. [9] addressed the
simultaneous scheduling problem of machines and robots in flexible manufacturing
systems, by proposing new solution representation based on robots rather than
machines. Each solution is evaluated using a discrete event approach. An efficient
neighbouring system is then implemented into three different metaheuristics: iter-
ated local search, simulated annealing and their hybridisation. Deroussi and Norre
[10] considered the flexible Job shop scheduling problem with transport robots,
where each operation can be realized by a subset of machines and adding the
transport movement after each machine operation. To solve this problem, an iter-
ative local search algorithm is proposed based on classical exchange, insertion and
perturbation moves. Then a simulated annealing schema is used for the acceptance
criterion. A hybrid metaheuristic approach is proposed by [39] for the flexible Job
Shop problem with transport constraints and bounded processing times. This hybrid
approach is composed by a genetic algorithm to solve the assignment problem of
operations to machines, and then a tabu search procedure is used to find new
improved scheduling solutions. Nageswararao et al. [28] proposed a Binary Particle
Swarm Vehicle Heuristic Algorithm (BPSVHA) for simultaneous Scheduling of
machines and AGVs adopting Robust factor function and minimization of mean
tardiness. This hybrid algorithm is based on two techniques, the particle swarm

8 H.E. Nouri et al.



algorithm is used for the machine scheduling problem and the heuristic is integrated
for the vehicle assignment problem.

Other artificial intelligence techniques. Morihiro et al. [27] treated the AGV
Tasks Assignment and Routing Problem (TARP) for autonomous transportation
systems in a flexible manufacturing system. They proposed a cooperative algorithm
based on an autonomous agent distributed model. The global process of this
algorithm begins with an initial task assignment using a procedure inspired from
[26] used for passengers and bus routings assignment problem. Braga et al. [5]
studied the machines and AGV scheduling problem in a flexible manufacturing
system. They proposed a distributed model based on cooperative agents allowing
negotiation between them in order to improve the machine and transportation AGV
production plan. This model is composed of five agents: an Order agent, a Store
agent, a set of Machines agents and a set of AGV agents. Subbaiah et al. [36]
treated simultaneously the machines and two identical AGVs scheduling problem in
a flexible manufacturing system in order to minimize the makespan and the average
lag. To solve this problem, a Sheep flock heredity algorithm of [18] was proposed
based on a chromosome coding representing the total order of the operating tasks.

4 Conclusion

In this paper, we make a state-of-the-art review of the different works proposed for
the Job Shop scheduling Problem with Transportation resources (JSPT), where we
present a new classification schema according to seven criteria which are the
transportation resource number, the transportation resource type, the job com-
plexity, the routing flexibility, the recirculation constraint, the optimization criteria
and the implemented approaches. By reviewing this works, new research oppor-
tunities are offered for authors to propose new effective approaches, by integrating
other constraints reflecting more reality for the solution to be obtained and allowing
to be more adaptable for real cases in flexible manufacturing systems.
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Narration Framework of Chinese Ancient
Fiction Images in the Digital Environment

Cong Jin, Shu-Wei Jin and Jin-An Liu

Abstract Narration of Chinese ancient fiction images has been concerned by many
researchers. In the today of the digital technology rapid development, it will affect
research of the image narration for Chinese ancient fiction. Based on the existing
digital technologies, in this paper, an image narration framework in digital envi-
ronment for Chinese ancient fiction is proposed. In the proposed framework, we
analyze the possibility of using variety digital techniques for achieving the narration
of Chinese ancient fiction images, whose implementation can provide support for
the digital narration of Chinese ancient fiction images.

Keywords Chinese ancient fiction ⋅ Image narration ⋅ Image feature ⋅
Semantic description

1 Introduction

The digital engineering of Chinese ancient fiction started in the early 1980s, which
has already achieved remarkable achievements. Currently, a large number of Chi-
nese ancient fictions have been developed as the digital products with true meaning
and have been successfully to the market [1–3], and the research about these digital
products mainly includes discussing the current situation, development trend and
researching countermeasure of the digitizing of Chinese ancient fiction, to introduce
the achievements of the digitizing of Chinese ancient fictions, the used digital
technologies and so on. However, there is few digital content research of Chinese
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ancient fiction. In other words, the current main work of the digital engineering of
Chinese ancient fictions is focused on the development of digital products. And the
digital contents of Chinese ancient fiction after the product developed, in particular
the digital images, were less researched.

The earliest appearing image in Chinese ancient fiction is in North Song Jia-You
eight years (AD 1063) by Yu Jing-An written “Biography of ancient paragons”.
After that, the images number in Chinese ancient fictions was gradually increasing,
and which reached a very high level in the Ming and Qing dynasties [4]. The
images in Chinese ancient fictions are a huge treasure house. It plays an important
role for satisfying aesthetic needs of the readers, getting more visual information
and enhancing cultural transmission capacity.

As an information carrier with rich semantics, the image includes richer infor-
mation than the texts, which itself is easy to transcend cultural, ethnic and time
barriers, and to transfer richer emotion and mood. Therefore, images have been
more and more concerned and used, and they play an increasingly important role in
many research and application areas. However, the digital engineering of Chinese
ancient fictions is both a challenge and an opportunity for Chinese ancient fictions.
People naturally hope that the Chinese ancient fictions are detailer studied and
wider propagated by digital approaches, but which faces many problems.

More and more researchers believe that the digitizing of Chinese ancient fictions
should not only reproduce their original copy, but rather the perfect combination of
the modern technology and traditional content, and it should form a unified of tools
and content [2–5]. Digitization of Chinese ancient fictions not only should be an
adding value information base, but also should be an effective tool for academic
research. So, it can provide the accurate statistical and semantic information with
relating the content of Chinese ancient fictions and improve support function of
researching Chinese ancient fictions. In existing the research of Chinese ancient
fictions images, the digital approaches have not been fully utilized, which can not
satisfy the current needs of the digital age. Therefore, the narration research [6] of
Chinese ancient fiction images in the digital environment can find a new way for
researching the image narration and may also provide an opportunity to enrich the
current existing achievements.

2 Related Work

The narration is originally realized by language, and it is necessarily relates to
image semantic content to achieve the narration. Therefore, from the digitizing, the
premise of image narration is automatically to describe image semantic content,
which relates to a standard description of an image metadata, needs description of
image retrieval and content description of image semantic [7].

There are VBA, SVG, EXIP, MPEG-7 and so on [7, 8] in existing standards of
image metadata. Generally, these standards are only suitable to describe the low
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level features of an image, but it is usually very difficult to describe the semantic
content of an image only using the low level features of an image.

Currently, the demand description method of the image retrieval may reflect the
users’understanding for the imagesmainlyby retrieval images. This descriptionmethod
can better reflect the deep content of images because these contents come directly from
public users and the description of retrieval demand is relatively comprehensive.

Existing description methods of the image semantic contents can be used to
classify image from image visual feature layer, image object space layer and image
semantic concept layer respectively, which does not directly describe the semantic
content of the image. For example, a description system of image semantic content
based on natural language was proposed in [9]. However, this system can only
describe relatively simple semantic content of the image, and its expression is not
accurate. A description method of generating image semantic from the image
annotation information was proposed in [10]. Drawback of this approach is that the
description ability of image semantic content is limited, and the representation of
image is also incomplete.

Through literatures retrieval, we found that there is not the digital research about the
narration ofChinese ancientfiction images. In this paper, wewill research the narration
framework of Chinese ancient fiction images based on a variety of digital technology.

3 Semantic Description of Chinese Ancient Fiction Image

3.1 Feature Analysis of Chinese Ancient Fiction Image

Unlike general digital image, the images in Chinese ancient fiction were created by
humans. Each painter has own painting style, each image contains creation of
painter and shows feelings and thoughts of painter, and therefore there was a
distinct personality creation feature. Furthermore, due to restriction of painting
skills at that time, almost images in Chinese ancient fictions were binary only using
lines for represent the image content. Therefore, an image in Chinese ancient fiction
has not color feature. In other words, the image in Chinese ancient fiction only has
texture and shape features. Its detail is shown in Fig. 1.

3.2 Semantic Description Model of Chinese Ancient Fiction
Image

The standard description of image metadata, the requirement description of image
retrieval and the content description of image semantic are fused to the semantic
description model of the images in Chinese ancient fiction. Its detail is shown in
Fig. 2.
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From the lowest “image feature layer” to the highest “image semantic layer”, the
understanding of image contents is achieved also from the low level visual features
to language description to describe the image content [11]. A detailed discussion of
each layer is as follows.

(1) Feature layer

In Fig. 2, the lowest layer is feature layer in the semantic description model of
Chinese ancient fiction image, including the creation features, shape features and
texture features of an image. The creation features come from the people’s
understanding for painting skills of an image creator, they belong to specialized
knowledge and need to be put into the knowledge base. The latter two features
belong to general concept, which are either pixel or set of pixels, and they can also
be an abstract expression. Common characteristics of these features include point
feature, line feature and regional feature. And their characteristics are as follows:

(1) Point feature
The position accuracy of point feature is very high, and its expression is very
simple. But the number of the point feature is more, and the containing
information is less.

(2) Regional feature

Image in Chinese 
ancient fiction

Visual feature

Texture feature

Shape feature

Creation feature

Fig. 1 Illustrating of the image features in Chinese ancient fiction

Image semantic 
description

Image scene space

Image activity space

Image emotional space

Image object space

Semantic layer

Object layer

Low

High

Feature layer

Fig. 2 Semantic description model of the images in Chinese ancient fiction
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In regional feature, contains rich image information, itself number is relatively
smaller. Its description is relatively complex, and position accuracy is poor.

(3) Line feature
The image information amount containing in line features is between point and
regional features. Its computational cost belongs to moderate. Therefore, it is
suitable for processing line image of Chinese ancient fictions. Extracting the
shape and texture features can be automatically calculated by the computer.
Common methods of extracting shape and texture features include edge
detection, grayscale co-occurrence matrix, autocorrelation function of an
image, Voronio chess grid features, random field, Tamura texture features,
auto-regression texture model, wavelet transform and so on.

Texture is a global feature, which describes the surface properties of the scene
corresponding to the image or image regional. The texture features are not based on
feature of the pixels, which needs the statistical calculation in a regional to contain
many pixels. In the image matching, these regional features have some advantages,
and therefore the local bias will not result in fail. Generally, texture feature is
rotational invariance, and which has a strong noise resistance capability. However,
there are drawbacks in texture features. For example, an obvious drawback is that
the calculated texture may have larger deviations when changing the image reso-
lutions. In addition, since texture is just a surface feature and does not fully reflect
the essential attribute of the object, and therefore high level image content can not
be obtained using only texture features.

Common shape feature extraction methods include boundary feature method,
Fourier shape descriptor method, geometric parameter method, shape invariant
moment method and so on. The description method of an image content based on
shape features can more effective describe the interest content of an image, but
which has some problems. For example,

(1) Currently, the image content description method based on shape features lacks
more complete mathematical model as theoretical support, so sometimes the
application results are not ideal.

(2) When to exist the image distortion, sometimes the description results of image
content are unreliable.

(3) Many shape features only describe the local properties of the image content,
and it requires more computing time and storage requirements for fully
describing the content of an image.

(4) The content information described by many shape features is not exactly the
same with people’s intuitive understanding. In other words, there is a differ-
ence between the similarity of feature space and the similarity of perceived by
the human visual system and so on.

Therefore, in practical applications, it is very difficult only to use shape features
for efficiently and accurately describing the content of the image, and requires the
other features for better describing the image content.
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(2) Object layer

Object is a target in image, such as people, animals, buildings or sky in image and
so on. The part except the target is called the image scene. Image segmentation is a
tool to obtain the targets of an image, which can divide an image into several targets
with different features for further extracting information of the user interesting.
There is spatial orientation relation, topological relation, and positional relation and
so on between the targets. These relations to describe the image content are very
important.

Spatial direction relation is mutually direction relation between multiple targets
obtained by image segmentation, and these relations can be divided into the con-
nection or adjacency relation, overlapping relation, inclusive relation and so on.
Spatial topological relation describes the adjacent, relevance and inclusion relations
between the points, lines and surfaces. The points, lines and surfaces can be used to
describe connectivity, adjacency and regional between the targets. These topology
relations are difficult to directly describe the spatial relation between the targets
although adjacent but not link.

Spatial position information can be divided into two categories: the relative
spatial position information and absolute spatial position information. The former
relation emphasizes the relative case between the targets, such as above, down, left
and right and so on. The latter relation emphasizes the distance and orientation
between the targets. Obviously, the relative spatial positions can be obtained by
absolute spatial positions, and the expression of the relative spatial position
information is simpler.

Scene description is a general description of an image for other parts except the
main targets, and its purpose is to avoid ambiguity problems of image semantics
using the scene description method. Due to there is different understanding when
different people to understand the same objective; it is inevitable that there is the
ambiguity in the image semantics. In addition, since image has only two dimensional
information in Chinese ancient fictions, there are differences with described the three
dimensional world, which also led to difficulties to obtain the semantic only using
the images. At present, the scenes in Chinese ancient fiction images can be divided
into time scenes, such as spring, summer, autumn, winter, early, middle and late etc.,
and geographic scene, such as the ground, sky, indoor, outdoor, grasslands, deserts,
oceans and so on. This knowledge can be put into the knowledge base.

Content description of object may complete part above work by using object
recognition technology. It should be noted that the processing operation of object
layer is based on the image segmentation. Since the target features acquired only
using the image segmentation belongs incomplete features, only using these fea-
tures can not carry on further operations, we also need some other descriptions to
refer expertise or ontology of Chinese ancient fictions, and therefore these infor-
mation also need to put into knowledge base.
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(3) Semantic layer

In Fig. 2, semantic layer is at the highest level of image content description, which
explains the image content or describes the image contents in natural language, and
it also is called as image understanding or scene analysis [12]. Image understanding
is consisted by two layers, the first layer is an image recovery scene, the second
layer is to explain the image contents, namely high layer semantic of scene, and
then they are matched with results of existing models using acquired knowledge.

Image understanding can be seen as a loop of some processing. The goal
knowledge of the image content, all knowledge and the understanding experience
of Chinese ancient fiction image may be stored in knowledge base. These processes
of obtaining and storing knowledge are an actually learning process, and the pro-
cess of image understanding can be seen as a process of matching and reasoning:
After image processing, un-understood image is used to match targets within these
images of the knowledge base. The background knowledge of these images of
success matching within the knowledge base and all known knowledge and
understanding knowledge about Chinese ancient fiction image can be used to
understand those un-understood images for further inference and explanation.

The characteristics of image understanding are: information processing of sev-
eral stages can bring multilayer represents of information, a correct understanding
of an image needs guide of knowledge, and they can be described by the low,
middle and high layers respectively. The detailed is seen in Fig. 3.

4 Narration Framework of Chinese Ancient Fiction Image

4.1 Obtain Topic and Analysis of Chinese Ancient Fiction
Image

Images and text have them own to express topics, and to extract the image topic
[13] is an essential task for understanding image. It is different that between to
extract image topic by computer and the human eye. Image has narrative function,
and the narration needs involve its topics, thus extracting image topics and further
analysis these topics play an important role for image narration. It is essentially to

A guide of priori knowledge about 
Chinese ancient fiction image

Low layer Middle layer High layer

Fig. 3 Three levels of image understanding
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establish association between the image and text semantics, and which can also
build a bridge for the future processing. Framework of extracting image topic is in
Fig. 4.

In Fig. 4, the proposed framework of extracting image topics is mainly from the
view of digital technology, and its result is differs from the topics directly given by
the human eye. Since there is not only bias with the actual topics in the extracted
image topics, and but also there is the ambiguous, synonyms, near-synonyms and
so on, the extracted image topics by the framework of Fig. 4 can only be called
candidate topics, it is necessary further to analyze the candidate topics.

The analysis of the candidate topics can be achieved by using natural language
processing, mainly including the following two parts.

(1) Word sense disambiguation (WSD)

Besides there is a generally complex characteristic in the texts of Chinese ancient
fictions, but also has its own characteristics of ancient Chinese vocabulary. For
example, most of the words are ambiguous words [14] and so on. Therefore, WSD
has a very high processing value. In particular description words of candidate topic,
the meaning of polysemant is clear. WSD is a process to determine the meaning of
ambiguous words for clearly describing them according to the particular candidate
topics. The process of WSD is shown in Fig. 5.

Images of 
non topic

Calculate correlation 
between describe words 

and scenes

Extract nouns to constitute 
a descriptive word set

Extract image objects 
and analyze scenes

Get a text information from 
Chinese ancient fiction

Select the first k words 
with the highest relevants 

as a set of the object or 
scene

Identify candidate 
topics of an image

Knowledge base

Fig. 4 Framework of extracting image topics

Model of WSD

Feature extraction 
and selection

Words of non-
disambiguation

Word sense

Domain 
knowledge

Descriptive 
words set

Feature 
template

Fig. 5 The process of WSD
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(2) Clustering of synonyms and near-synonyms

There are a lot of synonyms and near-synonyms in Chinese ancient fictions, the
semantic similarity calculation between the Chinese ancient words plays an
important role for clustering of synonyms and near-synonyms, and has a positive
impact on the image narration. The semantic similarity of words reflects the corre-
lation between words, and also reflects the semantic distance between words. Under
the guidance of semantic distance between words, the clustering of synonyms and
near-synonyms can be implemented. The process of clustering is shown in Fig. 6.

4.2 Time Model of Chinese Ancient Fiction Images

In [6], the author believes that the essence of image narration is time of space,
which is that these images of spaced and decontextualized are put into a process of
time for restoring or rebuilding their context. A lot of images in Chinese ancient
fictions provide a good material for time of images, and digital research of narration
of Chinese ancient fiction images also provides possible.

Narrative function of image necessarily involves a time series, because the nar-
ration is shown only according to time. Images have turned into a time slice of space
media. For recovering narrative purpose, the movement of events must be reflected
by many images, and these images must be incorporated into the process of time.
Thus, all images of given a Chinese ancient fiction constitute a sequence of images
according to the order of them appearing, so that we can time the spatial media, i.e.,
images. The narration model of Chinese ancient fiction images is shown in Fig. 7.

In Fig. 7, we add a time dimension for image, which allows that the image
narration can reflect the movement of the events. Furthermore, in order to avoid
unnecessary and contradictory text contents, after analyzing topics of each image,
these topics continue to be processed for automatic summarization. The automatic
summarization [15] of texts is a relatively mature technology, not repeats it here. In
order to obtained summary sequence more smooth, the conflict resolution strategies
[16] in artificial intelligence are also used in Fig. 7.

Clustering results

Semantic similarity

Calculate mutual 
information of words Cluster for words set

Fig. 6 The process of clustering

Image topic 
analysis

Image 
sequence

Topic of each 
image

Automatic 
extraction 
abstracts

Conflict 
resolution

Abstract 
sequence

Image 
narration

Fig. 7 The narration model of Chinese ancient fiction images
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5 Conclusions

In this paper, the narration of Chinese ancient fiction images under digital envi-
ronment is studied. According to the existing digital technology, we present a
digital framework for the digital narration of Chinese ancient fiction images.
Overall, the research of the narration of Chinese ancient fiction images with digital
technologies is a complicated systems engineering, and which need integrate all
aspects of various digital technologies. Although there are many difficulties, the
proposed framework can play a positive role for automatically understanding the
narration of Chinese ancient fiction images and its implementation may provide
strong support for the digital research of Chinese ancient fiction images.
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Toward Computing Oriented
Representation of Sets

Sabah Al-Fedaghi

Abstract Diagrams probably rank among the oldest forms of human communi-
cation. Traditional logic diagrams (e.g., Venn diagrams, Euler diagrams, Peirce
existential diagrams) have been utilized as conceptual representations, and it is
claimed that these diagrammatic representations, in general, have advantages over
linguistic ones. Nevertheless, current representations are not satisfactory. Diagrams
of logic problems incompletely depict their underlying semantics and fail to provide
a clear, basic, static structure with elementary dynamic features, creating a con-
ceptual gap that sometimes causes misinterpretation. This paper proposes a con-
ceptual apparatus to represent mathematical structure, and, without loss of
generality, it focuses on sets. Set theory is described as one of the greatest
achievements of modern mathematics. Nevertheless, its metaphysical interpreta-
tions raise paradoxes, and the notion of a collection, in terms of which sets are
defined, is inconsistent. Accordingly, exploring a new view, albeit tentative, attuned
to basic notions such as the definition of set is justifiable. This paper aims at
providing an alternative graphical representation of a set as a machine with five
basic “operations”: releasing, transferring, receiving, processing, and creating of
things. Here, a depiction of sets is presented, as in the case of Venn-like diagrams,
and is not intended to be a set theory contribution. The paper employs schemati-
zation as an apparatus of descriptive specification, and the resultant high-level
description seems a viable tool for enhancing the relationship between set theory
and computer science.
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1 Introduction

Diagrams probably rank among the oldest forms of human communication [1], e.g.,
Plato’s allegory of the cave visualizes situations and depicts knowledge configu-
rations in representational terms. Traditional logic diagrams (e.g., Venn diagrams,
Euler diagrams, Peirce existential diagrams) have been utilized as conceptual rep-
resentations [1, 2], and it has been claimed that these descriptions, in general, have
advantages over linguistic ones [3–5]. “The diagram functions as an instrument of
making evident the structure of ontology and epistemology… [Descartes made]
two-dimensional geometric figures and linear algebraic equations mutually trans-
ferable” [6].

1.1 Current Diagrams in Science

Many scientific fields utilize diagrams to represent or depict knowledge and to
assist in understanding of logic problems [7–10]. “Today, images are … considered
not merely a means to illustrate and popularize knowledge but rather a genuine
component of the discovery, analysis and justification of scientific knowledge” [6].
“It is a quite recent movement among philosophers, logicians, cognitive scientists
and computer scientists to focus on different types of representation systems, and
much research has been focused on diagrammatic representation systems in par-
ticular” [1].

Nevertheless, current diagrammatic representations are limited by a basic
framework. Diagrams of logic problems do not completely depict their underlying
semantics or provide a clear, basic, static structure with elementary dynamic fea-
tures, creating a conceptual gap that sometimes causes misinterpretation. For
example, as reported by Shin [11], Venn diagrams lack many features, such as
representation of existential statements; in Euler diagrams such features as the
representation of existential statements not only obscure the visual clarity but also
raise serious interpretation problems, and Peirce’s diagrams are characterized by
arbitrariness in conventions, making them confusing.

This paper proposes a conceptual apparatus to represent mathematical structure,
and, without loss of generality, it focuses on sets.

1.2 Set Theory

Set theory allows formalization of all mathematical notions [12]. “Thus, set theory
has become the standard foundation for mathematics” [12]. It is “one of the greatest
achievements of modern mathematics” and “has served quite a unique role by
systematizing modern mathematics, and approaching in a unified form all basic
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questions about admissible mathematical arguments” [13]. “Laws of Thought sound
a lot like statements in set theory… The symbolic language in which the laws of
thought are … already explicitly encoded [in] an existential set theory that is the
foundation of all human understanding… set theory literally co-evolved with our
generalizing human brains and a spoken language” [14].

It is said that a set is so simple that it is usually introduced informally and
regarded as self-evident [12], and that a set appears deceivingly simple [13].
“Elementary introductions to set theory tend to give the impression that the concept
of a set is trivial, something with which we are already thoroughly familiar from
everyday life… This immediately seems strange because sets in the mathematical
sense are supposed to be abstract objects not existing in space and time… The idea
that the mathematical concept of a set is obvious and in no need of any special
explanation is not correct” [15]. Thus, naive metaphysical interpretations of set
language raise paradoxes, and the notion of a collection, in terms of which sets are
defined, is inconsistent. It is proposed to distinguish between two concepts, “set”
and “collection,” and the concept of a collection is to be conceptualized as
“something which must be in some sense ‘formed’ out of elements that in some
sense exist ‘before’ it does” [15; italics added]. According to [16], as described in
[15], the fundamental error in all metaphysical interpretations of set theory is the
reification of a collection as a separate object as a result of grammatical confusion.

1.3 Research Problem and Contribution

The point of raising these issues is not to propose a new contribution to set theory;
rather, the objective is to give some justification to the attempt in this paper to
explore a new view of basic notions such as the definition of set. This paper
provides an alternative representation of a set as a machine with five basic
“operations”: releasing, transferring, receiving, processing, and creating of things.
The attempt presents a depiction of sets, as in the case of Venn diagrams, and is not
a contribution to set theory.

The paper employs schematization as an apparatus for specification instead of
current Venn diagrammatic representations. Schematization is utilized in the sense
of “flowcharting,” including description of the dynamic behaviors of a system.
Schematization is one of the main tools used in computer science to “read” a
system, e.g., in the form of flowcharts, UML, and SysML The schematization here
proposed to represent sets is based on an abstraction of mechanism (machine,
process). The result is an engineering-like schema with generalization (e.g.,
whole/part) and functionality (e.g., manufacturing).

Advantages of the diagrams include a more dynamic diagrammatic description
(say, in comparison with Venn diagrams), from the viewpoint of computer scien-
tists, and new variations in consideration of set theory concepts and how to reflect
on, teach, understand, and employ them.
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For the sake of a self-contained paper, the next section briefly reviews the model
that forms the foundation of the theoretical development in this paper. The model
has been adapted to several applications [17–20]; however, the example given here
is a new contribution.

2 Flowthing Model

The Flowthing Model (FM) was inspired by the many types of flows that exist in
diverse fields, including information flows, signal flows, and data flows in com-
munication models. This model is a diagrammatic schema that uses flowthings to
represent a range of items, for example, electrical, mechanical, chemical and
thermal signals, circulating blood, food, concepts, pieces of data, and so on.
Flowthings are defined as what can be created, released, transferred, processed, and
received (see Fig. 1). Hereafter, flowthings may be referred to as things.

The machine is the conceptual fiber used to handle (change though stages)
flowthings from their inception or arrival to their de-creation or transmission. The
notion of machine here is close to the idea of “system” or “engine” [21]. Machines
form the organizational structure of whatever is described; in our study these are
humans and their physical and nonphysical processes. These processes can be
embedded in a network of assemblies called spheres in which the processes of flow
machines take place.

The stages in Fig. 1 can be described as follows:

Arrive: A thing reaches a new machine.
Accepted: A thing is permitted to enter a machine. If arriving things are always
accepted, Arrive and Accept can be combined as a Received stage.
Processed (changed): The thing goes through some kind of transformation that
changes it without creating a new thing.
Released: A thing is marked as ready to be transferred outside the machine.
Transferred: The thing is transported somewhere from/to outside the machine.
Created: A new thing is born (created) in a machine.

The machine of Fig. 1 is a generalization of the typical input-process-output
model used in many scientific fields. In general, a flow machine is thought to be an
abstract machine that receives, processes, creates, releases, and transfers things. The

Create

Receive

TransferRelease

Process Accept Arrive

Output Input

Fig. 1 Flow machine
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stages in this machine are mutually exclusive (i.e., a thing in the Process stage
cannot be in the Create stage or the Release stage at the same time). An additional
stage of Storage can also be added to any machine to represent the storage of
things; however, storage is not an exclusive stage because there can be stored
processed flowthings, stored created flowthings, etc.

FM also uses the notions of spheres and subspheres. These are the network
environments and relationships of machines and submachines. Multiple machines
can exist in a sphere if needed. A sphere can be a person, an organ, an entity (e.g., a
company, a customer), a location (a laboratory, a waiting room), a communication
medium (a channel, a wire). A flow machine is a subsphere that embodies the flow;
it itself has no subspheres. Control of the movement of things is embedded in the
stages.

FM also utilizes the notion of triggering. Triggering is the activation of a flow,
denoted in FM diagrams by a dashed arrow. It is a dependency among flows and
parts of flows. A flow is said to be triggered if it is created or activated by another
flow (e.g., a flow of electricity triggers a flow of heat), or activated by another point
in the flow. Triggering can also be used to initiate events such as starting up a
machine (e.g., remote signal to turn on). Multiple machines captured by FM can
interact by triggering events related to other machines in those machines’ spheres
and stages.

3 Sample FM-Based Set Representation

Typically, a set is an unordered collection of objects called elements. “The notion of
a collection is as old as counting, and logical ideas about classes have existed since
at least the ‘tree of Porphyry’ (3rd century C.E.)… But sets are neither collections
in the everyday sense of this word, nor ‘classes’ in the sense of logicians before the
mid-19th century” [13]. In FM, a set S is a machine as a system that handles
flowthings called elements that flow through and into and out of the system.
Handling refers to transferring, receiving, processing, creating, and releasing ele-
ments of the set. This also involves storing these elements. Every machine is a
“part” of a system of machines and flows. Here, handling in the abstract goes
beyond computability, as in a Turing abstract machine.

The first task in conceptualizing a set as a machine is to project it onto the flow
machine structure. We discover that a set is actually a complex of sets.

3.1 Basic Interior Structure of a Set

Consider the set: Smith family = {John (husband), Mary (wife), Alex (son), Sara
(daughter), Edward (grandfather), Elisabeth (grandmother)}. Figure 2 shows the
Venn diagram of this set and the FM representation of such a diagram. In the
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absence of any other indication (e.g., importing from the outside), the semantic of
this FM representation is that Smith is a machine that has created (generated) the
indicated elements with the specified constraint. The cylinder in the figure indicates
a storage state within the create state.

FM opens the black box of the Venn diagram. The semantics force a more
complex set to be revealed, as specified in Fig. 3 for the set Smith = {John, Mary,
Alex, Sara, Edward, Elisabeth}, with John (husband), Edward (grandfather), and
Alex (son) created (born) in Smith.

The figure provides information on how Smith is “formulated” and the types of
elements it includes, as follows:

• Elements that are genuinely created in Smith
• Elements that are imported from other sets: Mary and Elisabeth may be trans-

ferred by marriage from another set (Family).
• Elements such as Sara, who may be released and transferred to another family

set when she marries.
• Elements such as a person born (created) in a certain nationality who may be

processed to flow to another nationality.

Such a generic definition of a set provides new types of set operations such as:

• The subset of elements that are created in a given set
• The subset of “imported” elements
• The subset of processed elements

John
Alex
Sara

Edward
Elisabeth

Mary

John
Alex
Sara

Edward
Elisabeth

Mary

Smith

Smith

Create

Constraint:
No repeated 
element

Fig. 2 Venn diagram and its corresponding FM representation for the set Smith = {John, Mary,
Alex, Sara, Edward, Elisabeth}

Create

Process Receive

TransferRelease

John
Alex
Sara

Edward

Elisabeth 
Mary

Smith

Element

Create

Fig. 3 Smith = {John, Mary, Alex, Sara, Edward, Elisabeth}
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For example, in database systems, a query may ask for original records in a file
before any addition of new records. The Create at the left in Fig. 3 refers to the
creation of the set Smith itself. It is not included in a box in order to emphasize that
role.

In set theory a set is designated by curly brackets {}. An FM declaration of the
set Smith that includes not Smith is shown in Fig. 4.

A set is initially empty, but through the application of the create and receive
stages, members are added. Operator ε (element of) in set theory creates one more
element in the set. In FM, a possible construction of Smith is as follows.

Smith.create (similar to class constructor, say, in C++)
Smith.element.create.John
Smith.element.create.Alex
Smith.element.create.Sara
Smith.element.create.Edward
Family1.release.transfer → Smith.transfer.receive
Family2.release.transfer → Smith.transfer.receive

where it is assumed that Elisabeth and Mary were members of Family1 and
Family2.

It is clear that it is possible to create Smith such that Elisabeth and Mary are
created in Smith. The example is meant to show some different possibilities of
constructing a set. Note that the FM representation of sets provides a general
structure of set specification including its basic interior operation. Also, creating
Smith would imply creating Not Smith, if this is needed; i.e., not Smith appears in
the system (see Fig. 4).

3.2 Relationship Among Sets

Set theory also provides the declaration of a (proper) subset of a set. Figure 5 shows
a Venn diagram and the corresponding FM representation. Creating T causes the
creation of S and not S. The end structure is as shown in Fig. 5. Similarly, Fig. 6
shows the Venn and FM representations of the intersection of S and T.

SmithCreateCreateNot Smith

… …

Fig. 4 Smith and Not Smith
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4 Sample Representations of Set Theory Problems

4.1 Infinite Sets

An infinite set is countable if and only if it is possible to list the elements of the set
in a sequence. The reason for this is that a one-to-one correspondence between a set
of positive integers and a set S can be expressed in terms of a sequence a1, a2, …,
an,… Accordingly, Rosen [22] discusses the example (credited to David Hilbert) of
a Grand Hotel with a countably infinite number of rooms, each occupied by a guest.
We can always accommodate a new guest at this hotel. How is this possible? Rosen
[22] provides the following explanation:

S

T
Receive

Create

Process

TransferRelease

Not S Element

Create

S

Create

Process

TransferRelease

Element

T

Create

Create

Receive

Fig. 5 S as a (proper) subset of T in Venn diagram and FM

ST

Not (S T)Create

Receive

Transfer

ReleaseCreate

Process

S TCreate

Receive

Transfer

ReleaseCreate

Process

Not (S T)Create

Receive

Transfer

ReleaseCreate

Process

S T

Fig. 6 Venn and FM diagrams of S intersection (∩)
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Because the rooms of Grand Hotel are countable, we can list them as Room 1, Room 2,
Room 3, and so on. When a new guest arrives, we move the guest in Room 1 to Room 2,
the guest in Room 2 to Room 3, and in general the guest in Room n to Room n + 1, for all
positive integers n. This frees up Room 1, which we assign to the new guest, and all the
current guests still have rooms.

Apparently, Rosen [22] lacked a way to represent such a situation except as
shown in Fig. 7. In comparison, Fig. 8 shows the more systematic FM represen-
tation. The figure draws the “traffic” map of the flow of the guests. If we assume
that the room can contain one person, the arriving new guest goes to room 1,
forcing the current occupant to room 2. The logic of the movements can be
embedded in different stages. For example, as shown in Fig. 9, the arrival of a new
guest at the hotel triggers the release and transfer of the current occupant to room 2;
this in turn triggers the release of the current occupant of room 2, etc.

…

Fig. 7 The way the Grand Hotel is illustrated by Rosen [22] (partial; redrawn)

Transfer

Transfer

Receive Release

Room 1
Transfer

Receive Release

Room 2
Room 3

Room i

Room i+1

…

…

Process Process

Fig. 8 FM representation of the Grand Hotel

Transfer

Receive

Room 1
Transfer

Receive

Room 2

…
Process Process

Receive

Release Release

Transfer

Release

Fig. 9 Control of the shifting of guests
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4.2 A Set of All Sets

Let S be the set of all sets which are not members of themselves. A paradox results
from trying to answer the question “Is S a member of itself?” [22]. From the FM
perspective, S is a machine that is constructed with members of all sets as flow-
things. A set can be a flowthing because it can be transferred, received, processed,
created, and released. A set can also be a machine, as described previously.
Accordingly, S is defined as a set machine “of all flowthing sets which are not
members of themselves,” as shown in Fig. 10, where S receives all sets and stores
them. It is clear that S cannot be a machine and a flowthing simultaneously. A (set)
machine is defined as a mechanism that handles (transfers, receives, processes,
creates and releases) flowthings. It is a contradiction that it transfers, receives,
processes, creates, and releases itself.

5 Conclusion

This paper proposes an abstract apparatus to represent set machines that offers a
new way to view the underlying structure in set theory problems. The approach uses
a diagrammatic modeling tool to produce a conceptual representation of such
notions as sets, subsets, intersection, universal set, infinite sets, … The resulting
representation seems to introduce a new method for discussing meanings embedded
in set theory. This initial attempt points to its viability in this context and is worthy
of pursuit.

The contribution of this paper is limited to proposing use of the diagrammatic
representation and demonstrating its viability for representing certain problems.

Currently, the FM-based description is used in teaching a discrete structures
course for computer engineering students in conjunction with the textbook Discrete
Mathematics and Its Applications [22]. Initial observations made while teaching
such diagrams indicate that the FM representation is worth further discussion and

Receive

…
Sets as 

flowthingsTransferRelease

S: The set of all 
sets

Create

Sets

Fig. 10 The set of all sets: a machine that turns into a flowthing that flows to itself
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investigation because it seems to introduce certain advantages, at least for por-
traying problems.

Future work would further develop FM and explore its applicability to additional
set theory problems.
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Simplified Version of White Wine Grape
Berries Detector Based on SVM and HOG
Features

Pavel Skrabanek and Filip Majerík

Abstract The detection of grapes in real scene images is a serious task solved by

researches dealing with precision viticulture. Our research has shown that in the case

of white wine varieties, grape berry detectors based on a support vector machine

classifier in combination with a HOG descriptor are very efficient. In this paper,

simplified versions of our original solutions are introduced. Our research showed that

skipping contrast normalization by image preprocessing accelerates the detection

process; however, the performance of the detectors is not negatively influenced by

this modification.

Keywords Computer vision ⋅ Precision viticulture ⋅ Grape detection ⋅ Support

vector machine ⋅ HOG features

1 Introduction

Detection of wine grapes in real scene images is a serious task solved by many

researchers dealing with precision viticulture (PV) [1]. Grape detectors are employed

in various applications within PV, e.g. in autonomous vineyard sprayers [2], or in the

process of yield estimation [5, 10, 11].

The detection of berries, or bunches of grapes, in RGB images can be solved in

many different ways, e.g. Diago et al. [5] use the Mahalanobis distance classification,

Nuske et al. [11] have based their work on radial symmetry transform and Berenstein

et al. [2] take advantage of the decision tree algorithm. A number of solutions use

support vector machines (SVMs) as the classifier in combination with an appropriate

feature vector. For instance, Chamelat et al. [3] have used Zernike moments, Liu

et al. [10] extract the most specific features using several levels of algorithm and
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Škrabánek et al. [14] have considered vectors of normalized pixel intensities and

histograms of oriented gradients (HOG).

The detection techniques stated in the previous paragraph have been proven to

be functional and often also very effective; however, some of them are designed for

red wine varieties only [3, 5]. Detection of white varieties is a more challenging

task, although the latest works bring solutions giving interesting results. The bunch

detector designed by Reis et al. [12] has the correct classification of bunches at 91 %.

Also a detector introduced by Berenstein et al. [2] has similar results with a detection

rate of bunches at exactly 90.45 % and the detection rate of single grapes at 90.1 %.

However, the truly remarkable single grape’s detector has been introduced by Nuske

et al. [11]. Its overall precision is 98 %.

Alternative solutions with high precision were introduced in our previous work

[14]. They are based on SVM classifiers in combination with HOG features. Their

average precision by 10-fold cross-validation is 0.980 for linear and 0.985 for radial

basis function (RBF) kernel, although other metrics are also remarkable. Their aver-

age accuracy by 10-fold cross-validation is 98.23 % and 98.96 %, respectively. Their

average recall is 0.987 and 0.994, respectively. In this paper, simplified versions of

the detectors are introduced. The main advantage of the simplified detectors is faster

data processing whilst keeping the accurate performance of the original detectors.

The paper is organized in the following way. The original work on grape berry

detectors including their evaluation is presented in Sect. 2. The simplified versions

of the detectors and their evaluation are described in Sect. 3. The conclusion is stated

in Sect. 4.

2 Original Grape Berry Detectors

In this section, the research published in [14] is summarized. The structure of detec-

tors is presented in Sect. 2.1. The background of experiments designed for detectors

evaluation is described in Sect. 2.2.

2.1 Detectors Structure

In computer vision, the detection process usually consists of four steps. The first

step is acquiring an object image from a large real scene image; the second step

is image preprocessing; the third one is extraction of features; and the final step is

classification of the object image using the feature vector. However, the grape berry

detectors introduced in [14] consist of three parts only; specifically, from the image

preprocessing, the features extraction and the classifier. The inputs of the detectors

are size normalized RGB object images. The outputs are classes of the object images.

Schematic representation of the detectors is shown in Fig. 1.
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Fig. 1 Scheme of the grape berry detectors

In this paper, two detectors based on HOG features are considered. They differ in

setting of the classifier only. Individual parts of the detectors and their settings are

described in further details.

2.1.1 Image Preprocessing

The image preprocessing consists of two steps in the original solution [14]. The first

step is conversion of an input RGB object image I = (IR, IG, IB) of size M × N from

RGB model to the grayscale format according to the ITU-R recommendation BT.601

[7]. The resulting grayscale image is obtained by eliminating the hue and saturation

information, while retaining the luminance

Y = 0.2989IR + 0.5870IG + 0.1140IB, (1)

where IR, IG and IB are intensity images of the red, green and blue components of

the RGB image I. Dimensions of the resulting image Y are also M × N.

The second step of the image preprocessing is contrast normalization of the

grayscale image Y according to

YN =
Y − Y

min

Y
max

− Y
min

, (2)

where Y
min

is the smallest, and Y
max

is the highest value of luminance in Y . Each

pixel of the resulting image YN can take values from [0, 1].
The output of the image preprocessing is the contrast normalized grayscale image

YN of size M × N.

2.1.2 Features Extraction

Two types of features, vector of normalized pixel intensities (vec(YN) [9]) and HOG

features [4], have been considered in [14]; however, only HOG features have proven

to be convenient for grape berry detection. Thus, only feature vector 𝐱 extracted from

YN using the HOG descriptor is considered in this paper. The following setting of the

HOG descriptor has proven to be efficient in [14]: linear gradient voting into 9 bins

in 0◦–180◦; 6 × 6 px blocks; 2 × 2 px cells; 2 overlapping cells between adjacent

blocks.
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2.1.3 Classifier

The aim of a classifier in a detector is to identify category y of an object captured in an

object image. Only two categories of objects, ‘berry’ and ‘not berry’, are considered

by grape berries detection, i.e. y ∈ {0, 1}, where y = 1 is used for category ‘berry’,

and y = 0 for ‘not berry’. Hereinafter, the class ‘berry’ is called ‘positive’ and the

class ‘not a berry’ is called ‘negative’. The category of the object image is judged

by the classifier using the feature vector x. Solutions introduced in [14] use SVMs

as classifiers. The linear and RBF kernel have been considered.

Five training sets of 288 unique ‘positive’ and 288 unique ‘negative’ samples

were created in [14]. The sets are labeled as T and the ith training set is denoted as

T-i, where i ∈ X, and X = {1, 2,… , 5}. The suboptimal setting of the classifiers has

been found using T-1. The regularization constant C = 1 was used for both kernels.

A kernel width 𝜎 = 30 was used for the RBF kernel.

2.2 Evaluation of the Detectors

Three kinds of evaluation methods were considered in [14]. Two of them, evaluation

on test sets and evaluation on cutouts of one vineyard photo, are considered in this

paper, and thus they are described in further detail in this subsection. The evaluation

was realized using three metrics

accuracy = TP + TN

TP + FP + TN + FN
⋅ 100, (3a)

precision = TP

TP + FP
, (3b)

recall = TP

TP + FN
, (3c)

where TP (true positive) is the number of correctly classified ‘positive’ samples, FN

(false negative) is the number of misclassified ‘positive’ samples, FP (false posi-

tive) is the number of misclassified ‘negative’ samples, and TN (true negative) is the

number of correctly classified ‘negative’ samples [13].

It is obvious that sets of labeled object images are essential for the evolution. Thus,

let us specify the classes. An object image belonging to the class ‘positive’ contains

a berry of circle shape of diameter ranging between 30 and 40 px. Moreover, the

middle of the berry is required to be placed in the middle of the object image with

tolerance ±1 px. An object image belonging to the class ‘negative’ cannot contain

any complete berry of diameter ranging between 30 and 40 px.

The first type of evaluation experiments uses test sets of 200 ‘positive’ and 200
‘negative’ samples. The sets are based on one vineyard row photo which has not been



Simplified Version of White Wine Grape Berries Detector . . . 39

(a) (b) (c)

Fig. 2 Examples of object images of class a ‘positive’, b ‘negative’—grape type, c ‘negative’—

environment type

used by creating of training sets. Each set consists of 50 unique ‘positive’ and 200
unique ‘negative’ samples; however, the artificial ‘positive’ samples are used by the

test sets creation [9]. The artificial ‘positive’ samples are created by the turning of

the images through an angle 𝜑, where 𝜑 ∈ {0, 𝜋∕2, 𝜋, 3𝜋∕2}.

Two types of test sets, environment type labeled as E and grape type labeled as

G, were created according to these conditions; five sets of each type were formed.

The ith test set of type E is further denoted as E-i and the ith test set of type G as

G-i, where i ∈ X. The difference between these two types consists in selection of the

‘negative’ samples. The ‘negative’ samples in G are composed solely of incomplete

grape berries of diameter between 30 and 40 px while the ‘negative’ samples in E

are based on the environment only and they do not capture even the smallest piece of

targeted berry. The ‘positive’ samples as well as both types of ‘negative’ samples are

shown in Fig. 2. The experiments on test sets were realized using detectors trained

on the set T-3.

The second type of experiments aims to show the behavior of the detectors in

practical applications. The detectors are applied on real scene images of size 300 ×
300 px, where the images were created as cutouts of the vineyard photo used by

forming of E and G.

Altogether fifteen cutouts have been created, five for the upper part of the photo,

labeled as A, five for the middle part, labeled as B, and five for the bottom part,

labeled as C. The index system introduced for T is used also for the images, e.g. the

ith image from the upper part is denoted as A-i, where i ∈ X.

The images of type A and C do not contain any berries. The images of type B

capture bunches of grapes. Reference sets of ‘positive’ object images were created

for all the real scene images. Naturally, the reference sets of A-i and C-i are empty

for ∀i ∈ X.

The real scene images were scanned in full width of rows, pixel per pixel, line

by line, using a sliding window of size 40 × 40 px, i.e. the area bounded by the

window is an object image to be classified [6]. The object images were classified

using the detectors trained on T-3. Correctness of assigned classes was verified using

an appropriate reference set.

3 Simplification of the Grape Berry Detectors

In this section, the nature of the simplification is explained (see Sect. 3.1) and the

simplified detectors are evaluated (see Sect. 3.2).
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3.1 Simplification of the Detectors

The structure of the detectors described in Sect. 2.1 is based on our effort to develop

a general solution with the best possible performance for both types of features men-

tioned in Sect. 2.1.2. Considering the fact that using of raw RGB images is recom-

mended as the input of the HOG descriptor [8], the image preprocessing seems to

be redundant for the detectors based on HOG features. Skipping of any of the steps

realized within the image preprocessing would bring shortening of processing time

which is desirable for practical applications.

Following this idea, two versions v of simplified detectors, labeled as S1 and S2,

were created. The image preprocessing of the version S1 consist of grayscale con-

version only; however, the image preprocessing is entirely skipped in the version S2.

3.2 Evaluation of the Simplified Detectors

The performance of the simplified versions of the detectors is evaluated on the base

of experiments realized according to the conditions stated in Sect. 2.2. All three met-

rics (3), further generally denoted as m, are used for their evaluation. The results are

compared with metrics of the original version, labeled as O. Altogether, three ver-

sions of detectors are considered in this paper, i.e. v ∈ {S1,S2,O}.

The evaluation’s results of the experiments realized on the test sets are summa-

rized in Tables 1, 2, 3 and 4 where versions of evaluated detectors are stated in the

first column and names of the metrics in the second one. Values of the metrics are

for the test sets listed in next five columns. The tables contain also average values of

the metrics m which can be found in the penultimate column. Comparison of a sim-

plified version of a detector with an appropriate original one can be easily realized

using a metrics difference which is defined as

𝛥m = m
Si
− m

O
, (4)

where m
O

is the average value of the metric of the original version, m
Si

is the average

value of the metric of the ith simplified version, and i ∈ {1, 2}. The differences are

presented in the last column of the tables.

The results in Tables 1, 2, 3 and 4 clearly show that omission of contrast nor-

malization (2) does not cause any change in the metrics (see 𝛥m for S1). However,

this is not true when conversion (1) is also skipped (see 𝛥m for S2). Both simplified

detectors S2, with linear as well as with RBF kernel, show noticeable worsening in

accuracy and recall, and slight improvement in precision on test sets of environment

type (see Tables 1 and 2). Some improvement can be seen on test sets of grape type,

stronger in case of the RBF kernel (see Tables 3 and 4).



Simplified Version of White Wine Grape Berries Detector . . . 41

Table 1 Evaluation of the experiments realized on test sets of environment type—detectors with

linear kernel

v m E-1 E-2 E-3 E-4 E-5 m 𝛥m
O Accuracy 88.50 88.50 87.50 87.75 87.00 87.85

Precision 0.987 0.975 0.957 0.975 0.987 0.976

Recall 0.780 0.790 0.785 0.775 0.750 0.776

S1 Accuracy 88.50 88.50 87.50 87.75 87.00 87.85 0.00

Precision 0.987 0.975 0.957 0.975 0.987 0.976 0.000

Recall 0.780 0.790 0.785 0.775 0.750 0.776 0.000

S2 Accuracy 86.50 87.25 85.50 86.25 84.50 86.00 −1.85
Precision 1.000 0.987 0.967 0.980 0.986 0.984 0.008

Recall 0.730 0.755 0.735 0.740 0.700 0.732 −0.044

Table 2 Evaluation of the experiments realized on test sets of environment type—detectors with

RBF kernel

v m E-1 E-2 E-3 E-4 E-5 m 𝛥m
O Accuracy 89.75 90.75 89.50 89.25 87.75 89.40

Precision 1.000 0.994 0.982 0.988 1.000 0.993

Recall 0.795 0.820 0.805 0.795 0.755 0.794

S1 Accuracy 89.75 90.75 89.50 89.25 87.75 89.40 0.00

Precision 1.000 0.994 0.982 0.988 1.000 0.993 0.000

Recall 0.795 0.820 0.805 0.795 0.755 0.794 0.000

S2 Accuracy 87.75 89.25 88.00 88.00 86.25 87.85 −1.55
Precision 0.993 0.994 0.987 1.000 1.000 0.995 0.002

Recall 0.760 0.790 0.770 0.760 0.725 0.761 −0.033

Table 3 Evaluation of the experiments realized on test sets of grape type—detectors with linear

kernel

v m G-1 G-2 G-3 G-4 G-5 m 𝛥m
O Accuracy 86.25 79.25 86.00 87.50 84.75 84.75

Precision 0.962 0.961 0.986 0.987 0.979 0.975

Recall 0.755 0.610 0.730 0.760 0.710 0.713

S1 Accuracy 86.25 79.25 86.00 87.50 84.75 84.75 0.00

Precision 0.962 0.961 0.986 0.987 0.979 0.975 0.000

Recall 0.755 0.610 0.730 0.760 0.710 0.713 0.000

S2 Accuracy 86.25 81.00 87.00 85.75 84.75 84.95 0.20

Precision 0.956 0.970 0.993 0.967 0.973 0.972 −0.003
Recall 0.760 0.640 0.745 0.740 0.715 0.720 0.007
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Table 4 Evaluation of the experiments realized on test sets of grape type—detectors with RBF

kernel

v m G-1 G-2 G-3 G-4 G-5 m 𝛥m
O Accuracy 88.50 79.75 86.75 86.50 84.75 85.25

Precision 0.987 0.992 1.000 0.993 0.993 0.993

Recall 0.780 0.600 0.735 0.735 0.700 0.710

S1 Accuracy 88.50 79.75 86.75 86.50 84.75 85.25 0.00

Precision 0.987 0.992 1.000 0.993 0.993 0.993 0.000

Recall 0.780 0.600 0.735 0.735 0.700 0.710 0.000

S2 Accuracy 89.25 81.00 89.00 86.50 87.25 86.60 1.35

Precision 0.994 0.984 1.000 1.000 0.993 0.994 0.001

Recall 0.790 0.630 0.780 0.730 0.750 0.736 0.026

The evaluation of data obtained using the sliding window on real scene images

cannot be performed the same way. Since the sets of images created in these exper-

iments are strongly unbalanced with a superiority of ‘negative’ samples, calcula-

tion of precision (3b) is pointless. Also calculation of recall (3c) is meaningless for

images of types A and C due to the lack of ‘positive’ samples in the sets generated

within the experiments.

Since five images were created for each part of the source photo, experiments on

fifteen images are realized for each simplified detector. The amount of the results

allows us to express them using average values of the metrics for each part of the

source image. An average value of a metric m for a part p, where p ∈ P and P =
{A,B,C}, is further labeled as mp

. The overall average value of a metric m is defined

as

m =
⎧
⎪
⎨
⎪
⎩

1
3

∑

∀p∈P
mp

for accuracy,

mp
where p = B for recall.

(5)

The difference in metrics between the original and a simplified version is

𝛥m = m
Si
− m

0
, (6)

where m
O

is the overall average value of the metric of the original version, and m
Si

is its overall average value for the ith simplified version, and i ∈ {1, 2}.

The evaluation on real scene images is summarized in Tables 5 and 6. The ver-

sions of detectors are again stated in the first column. Similarly, names of the metrics

are in the second column. In next three columns are the average values of the met-

rics mp
. The overall average values of the metrics m can be found in the penultimate

column. The differences in metrics 𝛥m are in the last column.
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Table 5 Evaluation of the experiments realized on real scene images—detectors with linear kernel

v m A B C m 𝛥m
O Accuracy 96.74 96.27 98.50 97.17

Recall 0.900 0.900

S1 Accuracy 96.74 96.27 98.50 97.17 0.00

Recall 0.900 0.900 0.000

S2 Accuracy 96.09 95.88 98.63 96.87 −0.30
Recall 0.947 0.947 0.048

Table 6 Evaluation of the experiments realized on real scene images—detectors with RBF kernel

v m A B C m 𝛥m
O Accuracy 98.78 97.36 99.38 98.51

Recall 0.943 0.943

S1 Accuracy 98.78 97.36 99.38 98.51 0.00

Recall 0.943 0.943 0.000

S2 Accuracy 99.00 97.27 99.51 98.59 0.08

Recall 0.944 0.944 0.001

Also in this case, the results in Tables 5 and 6 clearly show that omission of con-

trast normalization (2) does not cause any change in the metrics (see 𝛥m for S1).

Simultaneous skipping of the contrast normalization and the conversion (1) seems

to be somewhat controversial (see 𝛥m for S2). In the case of the linear kernel, mini-

mal decrease in accuracy and a comparable improvement of recall can be observed.

In the case of RBF kernel, negligible improvement of both metrics can be noticed.

4 Conclusion

The grape berry detectors based on SVM classifiers, either with linear or RBF ker-

nel, and HOG features have proven to be very efficient by detection of wine grapes

of white varieties, both in the original versions [14] and the introduced simplified

versions. Two simplified versions, S1 and S2, were introduced in this paper. The

simplification consists in omitting some image preprocessing operations realized in

the original versions. In the version S1, contrast normalization (2) is omitted only.

In the version S2, contrast normalization as well as conversion of the RGB image

to grayscale format (1) are removed. The simplified versions were evaluated in the

same manner as the original ones. In this context, it might be mentioned that only

natural lighting has been used by taking of the source photos [14].
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Our experiments have demonstrated that the simplified versions S1 maintain all

considered metrics at values of the original detectors, both on test sets and on the real

scene images. This is valid for both kernel functions, linear and RBF. Considering

the results, we can positively recommend the simplified versions S1 for practical

applications. Compared to the original versions, they maintain quality of the original

versions and their application increase the detection speed.

The simplified versions S2 seem to be somewhat controversial. Both detectors,

with linear kernel and with RBF kernel, have worse accuracy and recall on test sets

of the environment type; however, their precisions are slightly better. The metrics on

test sets of grape type are better, especially for the RBF kernel; however, a marginal

worsening of precision can be observed for the linear kernel. The experiments on real

scene images speak in favor of S2. The detector with RBF kernel shows negligible

improvement in both metrics, while the one with linear kernel shows a negligible

improvement in recall and a small worsening in accuracy.

Generally speaking, the results of the simplified versions S2 are also remarkable.

Considering the higher time saving of S2, one might prefer S2 to S1. However, such

a judgment could be hasty. In practical applications, detection of berries in vineyard

photos is expected. Since only a small portion of the photos is covered by the grape

berries, the behavior of the detectors on test sets of environment type should be pri-

marily considered. From this perspective, the simplified versions S2 seem to be less

suitable for practical applications. Thus, the suitability of S2 for practical applica-

tions should be assessed with greater complexity. Our next research will focused on

this topic.
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Automated Product Design and Development
Using Evolutionary Ontology

Oliviu Matei and Diana Contras

Abstract The nowadays trend in product design is the creation of an ontology con-

taining all components of a manufacturer along with their features. It is expected

that a huge amount of information will be available in the near future. The prob-

lem that arises is how all these ontologies may be explored in an automatic way.

And moreover, if it is possible to automatically create new products in a bottom-up

fashion using the available knowledge about existing components. We use a genetic

algorithm which represents individuals as ontologies rather than fixed mathemat-

ical structures. This allows the creation, recombination and selection of dynamic

products, with a variable number of components, which may interrelate in different

ways. We prove that such an algorithm may provide to the product designer a series

of innovative products which can be refined further for commercial purposes.

Keywords Design automation ⋅ Evolutionary computation ⋅ Genetic algorithms ⋅
Product design ⋅ Research and development

1 Introduction

As it was shown by Petrovan et al. in [1], the production management is based more

and more on ontologies because this assures a long-term preservation of production

and product knowledge. They proposed a model of ontology which may be used

by producers and manufacturers for making available the information about their

products.
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As the number of producers is enormous, it is expected that in near future this

will create a huge amount of information and knowledge as more and more produc-

ers will create ontology of their products instead of classical forms of catalogues,

in various formats. In this context, product or technical designers do not stick to a

couple of providers any more, but may take advantage and include in their solutions

any component available on the market. But this involves the consideration of the

following aspects:

∙ The producers should use the same meta-ontology when sharing their products.

An example is the one proposed by Petrovan in [2].

∙ The exploration of the solution space cannot be done manually, but some search

algorithms are needed. This will create a boom in the bottom-up innovation

approach.

∙ Already existing tools helping the designers in their work are not enough in these

circumstances as the size of the solution space is practically infinite.

The rest of the paper is organized as follows: first we present some relevant arti-

cles about current situation in product design, then we mark the novelty proposed in

the product design as evolutionary ontology and we detail a research on automatic

generation of products. Further, we present the experimental results regarding our

automated product innovation. Finally, we emphasize our contributions in product

design and also, we reveal practical implications.

2 Related Work

Searching all feasible combinations of components for making up innovative prod-

ucts is an NP-hard problem, as shown in [3]. Therefore this cannot be done in a

manual fashion [4], not even in a collaborative way [5], but rather using automated

search algorithms.

On the market there are solutions for helping the product designers in their work,

as the ones presented in [6, 7]. However, these solutions are not intelligent, but rather

mere tools for helping the designers to make educated decisions. Solutions for opti-

mizing product design have been proposed by Huang et al. [8] who have presented

a new approach for lesson-learned knowledge reuse.

In [9] an integrated eco-design decision-making methodology for product devel-

opment is introduced, which intends to allow users with different knowledge to han-

dle information in a timely and controlled manner.

The importance of innovative product design was highlighted in [10] and along

with the inspiration of a new product development methodology [9] underlines the

research proposed in this article. It is important to emphasize that as far as we know

the use of the ontologies in genetic algorithms in order to generate automatic prod-

ucts is a novel approach in product design.
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3 Evolutionary Ontologies

The problem at stake is to find an algorithm able to explore exhaustively the solu-

tion space consisting of all available components and, moreover, to combine these

components in an intelligent way so that new innovative products may arise. We do

not refer to common solutions which help the technical designer in choosing one

element or the other, but rather about intelligent approaches able to come up with

complete solutions or products which may simply need to be refined by the human.

Genetic algorithms have been in contact with ontologies, as can be seen in

[11–13]. On the one hand, we can say that genetic algorithms are permissive, easy

to use and with good results, as shown in [14, 15] and on the other hand, Matei has

demonstrated in [16] that it can be created an automated system based on ontolo-

gies. But for the first time Matei et al. [17] used ontologies as individuals of genetic

algorithms.

Evolutionary ontologies (EO), as defined in [17], are genetic algorithms in which

the individuals are the elements of ontologies rather than data structures. The onto-

logical space, called also the onto-space, is an ontology that describes a domain of

knowledge and contains all the domain concepts along with relations between them.

Formally, an onto-space is defined by the following triplet:

OS = (C,P, I) (1)

where C is the set of classes, P is the set of properties and I is the set of instances.

Not all items in the onto-space will be subject to change after applying genetic

operators, therefore, the onto-space is the union of two disjoint sub-ontologies:

OSe = (Ce,Pe, Ie) (2)

and

OSf = (Cf ,Pf , If ) (3)

where OSe is the sub-ontology subjected to evolutionary process and OSf is the sub-

ontology that will not be changed during the evolutionary process.

An individual of EO is represented as

Ch = (SC, SP, SI) (4)

where SC ⊂ C is a subset of classes in OS, SP ⊂ P is a subset of properties in OS
and SI ⊂ I is a subset of instances in OS. Moreover, every genetic individual has an

evolving part Che = (SCe, SPe, SIe), which is subjected to change during the evolu-

tionary process and a fix part Chf = (SCf , SPf , SIf ), i.e. Ch = Che ∪ Chf . A popula-

tion consists of (𝜇) such individuals, but it does not necessarily represent the entire

onto-space, i.e.
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𝜇⋃

i=1
Chi ⊂ OS (5)

Within each epoch, the selected population will undergo genetic operators.

Although the used genetic operators are the classic ones: crossover, mutation and

selection, they were adapted to the ontological character of chromosomes, as speci-

fied in [17].

3.1 Crossover Operator

The crossover operator introduced in [17] has been extended in [18], developing rela-

tional crossover operator based on the relations between the elements of the ontology.

Within an ontology the object properties are used to represent relations between

elements [19]. We consider two object properties P1 as a relation between classes

C11 and C12 and P2 as a relation between classes C21 and C22, where

C11 ∩ C21 ≠ ∅ and or C12 ∩ C22 ≠ ∅ (6)

Therefore we define the relational crossover operator as follows: if

i11 ∈ C11, i12 ∈ C12 so that i11P1i12 (7)

and

i21 ∈ C21, i22 ∈ C22 so that i21P2i22 (8)

then, after applying the relational crossover, two offspring are obtained, as

i21P1i12 and i11P2i22 or

i11P1i22 and i21P2i12 or

i11P2i12 and i21P1i22 (9)

3.2 Mutation Operator

The mutation operator in the case of an ontology, introduced in [17], has a different

approach depending on classes, properties, instances and it will be applied with a

probability pm.

Mutation in a class C occurs by replacing all its instances with the instances of a

random subclass from the onto-space.

Mutation can be approached from the point of view of object properties and

the properties of the data. All the data properties have a data type, so mutating a
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data property means to apply a classical mutation operator for matching data type.

Regarding object properties, we consider a property like P1 defined in (7). The muta-

tion occurs by changing one of the instances i11 or i12 with another instance randomly

chosen from the same class C11 or C12 or subclasses thereof.

Instance mutation means replacing an instance i from a class C (i ∈ C) with

another random instance i′ from the same class C (i′ ∈ C).

3.3 Selection Operator

Although in the scientific literature there are many types of selection operator, we

have focused on two categories, namely Monte Carlo technique (as described in [20])

and deterministic selection (as shown in [21]).

3.4 Repair Operator

Although crossover and mutation operators were adapted to ontologies, due to their

complex nature, individuals resulting from the evolutionary process can exit the

onto-space. Therefore it is necessary to introduce a new operator, which we call

repair, whose role is to act on individuals corrupted by the evolutionary process so

that they meet again the rules of onto-space.

Thus, the repair operator will modify the properties SP and the instances SI of

the denoted individuals Ch = (SC, SP, SI), so that they comply with the onto-space

standards.

4 Algorithmic Design

The complexity of information and knowledge available nowadays requires the use

of ontologies. In [22], Gruber gives several examples of ontologies for knowledge

sharing and reuse (like the Cyc project, Skuces ontology, the Ontek ontology etc.)

and others focused on special representation problems (such as varieties of time,

part-whole structure, causality and change).

Our proposed approach is novel in the scientific literature: it helps to create new

products using automated algorithms, not manually. The approach proposed by us

consists of using genetic algorithms for exploring the (all) possibilities of combina-

tions between those components in a smart way and extensively, rather manually,

empirically, using brute force and incompletely, as proposed in [23].

The genetic algorithms make use of the natural principle of evolution which states

that the fittest survives for optimizing some criteria [24]. An individual of the genetic

population is a potential solution, e.g. a (feasible) product consisting of a variable
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number of components. The aim of the algorithm is to optimize a given parameter

related to the designed product, such as production cost, delivery time or physical

characteristics.

The population evolves by combining the individuals using the genetic recom-

bination principle and by changing some random components using the so-called

mutation [17]. The best individuals are selected to form a new generation. The algo-

rithm stops when no better individuals are obtained or when a maximum number of

generations is reached.

The challenging part of this algorithm is that the individuals have various sizes

(e.g. number of components). The components are interrelated, which means that

between two components, a special connector or reduction may be needed. There-

fore we do not deal with fixed mathematical structures, but with dynamic, adaptive

and interconnected components. New, more complex representations of the indi-

viduals are needed, capable of accommodating not mere data, but complex knowl-

edge, thus ontology. Hence, we rely on previous work on evolutionary ontology [17].

This approach is very flexible, yet very comprehensible, allowing any relationship

between the components of a feasible solution.

5 Experimental Results

We have tested the proposed approach on a powertrain made up of engine, trans-

mission and drive shaft. The existing components have been made available through

some ontology similar with the ones proposed in [1, 2]. The size of the solution

space is 2214 of possible solutions. Of course, not all solutions are feasible and that

depends on the characteristics of each component (power, momentum, size etc.).

Between them, interfaces or special connections or adaptations may be needed.

The characteristics of an engine are: Id, Output_momentum, Power,

Nominal rotation speed, Price. The characteristics of a transmission are:

Id, Model, Power, Momentum, Maximum rotation speed, Outer
diameter, Length, Price. The characteristics of the drive shaft are: Id,

Transmission_ratio,Efficiency,Input rotation speed,Price.

An individual is represented as an ontology containing the three necessary com-

ponents (engine, transmission and drive shaft) along with the relationships between

them (spatial, mechanical or of any other nature).

The initial population, created randomly, consists of 20 individuals who undergo

the genetic operators described above (recombination, mutation and selection).

A number of 𝜆 individuals are chosen at random in pairs and undergo the crossover

operator, as previously introduced. In this way, 𝜆 offspring are generated. For each

gene (component) of each individual, a random number r is chosen in the interval

[0, 1). If r is less than a predefined mutation probability (pm), the gene undergoes

mutation, which means that it is replaced by another viable similar component. From

the pool of 𝜇 parents and pm offspring, the best individuals are selected to form the
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Table 1 The test cases and the number of feasible solutions found by the evolutionary ontologies

versus the human expert

Case # Specifications Evolutionary

ontologies

Human expert Success ratio (%)

1 Power: 35 kW;

Rotation speed:

1000 rpm

12 10 120.00

2 Power: 20 kW;

Rotation speed:

2000 rpm

8 6 133.33

3 Power: 15 kW;

Rotation speed:

1000 rpm;

Eficiency: >99 %

7 6 116.66

4 Rotation speed:

1000 rpm

14 14 100.00

5 Power: 20 kW 18 18 100.00

Total 59 54 109.25

next generation. The optimization criterion was based on the price, although using

some restrictions with respect to the maximum size.

The algorithm stops when no new products are generated over 5 consecutive gen-

erations or when a maximum number of epochs is reached.

We have used the following genetic parameters: population size (𝜇): 20; number

of offspring (𝜆): 40; maximum number of epochs: 100; mutation probability (pm): 5

Although there are benchmarks for genetic algorithms [25], evolutionary ontol-

ogy is a new growing field of evolutionary computation, so there, are no such refer-

ence values for them.

We have tested the algorithm on five test cases. In parallel, an expert has done the

same test cases and we compared the number of feasible solutions obtained in each

case. The results are summarized in Table 1.

The first column represents an ID for each benchmark, the second column shows

the requirements for each of them. The column Evolutionary ontologies shows the

number of feasible solutions found by evolutionary ontologies, whereas the column

Human expert depicts the number of feasible solutions discovered by an expert. The

ratio of the solutions of the evolutionary ontologies, divided by the solutions of the

expert is shown as percentages in the column Success ratio.

The algorithm was able to identify 59 feasible solutions, whereas the human

expert found only 54, which means an average success rate of 109.25 %. It is obvious

that the behaviour of the evolutionary ontologies is better than the one of the human

expert.

Another benchmark focused on finding the best solutions with respect to criteria,

such as price, respectively size. The results are summarized in Table 2.
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Table 2 The benchmarks based on lowest price test cases and the number of feasible solutions

found by the evolutionary ontologies versus the human expert

Case # Evolutionary ontologies Human expert Improvements

Best price Avg. price Best price Avg. price Best price

(%)

Avg. price

(%)

1 248 285 253 277 1.97 −2.88

2 362 410 362 395 0.00 −3.79

3 334 352 344 356 2.90 1.12

4 266 305 266 305 0.00 0.00

5 320 381 320 381 0.00 0.00

First column is the number of the benchmark. The next columns show the best

(Best price), respectively the average (Avg. price) found by the evolutionary ontolo-

gies (column Evolutionary ontologies) and by the human expert (in column Human
expert). There is no currency for the price because it is completely unimportant, as

the optimization criterion is the price as a mere value. The prices for the evolution-

ary ontologies are the ones of the last generation. The column Improvements shows

how much the prices obtained by the evolutionary ontologies are better than the ones

found by the expert.

In all the cases, the best price has been obtained by the evolutionary ontologies

and in most cases also the average price. There are two exceptions case #1 and case

#2, when the average price is higher in the case of the evolutionary ontologies than in

the case of the human expert. But this is correlated with the number of possible solu-

tions. The expert found fewer solutions, whereas the algorithm found significantly

more.

As EOs are not deterministic algorithms, we have run the algorithm for 10 times

on each benchmark. Although a number of 30 runs is usually recommended, 10 runs

is sufficient in this specific experiment as the onto-space as well as the number of

feasible solutions for each test case are rather limited.

Table 3 represents the best and the average prices along with the standard devia-

tions for the best and average prices of the last generation.

Table 3 The best, average and standard deviation values of the best and average prices for 10 runs

of the algorithm on the test cases

Case# Best price Average price

Best value Average

value

Standard

deviation

Best value Average

value

Standard

deviation

1 248 252.8 2.26 280 291.5 2.69

2 354 365.6 3.32 404 422.3 8.96

3 328 351.4 3.08 349 356.1 1.84

4 266 266.0 0.00 305 305 0.00

5 320 320.0 0.00 381 394 1.05
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Fig. 1 The best and average

values of the best and

average prices returned by

the algorithm over 10 runs

For the test cases #1, #4 and #5, the best values of the best price are the same as

in the first experiments, summarized in Table 2. The best value of the average price

is the same as in the previous experiments only for cases #4 and #5. It is important

to notice that for the benchmark #4, the standard deviations are null, which means

that for all 10 runs, the best price and the average price was always the same. This

may be because the EO was able to explore the solutions space very efficiently and

discovered all feasible cases. Of course, there is also the possibility that the algo-

rithm stopped every time in the same local optimum, but the probability is pretty

low because we ran it enough times to avoid coincidences.

For a better view of the best and average values of the best and average price, they

are depicted in Fig. 1.

6 Conclusion

We have proposed and tested empirically a software algorithm for creating new

products in an automatic way using evolutionary ontologies, a recent concept intro-

duced by Matei et al. [17]. We make use of existing distributed ontology with avail-

able components and information about them and combine them in such a way to

optimize a criterion, such as price or size. We are able to create products with

variable number of components which interrelate differently. We have proven that

our approach works better than a human in terms of time, efficiency and quality.

It is not a simple system for providing only some components which are to be used

by the designer, but complete solutions to technical problems. The size and format

of each innovative product is dynamic and adaptive, consisting of a variable number

of components. This is possible by using evolutionary ontology, introduced by Matei

et al. [17], rather than static mathematical structures as representation of the

products.

Evolutionary ontology are a proper way of automatically creating innovative

products based on a bottom-up approach, when the catalogues with components are

available in the same format, such as the one proposed by Petrovan et al. [2]. We
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expect that such a system will prove a useful tool in shaping products which can be

refined further by technical designers.
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for Multiple Radio Incorporated Smart
Phones
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Abstract Nowadays the advanced radio system in mobile devices is utilized as
part of wireless communication towards an upgrade of channel capacity. Top end
applications have allowed high-speed networking interfaces to connect the mobile
network with many wireless routers, which helps in data transmission in mobile
systems. These network interfaces require huge power for high-speed data trans-
mission. In this, diversity and spatial gains are the two principle points of interest of
mobile devices with higher delivery of throughput that are utilized to concentrate on
improving bit-rate by increasing the quantity of transceiver antenna systems. This
paper introduces an energy conservation mechanism for mobile devices. The key
idea in antenna management is to remove adaptively percentage of the antennas and
additionally their RF chains to reduce energy dissipation due to circuit power. This
mechanism will reduce the power consumption and improve power efficiency by
disabling the subset antennas and its RF chains. The proposed system will decide
the active antennas for power minimization while achieving its data rate require-
ments. Matlab simulation is used in the proposed study, and the results are validated
using the performance parameters such as data rate, transmit power and data rate
constraints.
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1 Introduction

During the past few years the number of users and the demand for cellular traffic
has risen astronomically. There has been enormous development in mobile network
systems. With the development of Android and i-Phones, utilization of eBook
readers, like, i-Pad and Kindle and the success of social organizing giants like
Facebook, the demand for cellular traffic has grown significantly in recent years [1].
Such unprecedented development in cellular industry has pushed the limits of
energy utilization in wireless network systems. The concurrent utilization of
numerous antennas by advanced multiple radio system interfaces causes huge
circuit power utilization, because of different dynamic RF chains. The circuit power
increment is especially problematic for short-range communication. Existing work
on such issues mostly concentrate on enhancing the channel quality like data rate
under the transmit power plan; little work has considered the double issue of
reducing power utilization particularly the circuit power under a data rate
requirement. The numerous antenna systems in mobile devices can be used in two
unique ways. One is to make effective antenna systems for diverse
systems/applications and the other is the utilization of the numerous antennas for
the data transmission of a few parallel streams to enhance channel capacity of the
existing mobile systems [2]. The rest of this paper is organized as follows. Sec-
tion 2 provides literature survey; Sect. 3 discusses the problem area; Sect. 4 pre-
sents the proposed framework and implementation method is presented in Sect. 5.
Section 6 provides simulation results with discussions and Sect. 7 concludes the
paper along with directions for further research.

2 Related Work

A few studies have proposed models for assessing the energy utilization of mobile
services. To the best of our knowledge, proposed model is the first outline stage
energy utilization estimation model considering the different energy utilization
schemes.

Gross et al. [3] presented a state-based energy utilization model by considering
the appraisal of the energy utilizations of extensive overlay system recreations; a
simple assessment demonstrates that utilizing the model for the energy utilization
can be done with a mean error of ±4.7 %. The energy utilization qualities of
cellular systems was the focus in the past several years. For instance, Haverinen
et al. [4] have analysed how to keep alive emails, required by e.g. Versatile IP and
NAT traversal, influencing the battery life of a cell phone in WCDMA systems. The
outcomes show that the energy utilization is essentially affected by the RRC
parameters and the recurrence of keep alive communications.

Vergara et al. [5] have focused on energy dissipation considering wireless
interfaces like 3G, Wi-Fi and analyse the parameters impacting the energy
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consumption. The authors showed a precision scope of 94–99 % for 3G and
93–99 % for Wi-Fi in contrast with the genuine measured energy consumption by
means of a 3G modem and smart phone with Wi-Fi. Balasubramanian et al. [6]
present an estimation investigation of the energy utilization properties of 3G, GSM,
and WLAN. They observe that 3G and GSM bring about high tail energy overhead
because of high power states in the wake of finishing an exchange, being partic-
ularly risky in systems including regular signalling, for example, P2P systems.
Kelenyi et al. [7] have concentrated on the distinctions in energy utilization of cell
phones working either as associates or customers in an organized P2P system,
utilizing both 802.11 and WCDMA systems. The studies presume that the energy
utilization is altogether higher in the associate mode when compared with the
customer mode because of incessant support signalling. Subsequently, it is crucial
that the energy utilization model considers motion in evaluating the energy
utilization.

Lane et al. [8] have presented a framework for mobile sensor with crowd
sourcing information that is intended for developing opportunity to sense, outline
and transfer at a small energy consumption introduced by ordinary telephone
application utilization. The results of this work authenticate the devise of PCS and
demonstrate that it has the capacity to beat existing methodologies for gathering
information of the mobile sensors in an energy efficient manner. Damasevicius et al.
[9] have presented an energy estimation technique and depicted the executions by
an internal and software restrictive and custom and also external software base like
Sensor API, Java API, GSM at vitality estimation systems. The case study also
presents benchmarking software for energy consumption on a mobile computer.
Perala et al. [10] have concentrated on the WCDMA RRC state transition in
practice. The outcomes recommend that, in spite of the fact that the 3GPP deter-
minations are taken after, solid forecast of the accurate conduct of portable systems
beforehand, taking into account hypotheses, is troublesome. Consequently, genuine
estimations are key in tuning the energy utilization model to mirror the genuine
qualities of a versatile system. Han et al. [11] have investigated the effect of
scrolling operations to the power utilization of the advanced smart phones. The
authors found the condition for state-of-art plan of cell phones in reacting to a
scrolling operation is to dependably utilize the most noteworthy casing rate which
stimulates extremely large estimated load and can help about half to the aggregate
force utilization of cell phones. Sun et al. [12] have conducted the case study of
Wi-Fi dynamic energy in advanced smart phones.

Though various studies have been taken up in the past, majority of the studies
have considered a specific case study that operates only on specific wireless
environment. A potential trade off is seen in estimating energy dissipation from 4G
network as well as Wi-Fi network on various mobile devices.
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3 Problem Area

Cell phones devices draw the energy required for their operation from small bat-
teries. On account of numerous constraints on the consumer devices particularly
cellular telephones, battery capacity is extremely constrained because of require-
ments on size and weight of the device. This implies the energy effectiveness of
these devices is essential for their ease of use. Thus, optimal management of energy
utilization of these mobile devices is expanding quickly. Modern high end cellular
telephones include the usefulness of a pocket-sized communication device with PC.
These integrated devices use a voice communication, video and audio playback and
short message and emails, web searching, media downloads, gaming etc. The heavy
usage of functions, decreases the battery life time and mandates need for a better
and successful energy optimization scheme. A prerequisite of effective management
of energy is a decent comprehension of where and how the energy is utilized.

4 Proposed System

Our prior study has investigated about various causes and factors of energy dissi-
pation from the mobile devices [13]. We have also developed a simple model which
can compute the amount of energy being dissipated from mobile devices due to
usage of networking media e.g. WLAN and 3G [14]. In this paper, we present a
model that can considerably save better amount of power from the mobile devices.
The proposed system uses a novel design of an IEEE 802.11n compliant antenna
management to provide better throughout with less energy consumption. The novel
method offers an algorithm to manage antenna efficiently to resolve the energy per
bit minimization issue in mobile devices.

The principle motivation behind this algorithm is to allot high power level to
those receiving antenna, which are having low noise level and not to allocate any
power to those receiving antenna, which are having total noise. In this paper, we
evaluated the framework outline of antenna management system using Matlab
based simulation and also it gives an effectiveness of antenna system management
to improve the energy efficiency for mobile system. On an average, antenna
management can save one-end and two-end power consumption to the front end of
the multiple radio network compared to existing antenna systems. The schematic
design considered for the proposed system is shown in Fig. 1. In this, Mt is the
transmitter and Mr receiving antennas. The transmitting and receiving side have
both Lt and Lr RF chains, separately. Subsequently, it is conceivable to transmitter
Lt parallel information streams, so a space-time code can be utilized to give dif-
fering diversity. Mean the general Mr × Mt channel lattice by H and the Lr × Lt

Channel framework finds in the selected antenna systems. These codes have an
extremely straightforward decoder and lead to a proportional SISO channel with the
equal channel gain.
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where hij are the elements of H. Figure 1 demonstrates architecture of a proposed
system that includes both the transmitter and receiver. A sensible multiple radio
framework more often works in a half-duplex way along these lines can be either
the transmitter or the receiver. The proposed system can permit more inactive
antennas than RF chains and utilize different antenna selection procedures to decide
the ideal subset of the antenna system. Every pair of transmitter and receiver of an
antenna system forms a sub-channel between the transmitter and receiver, and these
sub-channels, on the whole, constitute the link. The proposed system channel link
can be characterized by a NR × NT complex matrix where the quantity of dynamic
RF chains in the collector and transmitter, individually. The time-fluctuating
channel model explained by IEEE 802.11n [5] is defined by
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In the Eq. (2), HLOS(t) and HNLOS(t) signify the Line of Sight (LOS) part and
Non-Line of Sight (NLOS) segment of the channel. K(t) is the Ricean K variable
that shows the dissipating property, or blurring appropriation of the channel. By
differing K(t), the system can be studied with suitable channels for different blurring
distributions. For a narrow band, frequency level Additive White Gaussian Noise
(AWGN) multiple radio link channel, with signal transformed from each antenna
systems, equally controlled and free with one another, the capacity of channel
C link can be defined by,

C= log det INR +
PTX
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Fig. 1 Schematic design of proposed system
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where H denotes the channel matrix. HH is conjugate transposition of H, PTX the
aggregate transmission power over all transmit antennas, N0 the channel noise and
INR a NR × NR unique matrix. The energy utilized by an MIMO system for trans-
mitting, PTransmit, can be divided into different power amplifiers PPA, then all other
PC circuit blocks PCircuit is [6] given by,

PTransmit =PPA +PCircuit ð4Þ

The PPA relies on the aggregate transmission power, PTX, while PCircuit is free of it.
For effortlessness, we expect that PPA is directly dependent on PTX. Also, PCircuit

can be partitioned into that contributed by every dynamic RF chain, PR Chain, and
that by circuit shared by all dynamic RF chains, PShared.

We can define the power utilization by a multiple radio incorporated in a mobile
system for transmitting, PTransmit, as

PTransmit = ð1+ αÞPTX +NTPRF Chain +PShared ð5Þ

where α is a characteristic parameter of power amplifiers and NT is a total number
of dynamic RF chains. To reduce the power consumptions and improve power
efficiency by disabling the subset antennas and its RF chains, an efficient technique
like power saving mechanism is used to improve the energy efficiency of the mobile
device.

5 Implementation

The simulation of the proposed system is carried out in normal 32-bit machine
using Matlab. Here, the transmitting and receiving scheme is developed for mobile
devices to analyze the energy consumption in network. We have selected 5
transceiver devices for the simulation of the proposed scheme. For this simulation
an image signal is taken to analyze the system. The parameters are initialized as
follows: different data rates and energy of each bit of data. Then total energy per bit
per data rate is calculated as output.

Algorithm for Energy Conservation
Input: I, Scale, Ebit, Ptx;
Output: Energy per bits/Data rate;

1. Start
2. Read the input image;
3. Initialize different data transmit rates;
4. Initialize energy of each bit;
5. Calculate total energy;
6. Create SNR values;
7. Initialize no. transreceiver antennas;
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8. For each antenna create multiplier;
9. Apply BPSK modulation;

10. Apply Rayleigh channel;
11. Add white Gaussian noise;
12. Calculate Eb;
13. Transmit antenna configuration;
14. Receive antenna configuration;
15. Form equalization matrix;
16. Receive transmitted image;
17. Count the errors generated;
18. Plot all the outputs;
19. End;

In the proposed method we have simulated the power optimization for the given
input signals. For this scheme, we have initialized a number of transmitter and
receiver devices and the data rate along with the total transmitted power and also
the bit rate. After initialization step we need to calculate the power using Eq. (4).
Then transmit the given signal thorough a noisy channel and then at the receiving
end we can get the received signal. Then we calculated the number of bits requited
to transmit the data from transmitter to receiver side through a wireless noisy
channel.

6 Results and Discussion

This section shows the evaluation of the proposed method. Here, we set the number
of transmitter and receiver to 5. Figure 2 shows that the number bits received is
directly proportional to the amount of power consumption. We can observe that, as
the transmit power increases, the number of bits received also increases. As the
number of transmitter and receiver increases, the data transmit rate will also
increase. We utilize the standard static arrangement technique with all receiving
dynamic antenna to evaluate the antenna management systems. We measure the
power per bit of Node 1 which executes antenna system management and transmits
1000 data segments to Node 2. For both estimations, we utilize four diverse data
rate imperatives: 0, 100, 200, and 300 Mbps.

Figure 2 demonstrates the multiple radio system energy per bit diminishment by
two-finished and one-finished reception antenna system management. To start with,
the energy per bit accomplished by receiving antenna management is entirely no
bigger than that of the static design. Second, when the information rate requirement
expands, the energy per bit decrease by reception apparatus management drops.
Third, under a moderately low information rate requirement, antenna system
management turns out to be more successful with bigger receiving antenna systems.
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7 Conclusion and Directions Further Research

This paper discussed about a novel energy saving mechanism, namely, reception
antenna system management, to boost the energy effectiveness of the multiple radio
system interface on cellular frameworks. Reception antenna system management
adaptively improves the transmission power and antenna design with the specific
end goal to accomplish the base energy per bit under a given information rate
limitation. We demonstrated that reception antenna system management can be
acknowledged with little change to the 802.11n convention to expand the energy
productivity of a single end or both closures of a radio link. Our assessment
utilizing Matlab based simulation work demonstrated that reception antenna system
management on average can achieve better energy per bit reduction.
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Real Time Tasks Scheduling Optimization
Using Quantum Inspired Genetic
Algorithms

Fateh Boutekkouk and Soumia Oubadi

Abstract Real Time Scheduling (RTS) optimization is a key step in Real Time
Embedded Systems design flow. Since RTS is a hard problem especially on mul-
tiprocessors systems, researchers have adopted metaheuristics to find near optimal
solutions. On the other hand, a new class of genetic algorithms inspired from
quantum mechanics appeared and proved its efficiency with regard to conventional
genetic algorithms. The objective of this work is to show how we can use quantum
inspired genetic algorithm to resolve the RTS problem on embedded multicores
architecture. Our proposed algorithm tries to minimize the tasks response times
mean and the number of tasks missing their deadlines while balancing between
processors cores usage ratios. Experimental results show a big improvement in
research time with regard to conventional genetic algorithms.

Keywords Real time embedded systems ⋅ Real time scheduling ⋅ Multicores
architecture ⋅ Quantum inspired genetic algorithms

1 Introduction

Real time scheduling (RTS) is certainly the most relevant task in Real Time
Embedded Systems (RTES) design. For this purpose, researches in the field have
proposed a variety of algorithms to perform schedulability analysis. A full taxon-
omy of such algorithms can be found in [4]. In this context, we are interested in
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RTS optimization for RTES with periodic/aperiodic tasks and hard/soft constraints
targeting multicores architecture using Quantum Inspired Genetic Algorithms
(QIGA) [2, 8].

These algorithms try to simulate some quantum principles found in mechanics
such as state superposition to reduce the research time for good solutions. In our
case, we have employed QIGAs to minimize tasks response times mean and the
number of tasks missing their deadlines under the idea of balancing between pro-
cessors usage ratios. The rest of paper is organized as follows: Sect. 2 is devoted to
some pertinent related works. Section 3 puts the light on some quantum computing
and QIGA principles. Our proposed RTES model is presented in Sect. 4. Section 5
presents our QIGA for both static and dynamic RTS. The experimentation with
some results and comparisons are discussed in Sect. 6 before the conclusion.

2 Related Work

Literature on using Genetic Algorithms (GA) to resolve the scheduling problem is
not new but the application of QIGAs to resolve RTS will be a future tendency. For
traditional multiprocessor systems (not Real Time), the objective was primary to
minimize the makespan. For this reason, several GAs were developed [3]. In the
real time context, the most important parameter is the response time. Several works
tried to apply GA to optimize real time multiprocessor systems performance [6, 9,
10]. According to the literature, we can state that most works make strict hypothesis
to simplify performance analysis. For instance they target only one class of Real
time systems (i.e. periodic tasks) with one type of constraints (i.e. soft).

On the other side, we observe a scarcity of works that target the application of
QIGAs to solve RTS problem. Authors in [7] applied QIGA to minimize the total
completion time in the hybrid flow shop scheduling problem. The work in [5]
proposed to use QIGA to solve the scheduling problem in a distributed computing
with a focus on makespan optimization. Contrary to these works, our objective is to
develop an RTES model to represent both periodic and aperiodic tasks with hard
and soft constraints. In this work, we try to apply QIGA to minimize tasks mean
response time and the number of tasks missing their deadline under the idea of
balancing between processors usage ratios. We have developed two strategies
called SQIGA (Static Quantum Inspired Genetic Algorithm) and DQIGA (Dynamic
Quantum Inspired Genetic Algorithm).
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3 Quantum Computation and Genetic Algorithms

Quantum computation is a newly emerging interdisciplinary science of information
science and quantum science. In quantum computing, the smallest unit of infor-
mation storage is the quantum bit (qubit). A qubit can be in the state 1, in the state 0
or in a superposition of both. The state of a qubit can be represented as [2]:

|Ψ > = α |0 > + β |1 > where |0 > and |1 > represent the values of classical
bits 0 and 1 respectively, α and β are complex numbers satisfying: |α|2 + |β|2 = 1.
|α|2 is the probability where a qubit is in state 0 and |β|2 represents the probability
where a qubit is in state 1. A quantum register of m qubits can represent 2m values
simultaneously. However, when the ‘measure’ is taken, the superposition is
destroyed and only one of the values becomes available for use. QIGAs are a
combination between GA and quantum computing. They are mainly based on
qubits and states superposition of quantum mechanics. A quantum chromosome is
simply a string of m qubits that forms a quantum register. Two main operations
characterizing QIGA:

3.1 Interference

This operation allows modifying the amplitudes of individuals in order to improve
performance. It mainly consists of moving the state of each qubit in the sense of the
value of the best solution. This is useful for intensifying the search around the best
solution.

3.2 Qubit Rotation Gates Strategy

The rotation of individual’s amplitudes is performed by quantum gates. Quantum
gates can also be designed in accordance with the present problem. The population
Q(t) is updated with a quantum gates rotation of qubits constituting individuals.

4 RTES Modeling with Periodic/Aperiodic Tasks
and Hard/Soft Constraints

RTES logical part or application is modeled as a set of tasks graphs (TG). Here, we
distinguish between two classes of TG: periodic TG (PTG) and aperiodic TG
(ATG). A PTG is composed of periodic tasks with messages. Each TG has a period
P, so all tasks belonging to the same TG has the same period P. We assume that all
periodic tasks are synchronous (have the same arrival time). Each task has a relative

Real Time Tasks Scheduling Optimization Using … 71



deadline D. Here, we can distinguish between PTG with soft tasks (in green) and
PTG with hard tasks (in red). Each Soft task is characterized by an execution time
(when it is allocated to a processor) expressed as ACET (Average Case Execution
Time) and each hard task as WCET (Worst Case Execution Time). An ATG is
composed of aperiodic tasks with messages. We assume that all aperiodic tasks are
soft. The arrival dates of aperiodic tasks are generated following the Poisson Law
with parameter λ. Each aperiodic task has a relative deadline and an ACET. In order
to simplify performance analysis, we assign to each aperiodic task a pseudo-period.
The length of this pseudo-period equals to the mean of inter-arrival times that are
generated by the Poisson Law for each aperiodic task. Tasks scheduling uses two
policies: static scheduling where tasks priorities are pre-calculated and then fixed
for all periods or pseudo-periods according to their relative deadlines (DM:
Deadline Monotonic) or periods (RM: Rate Monotonic) and dynamic scheduling
where priorities are randomly assigned to tasks for each period or pseudo-period.
Messages between tasks are also modeled in both PTG and ATG. A message is
activated only when the task producing this message completes its execution. Each
message has a size (in KBytes). A message m0 has a priority higher than a message
m1 if the destination task of m0 has a relative deadline (or a period) less than the
destination task of m1. We assume that tasks have no period, but when the period or
the pseudo-period of a TG is reached, all transmissions are stopped and TG mes-
sages parameters are initialized. RTES physical or hardware part is modeled by a
graph where nodes are processors and arcs are buses. Our hardware architecture
represents a multicores architecture with shared bus, buses hierarchy with bridges
and fast links (bi-points connections). Each bus, bridge or fast links has a debit
(speed) (Kbytes/s). Each embedded processor is characterized by a computing
capacity, a local memory and an RTOS (Real Time Operating Scheduler) to execute
one or more tasks. We assume that all embedded processors use the same
scheduling policy and have limited size queues to stock ready tasks. Tasks and
messages allocation consist in assigning tasks to processors and messages to buses.
Messages allocation depends on tasks allocation. The tasks allocation precedes the
tasks scheduling and can be made randomly or according to some greedy
algorithms.

5 Our Proposed Algorithm

QIGA steps are illustrated in Fig. 1.

5.1 Coding of Quantum Chromosome

A chromosome is coded as a matrix of qubit. Columns correspond to tasks and lines
correspond to processors.
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5.2 Population Initialization (Q)

All qubits amplitudes are initialized by the same value 2−1/2 for all superposition
states (Table 1).

No

Optimal 
Solution

Yes

Tasks and Messages Scheduling

Evaluation

Stop 
Criterion

Generation of initial population Q

Application of measure function on Q to generate 
population P

Reparation

Memorize best solution B

Interference : Update Q by quantum gates rotation

Fig. 1 QIGA steps

Table 1 Chromosome
coding

T1 T2 T3 T4 T5

P1 (α0/β0) (α1/β1) (α2/β2) (α3/β3) (α4/β4)
P2 (α5/β5) (α6/β6) (α7/β7) (α8/β8) (α9/β9)
P3 (α10/β10) (α11/β11) (α12/β12) (α13/β13) (α14/β14)
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5.3 Application of Measure Function on Q

The role of this step is to transform each qubit to a bit (0 or 1). In order to measure a
quantum chromosome, we generate for each case of the matrix, a number N
between 0 and 1 randomly, if N is greater than α2 of this case then the case is set to
1 otherwise 0. We obtain a new generation called P.

5.4 Reparation of P

Two cases may be occurred when applying measure function on Q: a column with
zero values (absence of 1) or several ones. We implemented for each case a
reparation mechanism.

5.5 Tasks and Messages Scheduling

Two scheduling algorithms are used in our approach: RM and DM. For aperiodic
tasks, we apply aperiodic tasks server algorithm, so we create a new periodic task or
server (serving aperiodic tasks) with lower priority whose period is equal to the
computed pseudo-period. The analysis time is equal to the least common multiplier
of tasks periods. Messages allocation and scheduling is done in a similar fashion to
tasks allocation and scheduling. Note that if two dependent tasks are allocated to the
same processor, the message transfer time between the two tasks is considered null;
otherwise, the time of message transfer depends on the way the processors are
connected.

5.6 Evaluation and Best Solution Memorization

Our objective is to minimize tasks response times and the number of tasks missing
their deadlines but at the same time balancing between processors usages ratios.
The response time of a task is the elapsed time between the task activation (arrival)
and the task end time. We add to this time, the overhead due to message transfer
over buses. The message transfer time is calculated on the basis of buses speed. In
order to evaluate chromosomes fitness, we have to define two functions named
TRMS and TUM:
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TRMS is the response times mean of system tasks:

TRMS= ∑
tasks num

i=1
TRMi t̸asks num ð1Þ

TRMi is the response times mean of the task i:

TRMi= ∑
tnb activ

i=1
TRi n̸b activ ð2Þ

where TRi is the response time of the task in activation i; nb_activ is the number of
activations. TUM is the mean usage ratio of system processors:

TUM = ∑
nb cpu

j=1
TUj n̸b cpu ð3Þ

TUj is the usage ratio of a processor j:

TUj= ∑
time sim

k=1
Toccup t̸ime sim ð4Þ

Uoccup is the occupation time of a processor.
In order to computer the number of tasks missing their deadlines, we define a

counter Ntd which is incremented whenever a task misses its deadline.

5.7 The Interference

The role of the interference is to increase (constructive interference) or to decrease
(destructive interference) state amplitude and consequently its probability of
observation. Quantum interference can be defined as a special rotation. The latter is
done on the basis of the current solution, the best solution and the amplitudes signs
of current solution. Each element qij of quantum individual is updated according to
the following steps:

a. Determine Δθi in the research table
b. Compute the new values α′ij, β′ij using the formulas:

UðΔθiÞ= cosðΔθiÞ − sinðΔθiÞ
sinðΔθiÞ cosðΔθiÞ

� �

ð5Þ
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αtji

βtji

" #

=UðΔθiÞ
αt− 1
ji

βt− 1
ji

" #

ð6Þ

Δθi is a rotation angle which determines the magnitude and direction of rotation.
At generation t, the rotation angle Δθi is updated according to the criteria

summarized in Table 2, where xtji and bti are the binary control variables in solution
Xt
j and the best solution Bt of BðtÞ, respectively. f ðXt

j Þ and f ðBtÞ represent the
objective function values of Xt

j and Bt. For example, when xtji and bti are 0 and 1,
and f ðXt

j Þ is larger than f ðBtÞ, the rotation angle Δθi is updated according to
Sðαtji × βtjiÞ in Table 2 where Sðαtji × βtjiÞ is the sign of αtji × βtji.

In the last step, the best solution among XðtÞ and Bðt− 1Þ is stored to BðtÞ, and
terminated if the stopping conditions are met; else generate a new population.

For DQIGA strategy, chromosome is represented by two matrixes of qubits. The
first matrix encodes the allocation of tasks on processors but the second one
encodes the assignment of dynamic priorities to tasks. The rest of steps are similar
to SQIGA. We note that all operations are applied on the two matrixes instead of
one.

6 Experimentation

We have tested our QIGA on a typical example including 20 tasks distributed on 4
TG and 3 different architectures (with a shared bus, two buses with a bridge and two
buses with a bridge and two fast links). Task T2 is a server task. For the sake of
space, we do not show tasks, processors and buses parameters. Figures 2, 3, 4, 5
and 6 show respectively the mean response time and the number of tasks beyond
their deadlines progression over iterations for the three architectures in the case of
static and dynamic priorities. Our tests are done on the basis of the following
parameters: Tasks_number = 20, Sched_policy = DM (for SQIGA), Tps_Sim =

Table 2 Look-up table for
quantum gates rotation

xtji bti f ðXt
j Þ> f ðBtÞ Δθi Sðαtji × βtjiÞ

>0 <0 =0

0 0 0 Δθ2 – + ±

0 0 1 Δθ2 – + ±
0 1 0 Δθ1 – + ±
0 1 1 Δθ2 – + ±
1 0 0 Δθ1 + – ±
1 0 1 Δθ2 + – ±
1 1 0 Δθ2 + – ±
1 1 1 Δθ2 + – ±

76 F. Boutekkouk and S. Oubadi



60, pop_size = 40, θ = 0,02π). All Execution times are estimated on Intel
coreTMi3 2.40 GHz processor.

According to the results, we can remark that the mean response time and the
number of tasks beyond their deadlines improve non-linearly over generations for
the three examples. Firstly, if we compare between SQIGA and DQIGA, we state
that results are much closed. However, the necessary time to find the optimal
solution in SQIGA is approximately 20 s (the mean time for the three examples), in
DQIGA, is approximately 25 s. This is due to the impact of dynamic priorities those
are generated randomly. As it is expected, the mean response time in the case of
buses hierarchy with fast links is a bit little than the first and second architecture.
However, for the number of tasks beyond their deadlines, the shared bus

Soft PTG
Soft ATG

Soft ATG
Hard PTG

Fig. 2 Typical example
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Fig. 3 Mean response time progression over generations (static priorities)
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architecture performance is a bit better than buses hierarchy may be this is due to
the bridge overhead and even allocation that can have a big impact on scheduling
(i.e. if two dependent tasks are allocated to the same processor, the transfer message
time is null).

The processors usage ratios for the three architectures have the same value
because our QIGA tries to balance between all processors charges. SQIGA and
DQIGA techniques are better than conventional genetic algorithms techniques [1]
in term of search time for optimal solution especially in the case where only
inference operator is used. The latter helps to reinforce the research in the solution
neighborhood and to lead chromosomes toward optimal solution. Adding quantum
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genetic operators may change probabilities of quantum states superposition.
However in QIGA, the genetic diversity is mainly caused by qubit representation so
it is not necessary to use genetic operators. Thus, the big evident advantage of
QIGA is the reduction in population size and the search time to find optimal
solution with comparison to conventional ones.

7 Conclusion

According to our first experimentations, we can conclude that the relation between
responses time mean and the number of tasks beyond their deadlines is not
monotonic. Hardware architecture may reduce in most cases values of these
parameters particularly in architecture with fast links but an inappropriate tasks
allocation may lead to bad results. For instance, in some experimentation, we find
that performance of shared bus architecture is better than architecture with buses
hierarchy. Contrary to conventional genetic algorithms requiring the adjustment of
several parameters such as crossover rate, probability of mutation, selection,
crossover method, the points cut, etc., QIGA may require the adjustment of one
parameter which is the rotation angle. As a perspective, we plan to make more tests
on our algorithm to understand the impact of different parameters on the quality of
solutions.
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Fuzzy Energy Aware Real Time
Scheduling Targeting Mono-processor
Embedded Architectures

Ridha Mehalaine and Fateh Boutekkouk

Abstract In this paper, we present an energy aware fuzzy real time scheduling
model for periodic independent tasks targeting mono-processor embedded archi-
tecture. Our proposed algorithm functions on two steps. The first step uses fuzzy
system to generate fuzzy priorities. The second step uses the outputs of the first one
to schedule tasks with minimum energy consumption basing on the EDF* algo-
rithm. Energy consumption is reduced by processor use with minimum speed
without tasks deadlines missing. In order to evaluate the performance of our
algorithm, we have performed simulations in Matlab. These simulations in partic-
ular confirmed the very good performance of the proposed algorithm in terms of
energy consumption.

Keywords Embedded systems ⋅ Energy aware real time scheduling ⋅ EDF* ⋅
Fuzzy logic

1 Introduction

The major problem that arises at Real Time Embedded Systems (RTES) is how to
design systems that meet two conflicting objectives that are timing constraints
respecting and energy consumption reduction. To address this dilemma, experts in
the field have developed a new class of Real Time Scheduling (RTS) algorithms
taking into account the reduction of energy consumption called ‘energy-aware
scheduling algorithms’ [1]. These algorithms combine between real time scheduling

R. Mehalaine
ESI: Ecole Supérieure d’Informatique, 16000 Alger, Algeria
e-mail: r_mahalaine@esi.dz

F. Boutekkouk (✉)
ReLaCS2: Research Laboratory on Computer Science’s Complex Systems,
University of Oum El Bouaghi, 04000 Oum El Bouaghi, Algeria
e-mail: fateh_boutekkouk@yahoo.fr

© Springer International Publishing Switzerland 2016
R. Silhavy et al. (eds.), Artificial Intelligence Perspectives in Intelligent Systems,
Advances in Intelligent Systems and Computing 464,
DOI 10.1007/978-3-319-33625-1_8

81



algorithms and some known techniques for managing energy in embedded
processors.

Another tendency is to consider this problem as a combinatorial optimization
problem and then apply the exact combinatorial optimization methods such as
linear programming or meta-heuristics such as genetic algorithms to minimize
energy consumption. Currently, there is a lot of research that focus on optimizing
energy consumption under time constraints using meta-heuristics, however there
are few works that exploit the Artificial Intelligence (AI) especially fuzzy logic to
solve such kind of problems. A deep analysis of energy aware real-time scheduling
problem has led us to deduce that this problem could be solved efficiently using
fuzzy logic. This conjecture is justified by the fact that we are dealing with
imprecise and uncertain information. This information include for instance, tasks
arrival dates, tasks actual execution times that are usually far from their worst cases
execution times, tasks priorities, the best CPU clock frequency which leads to the
minimum energy consumption, the right time to migrate a task to another processor,
etc. The intrinsic uncertainty in the real-time systems increases the difficulties of
conventional scheduling algorithms to optimize energy consumption. By incorpo-
rating fuzzy logic in real-time scheduling problem, decisions on choosing the best
processor clock frequency, priorities and dates migration tasks can be improved
considerably. The aim of our work is to exploit some AI-based solutions to opti-
mize tasks scheduling for real-time embedded systems. Our effective contribution is
the application of fuzzy logic to firstly generate fuzzy priorities and secondly to
minimize energy consumption in real-time embedded systems with independent
periodic tasks on mono-processor embedded architectures. The advantage of fuzzy
logic is to assist the scheduler in a vague and uncertain context to make the right
decisions as soon as possible to select the most appropriate tasks priorities to
minimize the overall energy consumption of the system while meeting deadlines
and maintaining processor utilization at high levels. Our idea was simulated on
MATLAB 7.0.4 Mamdani Fuzzy Inference Engine to evaluate the performance of
the proposed algorithm. The rest of paper is organized as follows: Sect. 2 is devoted
to some pertinent related works. Our proposed fuzzy model and energy aware
scheduling policy are detailed in Sect. 3. In order to validate our algorithm, an
illustrative example with some results is presented in Sect. 4. We end the presented
paper by a conclusion and some short term perspectives.

2 Related Work

Literature on using fuzzy logic to solve the real time scheduling (RTS) problem is
relatively new. For real time systems with hard constraints, the objective was
primary to guarantee timing constraints (deadline) respect however, for soft real
time systems the objective is to minimize the mean response time of the system. For
this reason, several fuzzy logic based RTS on both mono and multiprocessor
architectures were developed [2–6].
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Most works show that the fuzzy approach outperforms well known RTS algo-
rithms such as the EDF or LLF. However except for some works [7], we observe a
scarcity of works that target the application of fuzzy logic to solve energy aware
RTS problem in embedded systems. Our objective is to develop a fuzzy model to
represent vague information for periodic independent tasks with hard timing con-
straints. This model will serve to minimize tasks energy consumption without
missing tasks deadlines. The imprecise information includes tasks arrival dates,
tasks actual execution times and tasks deadlines. Indeed, our proposed solution
includes two steps: the first one consists in assigning fuzzy priorities to tasks
regarding some well defined linguistic variables and inference rules. Tasks actual
execution times are introduced by the user and will be used to calculate fuzzy
priorities and to compute the right processor speed leading to minimal energy
consumption without tasks deadlines missing in the second step. We note that our
algorithm deals with the ‘What if task actual execution time is equal to a certain
value’ philosophy.

3 Our Fuzzy Model

Fuzzy logic is a superset of classical Boolean logic and extends it to deal with new
issues such as the partial truth and uncertainty. The fuzzy inference is the devel-
opment of the mapping process from a given set of input to an output using fuzzy
logic. The basic elements of fuzzy logic are linguistic variables, fuzzy sets and
fuzzy rules. A fuzzy set is a set of pairs of elements. It generalizes the concept of a
traditional set, allowing its components to have a partial membership. The extent to
which the generic element “x” belongs to the fuzzy set A is characterized by a
membership function FA(x). The membership function of a fuzzy set corresponds
to the indication function of conventional sets. It can be expressed as a curve that
defines how each point in the input space is mapped to a membership value or a
degree of truth between 0 and 1. The most common form of a membership function
is triangular, trapezoidal and bell curves are also used. The fuzzy inference rules
describe the relationships between linguistic, inaccurate and qualitative expressions
of system input and output. In general, these rules are representations in natural
language of human knowledge or expert and provide a system of knowledge rep-
resentation easy to understand.

Each periodic task Ti in an uncertain environment can be described with a
5-tuple:

Ti = Ri, Ci, Texei, Di, Pið Þ.

Ri is the arrival date of the task Ti; Ci is its worst case execution time; Texei: is its
actual execution time. Di: the deadline of the task Ti, Pi is the period. For each task
Ti, we calculate Gi: the time saving that expresses the difference between the worst
case time and the actual execution time.
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Let V be a variable (the arrival date of the task, the execution time, etc.). X is the
interval of variable values and TV a finite or infinite set of fuzzy sets. A linguistic
variable corresponds to the triple (V; X; TV). In the proposed model, the input stage
comprises three variables that are ‘Texei’ the actual execution time of the task, it is
expressed in processor cycles; ‘Ri’ the arrival date of the task and ‘Di’ the relative
deadline of the task as shown in Fig. 1. The three input parameters decide the
highest priority of the task from the tasks queue.

The arrival date of the task Ti: V = Ri, X = [0, 1], TV = {already arrived, near,
far}.

The actual execution time of task Ti: V = Texe, X = [0, 1], TV = {large,
medium, small} (relative to worst execution time).

The relative deadline of the task Ti:

V=Di, X= 0, 1½ �, TV = very close, close, medium, farf g relative to the moment tð Þ

The output (fuzzy priorities):

V=Prio, X= 0, 1½ �, TV = high, medium, lowf g

3.1 Fuzzy Inference Rules

We have defined twenty (20) rules that are:

R1: if (Di = very close) then the fuzzy scheduling priority is high;
R2: if (Ri = already arrived) and (Texe = large) and (Di = close) then the fuzzy

scheduling priority is high;
R3: if (Ri = close) and (Texe = large) and (Di = close) then the fuzzy

scheduling priority is high;
R4: if (Ri = close) and (Texe = medium) and (Di = close) then the fuzzy

scheduling priority is average;
R5: if (Ri = already arrived) and (Texe = medium) and (Di = close) then the

fuzzy scheduling priority is average;

Fig. 1 The proposed fuzzy model
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R6: if (Ri = already arrived) and (Texe = small) and (Di = close) then the
fuzzy scheduling priority is average;

R7: if (Ri = close) and (Texe = small) and (Di = close) then the fuzzy
scheduling priority is average;

R8: if (Ri = already arrived) and (Texe = large) and (Di = medium) then the
fuzzy scheduling priority is high;

R9: if (Ri = close) and (Texe = large) and (Di = medium) then the fuzzy
scheduling priority is high;

R10: if (Ri = already arrived) and (Texe = medium) and (Di = medium) then
the fuzzy scheduling priority is high;

R11: if (Ri = close) and (Texe = medium) and (Di = medium) then the fuzzy
scheduling priority is average;

R12: if (Ri = already arrived) and (Texe = small) and (Di = medium) then the
fuzzy scheduling priority is low;

R13: if (Ri = close) and (Texe = small) and (Di = medium) then the fuzzy
scheduling priority is low;

R14: if (R = already arrived) and (Texe = large) and (Di = far) then the fuzzy
scheduling priority is average;

R15: if (Ri = close) and (Texe = large) and (Di = far) then the fuzzy scheduling
priority is average;

R16: if (Ri = already arrived) and (Texe = medium) and (Di = far) then the
fuzzy scheduling priority is low;

R17: if (Ri = close) and (Texe = medium) and (Di = far) then the fuzzy
scheduling priority is low;

R18: if (Ri = already arrived) and (Texe = small) and (Di = far) then the fuzzy
scheduling priority is low;

R19: if (Ri = close) and (Texe = small) and (Di = far) then the fuzzy scheduling
priority is low;

R20: if (Ri = far) then the fuzzy scheduling priority is low.

In our fuzzy model, we propose to use three queues which correspond to fuzzy
partition sets (high, medium, low). All tasks in the same queue are sorted according
to their deadline Di. The scheduling policy is as follows:

For tasks in different queues, those in the highest priority queue will be
scheduled first. If high priority queue is empty, ready tasks in medium priority
queue are considered. For tasks in the same queue, we adopt the EDF* scheduling
policy. This algorithm assigns priorities based on the temporal proximity of the end
of each task and the task with the nearest deadline is awarded for the highest
priority. The priority of each task is recalculated dynamically each time the system
state changes (arrival of a task, termination of a task). If there is a fuzzy higher
priority task is ready, the preemptive right is possible (Figs. 2 and 3).
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Fig. 2 The set of decisions for the proposed fuzzy model

Fig. 3 Defuzzification
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3.2 Speed Dynamic Adaptation

The realization of a dynamic adaptation of the voltage requires both hardware
which is capable of adjusting its frequency and voltage on demand and an algorithm
able to determine the current functioning frequency.

Our algorithm is based on time intervals separated by events of the type ‘arrival
of a task’ or ‘task deadline’. The algorithm assigns to each task a set of time
intervals and the number of intervals is given by the division of the least common
multiple on the period of that task. We rank the intervals consistently with the order
calculated by our proposed model that uses fuzzy logic and EDF* algorithm, so that
the scheduler begins by tasks with closest deadlines to finish with tasks with longer
deadlines. After that we calculate the earliest termination date for the first interval
by adding the start date to the execution time calculated with the maximal speed
Vmax of the processor; and for the other intervals, we distinguish two cases: if the
termination date of the precedent interval is greater than or equal to the start date of
this task, then we add the termination date of the precedent interval to the execution
time which is calculated at the maximum speed. If the termination date of the
precedent interval is less than to the start date of this task, then we add the start date
of this interval to the execution time which is calculated at the maximum speed. We
assume that the earliest start time is the same as the start date entered by the user
because there is no chance to begin before that date; the latter is calculated for each
interval. Similarly, the latest termination date of each interval is equal to the
deadline of this task, in this way all tasks will respect their deadlines.

For each time interval, we calculate the difference between the latest termination
date and the earliest termination date to determine the potential timing saving for
each interval. We assume that the intervals have already numbered from 1 to K
compatibly with their ranks. At this stage we calculate the minimum between
timing saving:

Gtot =min G1, G2, . . . , Gkf g

which expresses the length of time that can be used to reduce processor speed
without any negative effect on the time constraints for all tasks; our task scheduling
is based on the idea of grouping a set of intervals in regions; each region is
separated from the other if there exist Gi = 0, that means in each region there is at
most one interval satisfying Gi = 0.

After calculating this saving of time and the different regions we can distinguish
the following cases:

Initially the execution speed of each interval is equal to the maximal speed
Vexe =Vmax = 1. For each region [i, j], if Gtot =Gj = 0 and for each interval of this
region, the start date is less than or equal to the earliest termination date of the
precedent interval, then the execution speed of each interval remains the same.
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For each region [i, j], if Gtot = m and m≠ 0 then we distinguish two cases:
If there is no interval ranked M with M∈ i, j½ � and its start date is greater than the

earliest termination date of the precedent interval, then we reduce the speed of the
first interval of this region with m i.e. Vi = Ci/(Ci + m), after that we update
termination and start dates by adding m, a new region will be introduced after and
we continue with the other regions and so on.

If there is an interval ranked M with M [i, j] and its start date is greater than the
earliest termination date of the precedent interval, then we reduce the speed of the
interval M − 1 with its timing saving GM− 1 i.e. VM− 1 =CM− 1 ̸ CM− 1 +GM− 1ð Þ,
after that we update termination and start dates by adding m, a new region will be
introduced after and we continue with the other regions and so on.

Within the region [i, j], if Gtot = 0, and there is an interval ranked M with M [i, j]
and its start date is greater than the earliest termination date of the precedent interval
then two cases are considered:

If the latest termination date of the precedent interval “M − 1” is less than or
equal to the start date of the interval “M”, then the execution speed for the interval
“M − 1” is VM− 1 =CM− 1 ̸ CM− 1 +GM− 1ð Þ. After that we must make the necessary
updates.

If the latest termination date of the precedent interval “M − 1” is greater than the
start date of the interval “M”, then the execution speed for the interval “M − 1” is:

VM− 1 =CM− 1 ̸ CM− 1 +DbM −TrPtoM− 1ð Þ

where DbM is the start date of interval M and TrPtoM−1 is the earliest termination
date of the precedent interval M − 1.

Once, an interval finishes its execution, a second optimization phase begins, it
consists in the adjustment of the speed of each interval to get for each interval the
lowest possible operating speed, by the use of the non-consumed time that
expresses the difference between the actual and the worst case execution times.

4 Illustrative Example

By this example, we try to clarify the idea of our algorithm. Let’s assume that we
have five periodic tasks T1, T2, T3, T4 and T5 such that:

T1 R1 = 0, C1 = 2, Texe1 = 1, D1 = 6 P1 = 20ð Þ.
T2 R2 = 1, C2 = 2, Texe2 = 2, D2 = 4, P2 = 10ð Þ.
T3 R3 = 1, C3 = 3, Texe3 = 3, D3 = 10, P3 = 20ð Þ.
T4 R4 = 3, C4 = 2, Texe4 = 1, D4 = 7, P4 = 10ð Þ.
T5 R5 = 11, C5 = 2, Texe5 = 2, D5 = 19, P5 = 20ð Þ.
Vmax = 1, Vmin = 1 ̸2.
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For the sake of space, we will explain the execution of our algorithm for time t = 0
and t = 2. The remaining times are manipulated in a similar fashion.

At time t = 0: the study period is P=LCM 20ð Þ=20

After using our fuzzy model and the EDF* algorithm, we obtain the following
range: [0, T1, 2] with the maximum speed Vmax. For each interval [x, y, z], x:
represents the earliest start date, y: represents the task Ti, z represents the earliest
termination date.

We compute the latest termination date [0, T1, 6]. So the time saving between the
two intervals is: 4 and for the regions, we have one region: {1}; the time saving in
this region is 4 then the execution speed is: V1 = 2/(2 + 4) = 2/6 = 1/3, that is to
say, to run a processor cycle we need 03 units of time, but Vmin = 1/2 then
V1 = Max {1/3, 1/2} = 1/2 then the task T1 executes its first processor cycle in 2
time units. Texe1 = 1 then the task T1 ends its first (and the last) iteration.

At time T = 2: The study period is P = LCM {20, 10, 20} = 20. Tasks T2 and
T3 have already arrived. After using our fuzzy model and the EDF* algorithm we
obtain the following intervals: [2, T2, 4], [4, T3, 7] with the maximum speed Vmax.
We compute the latest termination dates: [2, T2, 4], [4, T3, 10]; so the time savings
between each two intervals are 0 and 3 and for the regions, we have two regions:
{2} and {3}, the time savings for each region are: 0 and 3 then the execution speed
for the task T2:

V2 = Vmax = 1, that is to say, to run a processor cycle we need one unit of time,
and the execution speed for the task T3: V3 = 3/(3 + 3) = 1/2 so task T2 executes
its first processor cycle in a unit of time. Figure 4 shows the result after executing
the algorithm.

In order to calculate the total consumed energy, we use the function g to
compute the power dissipation [1]:

gi Sð Þ= aiSr, ai > 0 and r ≥ 2; S is the processor speed.

*++++++*

*+++++*
T1(v=1/2)

T1
0             2

T2(v=1) T2(v=2/3)
T2 *++++++++*

2            4                                     11              14
T3(v=2/3)

T3                 *++++++++++*
5.5         10

T4(v=2/3) T4(v=2/3)
T4                  *++++* *++++*                 

4        5.5                                14      15.5
T5(v=4/7)

T5                                                                                                *++++++++++*                                        
15.5  19

Fig. 4 Result of algorithm execution
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The total consumed energy is the integral of g over time (cycles).
With ai = 1 and r = 2 we obtain:

Etot = 1 ̸2ð Þ22 + 1ð Þ22 + 2 ̸3ð Þ21.5 + 2 ̸3ð Þ24.5 + 2 ̸3ð Þ23 + 2 ̸3ð Þ21.5 + 4 ̸7ð Þ23.5
= 0.5+ 2+ 0.67+ 2+1.33+ 0.67 + 1.14 = 8.31 J.

With EDF, Etot = 1ð Þ21 + 1ð Þ22 + 1ð Þ21 + 1ð Þ23 + 1ð Þ22 + 1ð Þ21 + 1ð Þ22
= 1+ 2+1+ 3+ 2+1+2=12 J.

5 Conclusion

In this paper, we presented our fuzzy model and an aware energy scheduling for
periodic independent tasks with hard timing constraints. Our fuzzy system gener-
ates for each task a fuzzy priority. The proposed scheduling algorithm uses fuzzy
priority and EDF* algorithm with some additional information introduced by the
user to compute the right processor speed that leads to minimum energy con-
sumption. The algorithm assigns to each task a set of time intervals. Each interval
do not necessarily consume all the available time, recovering this unused time, the
scheduler can reduce the processor frequency by reducing the execution speed of
the following intervals. Our first simulations show that our algorithm gives good
results, but in order to confirm this conjuncture we have to do more simulations. As
short term perspectives, we plan to integrate aperiodic tasks and consider a mul-
tiprocessor embedded architecture.
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Total Tardiness Minimization in a Flow
Shop with Blocking Using an Iterated
Greedy Algorithm

Nouri Nouha and Ladhari Talel

Abstract We highlight in this paper the competitive performance of the Iterated

Greedy algorithm (IG) for solving the flow shop problem under blocking. A new

instance of IG is used to minimize the total tardiness criterion. Basically, due to

the NP-hardness of this blocking problem, we employ another variant of the NEH

heuristic to form primary solution. Subsequently, we apply recurrently constructive

methods to some fixed solution and then we use an acceptance criterion to decide

whether the new generated solution substitutes the old one. Indeed, the perturba-

tion of an incumbent solution is done by means of the destruction and construction

phases. Despite its simplicity, the IG algorithm under blocking has shown its effec-

tiveness, based on Ronconi and Henriques benchmark, when compared to state-of-

the-art meta-heuristics.

Keywords Blocking ⋅ Flow shop ⋅ Total tardiness ⋅ IG

1 Problem Definition

We are engaged in this research with generating an efficient optimization tech-

nique for the subsequent scheduling problem. Each of N jobs from the job set

J = 1; 2;… ;N has to be processed on m consecutive machines from the machine

set M = (j = 1, 2,… ,m) during a pij time units. The process of each job on each

machine is exactly the same and once the process is started it may not be broken

down. A job i can have a given due date Di corresponding to the perfect time that it
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should be completed. Besides, each job can be processed only on one machine at a

time and each machine can process at most one job at a time. No passing is allowed.

Considering the above assumptions, we are facing some blocking constraints:

buffers between consecutive pair of machines are stated with zero capacity. That

is a current machine j may be blocked by the job it has processed if the next machine

is not discharged. This environment is completely different from the No-wait Flow

Shop setting where when a job is started on the first machine, it must be constantly

processed till its achievement on the last machine without interruption.

This research deals with the Blocking Flow Shop Scheduling Problem (BFSP)

to minimize the total tardiness of jobs, denoted as Fm|block|
∑

Tj according to the

notation proposed in [1]. This variant of flow shop problems has important impact

in manufacturing systems since when a job is not finished by its due date then sup-

plementary costs are incurred.

The tardiness is defined as the maximum time between zero and the lateness of a

job settled as the difference between the completion time of a job and its fixed due

date. In general, the Fm|block|Cmax is strongly NP-hard [2]. This is an immediate

consequence of the NP-hardness of the Fm||Cmax. The case of two machines (m = 2)

may be easily solved using Gilmore and Gomory’s scheme [3].

Formally, the BFSP may be formulated using the following equations [4], where

C
𝜋i,M = d

𝜋i,M is the completion time of job 𝜋i on machine M, d
𝜋i,j (i = 1, 2,… ,N; j =

0, 1, 2,… ,M) represents the departure time of job 𝜋i on machine j, and 𝛱 ∶=
(𝜋1, 𝜋2,… , 𝜋N) is a solution for the problem.

d
𝜋1,0 = 0 (1)

d
𝜋1,j =

∑ j
k=1p𝜋1,k j = 1, 2,… ,M − 1 (2)

d
𝜋i,0 = d

𝜋i−1,1 i = 2,… ,N (3)

d
𝜋i,j = max{d

𝜋i,j−1 + p
𝜋i,j, d𝜋i−1,j+1} i = 2,… ,N; j = 1, 2,… ,M − 1 (4)

d
𝜋i,M = d

𝜋i,M−1 + p
𝜋i,M i = 1, 2,… ,N (5)

TT(𝛱) =
n∑

i=1
(max{0, (C

𝜋i
− Di}) (6)

The literature regarding a BFSP is not extensive. Indeed, the tardiness criterion has

been studied fewer than the makespan and total flow time criteria. We rapidly review

the related literature.

As a constructive heuristics, we refer to the Profile Fitting (PF) [5], the Nawaz-

Enscore-Ham heuristic (NEH) [6], the MinMax (MM) and combination of MM and

NEH (MME) and combination of PF and NEH (PFE) [7] techniques. In [8, 9] the

NEH-WPT heuristic and a constructive and a GRASP-based heuristics for the BFSP

were introduced, respectively.
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Concerning meta-heuristics, we refer to the Genetic Algorithm (GA) proposed

in [10], the (Ron) algorithm developed in [11], and the Tabu Search (TS) and the

enhanced TS techniques used in [12]. Meanwhile, we cite the Hybrid Discrete Dif-

ferential Evolution (HDDE) algorithm introduced in [13] which was compared to the

Hybrid Differential Evolution (HDE) algorithm developed in [14], and the Iterated

Greedy (IG) method in [15].

Thus far, it was proven that RON, HDDE, and IG algorithms give competitive

results and may be considered as top techniques for the BFSP under makespan.

Now, under the total flow time criterion, we refer to the hybrid modified global-

best Harmony Search (hmgHS) algorithm and the Discrete Artificial Bee Colony

algorithm (DABC_D) technique presented in [8, 16], respectively, and the Greedy

Randomized Adaptive Search Procedures (GRASP) hybridized with the Variable

Neighbourhood Search (VNS) technique in [17].

Besides, we cite the effective hybrid discrete artificial bee colony algorithms pro-

posed in [18], and the Revised Artificial Immune Systems (RAIS) technique in [19].

A three-phase algorithm under Cmax is presented in [20] and a Discrete Particle

Swarm Optimization algorithm with self-adaptive diversity control was treated in

[21].

Also, we cite the Memetic Algorithm (MA) in [22], the chaos-induced discrete

self organizing migrating algorithm in [23], the Iterated Local Search algorithm

(ILS) coupled with a Variable Neighbourhood Search (VNS) in [24], and the Block-

ing Genetic Algorithm (BGA) and Blocking Artificial Bee Colony (BABC) algo-

rithms in [25].

Under tardiness measure, few papers were found. Basically, the Tabu Search

method proposed in [26], the NEH-based method called (FPDNEH) and the Greedy

Randomized Adaptive Search Procedure(GRASP) developed in [9], and the Iterated

Local Search algorithm (ILS) hybridized with the Variable Neighbourhood Search

(VNS) technique in [24].

Therefore, it is interesting to intensify research to develop simple algorithms

which are easy to adapt and implement in practical applications. In this paper we

propose an Iterated Greedy algorithm (IG) to minimize the tardiness of scheduled

jobs in a flow shop environment with blocking. We restrict our attention solely to

permutation schedules.

Following this brief definition, the paper is structured as follows. The IG algo-

rithm under blocking is explained in Sect. 2. Section 3 presents the numerical exper-

iments, and Sect. 4 summarizes the conclusions.

2 Iterated Greedy Algorithm for the Blocking
Flow Shop Problem

The iterated greedy algorithm is very well adapted to solve combinatory problems,

and especially various flow shop instances [27]. In an iterative way, the greedy

method uses constructive techniques to generate new solution based on some other
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fixed solution, and then decides if it will be accepted and replace the old one based

on some acceptance criterion.

The destruction and construction stages are employed to obtain a sequence of

solution. The destruction stage deletes some elements from the designated solution.

After that, a new sequence is obtained by reforming a whole solution based on con-

structive heuristic, which rearranges the removed elements in some order to form a

final sequence. Optionally, the obtained sequence (final) may be subjected to local

search stage for enhancement.

One important point to note is that IG is closely related to the Iterated Local

Search (ILS). The difference between them is that in IG the perturbation of an incum-

bent solution is done by means of the destruction and construction phases, whereas

in ILS the perturbation is done just for escaping from local optimum.

Now, details of the algorithms are presented below.

2.1 Seed Sequence

To yield the initial sequence, the PF-NEH(x) heuristic proposed in [25] has been

used. Nevertheless, instead of generating x solutions at the end of the heuristic, we

select only the permutation with the minimum tardiness value. With a probability

Pls, we have also used a local search technique based on the insertion operator to

generate neighboring solution. A fixed job is removed from its first position and

reinserted in all feasible places. Then, the new obtained sequence is recorded only

when there is an enhancement in the objective value. The final permutation 𝛱

s
thus

generated forms the seed sequence.

2.2 Destruction and Construction Phases

The destruction stage is started based on the initial seed sequence generated as

explained earlier. Iteratively, the current stage starts with a whole sequence 𝛱

s
and

then removes [q ∗ 𝛱

s
] randomly jobs from 𝛱

s
. The degree of destruction q is drawn

in the range [0,1]. This yields two sub-solutions: the first one models the removed

jobs 𝛱
r
, and the second represents the rest of the sequence after deleting jobs 𝛱

s
.

In the construction stage, a final solution 𝛱

c
is then reformed by replacing the

previously extracted jobs in the order in which they were removed.

The procedures of the destruction and construction stages are as in Tables 1

and 2.
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Table 1 Procedure destruction stage (𝛱
s
, q)

Begin
Stage 1: Set 𝛱

r
empty

Stage 2: Let 𝛱
q ← 𝛱

s

Stage 3: For i = 1 to (q ∗ |𝛱q|) Do
𝛱

q ← Remove a randomly selected job from 𝛱

q

𝛱

r ← Include the removed job in 𝛱

r

End

Table 2 Procedure construction stage (𝛱
q
, 𝛱

r
)

Begin
Stage 1: Let 𝛱

c ← 𝛱

q

Stage 2: For j = 1 to |𝛱 r| Do
𝛱

c ← Best permutation obtained after inserting job 𝜋

r
j in all possible positions of 𝛱

c

End

2.3 Acceptance Measure and Final IG Algorithm
Under Blocking

An acceptance measure is applied to decide wether the generated sequence will be

accepted or not. As in [27, 28], we have used the Simulated Annealing (SA) accep-

tance measure to approve ‘bad’ solutions with some fixed probability.

This acceptance criterion is employed with a certain temperature value depending

on the number of jobs, machines, and on other tractable parameter 𝜆:

Tempt = 𝜆 ∗
∑N

i=1
∑M

j=1 pij
10 ∗ M ∗ N

(7)

Let TT(𝛱 s) and TT(𝛱c) be respectively the total tardiness values of the current

incumbent solution and the new reconstructed solution. Also, let rand() be a function

returning a random number sampled from a uniform distribution between 0 and 1.

If TT(𝛱c) ≥ TT(𝛱 s), Then 𝛱

c
is accepted as the new incumbent solution if:

rand() ≤ exp{TT(𝛱c) − TT(𝛱 s)∕Tempt} (8)

Considering all previous subsections, the proposed IG algorithm under blocking

goes as in Table 3.
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Table 3 IG algorithm under blocking

Begin
Stage 1: Set the parameters: Pls, q, 𝜆 and MCN.

Stage 2: Obtain the initial sequence using the PF-NEH(x) heuristic. Depending on the local

probability rate Pls, improve this solution using the local search technique. Let the final

permutation 𝛱

s
be the seed sequence.

Stage 3: Let 𝛱
∗ = 𝛱

s

Stage 4:

While termination condition is not met Do
∙𝛱q = Destruction-phase (𝛱 s

, q)
∙𝛱c = Construction-phase (𝛱q)
∙𝛱c′ = Local-phase (𝛱c

,Pls)
∙ If TT(𝛱c′ ) < TT(𝛱 s) Then

– 𝛱

s ∶= 𝛱

c′

– If TT(𝛱 s) < TT(𝛱∗) Then

∗ 𝛱

∗ ∶= 𝛱

s

∙ Else If (rand() ≤ exp{TT(𝛱 s) − TT(𝛱c′ )∕Tempt}) Then

– 𝛱

s ∶= 𝛱

c′

Stage 5: Return the best solution found 𝛱

∗

End

3 Numerical Experiments

This section focuses on computational experience with the proposed IG algorithm

under blocking. Its performance obtained by comparing the resulting solutions (total

tardiness) with respect to one competitive algorithm from the literature was inves-

tigated. We performed experiments on a well-known set of benchmark instances

[9]. These instances are composed of 5 groups which are a combination of 20, 50,

100, 200 and 500 jobs with 5, 10 and 20 machines. The processing times of jobs

and due dates are uniformly distributed between [29, 99] and P(1 − T − R∕2) and

P(1 − T + R∕2), respectively. T is the tardiness factor, R is the due-date range [30],

and P is a valid LB [31].

As well, the Relative Percentage Deviation (RPD) is numbered once an instance is

launched (with 10 replications) and calculated according to the following recursion.

TTA
is the tardiness value obtained using the proposed technique and TTMin

repre-

sents the minimum tardiness value obtained among the two compared algorithms.

RPD(A) = (TTA − TTMin) × 100
TTMin (9)
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The IG algorithm under blocking is coded in Visual C++ and run on an Intel Pen-

tium IV 2.4 GHz PC with 512 MB of memory. Our technique establishes a relatively

simple mechanism where there are basically four parameters which must be properly

established. These are the MCN, Pls, 𝜆, and q. We analyzed these parameters using

one generated instance with n = 150 andm = 10. The due dates of the jobs were gen-

erated following the TWK rule [32]. We fix this size since it represents a challenge

given the number of jobs and machines that must be satisfied (large instance). For

each analysis, we vary only the parameter of interest to study its impact on the final

solution and on the convergence rate of the IG. After extensive testing, parameters

were set to the following values: MCN = 100, Pls = 0.2, 𝜆 = 2, and q = 3.

3.1 Evaluation of the IG Algorithm Under Blocking

To prove the good quality of our presented IG for the BFSP, we wanted to compare

our technique to other meta-heuristics that are already used in the literature for deal-

ing with our problem. Our IG was compared against the obtained results by the GA

algorithm based on the path relinking technique (GA_PR) in [33]. This technique

has shown higher efficiencies in solving benchmark for large scale instances. There-

fore, this technique was selected for comparison with the IG under blocking. In fact,

Table 4 summarizes the computational results of the two compared techniques for

all combination of jobs and machines, and where the total tardiness solutions were

averaged (comparisons were made based on the ARPD metric).

By analyzing Table 4, it can be seen that IG algorithm presents better average

results than the GA_PR in the different scenarios. For all test instances, with N ∗
M varying from (20*5) up to (500*20), the greedy technique enhanced all results.

The tested algorithm outperforms the GA_PR algorithm in 97% of the classes, and

considering the number of superior results, our method outperformed the GA_PR in

398 of the 480 test-problems.

4 Final Remarks

Different from other sophisticated techniques, this greedy algorithm has few para-

meters to be adjusted, which makes it more simpler to be implemented and used to

solve the BFSP. Also, the IG under blocking presented a significant improvement

in all test instances. Its superiority against GAPR algorithm should be attributed to

the smart combination of greedy stages (destruction and construction), local search,

as well as to the use of new version of the PF-NEH heuristic. Future work involv-

ing the tardiness criterion could include designing another procedure for comparing

algorithms. We also expect to apply the IG for multi-objective scheduling problems.
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A Firefly Algorithm to Solve
the Manufacturing Cell Design Problem
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Abstract The Manufacturing Cell Design Problem (MCDP) consists in creating an

optimal design of production plants, through the creation of cells grouping machines

that process parts of a given product. The goal is to reduce costs and increase pro-

ductivity by minimizing movements and exchange of material between these cells.

In this paper, we present a Firefly Algorithm (FA) to tackle this problem. The FA

is a recent bio-inspired metaheuristic based on the mating behavior of fireflies that

employ its flashing capabilities to communicate with each other or attract potential

prey. We incorporate efficient transfer and discretization methods in order to suitable

handle the binary domains of the problem. Interesting experimental results are illus-

trated where several global optimums are reached for a set of 90 well-known MCDP

instances.
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1 Introduction

Group Technology refers to the grouping of parts or products into families, which are

processed in a miniature factory called cell [19]. In order to increase production effi-

ciency, the underlying identity of components are exploited; such as shapes, dimen-

sions, routes of processes, etc. The awareness that many problems can be similar and

grouped together allows for the search of a solution to satisfy a set of problems in the

same time; achieving time and effort optimization. In this context, the Manufacturing

Cell Design Problem (MCDP) involves the creation of an optimal production plant

design, through the organization of machines that process parts of a given product in

production cells. The goal is to reduce costs and increase productivity by minimizing

movements and exchange of material between those cells.

This paper focuses on solving the MCDP by using the Firefly Algorithm (FA),

which is a recent swarm-based metaheuristic inspired on the simulation of character-

istic behavior of the fireflies. Each firefly represents a possible solution to the prob-

lem, which are randomly generated. Through the movement behavior, the fireflies

move towards the one they feel most attracted for, which allows to update their cur-

rent solution with a better one. Interesting experimental results are illustrated where

several global optimums are reached for a set of 90 well-known MCDP instances.

This paper is organized as follows: In Sect. 2, we present the related work fol-

lowed by the mathematical formulation of the MCDP. Section 4 introduces the FA

and their basic behaviors. Finally, we present experimental results, conclusions and

future work.

2 Related Work

The cell formation problem has been subject of considerable research, where the

production flow analysis proposed by Burbidge’s in 1963 [6], becomes one of the

first procedures to solve this problem. His method uses the machine-part incidence

matrix, and it is reorganized in a Block Diagonal Form (BDF) [22]. Analogous

approaches try to identify groups of machines, most of them are based on the

machine-part incidence matrix. Various examples can be seen in this context by using

mathematical programming [1, 3, 4, 14, 15] and goal programming [16, 17]. Differ-

ent metaheuristics have also been reported to solve different instances of the MCDP,

e.g. tabu search [2, 13], particle swarm optimization [10], and genetic algorithms

(GA) [20]. Some hybridizations can also be found such as GA with a branch and

bound algorithm [5], local search and GA [12], and simulated annealing with GA

[21]. Finally, some approaches based on constraint programming and SAT have also

been reported [18].
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3 Manufacturing Cell Design Problem

The Manufacturing Cell Design Problem (MCDP) involves processing a collection

of similar parts on a dedicated group of machines or manufacturing processes. A

manufacturing cell can be defined as an independent group of functionally dissimilar

machines, located together on the floor, dedicated to the manufacture of a family of

similar parts. Furthermore, a part family can be defined as a collection of parts which

are similar either because of geometric shape and size or because similar processing

steps are required to manufacture them [11].

3.1 Problem Statement

The goal of the MCDP is to minimize movements and exchange of material between

cells, in order to reduce production costs and increase productivity. The idea is

to represent the requirements of machine parts processing through a matrix called

machine-part. The main goal of this matrix is the grouping of machines for forming

sets of machines and workpieces, so the number of transport of parts through the

cells is minimized. This reorganization is intended to minimize the total number of

movements between cells and the variation of load inside of them, which results in

the formulation of two new matrices called machine-cell and part-cell. A rigorous

mathematical formulation of the problem of grouping machine-part is given by the

optimization model depicted in the following [18]. Let:

∙ M, be the number of machines.

∙ P, be the number of parts.

∙ C, be the number of cells.

∙ i, be the index of machines (i = 1, 2,… ,M).
∙ j, be the index of parts (i = 1, 2,… ,P).
∙ k, be the index of cells (i = 1, 2,… ,C).
∙ Mmax, be the maximum number of machines per cell.

∙ A = [aij], be the binary machine-part incidence matrix, where:

aij =
{

1 if machine i process the part j
0 otherwise

(1)

∙ B = [bik], be the binary machine-cell incidence matrix, where:

bik =
{

1 if machine i belongs to cell k
0 otherwise

(2)

∙ C = [cjk], be the binary part-cell incidence matrix, where:

cjk =
{

1 if part j belongs to cell k
0 otherwise

(3)
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The objective function models the minimization of the part movements among

cells as depicted in Eq. 4.

min
C∑

k=1

M∑

i=1

P∑

j=1
aijcjk(1 − bik) (4)

This objective function is subjected to three constraints as depicted in the follow-

ing, where Eq. 5 states that each machine belongs to one and only one cell. Equation 6

guarantee that each part is assigned to one and only one cell, and Eq. 7 determines

the maximum number of machines that a cell could has.

C∑

k=1
bik = 1,∀i (5)

C∑

k=1
cjk = 1,∀j (6)

M∑

i=1
bik ≤ Mmax,∀k (7)

4 Firefly Algorithm

The Firefly Algorithm (FA), introduced in [23], is a bio-inspired metaheuristic based

on the mating or flashing behavior of fireflies. There are about two thousand firefly

species, and most fireflies produce short and rhythmic flashes. The flashing light is

produced by a process of bioluminescence, and the true functions of such signaling

systems are still debating. However, two fundamental functions of such flashes are

to attract mating partners (communication) and to attract potential prey.

By idealizing some of the flashing characteristics of fireflies, firefly-inspired

algorithm use the following three idealized rules [24]:

i. All fireflies are unisex so that one firefly will be attracted to other fireflies regard-

less of their sex.

ii. Attractiveness is proportional to their brightness, thus for any two flashing fire-

flies, the less brighter one will move towards the brighter one. The attractive-

ness is proportional to the brightness and they both decrease as their distance

increases. If there is no brighter one than a particular firefly, it will move ran-

domly.
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iii. The brightness of a firefly is determined by the value of the objective function.

For a maximization problem, the brightness of each firefly is proportional to the

value of the objective function. In case of minimization problem, brightness of

each firefly is inversely proportional to the value of the objective function.

4.1 Attractiveness

In the FA, the main form of attraction is described by a decreasing function, which

is proportional to the light intensity seen by adjacent fireflies. This is expressed in

the following general form [7]:

𝛽(r) = 𝛽0 exp[−𝛾r2] (8)

where 𝛽0 is the attractiveness at r = 0 and 𝛾 is a absorption coefficient, which controls

the decrease of the light intensity.

4.2 Distance

The distance between any two fireflies p and q at positions xp and xq respectively,

can be defined as a Cartesian distance as follows [7]:

rpq =

√
√
√
√

d∑

s=1
(xsp − xsq)2 (9)

where xsp is the sth component of the spatial coordinate of the pth firefly and d is the

is the number of dimensions.

4.3 Movement

The movement of a firefly p, when attracted to another more attractive (brighter)

firefly q, is determined by [7]:

xt+1p = xtp + 𝛽(r)(xtq − xtp) + 𝛼(rand − 1
2
) (10)
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where xt+1p is the firefly position of the next generation. The first term in the equation

is the current position of a firefly xp, the second term denotes a firefly’s attractiveness

and the last term is used for the random movement if there are not any brighter

firefly. The randomness parameter is represented by 𝛼 and rand is a random number

generated uniformly distributed between 0 and 1.

4.4 Binarization

When the firefly p moves toward firefly q, the position in that dimension of the firefly

p is changed from a binary number to a real number. Therefore, the real number will

be altered by the following transfer function, which limits the value of this position

between 0 and 1 [9]:

T(xsp) = | tanh(xsp)| (11)

Then, the position of the firefly p in the sth dimension is updated using the fol-

lowing discretization method:

xsnew =
{

1 if rand ≤ T(xsp)
0 otherwise

(12)

4.5 Binary Firefly Algorithm

Based on the three rules that idealize the natural behavior of fireflies, the basic steps

for FA can be summarized as the pseudo-code shown in Algorithm 1.

5 Experimental Results

The FA, as well as the MCDP, was encoded in Java and executed in a 2.40 GHz

Intel Core i7 3630QM processor with 12 GB RAM machine running Windows 8.1.

The algorithm performance was evaluated in an experimental way, following the

execution of 90 instances of the MCDP taken from [4] (10 problems using different

Mmax and C values). Parameter setting for the implemented FA is based on the work

done on [8, 24], which is the following: 𝛽0 = 1; 𝛾 = 1; 𝛼 = 0.2; n = 25; y MaxGen =
50. Values obtained after the experimental phase are summarized in Tables 1 and 2,

where ‘O’ denotes the global optimum given in [4], ‘F’ the best value obtained by

the proposed FA, ‘A’ the average of obtained optimums, and ‘RPD’ the Relative

Percentage Deviation, which is computed as follows:



A Firefly Algorithm to Solve the Manufacturing Cell Design Problem 109

Algorithm 1 Binary Firefly Algorithm

1: Initialize algorithm’s parameters:

− Number of fireflies (n),
− Maximum number of generations (MaxGen),
− 𝛽0, 𝛾, 𝛼.

2: Generate initial population of fireflies xi, (i = 1, 2, ..., n).
3: Light intensity of firefly Ii at xi is determined by value of objective function in Eq. (4).

4: while (t < MaxGen) do
5: for (p = 1 ∶ n) do
6: for (q = p + 1 ∶ n) do
7: if (Iq > Ip) then
8: Move firefly i towards firefly j according to Eq. (10).

Obtain attractiveness in Eq. (8), which varies with distance r according to Eq. (9).

9: The obtained values are binarized by Eqs. (11) and (12).

10: end if
11: Evaluate new solutions and update light intensity.

12: end for
13: end for
14: Rank the fireflies and find the current best value.

15: end while
16: Post-process results and visualization.

RDP =
(Z − Zopt)

Zopt
× 100

where Zopt is the best known optimum value and Z is the best optimum value reached

by FA.

The results exhibit that the proposed approach is able to reach the global optimum

for all the 90 tested instances. Analysis of the ‘A’ column in both tables reveal that

only 11 of 90 problems obtained results that differ from the global optimum, how-

ever, such a difference turns out to be minimal. Figure 1 shows the behavior of FA

when seeking the current best value for problem 1, whose parameters are: Mmax = 9
and C = 2. Thanks to the FA’s operating mode, a rapid convergence to the optimal

value is obtained, because the current best value is minimized in different fireflies

in a same generation. In contrast, when working with C = 3, the current best value
decreases less abruptly, which can be seen in Fig. 2, whose parameters for problem

6 are: Mmax = 7 y C = 3. Despite of differences when dealing with C = 2 or C = 3,

the optimum is reached in most cases before 50 generations, demonstrating the effi-

ciency of the proposed approach.
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Fig. 1 Performing graph of the FA with C = 2

Fig. 2 Performing graph of the FA with C = 3

6 Conclusion and Future Work

In this paper we have presented a new firefly algorithm for solving MCDPs. The

metaheuristic is quite simple to implement and can be adapted to binary domains

by using specific transfer function and discretization methods. The proposed FA is

able to reach 90 of the 90 known global optimums, in which runtime per problem

turned out to be less than 5 min. The results have also exhibited the rapid conver-

gence and robustness of the proposed algorithm which is able to reach reasonable

good average global optimums. Indeed, only 11 of 90 problems obtained average

values that differ from the global optimum. As future work, we plan to experiment
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with additional modern metaheuristic and to provide a larger comparison of mod-

ern techniques to solve MCDPs. The integration of adaptive parameter setting to the

presented approach would be another direction of research to follow as well.
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Solving the Manufacturing Cell Design
Problem via Invasive Weed Optimization

Ricardo Soto, Broderick Crawford, Carlos Castillo
and Fernando Paredes

Abstract Manufacturing plants are commonly organized in cells containing

machines that process different parts of a given product. The Manufacturing Cell

Design Problem (MCDP) aims at efficiently organizing the machines into cells in

order to increase productivity by minimizing the inter-cell moves of parts. In this

paper, we present a new approach based on Invasive Weed Optimization (IWO) for

solving such a problem. The IWO algorithm is a recent metaheuristic inspired on the

colonization behavior of the invasive weeds in agriculture. IWO represents the solu-

tions as weeds that grow and produce seeds to be randomly dispersed over the search

area. We additionally incorporate a binary neighbor operator in order to efficiently

handle the binary nature of the problem. The experimental results demonstrate the

efficiency of the proposed approach which is able to reach several global optimums

for a set of 90 well-known MCDP instances.
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1 Introduction

The Manufacturing Cell Design Problem (MCDP) is a group technology application

that consists in grouping components according to the next statement: ‘Similar things
should be manufactured in the same way’ [10]. The MCDP is represented through

functionally diverse machines, which are grouped in cells, each of which is dedicated

to the production of a part family, composed of different parts with similar processing

requirements [20]. Then, the goal of the MCDP is to find machine-part’s associations

with the least amount of part movements between cells.

During the last decades, the MCDP has been tackled via approximate and exact

methods. On the one hand, approximate methods are focused on finding an approx-

imate solution, which is not necessarily the global optimum. Metaheuristics such as

genetic algorithms [3, 5, 13, 18], tabu search [1, 8], simulated annealing [19] and

particle swarm optimization [4] have intensively been used to solve this problem. On

the other hand, exact methods perform a complete search within all possible solu-

tions. Various experimental results performed by using mathematical and constraint

programming can be seen in [16] and in [2, 6, 14, 15], respectively.

Since then, the MCDP has been modeled as a set of machines and parts grouped

in a matrix called Machine-Part Incidence Matrix, which determines when a part

requires the service of a machine, or otherwise. All MCDP instances are resolved by

manipulating the incidence matrix in a manner such that the grouping of all similar

objects is possible [20]. In this paper, we solve the MCDP by using the Invasive

Weed Optimization (IWO) algorithm. The IWO algorithm is a population-based

metaheuristic, which simulates the colonization behavior of the invasive weeds in

agriculture [17]. It represents the solutions as a finite number of weeds that grow

and produce seeds depending on its fitness, that are randomly dispersed over the

search area. We illustrate promising results where the global optimum is reached in

several well-known MCDP instances.

This paper is organized as follows: Sect. 2 describes the mathematical model for

the MCDP. Section 3 presents the IWO algorithm. Section 4 illustrates the experi-

mental results, followed by conclusions and some lines of future work.

2 Manufacturing Cell Design Problem

The MCDP is defined as a production strategy which realizes a production unit divi-

sion of an organization. These units form groups or families of components, also

denominated as production cells [12]. The MCDP is considered as a group technol-

ogy application, in where the goals are the reduction of part movements between the
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cells and leads to a lot of advantages such as reduction of material-handling times

and cost, reduction of labors and paper works, decrease of in-process inventories,

shortening of production lead time, increase of machine utilization, and others [21].

The MCDP follows the next statement: ‘Similar things should be manufactured in
the same way’ [10]: similar parts either by properties such as weight, manufacturing

materials or required operations, must belong to the same production unit.

First, the MCDP requires the organization of the involved elements in a represen-

tative structure of the processing requirements that the production system has. In this

way, the incidence matrices are created in order to summarize the necessary informa-

tion. The first matrix is denominated machine-part matrix, which determines through

ones and zeros the necessary machines for the production of the parts. In the matrix,

the machines are represented as rows and the parts are represented as columns [10].

Table 1 shows a machine-part matrix example, which a row position with a number

one means that the machine processes the part associated to the respective column.

Then, the goal is the grouping of machines that process similar parts, in the same

way as the example matrix showed in Table 2.

The MCDP is a model that must be satisfied for finding an optimum cell organiza-

tion, which is described through a rigorous mathematical formulation of the problem

as follows [16]:

Table 1 Machine-part matrix

Machine Part

1 2 3 4 5 6 7 8 9 10 11

A 1 1 1

B 1 1 1

C 1 1 1

D 1 1 1

E 1 1

F 1 1

G 1 1 1

Table 2 Processed machine-part matrix

Machine Part

3 7 11 1 2 6 9 4 5 8 10

A 1 1 1

E 1 1

F 1

B 1 1 1

C 1 1 1

D 1 1 1

G 1 1 1
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∙ M: number of machines.

∙ P: number of parts.

∙ C: number of cells.

∙ i: index of machines (i = 1, 2,… ,M).
∙ j: index of parts (i = 1, 2,… ,P).
∙ k: index of cells (i = 1, 2,… ,C).
∙ Mmax: maximum number of machines per cell.

∙ A = [aij]: is the binary machine× part incidence matrix, where:

aij =
{

1 if machine i processes the part j
0 otherwise

∙ B = [bik] is the binary machine×cell incidence matrix, where:

bik =
{

1 if machine i belongs to cell k
0 otherwise

∙ C = [cjk] is the binary part×cell incidence matrix, where:

cjk =
{

1 if part j belongs to cell k
0 otherwise

The objective function models the minimization of part movements among cells

as depicted in Eq. 1.

Z =
C∑

k=1

M∑

i=1

P∑

j=1
aijcjk(1 − bik) (1)

The objective function is subjected to the following constraints:

C∑

k=1
bik = 1 ∀i (2)

C∑

k=1
cjk = 1 ∀j (3)

M∑

i=1
bik ≤ Mmax ∀k (4)

Equation 2 defines that each machine belong to one and only one cell, Eq. 3 guar-

antees that each part is assigned to one and only one cell, and Eq. 4 determines the

maximum number of machines that a cell can contain.
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3 Invasive Weed Optimization Algorithm

In [11], the authors introduced the Invasive Weed Optimization (IWO) Algorithm,

which is based on the colonization behavior of invasive weeds. Generally speak-

ing, a weed is a plant that grows where it is not desired. In agriculture this term

is used especially for plants whose growth habits are a threat to cultivated plants.

Weeds exhibit interesting properties as for instance robustness and adaptivity [17].

The metaheuristic goal is to find the right places for the growth and reproduction of

the weeds [7].

Therefore, each solution for the problem is represented by a weed [7]. IWO algo-

rithm generates a set of weeds, which is called Initial Population. The weed with

the best fitness among all others is known as Initial Solution. Therefore, each weed

generates sets of solutions called seeds, through reproduction behaviors. When the

IWO algorithm has generated a certain amount of weeds and seeds, a ranking is

elaborated and it is ordered according to the fitness of the weeds. The worse ones are

removed [17].

3.1 Initialization

The first step of IWO algorithm corresponds to the initialization. It is related with

the obtaining a set of possible solutions for the problem [9]. Then, a group of weeds

is generated and they are known as W, which contains an initial number of solutions

denominated by the previously defined parameter Pinit [7]. The initialization in the

IWO algorithm performs an analysis of the weeds, selecting the one with the lowest

fitness. The selected weed will be the initial optimum for the metaheuristic. The

initialization phase is stated in Eq. 5:

Wi ∈ (U(Xmin,Xmax)d) (1 ≤ i ≤ Pinit) (1 ≤ d ≤ D) (5)

The Wi
variable is the ith solution of the W group, i.e. Wi ∈ W, and D is known as

the number of dimensions or variables of the problem. Xmin is the minimum posible

value that a dimension defined by d ∈ (1..D) can take. Further, Xmax is the maximum

posible value that the dimension can obtain.

3.2 Reproduction

The reproduction is the second step of the IWO algorithm, which refers to the gener-

ation of new solutions, that are known as seeds, from the weeds previously created in

the initialization phase. The goal of the reproduction is the exploration of the search
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space in order to improve the fitness values of the existing weeds. For this purpose,

the number of seeds Spnum is calculated for each weed according to Eq. 6:

Spnum = Smin +
(
F(Wp) − Fworse

Fbest − Fworse

)

(Smax − Smin) (1 ≤ P ≤ Pinit) (6)

The Smin and Smax parameters are the minimum and maximum number of allowed

seeds per weed [7]. F(Wp) is the fitness value for the evaluated weed Wp
, while

Fworse and Fbest are the worst and the best fitness value within the set of weeds W,

respectively.

3.3 Spatial Dispersal

The next procedure is to create seeds for each weed p. The set of seeds Sp is computed

through the formula presented in Eq. 7:

(Srd)
p = wp

d + (0, 𝜃G)D (1 ≤ r ≤ Spnum) (1 ≤ d ≤ D) (7)

whereby (Srd)
p

represents the dth dimension of the rth seed for the pth weed of the

W set. The wp
d weed is moved in the neighborhood for the seed creation by using a

normal distribution ( (0, 𝜃G)D) with zero mean and varying standard deviation rep-

resented by 𝜃G. The standard deviation calculation is performed for each generation,

represented by G, through the formula showed in Eq. 8:

𝜃G = 𝜃final +
(Niter − G)𝜃mod
(Niter)𝜃mod

(𝜃init − 𝜃final) (8)

whereby Niter is the maximum number of iterations for the seed generation. 𝜃init
and 𝜃final are previously defined parameters, and 𝜃mod denotes a non-linear modula-

tion index [7].

3.4 Exclusive Competition

The last step of the IWO algorithm consist in a comparison between weeds and seed

according to the fitness value. This process occurs when the maximum number of

weeds and seeds, which is known as Pmax, is reached. Pmax is a previously defined

parameter of the metaheuristic. After passing some iterations, the number of weeds in

a colony will reach its maximum level by fast reproduction, however, it is expected

that the fitter weeds have been reproduced more than the undesirable weeds. By
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reaching the maximum number of weeds in the colony (Pmax), a mechanism for elim-

inating the weeds with poor fitness in the generation is activated [9].

The elimination mechanism is known as Exclusive Competition and works as

follows: when the maximum number of weeds and seeds in a colony is reached,

they are ranked together, considering the seeds as weeds now. Next, the weeds with

lower fitness are eliminated to reach the maximum allowable population in a colony.

In this way, the weeds with better fitness survive and are allowed to replicate. The

population control mechanism is also applied to their offspring up to the end of a

given run, performing competitive exclusion [9].

3.5 Binary Invasive Weed Optimization Algorithm

In Eq. 7, the seed generation uses a normal distribution operator on its respective

weed. However, this function operates with a real domain, and the MCDP has a

binary domain BD = 0, 1, (1 ≤ d ≤ D). Therefore, the function needs an adaptation

for binary values, which changes the normal distribution as presented in Eq. 9:

(Srd)
p =  (wp

d, 𝜃G)
D (1 ≤ r ≤ Spnum) (1 ≤ d ≤ D) (9)

The new function is known as Binary Neighbor Operator. As first step, the number

of those bits is determined in order to obtain a new different solution represented

for the seed. These numbers of bits are drawn from a normal distribution to keep

a senseful standard deviation 𝜃G. Based on the number of bits, the probability of a

single bit to be changed is computed in a second step. Finally, the given weed wp

is copied to the seed S and all D bits of this seed S are changed according to the

pre-computed probability [7].

The Binary Neighbor Operator is defined through Algorithm 1, which shows the

criteria for the change of each bit that will generate the new seed. Finally, the com-

plete Binary IWO algorithm is also defined in Algorithm 2.

Algorithm 1 Binary Neighbor Operator

Require: : wp
, 𝜃G,D

1: rbits =  +
(0, 𝜃G)

2: pchange =
rbits
D

3: S = wp

4: for d ∈ 1..D do
5: random = U(0, 1)
6: if random ≤ pchange then
7: Sd = ¬Sd
8: end if
9: end for

10: return S
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Algorithm 2 Binary IWO algorithm

Require: : Pinit,Niter , 𝜃G, Smax, Smin
1: Generate initial population of weeds: W = Initialization(Pinit).
2: for (i = 1 ∶ Niter) do
3: while (♯W ≤ Pmax) do
4: for (p = 1 ∶ ♯W) do
5: Spnum = Reproduction(Smax, Smin, wp

).

6: for (r = 1 ∶ Spnum) do
7: for (d = 1 ∶ D) do
8: (Srd)

p
= Spatial Dispersal(wp

d , Niter , S
p
num, 𝜃G).

9: end for
10: end for
11: end for
12: end while
13: W = Exclusive Competition(W, S).

14: end for
15: return wbest

4 Experimental Results

We have performed a set of experiments based on 90 problem instances presented

in [2]. The algorithm has been implemented in Java and launched on a Intel Core i5

4210U processor with 6 GB RAM, running Windows 8.1 Pro. The obtained results

are illustrated in Table 3, where the ‘Opt’ column depicts the global optimum of the

instance, ‘IWO’ the result reached by the proposed approach, and RPD represents

Relative Percentage Deviation, which is computed as: RDP = (Z−Zopt)
Zopt

× 100; where

Zopt is the best known optimum value and Z is the best optimum value reached by

IWO. The IWO algorithm was executed using the following parameters: Generation

Number (G) = 10; Iteration Number (Niter) = 500; Initial number of weeds (Pinit) =
20; Maximum number of seeds (Pmax) = 10; Minimum number of seeds (Smin) = 10;

Maximum number of seeds (Smax) = 20; 𝜃init = MC; 𝜃final = 1; and 𝜃mod = 3.

The results are quite promising, indeed the proposed IWO algorithm is able to

achieve 89 of 90 global optimums, keeping a low RPD value for the remaining

instance. Such results also exhibit the robustness of the approach, which is able to

reach good enough optimal values by keeping the same parameter configuration.

Figures 1 and 2 depict representative convergence charts, where we can observe a

fast convergence, achieving optimums before 500 iterations.

5 Conclusions

In this paper, an invasive weed optimization algorithm for solving MCDPs was

presented. A binary neighbor operator is employed to efficiently handle the binary

nature of the problem. We have tested 90 well-known problem instances considering
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Fig. 2 Convergence charts for problem 9 with MMax = 10 and C = 2

different Mmax values and cell numbers. The results are quite promising, where the

proposed algorithm is capable to achieve 89 of 90 global optimums, keeping a low

RPD value for the remaining instance. Such results also exhibit the robustness of

the approach, which is able to reach good enough optimal values by keeping the

same parameter configuration. As future work, we plan to experiment with addi-

tional instances of the MCDP as well as to implement new modern metaheuristics

for solving this problem. The study of adaptive and dynamic parameter setting to the

presented approach would also be another direction for future work.
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VLSI Placement Problem Based on Ant
Colony Optimization Algorithm

Daria Zaruba, Dmitry Zaporozhets and Vladimir Kureichik

Abstract The paper discusses a modified algorithm based on the ants’ behavior in
nature. We suggest to apply this algorithm for solving the element placement
problem—one of the most difficult problem in the VLSI design. This problem
belongs to the NP-class problem that is there are no precise methods to solve this
problem. Also we formulate the placement problem and choose an optimization
criterion. The developed ant colony optimization (ACO) algorithm obtains optimal
and quasi-optimal solutions during polynomial time. The distinguish feature of the
algorithm is that alternative solution are represented as an undirected graph with
weighted edges. Besides, at each generation the algorithm creates a taboo-list to
eliminate the quantity of agent (ant) which is wrong from the point of view the
using of Reverse Polish notation. To compare obtained results with known anal-
ogous algorithms we developed software which allows to carry out experiments on
the basis of IBM benchmarks. Conducted experiments shown that the ACO algo-
rithm is better than the other algorithms an average of 9 %.
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1 Introduction

VLSI design is a complicated labor-intensive process which takes considerable
time. Often, time, needed to develop a VLSI device, exceed the period during
which the device is in high demand. Given this, VLSI design should be imple-
mented as soon as possible with cost minimization and consideration of devices
quality [1–3].

Placement of VLSI fragments is one of the most complicated problem at the
design stage because modern VLSI circuits contain several hundred logical blocks
which covers 80 % of its area. Due to the rapid progress in information technology
field computer-aided design (CAD) algorithms do not obtain effective solutions or
require considerable quantity of processor time.

So, a development and research novel heuristic algorithms to place VLSI
fragments in optimal way remains an actual and importance problem.

2 Formulation of VLSI Fragments Placement Problem

In general case initial data include:

• board dimension;
• circuit diagram;
• VLSI fragments;
• connections between fragments (net list)

The placement problem can be formulated in the following way. Let X1, …, Xn

be VLSI fragments that need to place within a commutation area (board). Each
fragment Xi|1 ≤ i ≤ N is described by geometrical dimensions (let hi be a height
and wi be a width). Let N = {ni | i = 1, m} be a net list, Li be a length of ni | i = 1,
m net. The placement problem is that for each fragment it is assigned a rectangular
area within connection field. The placement is defined by a set of areas R = {ri |
i = 1, n} for which each fragment can occupy corresponding rectangular area so
that ri has a height hi and width wi and coordinates (ui, ti).

ri = < ui, ti,wi, hi > , ð1Þ

Each net ni is represented as a sequential list of connections between elements

ni = ⟨Rni⟩,Rni⊆R, ð2Þ

where Rni is a subset of R which is included by the net ni.
In this paper, in terms of VLSI fragments placement, we suggest to apply a

classical criterion a total length of connections. This criterion is widely used in
benchmarks to estimate the obtaining results and is written as
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FðNÞ= ∑m
i=1 f ðniÞ, ð3Þ

where N is a set of fragments, ni is an ith net, m = |N| is a number of nets.

f ðniÞ= Li = ∑ nij j− 1
j=1 dðrj, rj+1Þ, ð4Þ

where dðrj, rj+1Þ is a distance between two neighboring fragments of the net.

dðrj, rj+1Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðurj − urj+1Þ2 + ðtrj − trj +1Þ2.
q

ð5Þ

3 ACO Algorithm for the VLSI Placement Problem

The basic idea of the ACO algorithm is that ants can find the shortest distance
between source of food and an ant-hill without the use of external information. This
capability is caused by especially ferment emission (pheromone) during its motion.

To solve the placement problem we suggest a novel approach of using the ACO
algorithm. At the first step it is needed to generate an initial population and control
parameters such as a number of iterations T, agents (ants), size of population
N. Then, for each solution the objective function is calculated and a complete
transition graph with weighted edges (initially, weight of each edge is equal to 1) is
constructed. During the algorithm execution positive weight means the number of
VLSI fragment and negative weight is an operator. For example, for the alternative
solution encoded as < 1, 2, −1, 6, 3, −1, −2, 4, −2, 5, −1 > the complete tran-
sition graph is represented as follows (Fig. 1).
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Fig. 1 The complete graph
for the encoded alternative
solution
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In this case the task can be reduced to search of the Hamiltonian chain in the graph.
The resulting Hamiltonian chain is interpreted as the Reverse Polish notation which
will be decoded in VLSI fragments. Since the structure of the Reverse Polish notation
has necessary conditions, there are restrictions on ant movement in the graph. This
involves counters which consider visited vertices with non negative weight C+ and
with negative weight C−. So, the following transition rules should be emphasised:

1. The initial vertex can be only vertex with positive weight.
2. The transition is possible only if

C + −C − >0 ð6Þ

Paradigm of ACO algorithm involves such concept as pheromone which leaves
on edges. Pheromone ensures the positive feedback for following movement of the
agent.

Pheromone on the edge between vertices i and j at iteration t + 1 is defined as

τijðt+1Þ= ð1− ρÞ*τijðtÞ+ ∑K
k=1 Q*k, ð7Þ

where ρ is an evaporation rate ρ∈ ð0, 1Þ, Q is a value of pheromone which leaves by
the agent, k is a number of agents visited this edge at the iteration t.

At the first step of the algorithm the value of pheromone at each edge is equal to

τ0ðtÞ=0, 1; t=0. ð8Þ

The probability of transition from vertex i to vertex j at the iteration t is calculated
by follows:
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Fig. 2 The length of connections in terms of placement of ibm01–ibm13 test circuits by different
algorithm
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ð9Þ

where Xk
i is a list of vertices which meet a transition requirement 0 <C+ −C− <4,

α is a control coefficient influencing on pheromone concentration. The diagram of
the ACO algorithm is shown on Fig. 2.
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element

Calculate the list of 
accepted transitions Xi

t

Go to j-th vertex, 
update C+ и С-

C+ = 1, С- = 0

Was all vertices 
visited?

Mark i-th element as visited

i=j

No

k++

Yes

k<K
Yes

Update the pheromone

Calculate of objective 
function

Choice the best solution in 
iteration t

t++

t<T

No

Yes

Choice the best solution

End

No

Fig. 3 The diagram of the ACO algorithm for VLSI fragments placement problem
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4 Experiments

To investigate the ACO algorithm for VLSI fragments placement problem we
developed Java software that allow to compare obtained solutions with known
placements algorithms on the basis of IBM benchmarks [4]. The comparisons of
results are shown on Figs. 3 and 4.

5 Conclusion

The developed ACO algorithm was based on representation of encoded alternative
solutions (with the use of Reverse Polish notation) as a non oriented graph. Each
element (gen) was presented as vertices of the graph Transitions between vertices
were restricted by the taboo-list to create valid solutions in terms of Reverse Polish
notation. To confirm theoretical estimations we developed the software and carried
out experiments which allow to calculate time and spatial complexity. Experiments
shown that quality of solutions obtained with the use of the ACO algorithm is
9.79 % higher than solutions obtained by Feng Shui 2.0, Capo 8.6, Dragon 2.23
algorithms.

Acknowledgments This research is supported by grants of the Ministry of Education and Science
of the Russian Federation, the project # 8.823.2014.

-14

-12

-10

-8

-6

-4

-2

0

le
n

g
th

 in
cr

em
en

t,
 m

Test circuits

Capo 8.6 Feng Shui 2.0 Dragon 2.23

Fig. 4 The length increment in terms of placement of ibm01–ibm13 test circuits by different
algorithm

132 D. Zaruba et al.



References

1. Kureichik, V.V., Kureichik, V.M., Malioukov, S.P., Malioukov, A.S.: Algorithms for
Applied CAD Problems, p. 487. Springer, Heidelberg (2009)

2. Alpert, C.J., Dinesh, P.M., Sachin, S.S.: Handbook of Algorithms for Physical design
Automation. Auerbach Publications Taylor & Francis Group, USA (2009)

3. Kureichik, V.V., Zaruba D.V.: Partitioning of ECE schemes components based on modified
graph coloring algorithm. In: 12th IEEE East-West Design and Test Symposium, EWDTS 2014
(2014)

4. IBM-PLACE 2.0 benchmark suits http://er.cs.ucla.edu/¬benchmarks/¬ibm-place2/bookshelf/
¬ibm-place2-all-bookshelf-nopad.tar.gz

VLSI Placement Problem Based on Ant Colony Optimization Algorithm 133

http://er.cs.ucla.edu/%c2%acbenchmarks/%c2%acibm-place2/bookshelf/%c2%acibm-place2-all-bookshelf-nopad.tar.gz
http://er.cs.ucla.edu/%c2%acbenchmarks/%c2%acibm-place2/bookshelf/%c2%acibm-place2-all-bookshelf-nopad.tar.gz


Pattern Recognition on the Basis
of Boltzmann Machine Model

Andrey Babynin, Leonid Gladkov and Nadezhda Gladkova

Abstract In the article the actual problem of increasing the efficiency of solving
the pattern recognition problem is considered. It is described a promising approach
to solve this problem by the use of artificial neural networks. It is proposed the
model of a neural network as the Boltzmann machine. As a neural network learning
algorithm the authors propose to use a simulated annealing algorithm. The deep
learning methods of neural networks are considered. The algorithm of neural net-
work functioning based on the Boltzmann machine model is suggested. The authors
describe possibilities of using multi-layer neural network models, such as the deep
Boltzmann machines. Advantages and disadvantages of the proposed approaches
were found out. To estimate the proposed method the authors carried out the
comparison of the known test set of sample images (MNIST). The results confirm
the effectiveness of the proposed approaches.

Keywords ECE ⋅ Design ⋅ Elements placement ⋅ Optimization ⋅ Genetic
algorithm ⋅ Fuzzy logic

1 Introduction

At the present day the pattern recognition is one of the most important problems.
There are a lot of problem-solving methods from simple methods, such as pattern
matching, to statistical edge detection and neutral network. Each method has its
own benefits and drawbacks. Most methods require high-quality pre-processing of
the original image, for example to define objects edges, or to make the image black
and white [1].

A. Babynin ⋅ L. Gladkov (✉) ⋅ N. Gladkova
Southern Federal University, Rostov-on-Don, Russia
e-mail: leo_gladkov@mail.ru

N. Gladkova
e-mail: nadyusha.gladkova77@mail.ru

© Springer International Publishing Switzerland 2016
R. Silhavy et al. (eds.), Artificial Intelligence Perspectives in Intelligent Systems,
Advances in Intelligent Systems and Computing 464,
DOI 10.1007/978-3-319-33625-1_13

135



Artificial neural network is one of the most promising techniques for pattern
recognition problem. Artificial neural network is a mathematical model that sim-
ulates biological neural structures. It is contain a set of associated nodes (neurons)
each of which is assigned a certain weight. Connections between neurons and their
type determine the network architecture. Type of artificial neural network is
selected empirically during the solution search [2, 3].

One of the varieties of artificial neural network with feedback is the Hopfield
network. Boltzmann Machine is a stochastic version of the Hopfield network. It got
its name from the work of Boltzmann, one of the founders of statistical mechanics.
Boltzmann machine (BM) is similar to the Hopfield network and uses the “an-
nealing simulation” algorithm to find global minimum images in the solution space
[4]. Statisticians call such networks random Markovian fields.

One of major drawbacks of the Hopfield network is a high probability that an
alternative solution reaches a local optimum. To overcome this tendency, it is
desirable that the relative probability of network transition between different
extremum points depends only on the correlation of its value. Simulated annealing
algorithm is based on the “thermal noise” to leave a local optimum and find more
promising solution. Let t is parameter that simulate the “thermal noise”. Then the
probability of the k neuron activity is determined based on the Boltzmann proba-
bility function:

Pk =
1

1+ expð− Ek
t Þ

. ð1Þ

Here t is a thermal noise in the network, Ek is the sum of k neuron weights and
neurons weights that currently active. Neurons are set in the initial state corre-
sponding to the input vector and the network finds a minimum value of energy.
Thus each neuron is assigned 1 with probability Pk and 0 with probability (1−Pk).
The temperature gradually decreases until equilibrium is reached.

Training a fully-Boltzmann machine requires a large time and resources con-
sumption, so in practice the model of the Restricted Boltzmann Machine (RBM) is
often used. In this model there are relations between visible and hidden neurons,
while neurons in one layer are not connected. Such models have become popular
after learning algorithms developed by Hinton [5].

Currently, machine learning methods are on a high level which is caused by the
successful application of «Deep Learning» methods. These methods include the
third generation neural networks. In contrast to the neural networks of the second
generation, new learning paradigms allow to get rid of a set of significant draw-
backs turning back the development of neural networks. During the deep learning
there are considered models and methods of training neural networks with a large
number (102–103) of nested layers.

Features of the new approach is that the “deep learning” research recognizable
object continues as long as informative presentation levels will not be found to take
into account all the factors affecting on the characteristics of the object being studied.
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Thus, a neural network based on this approach requires less input information for
learning, and a learned network is able to analyze the information with much higher
accuracy than the ordinary neural network.

The paper presents a learning algorithm of the deep Boltzmann machine, which
is a stochastic recurrent multilayer neural network.

2 Boltzmann Machine

Boltzmann Machine is a stochastic recurrent neural network. It was proposed by
Jeffrey Hinton and Terry Sejnowski in 1985 [4]. Ackley, Hinton and Sejnowski
developed principles of Boltzmann learning. Boltzman machine has the state space,
which is based on weights of connections in the images layer. The network learning
process involves smoothing of the state space.

In this case the network is learned by the simulated annealing algorithm.
Boltzmann machine simulates the metal annealing that is added to the network
learning. As well as at the physical annealing, temperature has high values and
decreases slowly with the course of time. High temperature adds an increased noise
coefficient for any neuron in the images layer. As a rule, a final temperature is zero.
To achieve an optimal solution it is advisable to increase the number of iterations at
low temperatures.

In the learning process the Boltzmann machine is represented as a random model
at high temperatures and as a deterministic model at low temperatures. Due to the
random component the neuron can receive a new state value that grows depending
on the total reduction of the state space. Simulated annealing algorithm allows to
overcome local optima.

Each neuron may receive weight values +1 or –1. The Boltzmann machine
includes a set of visible nodes ν∈ f0, 1gD and a set of hidden nodes h∈ f0, 1gP
(Fig. 1). The top level is a vector of random binary hidden parameters, and the low
level is the vector of random binary visible parameters. Figure 2 shows restricted
Boltzmann machine in which there are no relationships between the neurons within
one layer (for instance, “hidden-hidden” or “visible-visible”).

Binary neuron-like elements are interpreted as members of elementary
hypotheses, and weights as weak paired mutual constraints between them. Positive
connection weight indicates that the hypothesis support each other, and the negative
one that hypotheses are inconsistent.

In general case the Boltzmann Machine is a fully connected graph, where each
neuron is connected with the rest of neurons. The energy of state fν, hg is defined as

Eðv, h; θÞ= −
1
2
vTLV −

1
2
hTJh−

1
2
vTWh. ð2Þ
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Here θ= fW ,L, Jg are parameters of model: W, L, J, are “visible-hidden”,
“visible-visible” and “hidden-hidden” relations. The diagonal elements L and J are
equal to 0. The probability that the model will be assigned a visible vector ν, is
represented as

Fig. 1 The general
Boltzmann machine

Fig. 2 The restricted
Boltzmann machine
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pðv, θÞ= p*ðv, θÞ
ZðθÞ =

1
ZðθÞ∑h

exp −E(v, h; θÞð Þ, ð3Þ

ZðθÞ= ∑
v
∑
h
exp −E(v, h; θÞð Þ. ð4Þ

Here p* is an unnormalized probability, ZðθÞ is a discriminant function.
Generally, the algorithm of such network can be formulated as follows:

1. Let T is an artificial temperature.
2. Then there are defined the value of network inputs and calculate the output

values and the value of the objective function.
3. Randomly there are changed values of the weights and calculate values of the

elements within the output layer and the value of the objective function.
4. If the value of the objective function is decreased, then the new set of weights is

saved. With an increase of the objective function the probability of saving the
current set of weights calculated on the basis of the Boltzmann distribution law:

PðcÞ= exp −
c
kT

� �
. ð5Þ

Here P(c) is a probability of the parameter c changing in the objective function,
k is a constant, similar to the Boltzmann constant, T is an artificial temperature.

It is chosen a random number r from an equal distribution on the interval [0; 1].
If the P(c) value more than r, then the change is saved, otherwise the weight returns
to its previous value.

This procedure allows the system to get out from the local optimum by the
random way.

Steps 3 and 4 are repeated for all of the network weights, the temperature
T gradually decreases until it reaches the lowest value of the objective function.
Then, it is defined a different set of input values, and the learning process is
repeated. The network is learned on a training set of all sets until the objective
function will not accept a valid value.

The rate of the temperature decrease is inversely proportional to the logarithm of
time. In such case the network converges to the global minimum.

Algorithm of neural network learning is time-consuming, and that is the main
drawback of these networks.

To reduce learning time and the number of iterations there are used a modified
procedures in which random changes may apply not only to the individual weights,
but all neurons in a single layer or multi-layered network or all neurons in the
network simultaneously.

In the restricted Boltzmann Machine [6] the values of J and L are equal to zero.
To achieve the maximum likelihood the learning method on the basis of compar-
ative divergence is used. The main idea of this method is that the mathematical
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expectations are replaced by deterministic values. The comparative divergence
method can be described as follows:

1. The state of visible neurons is associated with the input image.
2. The probabilities of the hidden layer state are determined.
3. For each neuron in the hidden layer is assigned “1” with a probability equal to

its current state.
4. The probabilities of a visible layer are determined on the basis of the neurons

states in the hidden layer.
5. If the number of the current iteration is less than k, then return to the step 2.
6. The probabilities of the neurons state in the hidden layer are calculated.

3 Deep Boltzmann Machine

In practice, it is rarely need to use complex, a fully-Boltzmann machine. Instead, it
is usually considered a Deep Boltzmann machine (DBM) [7, 8]. Deep Boltzmann
machine is a neural network with multiple hidden layers. Learning of the Deep
Boltzmann machines is performed layer by layer, and each layer is considered as a
separate Boltzmann machine. Figure 3 shows that each next layer harder then
preceding one.

Deep Boltzmann machine is interesting for several reasons. First, these models
have great potential in terms of increasing the complexity of the internal repre-
sentation that can be used in solving the problems of speech recognition and pattern
recognition. Second, the deep network capabilities help to minimize the complexity
of model adjustment to solve a specific problem. Finally, in addition to the initial
the bottom-up procedure, approximate procedure may include the withdrawal of the
reverse order of the top-down, which allows Deep Boltzmann machine is more
reliable to work with the ambiguity of the inputs.

Fig. 3 The three-tier network of deep belief network, and three-level deep Boltzmann machine
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A generalized algorithm of Deep Boltzmann machines learning can be described
in the following way.

1. Two copies of the input vector for the visible elements of the network are
created.

2. The weights of the current layer are saved. It is learned the following deep
Boltzmann machine based on the comparative divergence.

3. Check whether the current layer is the next to last. If “yes”, then go to step 4,
otherwise go back to step 2.

4. During the learning process to connect the weights the number of hidden ele-
ments is doubled.

5. It is prepared the network based on the elements with new weights.

Let consider a two-layer Boltzmann machine which does not contain connec-
tions within one layer (Fig. 4). Preliminary learning includes learning procedure
modified RBM, which is used to create a deep Boltzmann machine.

The energy state v, h1, h2
� �

is defined as

E v, h1, h2, θ
� �

= − vTW1h1 − h1TW2h2 ð6Þ

Here θ= W1,W2
� �

are model parameters that are symmetrical conditions of
neurons interaction: (visible layer-hidden layer) and (hidden layer-hidden layer).

The probability of vector visible variables v assignment is defined as follows

pðv; θÞ= 1
ZðθÞ ∑

h1, h2
exp −E v, h1, h2; θ

� �� �
. ð7Þ

Conditional distributions between the visible and two sets of hidden nodes are
defined by logistics functions:

Fig. 4 The preliminary learning procedure
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p h1j =1jv, h2
� �

= σ ∑
i
W1

ij vi + ∑
m
W2

jmh
2
j

� 	
, ð8Þ

p h2m =1jh1� �
= σ ∑

j
W2

imh
1
i

 !
, ð9Þ

p vi =1jh1� �
= σ ∑

j
W1

ij hj

 !
. ð10Þ

Hinton [3] proposed a “greedy” algorithm in which the learning without a tea-
cher is carried out layer by layer, and the learning of RBM stack takes place in one
layer during the one iteration. After the RBM stack has been learned, stack can be
viewed as a single probabilistic network called «deep belief network» [9, 10].
However, this model is not deep Boltzmann machine. Two upper layers, repre-
senting a restricted Boltzmann machine, are undirected graph, and the lower layers
form direct generative model (Fig. 4). After the first RBM stack has been learned,
generative model can be written as

pðv; θÞ= ∑
k1
p h1;W1� �

p vjh1;W1� �
. ð11Þ

To initialize the parameters of the model DBM it is proposed a greedy algorithm
for RBM stack pre-training, to solve a problem of double calculating. For lower
levels of RBM, we double the inputs and weights of links between the visible and
hidden layers, as shown in Fig. 4. In this modified RBM with related parameters,
conditional distributions of visible and hidden states are defined as

p h1j =1jv
� �

= σ ∑
i
W1

ij vi + ∑
i
W1

imvi

� 	
, ð12Þ

p vi =1jh1� �
= σ ∑

j
W1

ij hi

 !
. ð13Þ

The advantages of deep Boltzmann machines include the effectiveness of the
learning process, a low percentage of errors, as well as the ability to recover
damaged data. The disadvantages are the complexity of the internal representation
and learning, and the use of discrete values of the elements.

At present, the development of a program simulating the mechanism of neural
network learning based on various modifications of the Boltzmann machine, as well
as profound learning methods. The next step would be to conduct research on the
effectiveness of the developed method for various applications associated with the
pattern recognition. We are supposed to expand the field of research, use the
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possibilities of genetic algorithms for pattern recognition and extraction of other
tasks of data mining. Analysis of latest scientific publications [11–14] showed that
the application of the principles of evolutionary search for a wide range of tasks in
data mining can improve the results.

4 Experiments

While conducting experiments data sets MNIST are used. To increase the learning
speed data sets were divided into small samples which contain 100 units. The
weights updating occurs after an enumeration of each sample. The learning speed is
set at 0.01 and gradually decreases to 0. The comparative divergence method is
applied on a large sample with 10,000 cases.

MNIST is a set of test data containing 60,000 training samples and 10,000 test
cases of ten handwritten digits from zero to nine, with a size of 28 × 28 pixels. In
the first experiment, the learning was carried out with the use of two deep Boltz-
mann machines, one of which had two hidden layers (1000 and 5000 nodes
respectively), while the other three hidden layers (1000, 1000, and 5000 nodes).
According to obtained data (Table 1), we can conclude that the average estimates of
the lower limit of the test logarithmic likelihood function are equal to 84.51 for
two-layer Boltzmann machine and 85.78 for three-layer Boltzmann machine. Deep
Boltzmann machines, which contain more than 1 million parameters, are not sen-
sitive to re-learning. The differences between estimates of learning and test loga-
rithmic likelihood function are about 1 nat. All the examples presented as a
handwritten digits.

Note that the without the use of the greedy algorithm could not be possible to
organize the learning of the deep Boltzmann machine on the basis of MNIST data
sets. Estimation of the boundary changing was –83.19 for a test case, while the
logarithmic likelihood estimation was –82.74. The difference is about 0.5 Nats and
shows that the boundary is quite strict.

At the end of the learning process of the two-layer Boltzman machine showed
0.98 % error rate at full MNIST test sample. Three-layer Boltzmann machine
showed slightly worse error rate which is 1.03 %. For comparison, the result
achieved by using support vector machines is 1.4 %, and the result is shown using
the deep belief networks (DBN) was equal to 1.2 %.

Table 1 The discriminant function of Boltzmann machine

Estimates Mean of logarithmic
likelihood function

ln Z Ln (Z ± σ) Test Learning

Two-layer Boltzmann machine 361.30 355.12, 356.44 –84.51 –83.44
Three-layer Boltzmann machine 462.70 455.44, 457.89 –85.78 –83.99
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5 Conclusion

The article was a description of the general Boltzmann machines, which is a fully
connected graph. Learning of fully-Boltzmann machines is a difficult task, so using
restricted Boltzmann machine (RBM), in which the connections between the neu-
rons in the hidden and the visible layer are absent. On the basis of restricted
Boltzmann machine built “deep belief net”, which has a non-oriented communi-
cation between the layers. The two upper layers, which form a limited Boltzmann
machine is a model of an undirected graph, and the lower layers form aimed
generative model. In the process of studying of deep Boltzmann machine with more
than two layers and no interlayer connections, we can clearly summed outputs
either the even or odd layers. This will get better values separating function model
and the more accurate the lower limit of the logarithmic likelihood function of the
test data.

We plan to continue the experimental research of the developed algorithm. The
aim in this case is to determine the optimal parameters and settings, and compar-
ative analysis of the results. It is planned to supplement the algorithm developed by
the use of distributed genetic algorithms and their improvements.
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Parallel Genetic Algorithm Based
on Fuzzy Controller for Design Problems

Leonid Gladkov, Sergey Leyba, Nadezhda Gladkova
and Andrey Lezhebokov

Abstract In this paper a method of joint solutions of placement and routing
problems of digital equipment elements is offered. The authors suggested a new
approach on the basis of evolutionary algorithm (EA) integration and a fuzzy
control model of algorithm parameters. A fuzzy logical controller structure is
described in the article. A model of parallel evolutionary algorithm is developed. To
synchronize parallel computations, you proposed to use a modified migration
operator. To confirm the method effectiveness a brief program description is
reviewed.

Keywords Genetic algorithm ⋅ Fuzzy logic ⋅ Computer-aided design ⋅
Optimization ⋅ Parallel computing

1 Introduction

As a rule design problems are characterized by high computational complexity due
to the search of huge number alternative solutions. Besides, to find the accurate
solution it is necessary to carry out a exhaustive search, which is impossible. Design
problems include partitioning problem, placement problem, routing problem etc. [1].

Placement and routing problems are the most important problems throughout the
lifecycle duration. Traditionally, these problems are solved by different methods at
different stages that lead to increase the time and computational complexity. So, a
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development of integrated methods for placement and routing problems seems
appropriate at the present time. Such methods allow us to take into account con-
straints and current results during the problems solution [2].

To increase the problem solving effectiveness in terms of automated design of
complex engineering systems, which contain a million components, it is useful to
employ evolutionary and genetic algorithms [3].

A new development stage of genetic algorithm theory became hybrid systems.
They are based on a combination of various scientific fields such as genetic algo-
rithms, fuzzy systems and neural networks [4–9]. Currently mechanisms of paral-
lelized evolutionary computations are widely used to effective computational
resources management [10–12].

2 Problem Formulation

Let E = {ei | i = 1, …, N} denote a set of elements, where ei = (li, hi, Ti) is an
element which should be placed and N is a number of elements. Here li is a length
of the element, hi is a height of the element and Ti is a list of pins which can be
written as Ti = {tj | j = 1, …, K}.

Here tj is a pin, K is a number of pins in the element. Each pin is described as
tj = (xj, yj) where xi, yi are pin coordinates relative to the base point of the element.

The set of net that connected each element is defined as U= uhjh= 1, . . . , Lf g,
where uh is a net, L is a number of nets.

The net is defined as uh = Nek,Nckð Þjk=1, . . . ,Mf g, where Nek is a number of
element, Nck is a number of pin and M is number of pins connected by the net.

It is required to find such elements placement that V = xi, yið Þji=1, . . . ,Nf g,
where (xi, yi) are coordinates of upper left corner of the ith element.

For each net the contact list of connection field needs to be found.

V = xi, yið Þji=1, . . . ,Nf g,Wh = xq, yq
� �

ji = 1, . . . , Q
n o

, where Q is a number

positions through which passes the hth net.

3 Algorithm Description

For simultaneous solution placement and routing problems the parallelized genetic
algorithm is used. It supposes a parallel implementation of evolutionary processes
for several populations. The synchronization of asynchronous processes are per-
formed in migration points. Migration points are defined by particular asynchronous
events which may take place in each evolutionary process. If the event is occurs in
the one of processes, the another random selected process is held. After that the
migration operator is applied to both populations. The migration operator is
transferred and copied individuals from one population to another.
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The migration operator is applied to transfer chromosomes between populations.
Individuals are selected from a number of chromosomes in populations with the
best value of objective function. The selection is based on estimation of unrouting
connection in the chromosome. For each placement which described by the chro-
mosome the routing is implemented by the wave algorithm. Then chromosomes
with the maximum total number of unrouting connections are copied from the
population with the minimum total number of unrouting connections to other
population. And the same numbers of chromosomes with the minimum value of the
objective function are deleted from the second population.

Let the migration operator is applied to populations Pi = {h1, h2 … hs} and
Pj = {h1, h2 … hs}, where hs is chromosome in population, s = [1, N] (N is a
number of chromosome in population). A number of unrouting connection in Pj

population is less then in Pi population. As a result of selection we obtain a
subpopulation Pj′ = {h1, h2 … ht} where hi is a selected chromosome, t = [1, M]
(M is a number of selected from Pj population chromosome). Then in Pi population
the t chromosomes of with the minimum value of objective function are replaced
with chromosomes from Pj′. So the Pj population is not changed.

The right choice of migration frequency (time interval between migrations) and
quantity of individuals is very important in the migration process. The frequent
migration (migration of a large number of chromosomes) comes down to the
combination of all populations and the preliminary convergence of the genetic
algorithm. Also the rare migration can not prevent from the preliminary conver-
gence of population. To define the probability of migration operator it is suggested
fuzzy logic controller which is described below. The probability of migration
operator along with crossover and mutation operators is determined on the basis of
data on evolution effectiveness in each process.

In each evolutionary process the initial population is defined by the shotgun
method. The selection is implemented by the roulette method. In the evolutionary
process we apply the single-point crossover operator and multiple-point mutation
operator in which the number of genes is proportional to the chromosome length. The
probability of genetic operators is determined by fuzzy logic controller [4, 6, 13].

In Fig. 1 we show a block diagram of the developed algorithm for two popu-
lation. In practice a number of population is considerably larger.

During the solution coding the set of position is represented by the regular
structure (lattice). Each position pi has coordinates xi, yi. Positions are enumerated
in coordinate xi ascending order within the string from left to right. But strings are
enumerated in coordinate yi ascending order from top to bottom. According with
this rule position are enumerated as shown in Fig. 2.

Each solution is represented by chromosome Hi. The gene numerical number in
chromosome corresponds the numerical number of the element which should be
placed. The value of gene corresponds the number of position at connection field.
A number of genes in the chromosome is equal a number of elements which should
be placed.
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Fig. 1 The block diagram of the algorithm
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Each element has a basic point Oδ
i and basic coordinate axis Oδ

i X
δ
i , O

δ
i Y

δ
i . Each

element has a square shape. Let element ei is assigned in position pj, if its basic
point Oδ

I matches with the point in connection field which has coordinates xj yj [14].
For example the chromosome <4> <5> <6> <9> <2> <3> assign the

placement shown in Fig. 3. Intersection points of black dashed lines correspond to
position within connection field.

To calculate the objective function of placement it is needed to determined a
normalized estimate of penalty for overlapping an area of placing elements, a total
length of connection and a routing factor.

Fp = α*S+ β*L+ γ*T . ð1Þ

The penalty for overlapping an area of placing elements is a total intersection
area of all elements.

Fig. 2 The position
enumeration at connection
field

Fig. 3 Calculation of the
placement fitness function
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∑
n

i=0
∑
n

j= i+1
Rij ð2Þ

where Rij is an intersection area of ith and jth elements, n is a number of elements.
The interconnection length is estimated by calculation of half-perimeter of the

net bounding rectangle.

L= ∑
l

i=0
ðxmaxi − xmini Þ+ ðymaxi − ymini Þ ð3Þ

where xi
max, xi

min, yi
max, yi

min are maximum and minimum values of x and y in ith
circuit, l is a number of nets.

The routing factor is determined by the total area of intersection of nets
bounding rectangle.

T = ∑
l

i=0
∑
l

j= i+1
Qij ð4Þ

where Qij is a an intersection area of bounding rectangles of ith and jth nets, l is a
number of nets.

The objective function of routing is a percent of unrouting connections.

Fr = *100, ð5Þ

where Cr is a number of unrouting connections, C is a total amount of connections.

4 Block of Fuzzy Control

The fuzzy control module is represented as follows:

y ̄=
∑N

k=1 y
k̄ ∏n

i=1 exp − xī − xk̄i
σki

� �2
� �� �

∑N
k =1 ∏n

i=1 exp − xī − xk̄i
σki

� �2
� �� � ð6Þ

where xi
−k is a centre, σi

k is a width of Gaussian curve (membership function of
fuzzification block), yk are centers of membership functions of defuzzification block
fuzzy sets.

This expression is one of the most popular and frequently used approaches
for fuzzy systems realization. Each element is defined by function block (sum,
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composition, Gaussian function) which allowed create a multilayer network. In this
case a neural network contains four layer. At first layer input signals xi arrive, and
in output for this signals membership function values are formed. The second layer
correspond a rule base and multipliers correspond an output block. The third and
fourth blocks realize the defuzzification block [4–7, 13, 14].

To increase the quality of search results expert information includes with evo-
lution process using fuzzy controller which regulate values of factors.

There are input parameters.

e1ðtÞ= faveðtÞ− fbestðtÞ
faveðtÞ ð7Þ

e2ðtÞ= faveðtÞ− fbestðtÞ
fworstðtÞ− fbestðtÞ ð8Þ

e3ðtÞ= fbestðtÞ− fbestðt− 1Þ
fbestðtÞ ð9Þ

e4ðtÞ= faveðtÞ− faveðt− 1Þ
faveðtÞ ð10Þ

where t is a time interval, fbest(t) is the best value of the objective function at the
iteration t; fbest(t − 1) is the best value of the objective function at the iteration
(t − 1), fworst(t) is the worse value of the objective function at the iteration t,
fave(t) is an average value of the objective function at the t iteration, fave(t − 1) is an
average value of the objective function at (t − 1) iteration [11] (Fig. 4).

As a result we obtain probabilities of crossover, mutation and migration oper-
ators. Consequently, to determine these parameters we use the fuzzy control block
three times.

Fig. 4 Calculation of routing
fitness function
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5 Experimental Results

To estimate the algorithm effectiveness we placed and route 300 randomly gener-
ated elements and 150 nets with from 2 to 5 pins. Experiments result with different
number of parallel algorithm streams is shown in Table 1.

To compare the effectiveness the test problems solved using the FLC and
without it are investigated earlier [14]. Table 2 showed that the efficiency of the
algorithm with use the controller is much higher than the efficiency of the algorithm
without it.

Table 1 Experimental results

Number of
streams

Experiment number,
% unrouting connections

Average value of % unrouting
connection

1 2 3 4 5

1 23 21 24 24 22 22.8
2 16 13 14 14 15 14.4
3 13 14 12 13 11 12.6
4 12 10 13 10 11 11.2
5 14 13 13 14 12 13.2

Table 2 Comparison

Number Without
FLC
(Nel = 50)

With FLC
(Nel = 50)

Without
FLC
(Nel = 100)

With FLC
(Nel = 100)

Without
FLC
(Nel = 150)

With FLC
(Nel = 150)

1 4585 3147 29,658 21,296 67,953 48,509
2 3870 3330 31,145 23,582 64,311 51,737
3 4245 2724 28,192 23,145 68,989 50,901
4 4056 3425 31,632 23,481 65,576 50,798
5 3774 2885 29,761 21,844 65,184 48,973
6 4896 2984 28,487 23,148 67,925 49,752
7 4129 2873 31,845 22,946 65,427 52,164
8 4812 3776 29,145 21,941 64,964 48,862
9 3981 3145 29,411 22,157 65,817 50,314
10 3876 3168 30,491 22,981 68,482 50,957
Average
result

42,224 31,457 299,767 226,521 668,628 502,967

Increase
quality of
solution
(%)

25.6 24.44 24.78
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6 Conclusion

Results of the experiments showed that the efficiency of the controller is increased
after the introduction of the training unit on the basis of an artificial neural network
model.

FLC parameters that were used in the study were obtained using a genetic
algorithm learning. Training was carried out on the basis of statistical information
on the dependence of the FLC parameters and the efficiency of the algorithm
placement. This information is collected during the learning process.

We plan to further evaluate the effectiveness of the algorithm by simultaneously
solving accommodation problems and tracing. Also, a comparative analysis of the
obtained results with known analogues will be held.

Acknowledgments This research is supported by the Ministry of Education and Science of the
Russian Federation, the project # 8.823.2014.
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To Scheduling Quality of Sets of Precise
Form Which Consist of Tasks of Circular
and Hyperbolic Type in Grid Systems

Andrey Saak, Vladimir Kureichik and Yury Kravchenko

Abstract Grid systems with centralized structure of the scheduling system and
resource co-allocation are modeled by resource quadrant. A resource rectangle
presents user’s task. Quality of scheduling with heuristic algorithms is estimated by
a Non-Euclidean heuristic measure which takes into consideration both the area and
the form of an occupied resource region. One of a study problem is resource
rectangle sets, denoted as sets of precise form, which have the square resource
enclosure with no hollow space. The question that is posed concerns level poly-
nomial algorithms adaptivity for the sets of precise form that consist of tasks of the
circular and hyperbolic type.

Keywords Grid system ⋅ Centralized structure of the scheduling system ⋅
Resource rectangle ⋅ Set of precise form ⋅ Task of the circular type ⋅ Task of
the hyperbolic type ⋅ Non-Euclidean heuristic measure ⋅ Level algorithm of
scheduling of polynomial completeness

1 Introduction

Users’ growing demand in computer power and rise of technology favour the
transition to grid computing from meta computing [1, 2]. The effectiveness of Grid
systems’ performance depends on the quality of computer and time resources
scheduling. Optimal resource scheduling is practically unreachable because of
exponential completeness. In [3–7] an environment of resource rectangles, as
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polynomial completeness scheduling theory tool, is developed for the purpose of
computer and time resources distribution management. In the resource rectangles
environment the operations on resource rectangles were introduced and the heuristic
algorithms of resource distribution based on the presented operations were sug-
gested. Polynomial completeness of such algorithms was showed. In [3–7] it is
suggested and developed the quadratic classification of task sets. The polynomial
algorithms, which were studied in [3–7], were adapted for respective quadratic type
of a set of tasks. In [3] circular, hyperbolic and parabolic types were defined for the
sets which consist of not less than two tasks. Quadratic type of one task was
introduced in [8], where polynomial algorithms adaptivity for the sets consisted of
tasks of circular type was researched.

2 Problem Statement

Grid systems with centralized structure of the scheduling system and resource
co-allocation are modeled by resource quadrant [3, 9]. User’s task, which comes to
be served by Grid system’s scheduler, is presented as a resource rectangular with its
horizontal and vertical dimensions, respectively, equaled to the number of time
resource units and processors required to process the task [10]. Quality of
scheduling with heuristic algorithms is estimated by the Non-Euclidean heuristic
measure which takes into consideration both the area and the form of an occupied
resource region

1
2

LH + ðL−HÞ2

∑
k− 1

j=0
aðjÞbðjÞ

0
BBB@

1
CCCA ð1Þ

where L—length, H—vertical level of the resource enclosure (see Fig. 1) [3].

timeL

H

Fig. 1 Users’ task resource
enclosure
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Heuristic measure reaches its minimum of ½ in square packing with no empty
space. In [11] a resource rectangle set was defined as the set of precise form, which
has its square resource enclosure with no any empty spaces. Scheduling quality for
a set of precise form which consists of the resource rectangles of circular type was
the point of study in [11].

In this paper the question, that is posed, concerns polynomial algorithms
adaptivity for sets of precise form which consist of resource rectangles of circular
and hyperbolic type.

3 Scheduling of a Set of Precise Form with the Tasks
of Circular and Hyperbolic Type by Level Algorithms

A level algorithm by height with not-to-reach level was suggested in [7], an
exceeding level algorithm by height and level algorithm by height with minimal
deviation were introduced in [12]. For the sets of resource rectangles which don’t
have the property of its horizontal dimensions monotony, it is necessary on each
step to define the right side of a resource enclosure as a sum of the value of the right
side of derived resource enclosure and the value of maximal horizontal dimension
of the elements in a vertical layer. Level algorithms by length are defined in the
same way. For the sets of resource rectangles which don’t have the property of its
vertical dimensions monotony, it is necessary on each step to define the upper side
of a resource enclosure as a sum of the value of the upper side of derived resource
enclosure and the value of maximal vertical dimension of the elements in a hori-
zontal layer.

We use the rectangle sets, which are induced by the elements of diverse square
tiling [13], as a test example. At the same time diverse square tiling is square
packing of consecutive squares with its sides equaled to consecutive natural
numbers which begins from one (of sizes 1 × 1 up to k × k), with possible
two-times duplication of each square, with no empty spaces [13]. In the examples of
diverse square tiling, which were given in [13], some equal square pairs have the
common side and located horizontally or vertically. This allows considering such
pair of squares as a rectangle with its sides ratio equaled to 1:2. In accordance with
the definitions [8], a horizontally oriented rectangle could be considered as a
rectangle of the circular type and vertically oriented rectangle would be the one of
the hyperbolic type. As in [8] said, a square relates to the circular type. Thus the
rectangle set, which is induced by the elements of diverse square tiling, contains
rectangles of the circular and hyperbolic type. In [13] the examples of diverse
square tiling for k = 9, 10, 11, 12, 13, 14 (see Fig. 2) are given. Thereby, to
produce test examples the sets with the maximal side of the enclosing square for
corresponding k were used. The number on a rectangle shows the small side.
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Let’s denote the sets of the resource rectangles, which are induced by diverse
square tiling and ordered by decrease of their heights, by the following way: set I
for k = 9, set II for k = 10, set III for k = 11, set IV for k = 12, set V for k = 13,
set VI for k = 14.

The results of set IV packing for the level algorithm by height with not-to-reach
level are presented on Fig. 3.

The heuristic measure values of the resource enclosures of the level algorithm by
height with not-to-reach level for the set which consists of the tasks of the circular
and hyperbolic quadratic type are presented in Table 1.

1412

13
11

5

4

10 8 9
2

637
1

Fig. 2 Diverse square tiling
for k = 14 [13]
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Fig. 3 Set VI packing by the
level algorithm by height with
not-to-reach level

Table 1 The resource enclosures’ heuristic measure values of the level algorithm by height with
not-to-reach level

Set’s number Heuristic measure Set’s number Heuristic measure

I 1.09 IV 0.95
II 1.00 V 1.16
III 0.86 VI 1.25
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We could see that resource enclosures’ heuristic measure values of the level
algorithm by height with not-to-reach level don’t exceed the value of

1
2
+ 0.75 ð2Þ

The results of set IV packing for the exceeding level algorithm by height are
presented on Fig. 4.

The heuristic measure values of the resource enclosures of the exceeding level
algorithm by height for the set which consists of the tasks of the circular and
hyperbolic quadratic type are presented in Table 2.

We could see that resource enclosures’ heuristic measure values of the exceeding
level algorithm by height don’t exceed the value of

1
2
+ 0.56 ð3Þ

The results of set IV packing for the level algorithm by height with minimal
deviation are presented on Fig. 5.

The heuristic measure values of the resource enclosures of the level algorithm by
height with minimal deviation for the set which consists of the tasks of the circular
and hyperbolic quadratic type are presented in Table 3.

We could see that resource enclosures’ heuristic measure values of the level
algorithm by height with minimal deviation don’t exceed the value of

1
2
+ 0.58 ð4Þ
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Fig. 4 Set VI packing by the
exceeding level algorithm by
height

Table 2 The resource enclosures’ heuristic measure values of the exceeding level algorithm by
height

Set’s number Heuristic measure Set’s number Heuristic measure

I 1.06 IV 0.83
II 0.91 V 0.85
III 0.75 VI 1.06
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The results of set IV packing for the level algorithm by length with not-to-reach
level are presented on Fig. 6.

The heuristic measure values of the resource enclosures of the level algorithm by
length with not-to-reach level for the set which consists of the tasks of the circular
and hyperbolic quadratic type are presented in Table 4.

We could see that resource enclosures’ heuristic measure values of the level
algorithm by length with not-to-reach level don’t exceed the value of
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Fig. 5 Set VI packing by the
level algorithm by height with
minimal deviation

Table 3 The resource enclosures’ heuristic measure values of the level algorithm by height with
minimal deviation

Set’s number Heuristic measure Set’s number Heuristic measure

I 1.06 IV 0.73
II 0.93 V 0.85
III 0.86 VI 1.08
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Fig. 6 Set VI packing by the
level algorithm by length with
not-to-reach level
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1
2
+ 0.69. ð5Þ

The results of set IV packing for the exceeding level algorithm by length are
presented on Fig. 7.

The heuristic measure values of the resource enclosures of the exceeding level
algorithm by length for the set which consists of the tasks of the circular and
hyperbolic quadratic type are presented in Table 5.

We could see that resource enclosures’ heuristic measure values of the exceeding
level algorithm by length don’t exceed the value of

1
2
+ 0.36. ð6Þ

Table 4 The resource enclosures’ heuristic measure values of the level algorithm by length with
not-to-reach level

Set’s number Heuristic measure Set’s number Heuristic measure

I 1.19 IV 0.80
II 0.73 V 0.94
III 0.82 VI 1.04
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Fig. 7 Set VI packing by the
exceeding level algorithm by
length

Table 5 The resource enclosures’ heuristic measure values of the exceeding level algorithm by
length

Set’s number Heuristic measure Set’s number Heuristic measure

I 0.74 IV 0.72
II 0.81 V 0.86
III 0.71 VI 0.77
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The results of set IV packing for the level algorithm by length with minimal
deviation are presented on Fig. 8.

The heuristic measure values of the resource enclosures of the level algorithm by
length with minimal deviation for the set which consists of the tasks of the circular
and hyperbolic quadratic type are presented in Table 6.

We could see that resource enclosures’ heuristic measure values of the level
algorithm by length with minimal deviation don’t exceed the value of

1
2
+ 0.30. ð7Þ

The graphs of the resource enclosures’ heuristic measure values, which were
obtained with the use of the level algorithms by height and length when scheduling
sets I to IV, are presented on Fig. 9.

We could see that the level algorithm by length with minimal deviation has the
smallest maximum value equaled to

1
2
+ 0.30 ð8Þ

of the heuristic measure values when considering tested sets of resource rectangles.
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Fig. 8 Set VI packing by the
level algorithm by length with
minimal deviation

Table 6 The resource enclosures’ heuristic measure values of the level algorithm by length with
minimal deviation

Set’s number Heuristic measure Set’s number Heuristic measure

I 0.74 IV 0.78
II 0.73 V 0.80
III 0.77 VI 0.77
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The research allows recommending the polynomial algorithms, which were
considered here, for implementation in Grid systems with centralized structure and
resource co-allocation for serving sets which consist of tasks of the circular and
hyperbolic quadratic type.

4 Conclusion

For scheduling by sets of precise form which consist of resource rectangles, which
don’t have the property of their dimensions monotony, in the resource rectangles
environment the level algorithms by height and length were suggested. Having
some sets of precise form consisted of tasks of the circular and hyperbolic quadratic
type as an example, the resource enclosures’ heuristic measure values were cal-
culated. It was shown that the developed polynomial algorithms were suitable for
mentioned class of sets of user’s tasks in Grid systems.

Acknowledgments The study was performed by the grant from the Russian Science Foundation
(project # 14-11-00242) in the Southern Federal University.

Fig. 9 The resource enclosures’ heuristic measure values of level algorithms
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Exploring Performance of Instance
Selection Methods in Text Sentiment
Classification

Aytuğ Onan and Serdar Korukoğlu

Abstract Sentiment analysis is the process of extracting subjective information in
source materials. Sentiment analysis is a subfield of web and text mining. One
major problem encountered in these areas is overwhelming amount of data avail-
able. Hence, instance selection and feature selection become two essential tasks for
achieving scalability in machine learning based sentiment classification. Instance
selection is a data reduction technique which aims to eliminate redundant, noisy
data from the training dataset so that training time can be reduced, scalability and
generalization ability can be enhanced. This paper examines the predictive per-
formance of fifteen benchmark instance selection methods for text classification
domain. The instance selection methods are evaluated by decision tree classifier
(C4.5 algorithm) and radial basis function networks in terms of classification
accuracy and data reduction rates. The experimental results indicate that the highest
classification accuracies on C4.5 algorithm are generally obtained by model class
selection method, while the highest classification accuracies on radial basis function
networks are obtained by nearest centroid neighbor edition.
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1 Introduction

With the advances in Web technologies, the amount of information available has
been progressively expanding. This information provides a useful source for
extracting public opinion [1]. With Web 2.0, new mediums, such as forums, blogs
and social networks are available for people to create and share their own ideas,
contents and opinions easily [2]. The identification of opinions is extremely
important in decision making. Capturing public opinion about important events can
be beneficial. Sentiment analysis (or opinion mining) is a relatively new research
field of web and text mining which aims to extract subjective information, such as
sentiments, opinions and attitudes in the source materials towards an entity.

Sentiment analysis is one application domain of text classification. Text classi-
fication is the process of assigning a particular class label to the text documents [3].
Machine learning algorithms, such as probabilistic classifiers, decision tree classi-
fiers, neural networks, instance-based classifiers have been successfully utilized in
text classification [4]. In order to process text documents with machine learning
algorithms, one key issue is to obtain an appropriate representation for the docu-
ment. Characters, words and terms are typical features to represent text documents
[5]. The representation of text documents may cause to enormous number of fea-
tures [6]. The high dimensionality and irrelevancy of text features are important
problems encountered in text mining [7]. Hence, feature selection has been gen-
erally utilized in text mining applications. Filter-based feature selection methods,
such as information gain, chi-square statistics and mutual information are among
the frequently applied feature selection methods [7]. The abundant amount of data
in text documents requires large memory requirements, slow execution time and
sensitive to noise [8]. Feature selection is one aspect of pre-processing text docu-
ments. Another essential task in pre-processing is instance selection. Instance
selection is a data reduction technique which aims to determine the instances to be
kept in the training set so that a classification model with enhanced generalization
ability can be obtained, whilst training process requires less time, learning algo-
rithm can scale well on big data and noisy, irrelevant or incomplete instances can be
eliminated [9, 10]. The main objective of data reduction is to reduce the size of
training data set while achieving comparable results to the classification model built
by the original dataset [11].

Feature selection in text classification has been extensively examined, yet the
instance selection has not been analyzed in detail though potential usefulness of
instance selection in data reduction and the high dimensionality of text documents.
The related work is briefly introduced here.

Dey et al. [12] presented an instance selection method for text classification
based on the Silhouette Coefficient measure. This measure is used to rank the
instances of text document. Based on the ranking, instances with high Silhouette
Coefficient values and instances with low Silhouette Coefficient values are elimi-
nated from the training set, while the mid-range valued instances are kept.
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Tsai and Chang [13] presented a support vector machine based instance selection
method for text classification. The instance selection methods are generally
developed to enhance the performance of instance based classifiers, but the instance
selection method utilized here uses support vector machine as the base classifier.
The method contains four stages. First, class centers for each class in the training set
is identified. Then, regression data is discovered. Afterwards, regression plane is
identified from the regression data. At the last step, representative instances are
determined.

Garcia-Pedrajas et al. [14] presented a data reduction method for very large
datasets which simultaneously applies evolutionary instance and feature selection.

Tsai et al. [15] presented a genetic algorithm approach for instance selection in
text classification. The proposed genetic algorithm extends conventional genetic
algorithms by the utilization of elite reserve area, non-linear fitness value conver-
sion and migration. The presented approach has been compared to conventional
instance selection methods, such as edited nearest neighbor, IB3 and DROP3
algorithms on k-nearest neighbor and support vector machine classifiers.

Garcia-Pedrajas and Haro-Garcia [16] presented an instance selection method
which uses boosting methods to construct ensembles from individual instance
selection methods so that strengths of individual instance selection methods can be
kept, while eliminating their weaknesses.

Blachnik [17] developed an ensemble instance selection method which combi-
nes edited nearest neighbor and condensed nearest neighbor instance selection
methods. Edited nearest neighbor method has a small data reduction rate with
relatively higher classification accuracies, whereas condensed nearest neighbor
method has a better data reduction rate with relatively smaller classification accu-
racies. Hence, the presented method aims to obtain a robust instance selection
model by ensemble learning.

Blachnik and Kordos [18] presented an ensemble instance selection which
combines condensed nearest neighbor, edited nearest neighbor, Gabriel editing and
relative neighbourhood graph editing methods with bagging.

Chen et al. [19] presented a genetic algorithm based approach for instance
selection. The proposed approach is based on biological-based genetic algorithm
method. The method has been compared to conventional instance selection meth-
ods, such as IB3, DROP3 and ICF methods.

As emphasized in advance, instance selection is an essential task in data
reduction of knowledge discovery process and the high dimensionality problem is
encountered in text mining datasets. Feature selection has been extensively studied
for dimensionality reduction, but instance selection has not been fully examined in
text classification domain. To fill this gap, this paper examines the effectiveness of
fifteen conventional instance selection methods for text sentiment classification.

The rest of this paper is structured as follows. Section 2 describes the instance
selection methods utilized in the empirical analysis. Section 3 presents the classi-
fication algorithms, Sect. 4 presents the experimental results and Sect. 5 presents
the concluding remarks.
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2 Instance Selection Methods

Instance selection methods can be broadly classified as edition methods, conden-
sation methods and hybrid methods [20]. Edition methods aim to enhance the
classification performance of the learning algorithm in order to do so instances at
the decision boundaries are removed, whereas instances at the interior spots are kept
at the training set. This results increased generalization accuracy at test data, but the
data reduction rate remains low. In contrast, condensation methods aim to reduce
storage requirements of learning algorithms. In this regard, instances at the decision
boundaries are kept at the training set and a high data reduction rate is obtained, but
classification accuracy at training and test data sets are relatively low. Hybrid
methods intend to increase both classification accuracy and data reduction rate [20].
As in the case of feature selection, instance selection methods may also classified as
filter methods and wrapper methods [21]. In wrapper methods, instances are
selected based on the performance of learning algorithm on candidate instance
subsets, whereas filter methods do not benefit from results of any learning algorithm
during the process. Though their computational costs, wrapper methods tend to
obtain better classification accuracies [20]. This section briefly explains the instance
selection methods utilized in the experimental evaluations.

Edited nearest neighbor (ENN) is a decremental edition based instance selection
method [22]. In this method, all the instances within the training set are examined
by k-nearest neighbor algorithm (KNN) for k = 3. Based on the classification
results of KNN, instances with incompatible class labels to the majority of their
neighbors are removed from the training set. This causes to remove noisy instances
and instances close to the decision boundaries. The data reduction for ENN is
relatively low [8].

All K-nearest neighbor (AllKNN) is an edition based instance selection method
with batch processing [23]. All k-nearest neighbor method is based on edited
nearest neighbor, but instead of applying k-nearest neighbor classification rule for a
particular value of k, the classification rule is applied for varying values of k from
k = 1 to a maximum predetermined value. The instances are classified for these
values and misclassified instances at any stage are marked. At the end, instances
with marks are eliminated from the training set.

Multi-edit method is a decremental edition based instance selection method [24].
In the method, training set is divided into n (n ≥ 3) partitions, as R1, R2, …, RN.
Then, instances of each partition are classified with KNN algorithm by taking R
(Ni + 1) mod n as the reference set, where i denotes the particular instance. Based
on the classification, misclassified instances are removed from the training set,
whereas the others generate the new training set.

Model class selection (MCS) is an edition based instance selection method with
batch processing [25]. In order to reduce the size of training set, the number of
times in which an instance is k-nearest neighbor of another instance and the class
label of the examined instance and its neighbor instance are taken into account. If
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an examined instance has a higher misclassification number, then this instance is
removed from the training set.

Relative neighborhood graph edition (RNG) is a decremental edition based
instance selection method [26]. In the method, instances of the training set are
represented via a relative neighborhood graph. In this graph, each instance is taken
as a node. Let x and y represent two nodes of the graph, these two nodes are
connected by an edge only if there is no any other node which is closer to x or y.
This rule is applied to all of the instances to construct the graph and some of the
instances (nodes) are connected at the end. Then, majority voting of class labels of
neighbors is compared to the class label of the examined instance. Instances with
incompatible labels are eliminated from the training set.

Modified edited nearest neighbor (MENN) is a decremental edition based
instance selection method [27]. It starts with all instances of the training set. Each
instance of the training set is examined. An instance is removed from the training
set if its class label is not compatible to the class label of its (k + l) nearest
neighbors, where l denotes the number of instances in the training set with the same
distance to the farthest neighbor of the examined instance.

Nearest centroid neighbor edition (NCNEdit) is a decremental edition based
instance selection method [28]. In the method, k-nearest centroid neighbor method
is used as a classification rule. For each instance xi, the first nearest centroid
neighbor (y1) is taken as the nearest neighbor of xi. The other nearest centroid
neighbors (yi) (i > 1) are determined such that yi and the other selected nearest
centroid neighbours (y1… yi) minimizes the distance of centroid to instance xi. The
process starts with all instances of training set and misclassified instances by nearest
centroid neighbor are removed from the training set.

Edited normalized radial basis function (ENRBF) is a decremental edition based
instance selection method [29]. In the method, normalized radial basis function is
utilized to estimate the probability of class k based on the training set.

Edited nearest neighbor with estimation of probabilities threshold (ENNTH) is a
decremental edition based instance selection method [30]. In this method, a prob-
abilistic k-nearest neighbor rule is applied such that a class label of an instance is
determined based on the weighted probability values of its nearest neighbors. Each
neighbor has a same value for probability, whereas the weight values are assigned
inversely proportional to the distance to the instance. The instance selection process
starts with entire instance set. The instances are classified via probabilistic k-nearest
neighbor rule and misclassified instances are eliminated from the instance set.

Variable similarity metric (VSM) is a decremental, filter based, hybrid instance
selection method [31]. In the method, all k neighbors of an instance t is examined to
reduce the storage requirements and to eliminate instances with noisy values. When
all k neighbors of t have the same class label, t is removed from the instance set. In
this manner, instances at the decision boundaries are preserved. In the removal of
instances, a 60 % confidence interval is applied for the results obtained by the
neighbors and k parameter is generally taken large [8].

Prototype selection by relative certainty gain (PSRCG) is a decremental, filter
based, hybrid instance selection method [32]. The process starts with entire instance
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set and primary focus of the method is to remove noisy instances from the set. In
each iteration, the instance which causes the highest information gain by the
deletion is removed from the instance set.

Generational genetic algorithm (GGA) is a wrapper based hybrid instance
selection method [33]. Genetic algorithm is an evolutionary approach that pro-
gressively optimizes a problem by maintaining a population of chromosomes with
competition and variation. The fitness function is used to evaluate the merit of each
chromosome in the population. Based on fitness value, the next generation is
determined. In instance selection, leave-one-out accuracy and data reduction rate
are generally taken as the fitness functions. To generate new chromosomes,
selection, crossover and mutation operators are utilized.

Steady-state genetic algorithm (SGA) is a wrapper based hybrid instance
selection method [33]. SGA follows the basic principles and stages of generational
genetic algorithm, but only one or two offspring are produced at each generation in
SGA. The selection mechanism is used to produce offspring from parents. In order
to determine the members to be replaced by the new offspring, a replacement
strategy is used.

CHC adaptive search algorithm (CHC) is a wrapper based hybrid instance
selection method [33]. CHC algorithm is a binary coded genetic algorithm which
aims to overcome early convergence and to provide diversity [34]. The elitist
selection is used to preserve the best individuals in the population. The crossover
mechanism is used to obtain highly different new individuals. The Hamming dis-
tance among the individuals is computed. Based on this computation, only those
individuals which are different enough from each other are selected for crossover.
This mechanism is referred as incest prevention mechanism. Besides, when the
population converges, a restart mechanism is used to provide diversity.

Population based incremental learning (PBIL) is a wrapper based hybrid
incremental instance selection method [33]. PBIL algorithm is an evolutionary
algorithm for binary search spaces. In order to determine which instances to be
sampled, statistical data about the search space is maintained. A real valued
probability vector is generated. Initially, all values of probability vector are taken as
0.5. As the search progresses, the probability values are updated such that better
solutions are represented by higher probability values.

3 Classification Algorithms

This section briefly explains the classification algorithms used to evaluate empiri-
cally the instance selection methods.
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3.1 C4.5 Algorithm

C4.5 is a popular decision tree algorithm [34]. To solve inherent attribute bias of
ID3 algorithm, information gain ratio is used to build a decision tree for the training
data set. Then, the full tree is post-pruned to solve overfitting and size problems. In
the algorithm, an attribute with the highest information gain is selected. The
algorithm can work properly with both continuous and discrete attributes.

3.2 Radial Basis Function Networks

Radial basis function networks (RBF) have two-layered feedforward artificial
neural network architecture with radial basis layer and a linear layer. In order to
activate the neurons of radial basis layer, radial basis functions are used [35]. Radial
basis function network is a popular technique for classification and function
approximation owing to its simple structure and fast training time [36, 37]. In the
linear layer, the outputs of the radial basis layer are combined to obtain the output.

4 Experimental Results

4.1 Dataset

In order to evaluate the effectiveness of instance selection methods, we have used
nine public sentiment analysis datasets from different domains, namely Camera,
Camp, Doctor, Drug, Laptop, Lawyer, Radio and TV datasets [38]. There are a
number of different ways to represent text data to process by the machine learning
algorithm. In the experimental study, text documents are represented as a bag of its
words with corresponding frequencies in the document. This representation is used
due to its simplicity and efficiency. The features of sentiment datasets are repre-
sented by term-frequency model with unigram features, since this configuration
yields better results for sentiment classification [39]. The descriptive information
for the datasets is summarized in Table 1.

4.2 Evaluation Measures

To evaluate the effectiveness of the instance selection methods, classification
accuracy and data reduction rate are used. Data reduction rate and classification
accuracy are computed as given by Eqs. 1 and 2, respectively:
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reds =100 ⋅ TRj j− Sj jð Þ ̸ TRj j½ � ð1Þ

ACC=
TN +TP

TP+FP+FN +TN
ð2Þ

where TR denotes the training set, S denotes the instance subset, TN represents the
number of true negatives, TP represents the number of true positives, FP denotes
the number of false positives and FN denotes the number of false negatives.

4.3 Experimental Procedure

In the experiments, 10-fold cross validation procedure is used. In this scheme, the
dataset is divided into ten equal sized sets. For each time, nine datasets are used for
training, whereas one of the datasets is used for testing. The process is repeated ten
times and a mean accuracy is computed. In the experimental analysis, instance
selection and classification algorithms are performed by KEEL (Knowledge
Extraction based on Evolutionary Learning) which is an open-source Java software
for different data mining and knowledge discovery tasks [41]. The default param-
eters of the instance selection methods in KEEL toolkit are employed.

4.4 Results and Discussion

In Tables 2 and 3, classification accuracies obtained by the instance selection
methods on C4.5 algorithm and radial basis function networks are presented,
respectively. In the tables, the highest results for each dataset are indicated by using
boldface and underline, while the second highest results are indicated by using only

Table 1 Descriptive information for the datasets [38, 40]

Dataset Instances with positive class
label

Instances with negative class
label

Number of
features

Camera 250 248 1352
Camp 402 402 2045
Doctor 739 739 1578
Drug 401 401 1438
Laptop 88 88 2010
Lawyer 110 110 2474
Music 291 291 1398
Radio 502 502 1923
TV 235 235 2834
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boldface. Regarding the results obtained by C4.5 algorithm, model class selection
method yields the highest performance on Drug, Laptop and Music datasets. The
prototype selection by relative certainty gain achieves the highest performance on
Camera, Lawyer and Radio datasets. The nearest centroid neighbor edition method
yields the highest performance on Doctor and TV datasets. For Camp dataset, the
highest performance is achieved by relative neighborhood graph edition method.

Table 2 Classification accuracies obtained by C4.5 algorithm

Methods Camera Camp Doctor Drug Laptop Lawyer Music Radio TV

AllKNN 60.82 72.13 69.28 57.24 66.37 54.55 52.92 62.06 60.21
ENNTH 56.43 67.14 69 51.37 59.08 57.73 54.45 56.38 57.87
ENN 60.24 73.75 72.87 57.48 63.2 60.91 54.12 62.24 64.26
ENRBF 62.04 73.62 73.27 58.23 59.02 59.09 57.21 61.66 59.57
MENN 56.43 67.51 68.32 51.37 59.08 57.73 53.09 54.98 59.15
Multi-edit 54.6 64.65 58.06 50 50 50 52.03 60.04 55.96
VSM 63.43 66.78 66.51 54.98 58.76 55.91 56.7 61.45 62.55
MCS 62.83 73.24 71.79 62.22 69.93 62.73 63.4 63.44 66.6
NCNEdit 59.62 73.62 73.68 57.99 66.86 60.91 62.01 62.54 67.23
PSRCG 64.25 69.64 68.27 56 59.15 64.09 58.76 64.04 61.91
RNG 64.07 75.36 72.13 57.75 67.78 57.73 58.42 61.35 61.06
CHC 55 58.44 59.27 50.74 62.61 53.64 57.2 54.18 56.17
GGA 59.03 62.8 63.19 52.75 52.48 56.82 49.33 53.3 57.02
PBIL 55.02 59.48 63.32 50.62 53.43 58.64 54.99 55.18 61.28
SGA 53.4 61.28 59.88 55.11 48.89 63.18 56.22 56.38 58.72

Table 3 Classification accuracies obtained by radial basis function networks

Methods Camera Camp Doctor Drug Laptop Lawyer Music Radio TV

AllKNN 54.8 64.05 65.56 53.74 52.16 59.55 54.11 53.38 57.87
ENNTH 51.8 69.16 65.76 50 49.44 52.27 51.55 53.19 53.4
ENN 54.81 62.57 63.67 50.25 57.88 53.64 53.26 56.76 57.87
ENRBF 54.03 67.39 67.38 51.38 55.07 50 52.75 53.49 61.49
MENN 52 69.9 60.29 50.38 49.44 52.27 51.54 51.89 58.72
Multi-edit 56.63 63.53 59.55 50 50 50 50.17 58.06 56.81
VSM 50.2 51.24 54.54 50.5 52.84 53.64 49.13 52.39 50.64
MCS 52.22 62.31 64.61 50.38 53.95 57.73 50.86 53.69 52.34
NCNEdit 56.63 63.79 67.59 51.88 56.73 59.09 53.61 51.3 55.53
PSRCG 52.2 52.22 59.4 51.75 51.7 52.27 50.68 51.3 53.62
RNG 54.63 68.42 65.56 50 55.1 59.09 52.41 52.58 56.38
CHC 54.2 48.9 54.94 51.87 50.56 48.64 52.56 56.96 51.91
GGA 53.6 50.75 63.8 52.5 52.29 49.09 52.41 52.78 50.21
PBIL 55.23 55.58 54.67 51.26 47.65 51.82 48.28 52.1 51.91
SGA 52.8 52.74 62.71 51.25 50.59 50.91 52.59 55.58 51.28
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Regarding the results obtained by radial basis function networks presented in
Table 3, all K-nearest neighbor method yields the highest classification accuracies
on Drug, Lawyer and Music datasets. For Camera and Radio datasets, the highest
classification accuracies are obtained by Multi-edit method.

The nearest centroid neighbor edition method obtains also the highest accuracy
rate for Camera dataset. For Camp, Doctor, Laptop and TV datasets, the best results
are obtained by modified edited nearest neighbor, nearest centroid neighbor edition,
edited nearest neighbour and edited normalized radial basis function methods,
respectively. Hence, the best instance selection method changes based on the
employed classifier and datasets. To summarize the main findings of the empirical
analysis, we have presented the average classification accuracies and data reduction
rates for the methods in Fig. 1. As it can be observed from Fig. 1, the highest
average classification accuracy on C4.5 algorithm is obtained by model class
selection, the second highest classification accuracy is obtained by nearest centroid
neighbor edition and the third highest value is obtained by relative neighborhood
graph edition. The highest average classification accuracy on RBF is obtained by
nearest centroid neighbor edition, the second highest result is obtained by all
K-nearest neighbor and the third highest result is obtained by relative neighborhood
graph edition. Regarding the data reduction rates, CHC adaptive search algorithm,
population based incremental learning and steady-state genetic algorithm yield the
highest performances in respective order. Hence, there is a trade-off between
classification accuracies and data reduction rates of the instance selection methods.
The methods with higher classification accuracies tend to obtain relatively low data
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reduction rates. Similarly, the methods with higher data reduction rates tend to
obtain relatively low predictive performance.

5 Conclusion

Text and web mining domains are characterized by enormous amount of data. Data
reduction techniques are viable tools to handle properly with this huge dimen-
sionality. Instance selection can improve the generalization ability and reduce
required training time. In this paper, we have examined the predictive performance
of fifteen instance selection methods on text classification. The performance of
methods are evaluated on C4.5 and RBF classifiers in terms of classification
accuracy and data reduction rates. The experimental results indicate that the highest
average classification accuracy on C4.5 algorithm is obtained by model class
selection, the highest average classification accuracy on RBF is obtained by nearest
centroid neighbor edition. The highest data reduction rate is obtained by CHC
adaptive search algorithm.
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Placement of VLSI Fragments Based
on a Multilayered Approach

Vladimir Kureichik Jr., Vladimir Kureichik and Viktoria Bova

Abstract The article is connected with solving one of the main problems of
automated engineering design stage of electronic computing equipment of place-
ment of VLSI fragments in a limited area of a construction. Placement of VLSI
fragments is NP-hard. The paper tells about the multilayered approach to solving
this problem. Description of the placement problem is given in this work. Definition
of the problem of placement of VLSI fragments in a grate is formulated. New
search architecture based on the multilayered approach is proposed. The main
difference of the suggested approach is division of the search process into two
stages. At each stage different methods are used. This approach gives an oppor-
tunity to vectorize the solving process and to make optimal and quasioptimal
solutions in a time similar to iteration algorithm realization time. A simulation
experiment was conducted through the example of test cases (benchmarks). Quality
of placement based on the suggested approach is averagely 2 % higher than quality
of known algorithms such as Capo 8.6, Feng Shui 2.0, Dragon 2.23 what indicates
the effectiveness of the combined search. A number of conducted test and exper-
iments showed the prospects of using this approach. The time complexity of the
suggested algorithms is ≈O(nlogn) at the best case and –O(n3) at the worst one.

Keywords Combined search ⋅ Design ⋅ VLSI ⋅ Genetic algorithm

1 Introduction

The groundwork of the scientific and technical progress is high use of an electronic
computing machine (ECM) in all the spheres of technology and national economy.
Nowadays it is important to tap the market of electronic technologies within a short
time and to predict potential financial risk of new product manufacturing where
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during ECM development 70 % of efforts are made on VLSI development [1–6]. The
main stage of design is engineering design where the problems of partitioning
(grouping), dispatching, placement, routing (interconnection), packing, verifying [1].

Electric diagrams are its input information and diagram layout is its output
information. Placement of VLSI fragments and tracing of connections are the most
difficult tasks among benchmark problems of VLSI engineering design. In the terms
of current development of information technologies actual algorithms of automated
design are not able to solve problems and need much more process time to find
effective solutions. That’s why due to high difficulty and dimension of engineering
design problems and occurrence of new technological tendencies of VLSI devel-
opment there is a necessity to develop new movements, methods, algorithms to
solve this kind of problems. One of the approaches is to elaborate hybrid, integrated
and combined algorithms that are inspired by natural systems [1–6].

2 Problem Description

The problem of LSI fragments placement is considered as a NP-hard problem.
There is a hypothesis that such problems have no algorithms to find an accurate
solution that contain polynomial computational complexity [7–10]. One of the main
ways to reduce difficulty of placement problems is to reduce their dimension.
Essentially decrease of problem dimension is made by decomposing a difficult
optimization problem of placement into a number of subproblems. Another effec-
tive method to reduce dimension of placement problems is to select fuzzy sub-
systems of topological parameters. It is expedient to find an original solution that
can become a “prototype” for future populations of alternative solutions.

Multilayered macromodeling is an effective method used in the considered
placement problems that contain thousands of LSI fragments (transistor groups). At
the same time an original problem of great dimension (problem of LSI placement) is
divided into many identical problems of much smaller dimension (placement of LSI
fragments) hierarchically enclosed in one another that can be solved by one basic
optimization method [7–9].

Functional characteristics of each VLSI fragment can be conditionally described
by means of system tuple of commutation, electrical, constructive and external
parameters [7].

F = ⟨A,B,C,D⟩ ð1Þ

The system “A” of commutation parameters determines an amount of elements and
connections of LSI fragments. The system “B” of electrical parameters doesn’t
depend on commutation parameters for the most part. Here it is necessary to solve
delay problems, problems of electrical connectivity, capacitance balance etc. The
system “C” of constructive parameters determines sizes of fragments, internal
elements, thickness and length of connections. The system “D” is determined by a
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DM (decision maker) i.e. a designer and represents a complex of fuzzy sets and
instructions.

Thus, the problem of VLSI fragments placement formally comes down to
determination of optimal spatial location of related elements (modules, fragments)
and terminals (inferences) located on them in the connection field (CF) according to
specified criteria. Moreover, the placement problem is in many instances deter-
mined by the type of VLSI design. The mostly known VLSI realizations are dia-
grams consisting of standard elements; diagrams consisting of macroblocks of
non-standard elements; diagrams made in accordance with a “sea of gates”
technology.

The main complex criterion of replacement quality is evaluation of electro-
magnetic and thermic connectivity in case of placement of VLSI fragments [7, 10].
This criterion determines a region of valid locations of elements on a plane where
other criteria can be set. When crystal size (of VLSI) is set it is important to place
all the elements on it without any superposition. In general a quality function
describing the criteria of placement optimality is brought into evaluate quality of
placement. Such criteria can be length of critical connections, an amount of bends
and thickness of routing connections; an amount of constructively completed
blocks; length of signal delay; an amount of connections between constructive
blocks; an amount of connections inside blocks; functional thickness of blocks etc.

Total length of internal connections is a “classical” (most common) criterion in
case of placement. Fulfillment of this criterion improves electrical characteristics of
a device (reduce time delays that occur in long circuits) what favours minimization
of signal delay, mutual pickups, sizes of constructive units; increase of reliability;
acceleration of speed of data processing in VLSI; simplifies routing and reduces
laboriousness of circuit-board work.

3 Problem Formulation

General definition of the placement problem can informally be considered in the
following way. It is given a set of elements related to each other according to an
elementary electric diagram of a new object. It takes to place the elements inside the
connection field in such a way that a specified objective function reaches its local or
optimal value. The main aim of placement algorithms is to minimize a total area of
the connection field where the elements are located, minimize total integrated
length of all the circuits and minimize length of critical connections [2, 3, 5, 8, 11].

Initial data in the performance of a placement problem is an oblong construction
(a slot, a crystal, a view), an amount of elements that was determined as a result of
grouping i.e. partitioning of a commutation diagram into pieces and a diagram
graph of connection of elements and its array (list-oriented) equivalent. A point of a
graph or a hypergraph can be put in each slot of plane. Distance between the points
is calculated by one of the known formulae [5, 8, 11, 12]:
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Then total length of all connections (model arcs) is determined by the known
formula [2]:

LðGÞ= 1
2
∑
n

i=1
∑
n

j=1
dijcij. ð2Þ

Here L(G) is total integrated length of all connections, dij is distance between the
elements xi, xj on a specified plane, cij is an amount of conductors connecting the
elements xi and xj. Optimization demand: L(G) ⇒ min.

It ought to be noted that when placing elements minimization of total length of
conductors usually leads to minimization of the amount of in-system intercrossings,
bends and total length of critical connections.

4 Description of a Combined Search Technology

When solving CAD system problems it is effective to use strategies, conceptions,
methods, machinery of evolutionary modeling and a combined bioinspired search.
Bioinspired search (BS) is a consistent transformation of one finite fuzzy set of
alternative solutions into another [4, 6].

In placement problems any alternative solution (a chromosome) is made up of a
complex of parameters representing one element of some set of solutions. A chro-
mosome consists of discrete elements (genes) placed in some position called locus.
Each gene can have various functional values. Genetic composition form alternative
solutions of a placement problem called building blocks. An amount of a valid
alternative of placement in the general case is equal to n! where n is an amount of
VLSI fragments. Search of solutions in a random direction doesn’t lead to a qua-
sioptimal solution. In that context a combined search technology shown in Fig. 1 is
suggested in the article.

Firstly, we narrow an area of a solution search. Secondly, having analyzed this
area we create an initial population that will further develop on the ground of a
combined strategy of search [4, 5].

5 Multilayered Search Architecture

There are algorithms of placement that give an opportunity to get results appropriate
for practical purposes. However, the issue of circuit modeling of commutation
diagrams (CD) hasn’t been decided in them. Presentation of CD circuits in the form
of complete subgraphs doesn’t give a chance to examine all the ways of optimal
placement of a single circuit. In a number of algorithms [8, 9] when optimizing
replacement not all the graph edges are taken into account but their part that forms a
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tree. In specified models edges are antecedently chosen before the process of
optimization. In such a case an amount of valid variations of optimal placement of a
single CD circuit is limited. This disadvantage doesn’t apply to “short” circuits
consisting of up to three elements. For such circuits it is possible to examine all the
variations of optimal placement.

VLSI circuits can be transformed in such a way that they will mainly contain
sequence of short circuits connected with each other. In that regard it is rational to
develop heuristics of placement of such circuits. During the optimization process it
is proposed to minimize value of a connection formed by short circuits. For this
purpose there is heuristics that consists in selection of connected fragments of a
graph CD model in the form of building blocks (BB) made up by short circuits.
Further placement of these BBs with due consideration of “long” circuits and
“enclosed” placement of elements inside BBs taking into account short circuits only
take place.

To effectively solve problems of placement it is supposed to use a combined
search made with accordance to the hierarchical principle based on an ant colony
optimization algorithm (ACO) of genetic (GA) and evolutionary (EA) algorithms
modeling mechanisms of decision making by means of natural systems [1, 3, 5, 11].
Multilayered hybrid architecture of such a search is shown in the Fig. 2.

The placement process of VLSI fragments of a graph model of a commutation
circuit is carried out at two levels.

In the preliminary phase all the information of a connection field and a com-
mutation circuit is carried in. Further it is proposed to use an ACO algorithm at the
first level. Using the ant colony algorithm gives an opportunity to get a list of
critical connections of commutation circuits under examination during the shortest
period of time and to determine and memorize length of the shortest routes. Further

Design and technological constraints

Analysis of acceptable values

Circuit area, connection length

Initial population of alternative solutions

Calculation of OF

Combined placement strategy «evolution-evolution»

Encoding of initial solutions

Representation of obtained solutions in circuit

Back cyclic search of effective placement based 
on definite criteria and bioinspired search

Fig. 1 Technology of a combined search
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an estimate of an OF is made. If OF value doesn’t answer a question of an original
problem then the process continued with realization of algorithms of the second
level. Here is development of coding methods and a criterion of an initial popu-
lation of alternative solutions of placement based on a graph model of an initial
commutation circuit using genetic or evolutionary algorithms where it is possible to
use two approaches: sequential and parallel at the second level.

When using a consistent approach it is proposed to use an evolutionary algo-
rithm having only one mutation operator or its various modifications and giving a
chance to rapidly get some complexes of quasioptimal solutions. In the genetic
algorithm new decisions of population are made up by realization of different
genetic operators (crossingover, mutation, inversion etc.).

When using a parallel approach of multiple-processor and multi-core system
simultaneously and independently of one another genetic and evolutionary algo-
rithms are realized during some specified generations. In the case of getting to local
optimum there is an exchange of genetic materials in the migration block and an
independent evolution happens one more time. This gives an opportunity to
accelerate the process of getting effective solutions.

Here is a verbal description of a developed hybrid algorithm of placement of
VLSI fragments.

Initial data

GAEA

Improve?

Multilayered 
algoritm

Is stop criterion 
reached?

Evolutionary 
adaptation

No

Yes

Next step

Yes

No
Environment

Selection 
scale

Migration

Fig. 2 Multilayered hybrid architecture of bio-inspired search
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1. Construction of a graph model oriented on an initial CD that has to be placed.
2. Analysis of a CD model to find out masses that are the basis of future building

blocks (fragment groups) of chromosomes (alternative solutions)—solving an
ACA according to a specified criterion.

3. Creation of initial populations to solve evolutionary and genetic algorithms.
4. Creation of populations for future generation of an algorithm should be per-

formed on the basis of variation of its number.
5. Conduction of the migration step.
6. Selection will be made on the ground of recommendations of external envi-

ronment (DM).
7. At the end of the process of building blocks placement (VLSI fragments) it is

necessary to place elements inside each block with accordance of information of
their collocation without any superposition.

Such an approach gives a chance to get complex of quasioptimal solutions
during polynomial time and to partially solve the problem of premature conver-
gence of algorithms.

6 Experimental Results

Problem-solving environment to solve problems of VLSI fragments placement was
developed. When designing a complex of programs Borland C++, Builder, Visual
C++ packages were used.

Debugging and testing were made on a ECM of IBM PC type with a core i7
processor and 8 GB internal memory.

Examination of time and solving quality of different complexes of test cases
(benchmarks) differing by an amount of circuit elements was made to determine the
effectiveness of a developed combined approach (CA).

Examination of time and solving quality of different complexes of circuits was
done to determine the effectiveness of a composite approach. Let us consider
dependence of time of architecture work on the number of elements. Results of
experimental research are shown in the Table 1 and in the Fig. 3.

Let us consider dependence of an OF on the number of elements. Results of
experiments are shown in the Table 2 and in the Fig. 4.

Quality of placement developed on the basis of the worked out approach is
averagely 2 % higher than quality of the known algorithms such as Capo 8.6, Feng
Shui 2.0, Dragon 2.23 what tells about the effectiveness of combined search.

On the ground of analysis of conducted experiments for tasks of small dimension
(up to 1000 elements) using of evolutionary search is only effective method.

According to the results it is clear that developed architectures are quite fast and
solving quality is much higher than solving quality of the known algorithms.

When solving placement problems in dimension close to industrial sizes (more
10,000 elements) the combined search is quite effective.
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Table 1 Dependance of work time on circuits

Circuit Number of
elements

Capo
8.6 s

Feng Shui
2.0 s

Dragon
2.23 s

A1 s A2 s A3 s

1 10,852 49.7 49.9 49.8 50.1 52.0 49.7
2 12,601 122.3 127.3 125.6 125.9 129.9 122.9
3 15,138 160.6 165.6 163.4 164.8 167.4 159.6
4 18,537 181.3 186.3 184.4 185.4 188.3 181.7
5 21,347 217.3 223.5 220.3 220.7 225.5 217.6
6 24,498 259.6 262.5 260.3 260.8 264.5 259.9
7 27,936 280.6 284.3 282.3 282.9 286.3 281.6
8 30,319 318.9 338.7 330.9 331.9 340.7 319.2
9 32,395 412.8 422.4 418.3 419.3 425.4 413.3
10 35,439 512.5 519.5 515.6 517.8 524.5 513.6

11 37,645 581.3 584.3 582.1 582.9 586.3 582.4
12 40,076 631.5 638.3 635.3 636.1 642.3 632.6

Fig. 3 Histogram of comparison of time of test circuits solving

Table 2 Dependence of an OF on circuits

Circuit Number of
elements

Capo 8.6
c.u

Feng Shui
2.0 c.u

Dragon
2.23 c.u

A1 c.u A2 c.u A3 c.u

1 10,852 5511 5484 5498 5429 5421 5433
2 12,601 6234 6174 6195 6132 6122 6152
3 15,138 8234 8204 8216 8198 8158 8200
4 18,537 9789 9708 9739 9658 9634 9671
5 21,347 10,117 10,078 10,105 10,001 9999 10,026
6 24,498 12,456 12,385 12,402 12,305 12,244 12,335
7 27,936 13,645 13,585 13,618 13,475 13,418 13,496
8 30,319 15,318 15,256 15,287 15,146 15,123 15,159
9 32,395 16,128 16,025 16,099 15,985 15,932 15,999
10 35,439 18,512 18,476 18,489 18,396 18,322 18,423
11 37,645 19,181 19,022 19,087 19,001 18,987 19,022
12 40,076 20,131 20,021 20,079 20,002 19,975 20,014
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7 Conclusion

Let us point out that when placing building blocks in the form of groups of VLSI
fragments than there is an opportunity to predict way of placement ahead what
increases accuracy of placement and speedwork of the proposed approach. The
result of the finite placement depends on the commutation diagram, choice of a
sequential and parallel search strategy and evolutionary and genetic operators. In
this paper the combined approach to solve problems of VLSI fragments placement
is suggested. New architecture of search based on the multilayered approach and
methods inspired by natural systems is designed. Such an approach gives a chance
to parallelize the optimization process and to get optimal and quasioptimal solutions
of placement tasks during time equal to time of iteration algorithm realization.
Problem-solving environment was created in C++. The simulation experiment was
made. Conducted tests and experiments gave an opportunity to make theoretical
estimates of time complexity of placement algorithms and their behavior for circuits
of different structure more accurate. Time complexity of algorithms is ≈O(nlogn) at
the best case and –O(n3) at the worst one.
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Genetic Algorithm Approach in Optimizing
the Energy Intake for Health Purpose

Lili Ayu Wulandhari and Aditya Kurniawan

Abstract Energy intake of individual have an important role to support daily activ-

ity and it must fulfill the energy requirement in appropriate amounts. Energy require-

ment is determined based on Basal Metabolic Rate (BMR)—which is affected by

weights, heights, age and gender—and physical activity level (PAL). While energy

intake is calculated based on calorie from each portion of food consumed. This food

consists of five principal elements, namely main dish, vegetable side dish, meat,

vegetable and fruit. In the daily life, the difference between energy requirement and

energy intake must be set as minimum as possible in order to avoid overweight or

underweight condition. However, an individual is still having difficulty in determin-

ing the ideal portion of every kind of food that will be consumed in everyday. There-

fore it is important to develop a system which gives the information regarding an

optimal portion of each kind of food for an individual consumption. Genetic Algo-

rithm (GA) is used to find the best portion and composition of food so that it will pro-

vide a proportional energy intake according to individual requirement. In the analysis

we compare the results from GA and linear programming approach, the experiment

shows that GA is succeed in giving proportional portion and composition as well as

providing the diversity of food based on individual requirement.
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1 Introduction

Productivity level of an individual is influenced by the health condition, good health

will affect to high productivity otherwise the productivity will decrease. Good health

condition can be achieved by maintaining the nutrient consumption. Sufficiency of

nutrient can be reached by arranging the dietary habit which is including the qual-

ity and quantity of the food. The Ministry of Health as an institution which handles

nutritional matter in Republic of Indonesia, issued a guidance that recommend peo-

ple to consume balanced nutrition. Balanced nutrition means consumption of daily

food must contain nutrition in appropriate types and portion according to the indi-

vidual needs. It also must fulfill the four pillars of balanced nutrition, namely food

diversity, hygienic behavior, physical activity and maintaining a normal weight [4].

Recently, inappropriate types and portion of nutrition can induce disease associated

with overweight, obesity and underweight condition.

Overweight and obesity is the effect of overnutrition as consequence of consum-

ing energy rich drinks, rich in saturated fat, additional sugar and salt, but having defi-

ciencies of consuming vegetables, fruit and cereals and lacking of physical activity.

Overweight, obesity and underweight become serious issue since these conditions

lead to high risk disease such as heart and vascular disease, hypertension, stroke and

diabetes. Therefore, it is important to arrange the composition and serving sugges-

tion of our nutrition to avoid the overweight, obesity and underweight condition. Bal-

anced nutrition composition and serving in our food means it has sufficient quantity,

quality and contains various nutrient such as energy, carbohydrate, protein, fat and

minerals. And this composition and serving can be arranged based on the individ-

ual energy requirement [2]. Energy requirement must be estimated accurately, since

error estimation can lead to significant weight loss or gain [10]. Individual energy

requirement takes account of individual energy intake, energy expenditure, gender,

age, height, weight and level activity. According to nutrient experts, energy expen-

diture through physical activity plays an important role to determine body weight

where decreasing in energy expenditure through decreased physical activity to be

one of the major factor in contributing to the overweight and obesity [1]. Descrip-

tion of energy requirement can be the references to food suggestion for person, which

kind of food will fulfill their energy needs, so that food diversity and maintaining the

normal weight as the part of 4 pillar balanced nutrition can be achieved [5].

Previous researchers and developers of health application had been developed a

guidance and tools to estimate the energy requirement of individual to achieve ideal

condition. Judges et al. [3] conducted an survey to the hospitalized underweight and

obese patient in United Kingdom to estimate the energy requirement to avoid over or

underfeeding. According to their survey, they found that the energy requirement for

underweight patient is commonly predicted using the adjustment to metabolic stress

and physical activity (90 %) while for obese patient commonly using basal metabolic

rate (15 %). In computer science approach, Pouladzadeh et al. [7] proposed energy

measurement based on the food image and Peddi et al. [6] accomplished the previous

work by developing health mobile application to measure energy content in a food.
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They capture the image of the food and proceed the image processing to identify the

type and the energy of the food then using cloud based visualization to handle big

data requirement to obtain accurate result of this application. The development of

energy measurement approach, either in health or computer science field give us the

information of the energy needs. However in daily life, people do not only need the

calculation of energy requirement, they also need the suggestion what kind of food

which fulfill this requirement.

The calculation of energy requirement and food suggestion will be conducted in

an equation, so that the equation must contains five variables as the serving sugges-

tion and five variables as the types of food. This equation needs an approach which

can handle multivariables and find the optimal values. Therefore we proposed an

approach to optimize the food consumption which fulfill the energy requirement and

food diversity according to the guidance of health ministry especially in Indonesia.

In this paper, Genetic Algorithms (GA) is used as one of the common approach in

optimization. The data input is obtained from the health ministry of Indonesia in the

form of the energy value from each dishes consumed. In each food consumption con-

sists of main dish, meat, vegetable side dish, vegetable and fruit. GA approach find

the optimum food composition and serving of individual based on the gender, age,

weight, height and physical activity which contains food diversity according to health

ministry guidance. This paper is arranged in 5 sections, where Sect. 1 explains the

background problem in food serving regarding to obtain balance energy. Section 2

describe the modeling of energy intake and requirement which will become the fit-

ness function of GA, followed by Sect. 3 which presents the implementation of GA

in optimizing the energy intake. Sections 4 and 5 presents the experimental result

and conclusion respectively.

2 Energy Requirement and Intake Modeling

The Health Ministry of Indonesia have given a guidance that the daily food must ful-

fill four pillars of balanced nutrition which one of them is food diversity. Therefore,

each food consumed ideally should contain main dishes, meat, vegetable side dishes,

vegetables and fruits. These foods have a role in contributing the energy intake, or in

other words, total energy intake is the accumulation of energy contributed by main

dishes, meat, vegetable side dishes, vegetables and fruits as shown in Table 1. There-

fore total energy intake (TE) is written as the following equation:

TE = x1MD + x2VD + x3AD + x4VE + x5FR (1)
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Table 1 The example of dishes energy value

Food type Weight (g) Household size Energy (Calorie)

Main dishes
Rice 100 3∕4 glass 175

Noodle 200 2 glasses 175

Potato 210 2 pieces of middle size 175

Corn 125 3 pieces of middle size 175

Cassava 120 1.5 pieces 175

Meat
Beef 35 1 piece of middle size 50

Chicken 40 1 piece of middle size 50

Egg 55 1 pieces 50

Shrimp 35 5 pieces of middle size 50

Fish 35 1 piece of middle size 50

Vegetable side dishes
Tofu 100 2 pieces of middle size 80

Tempe 50 2 pieces of middle size 80

Green beans 25 2.5 tablespoons 80

Red Bean 25 2.5 tablespoons 80

Bean curd 20 1 sheet 50

Vegetable
Spinach – 1 bowl 25

Broccoli – 1 bowl 25

Kangkung – 1 bowl 25

Bean sprouts – 1 bowl 25

Cassava leaves – 1 bowl 50

Fruit
Ambon banana 50 1 piece of middle size 50

Malang apple 75 1 piece of middle size 50

Sweet orange 100 2 pieces of middle size 50

Mango 90 3∕4 pieces of large

size

50

Papaya 190 1 pieces of large size 50

where,

x1, x2, x3, x4, x5 : the numbers of serving

MD : Energy value of main dishes

VD : Energy value of vegetable side dishes

AD : Energy value of meat

VE : Energy value of vegetables

FR : Energy value of main fruits
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Table 1 shows the example of the energy value of the dishes which is calculated

based on the weight in kilogram and household size. Household size is used here,

since it is more familiar to be used in Indonesia as the units to determine the energy

intake in a day. The energy intake must follow the energy requirement for each indi-

vidual based on the Basal Metabolic Rate (BMR) and physical activity level. The

value of BMR is determined using Revised Harris Benedict Equation [9]:

Men

BMR = 88,362 + 13,397(Weight) + 4,799(Height) − 5,677(Age) (2)

Women

BMR = 447,593 + 9,247(Weight) + 3,098(Height) − 4,33(Age) (3)

where weight in Kilogram, Height in Centimeter and Age in years.

Based on the BMR value the energy requirement is calculated according to the

physical activity level. The activity level is divided into five class namely low, mild,

moderate, heavy and extreme level [11]. The definition and physical activity level

(PAL) factor of each class is described in Table 2.

By knowing the PAL factor of individual, so the energy requirement is [11]:

ER = BMR ∗ PAL (4)

whereER is energy requirement and PAL is PAL factor based on the physical activity

of each individual.

Table 2 The physical activity level

Activity level Definition PAL factor

Low level Sedentary, do not have

exercise at all in a week

1.2

Mild level Having exercise at least about

one to three times in a week

1.375

Moderate level Having exercise at least about

three to five times in a week

1.55

Heavy level Having exercise at least about

five to six times in a week

1.725

Extreme level Having hard exercise about 2

times in a day such as an

athlete or having a job which

need extreme physical

activities

1.9



196 L.A. Wulandhari and A. Kurniawan

3 Genetic Algorithm in Optimizing the Energy Intake

Genetic Algorithm (GA) is part of Evolutionary Algorithm, which is adapted from

natural evolution. The concept of this algorithm is evaluating the individuals such

that the excellent individuals will survive while weak individuals will be extinct. This

GA principle is used to evaluate the portion and composition of food consumption

from each individuals, so that this serving is appropriate to the energy requirement.

The process of GA is described in the Fig. 1.

Based on Fig. 1, GA in optimizing the energy intake can be explained as follows:

1. Initialize the chromosomes

The chromosomes here are composed by five variables which contributes energy

intake for individuals, namely main dishes, meat, vegetable side dishes, vegeta-

bles and fruits, with total lengths is forty-five each chromosome. Each chromo-

some gives information regarding the portion and varieties. The portion is repre-

sented by three digit of binary numbers , which is the representation of random

number between 1 and 5. While the varieties of the food is generated by six digit

of binary number which the representation of the name of food in the linked data-

base. The example of the chromosome arrangement is shown in Table 3, where

the chromosomes have length of 45, since each variable is represented by 9 bit of

binary value.

2. Evaluate Fitness Value

The initial chromosomes above are evaluated by using the fitness function. Fit-

ness function is formulated based on Eqs. 1 and 4 which give us the informa-

tion regarding the energy requirement and energy intake of individual. We try to

Fig. 1 Genetic algorithm process
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obtain the composition and portion of food which gives the energy according to

the requirement. Thus the fitness function (FV) for optimizing the energy intake

is the minimum difference between the energy requirement and energy intake, as

shown in the following equation:

Min(FV = abs(TE − ER)) (5)

s.t 0 < x1, x2, x3, x4, x5 ≤ 7
3. Selection

Selection is executed to the chromosome to find the mating pool which contains

the best chromosome by using roulette selection [8]

4. Crossover

Crossover is an operation to maintain the diversity of the population. It is executed

by choosing the pair of parents in mating pool and doing the crossover based on

the probability of crossover (pc).
5. Mutation

Mutation has purpose to maintain the diversity as well. It will involves bit flip-

ping, changing 0 to 1 and vice versa based on the mutation probability (pm). The

result of this mutation is new population and will be evaluated in the next step.

6. Evaluate the fitness value of new population. If the generation achieves maximum

generation or the population has converged, stop, and return the best solution in

current population. Otherwise, go to step 2 for the new population.

The best chromosome from GA produce the best composition and portion of food

and fulfill the individual energy requirement requirements.

4 Experiment Results and Analysis

The experiments of this algorithm are conducted using gender, age, height, weight

and level of activity as the input. We use 100 chromosomes for the population, 0.5
and 0.01 for probability of crossover and probability of mutation respectively. The

results of the experiments shows that the average of error between the energy require-

ment and energy intake is 0.043 from thirty times experiments and 100 generations.

The experiments are varied based on the three groups of ages, namely twenty two,

thirty two and sixty five years old from male and female respectively. These group of

ages are considered representing three classes that is young, middle and old classes.

The weight and height of each age are taken from the ideal weight and height of that

age, while the physical activity level is medium. The results of the experiments is

shown in Table 4.

Table 4 shows the portion of food in a day for individual with ideal weight and

height in each age classes. We can obtain the information that each individual con-

sumes two servings in average for each component of food. Male has higher servings

of food than female, where it is around 8.1, 15,8, 6.5,15.6 and 26.5 % for main dish,
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Table 4 The result of GA in optimizing the energy intake

Gender Age Weight Height PAL Error x1 x2 x3 x4 x5
Male 22 60 168 Medium 0.05 6.5 6 6 5 5

32 65 160 0.04 7 6.5 4.5 5 6

65 62 168 0.04 5 6.5 5 6 6

Female 22 60 157 Medium 0.04 6 5.5 4.5 5.5 4

32 54 159 0.05 6 6 5 3 4.5

55 62 159 0.04 5 4.5 5 4 4

Fig. 2 The comparison of food servings for male and female

vegetable side dish, meat, vegetable and fruit respectively (Fig. 2). For the composi-

tion, we can take as the example of the food variation as shown in Table 5 where the

number of serving follow Table 4.

In this research we also use linear programming approach to be a comparison of

GA to check the energy fulfillment of each individual. The result of linear program-

ming and GA approach is given in Table 6.

Table 6 shows that the percentage of energy fulfillment provided by GA is slightly

smaller than Linear programming, however linear programming cannot provide the

Table 5 The composition of food servings

Gender Age Weight Height MD VD AD VE FR
Male 22 60 168 Macaroni Cashew Shrimp Long

beans

Papaya

32 65 160 Brown

rice

Bean curd Corned

beef

Carrot Grape

65 62 168 Noodle Green bean Chicken Mushroom Red apple

Female 22 54 159 Potato Bean Curd Meatball beans Melon

32 60 157 Brown

rice

Soybean Fish Long

beans

Banana

65 55 159 Rice Bean curd Fish Cabbage Star fruit
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Table 6 The comparison of GA and linear programming in energy fulfilment of individual

Gender Age Weight Height PAL Energy Fulfillment (%)

GA Linear

programming

Male 22 60 168 Medium 96.51 99.95

32 65 160 99.87 99.64

65 62 168 98.26 99.54

Female 22 60 157 Medium 98.94 99.73

32 54 159 96.51 99.95

55 62 159 97.07 99.82

diversity of food suggestion in its result. It just provide the best value of portion to

meet the individual requirement.

5 Conclusion

This paper presents the Genetic Algorithm (GA) to find an optimum composition and

portion for energy intake based on the energy requirement for each individual. Based

on the experimental results, GA can provide acceptable composition and portion

of each component with the tolerance of error is 80% ∗ ER ≤ TE ≤ 110% ∗ ER.

These results show that GA can be an approach which gives ideal composition and

portion of food in order to achieve balanced energy for health purpose especially in

Indonesia.
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Abstract This paper proposes a method to transform of algorithm model presented

in form of Kripke structure, as well as LTL-specification reflecting the algorithm

requirements, into the knowledge base in language of first order predicate logic. This

transformation makes it possible to use the studied algorithm of accelerated logical

deduction inference methods in process of formal verification. Heuristic structure

of such methods allows looking forward to the significant reduction of the overall

time of verification with proper selection of the inference method and optimization

of the formula specification syntactic tree. In addition, we propose a software system

structure for verification of parallel algorithms based on technique of model checking

and described methods. The system has a modular architecture that allows for flexible

change of the inference method, depending on specificity of analyzed algorithm.
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1 Introduction

During the last decade there is acute problem of software verification for specialists

in various fields of computer technology. Skipping the error during the development

phase can lead to disastrous consequences. In some practical areas it may be impos-

sible to stop malfunctioning program urgently, or it can be too expensive to stop it.

Hidden errors, sooner or later, can cause a huge financial losses and even human

victims, as confirmed by a number of examples [1–3].

Unfortunately, even the most profound testing is not able to guarantee full correct-

ness of the program. The situation becomes much more complicated when dealing

with the verification of concurrent processes, as in this case, errors may not occur

before the onset of specific conditions related to their interaction. For these reasons,

recently, a formal approach to verification of algorithms and programs gained popu-

larity. This approach allows answering unequivocally to a question about correctness

of analyzed object.

2 Modern Approaches to Formal Verification

Today there are three main approaches to solving the problem described above:

model checking method, deductive verification method and equivalence checking

method [1–6, 8].

It should be noted that along with the methods and means for verification of pro-

grams, there are also a means for verification algorithms [4, 9]. The key difference

between them is that the second group of tools is focused on the interaction with the

abstract description and not on the actual program. The most important advantage of

this approach is the absence of linkage to a specific programming language. More-

over, through the use of an abstract description, there is no need to analyze complex

syntactical constructions of real languages.

Model checking method is a strict formal approach and includes three compo-

nents: the algorithm model (program), the specification and the method of checking

the compliance with model specification [1, 9]. The combination of these compo-

nents allows with varying degrees of effectiveness to verify the correctness of algo-

rithms and programs of different structure.

One of the most convenient form of verification object, which is frequently used

in practice model, is the Kripke structure—a kind of finite state machine, completed

with annotation feature and set of atomic predicates [3, 7]. Example Kripke structure

is shown in Fig. 1.

The most simple, convenient and versatile way of recording the project require-

ments are following logic formulas: propositional logic, or different versions of tem-

poral logic (ITL, HML, LTL, CTL*) [2, 9–11].
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Fig. 1 Kripke structure

The third component of the model validation methods—equivalence checking

method—is the most dependent on the form of models and specifications. So, to

compare the model presented by Kripke structure and specifications in the form of

an LTL formula, classic approach suggests using the mathematical apparatus of the

automata theory [2, 3]. However, its application can be successfully replaced by

other means.

This paper proposes a method of converting the analyzed algorithm model and

verifiable requirements in the specialized form the knowledge base. This decision

will allow to use the well-developed apparatus of the theory of inference at the final

stage of the verification process [9–16].

A number of existing methods of inference has a high degree of parallelism that

can be used to accelerate the verification of model compliance to requirements [12,

15]. It is important to note that during the operation of inference engine, methods can

be used in propositional logic, as well as in first-order predicate logic. Unfortunately,

when using the more powerful predicate logic of first-order, the time required for

results verification can increase several times. This problem can be solved by using

the accelerated parallel methods such as a method based on the operation of disjunct

division [12].

Using the first-order predicate logic makes it possible to get the entire specifica-

tion in a single pass. This requires forming the knowledge base, equivalent to the

analyzed Kripke structure. This problem can be solved by the following algorithm.

1. To establish the connection between the state structures and a variety of atomic

predicates, we introduce the double predicate that takes true if the structure states

noted by atomic predicateEvent(𝛼, 𝛽), that takes true if the 𝛼 structure states noted

by atomic predicate 𝛽 and false otherwise.
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2. To determine the possibility of transition from one structure state to another in

a single step, we introduce the two-place predicate Parent(𝛼, 𝛽), which receives

true if the state of the Kripke structure 𝛼 there is an edge to state 𝛽 and 𝛼 ≠ 𝛽.

3. To determine the impossibility of transition from one structure state to another,

we introduce a single predicate End(𝛼) which takes a true value when the 𝛼 state

of Kripke structure has no outgoing arcs from it (except for loops).

4. To determine whether the peak conforms to itself, we introduce a binary predicate

Itself (𝛼, 𝛽) that takes true when 𝛼 = 𝛽.

5. To determine the possibility of transition from one structure state to another, we

introduce the double predicatePath(𝛼, 𝛽) that takes true if the 𝛼 state of the Kripke

structure has a path to the state 𝛽. The value of a predicate for the concrete peaks

of the structure can be calculated through previous as

Itself (𝛼, 𝛽) ∨ Parent(𝛼, 𝛽) ∨ ∃𝜒(Parent(𝛼, 𝜒) →
→ Path(𝜒, 𝛽)) → Path(𝛼, 𝛽). (1)

6. Additionally, the predicates must be determined, reflecting the requirements for

the verification of the object. To do this, build a parse tree for determined speci-

fications. This step can be performed using the algorithm presented in [9].

7. Sequentially from the leaves of the parse tree, associate each peak to separate

predicate. The rules under which formed matched predicate, defined by the logic

used to describe the requirements for the verification of the object. For LTL-

specification, use the following set of rules.

∙ If the vertex corresponds to the atomic predicate, to match her the predicate:

Pi(𝜆) ⇔ Event(𝜆, 𝜒), (2)

where Pi(𝜆)—introduced the predicate, and 𝜒—atomic predicate.

∙ If the vertex corresponds to the logical negation, then match it the predicate

obtained as a negation of the predicate-descendant of the vertex

Pi(𝜆) ⇔ ¬Pj(𝜆), (3)

where Pi(𝜆)—introduced predicate, and Pj(𝜆)—the predicate introduced ear-

lier during the analysis of the descendant vertex of the current one.

∙ If the vertex corresponds to the operation of conjunction, then compare it with

the predicate obtained by a conjunction of predicates-descendant of the vertex

Pi𝜆 ⇔ Pj(𝜆) ∧ Pk(𝜆), (4)

where Pi(𝜆)—introduced predicate, and Pj(𝜆) and Pk(𝜆)—predicates intro-

duced earlier in the analysis of the descendant vertice of the current one.
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∙ If the vertex corresponds to the operation of disjunction, then compare it with

the predicate obtained by a disjunction of predicate-descendants of the vertex

Pi(𝜆) ⇔ Pj(𝜆) ∨ Pk(𝜆), (5)

where Pi(𝜆)—introduced predicate, Pj(𝜆) and Pk(𝜆)—predicates introduced

earlier in the analysis of the descendant vertice of the current one.

∙ If the vertex corresponds to the temporal operator X, then compare it with the

predicate of the form:

Pi(𝜆) ⇔ ∀𝜒(¬Parent(𝜆, 𝜒) ∧ Itself (𝜆, 𝜒)) → Pj(𝜒), (6)

where Pi(𝜆)—introduced predicate, and Pj(𝜆)—the predicate introduced ear-

lier in the analysis of the descendant vertice of the current one.

∙ If the vertex corresponds to the temporal operator G, then compare it with the

predicate of the form:

Pi(𝜆) ⇔ ∀𝜒(Path(𝜆, 𝜒) ∨ Pj(𝜒)) → Pj(𝜒), (7)

where Pi(𝜆)—introduced predicate, and Pj(𝜒)—the predicate introduced ear-

lier in the analysis of the descendant vertex of the current one.

∙ If the vertex corresponds to the temporal operator F, then compare it with the

predicate of the form:

Pi(𝜆) ⇔ ∀𝜒(Path(𝜆, 𝜒) → ∃𝜒 ′(Path(𝜒, 𝜒 ′) → Pj(𝜒))), (8)

where Pi(𝜆)—introduced predicate, and Pj(𝜒 ′)—the predicate introduced ear-

lier in the analysis of the descendant vertex of the current one.

∙ If the vertex corresponds to the temporal operator U, then compare it with the

predicate of the form:

Pi(𝜆) ⇔ ∃𝜒(∀𝜒 ′(Path(𝜆, 𝜒 ′) ∧ Path(𝜒 ′
, 𝜒) →

→ Pj(𝜒 ′)) → ∀𝜒 ′′(Path(𝜒, 𝜒 ′′) → Pk(𝜒 ′′))), (9)

wherePi(𝜆)—introduced predicate,Pj(𝜒 ′) andPk(𝜒 ′′)—predicates introduced

earlier in the analysis of the descendant vertex of the current one.

∙ If the vertex corresponds to the temporal operator W, then compare it with the

predicate of the form:

Pi(𝜆) ⇔ ∃𝜒(∀𝜒 ′(Path(𝜆, 𝜒 ′) ∧ Path(𝜒 ′
, 𝜒) → Pj(𝜒 ′) →

→ ∀(𝜒 ′′)(Path(𝜒, 𝜒 ′′) → Pk(𝜒 ′′))) ∨ ∀𝜒(Path(𝜆, 𝜒) → Pj(𝜒)), (10)

where Pi(𝜆)—introduced a predicate, Pj(𝜒 ′) and Pk(𝜒 ′′)—predicates intro-

duced earlier in the analysis of the descendant vertex of the current one.
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∙ If the vertex corresponds to the temporal operator R, then compare it with the

predicate

Pi(𝜆) ⇔ ∃𝜒(∀𝜒 ′(Path(𝜆, 𝜒 ′) ∧ Path(𝜒 ′
, 𝜒) →

→ ∀Pk(𝜒 ′)) → ∀𝜒 ′′(Path(𝜒, 𝜒 ′′) → Pj(𝜒 ′′)∧
∧ Pk(𝜒 ′′))) ∨ ∀𝜒(Path(𝜆, 𝜒) → Pk(𝜒) ∧ Pj(𝜒)), (11)

where Pi(𝜆)—introduced a predicate, Pj(𝜒 ′) and Pk(𝜒 ′′)—predicates intro-

duced earlier in the analysis of the descendant vertex of the current one.

Since the LTL formula describes the desired behavior of the object of verification,

the fact of the presence of an error can be confirmed by the existence of sequence of

states which violate this behavior in the Kripke structure. Therefore, the statement

will be the negation of the predicate matched to the root node of the parse tree of the

analyzed specifications for the initial state of the model.

The presented algorithm of knowledge base building has the asymptotic time

complexity equal to

O ⋅ (n ⋅ m + k), (12)

where n—the number of Kripke structure states, m—the number of atomic predi-

cates, k—the number of vertices in the parsing specification tree. This algorithm is

characterized by an acceleration which is close to linear, and it means that the for-

mation of the knowledge base can be performed efficiently on multi-core processors

and, if necessary, using modern multiprocessing computing systems.

3 The Structure of the Software System
for the Verification of Parallel Algorithms

Model checking method has formed the basis for the creation of a software verifi-

cation system of parallel algorithms on the basis of inference [9, 17]. The system

structure is shown in Fig. 2.

The complex consists of three loosely linked modules: algorithm building mod-

ule, requirements specification module and verification module. The main task of

the model construction module is to transform the description of the algorithm, per-

formed on an abstract language, into an equivalent Kripke structure. The module of

requirements specification allows you to create an expression, reflecting the require-

ments to the object of verification conditions. For a description of requirements used

a temporal logic of linear time. The purpose of the module is to check the compliance

of verification model to the analyzed algorithm of generated specifications. For solv-

ing the problem, the modified accelerated method of disjunct division is used [12].

The advantages of the solution are high speed and a support as of one stage output

to predicate logic of first order, as a multistage output propositional logic, subject to
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Fig. 2 The structure of a software system for the verification of parallel algorithms

changes in the knowledge base generation algorithm. The module architecture allows

using of other methods, if necessary.

Formal verification with the proposed approach requires exponential time-

consuming. However, the specialty of accelerated methods of inference [15] is the

ability to use a wide variety of heuristics, allowing to find the answer ahead of time,

avoiding the need for a full analysis of the decision tree. In addition, a number of

methods of inference has a high degree of parallelism, which also leads to a sig-

nificant acceleration of the process of comparison the object model and its require-

ments. Thus, the use of the inference method in conjunction with the technique of

model checking, in comparing with machine-verification (classical models checking

technique based on Buchi automaton), will significantly reduce the time, which is

required for algorithms and programs verification.
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4 Conclusion

The way of building a knowledge base presented in this paper enables validation of

parallel algorithms and programs using the methods of inference. The advantage of

this approach is to reduce verification time by a high degree of parallelism of the

apparatus used and the possibility of using heuristics associated with the accelerated

withdrawal of tree traversal. In addition, the inference engine is able to work with

the knowledge represented in propositional logic, as well as in first-order predicate

logic [15, 18].

The efficiency of this approach depends on the structure of the analyzed algo-

rithm and heuristics used. However, unlike the automatic approach to verification,

this solution does not include steps for constructing of controlling Buchi automaton

and model and requirements composition. Namely, these two stages are character-

ized by the highest complexity (exponential of length specification and quadratic of

the number of states, respectively) [9, 17].

Analytical assessment shows that through the use of parallel processing, perfor-

mance of the proposed approach to most problems is not inferior to the classical

method of verification, and in some cases allows for acceleration in two or three

times [15].

The presented system structure for verification of parallel algorithms served as

the basis for the specialized software development.
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A Hybrid Approach to Automated Music
Composition

Richard Fox and Robert Crawford

Abstract Automated music composition typically employs genetic algorithms
and/or stochastic methods using randomness in lieu of creativity. When properly
guided these approaches can yield listenable music yet they lack another aspect of
the music composition process: planning. Without planning, there may be no
coherent structure or themes in the composed music. Planning can be employed to
provide such structure by overseeing or controlling the genetic algorithm and/or
stochastic methods in a hybrid architecture. In this paper, the system MAGE is
presented which combines stochastic processing, genetic algorithms and planning
to compose music that contains both structure and elements of randomness.

Keywords Music composition ⋅ Genetic algorithms ⋅ Planning ⋅ Stochastic
methods

1 Introduction

Artificial Intelligence (AI) research has explored creative composition in areas like
visual art, poetry, and music composition. With respect to music composition, early
research was rule-based where randomness often was applied to generate the next
note of a sequence but otherwise was not found in the approach. More recent music
composition research has employed stochastic approaches and/or genetic algo-
rithms (GA). In these approaches, music is composed without the benefit of
planning to oversee the composition resulting in music that has few or no distinct
themes. Utilizing planning as a component in music composition can provide a
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bridge between the strictly predictable rule-based approach and the strictly random
stochastic and GA approaches.

This paper introduces MAGE (Music Algorithm Generation Engine), a first
attempt at a hybrid music composition system that utilizes several AI approaches.
Specifically, MAGE operates in three phases: planning song structure and measure
structure using routine design [1], stochastic music generation, genetic algorithm
modification.

The paper is organized as follows. In Sect. 2, several previous approaches to
music composition are highlighted. Section 3 introduces MAGE. Section 4 pro-
vides an example of the hybrid approach by examining a song generated by MAGE.
Finally, Sect. 5 provides some conclusions and a look at current and proposed
future work.

2 Related Work

The earliest known music composition system is Illiac Suite [2], utilizing a series of
music composition rules and a random number generator. Rules were used to make
decisions to guide the randomness, asking such questions as whether a note should
be repeated, if a harmonic should be generated, whether a random note should be
generated and whether a note should carry a contrary motion to other notes.
A “try-again” subroutine was used to generate notes that were discarded for vio-
lating rule-based constraints. Illiac Suite composed music but did not perform it.
David Cope implemented Experiments in Musical Intelligence (EMI) [3]. EMI
proposed notes to fit a given measure to assist Cope in his own music composition.
Hand-written rules, based on classical composers’ original works dealt with scales,
rhythms and harmonies. CHORAL [4] used rules based on music theory of
Bach-style classical music to generate harmonies to a given melody.

Stochastic approaches to music composition date back to 1971 with GENDY
(GENeration DYnamic) [5] which simply provided a random set of notes as a
starting point for a composer. GENDY3 added structure by generating a sequence
of note “events” for multiple instruments. Events indicated for instance which
instruments should perform but not how. Stochos [6] applied eight different
stochastic functions (exponential, linear, uniform, Gauss, Cauchy, Weibull, logistic
map and constant) to generate music. Chip Bell, in an unnamed music generation
system, applied a 12 × 12 Markov chain to control the pitch and duration of chords
while a genetic algorithm was applied to generate other aspects of the music [7].
In CAMUS (Cellular Automata MUSic), Conway’s Game of Life and the Demon
Cyclic Space were applied to control the generation of music [8]. The drawback of
strictly stochastically generated music has been a lack of coherence across the
composed piece of music.

Genetic algorithm (GA) approaches have been the more common means of
automated music composition. For instance, Donnelly and Sheppard [9], used a GA
to generate four-part harmonies. The population of “chromosomes” consisted of
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short passages of music. Genetic operators of mutation, inversion and cross-over
were applied and a rule-based fitness function evaluated each passage based on note
transition (the distance in pitch between any two notes), repetitiveness, music
theory to “dissuade” dissonant sounding harmonics, and so forth. The GA ran for
100 iterations creating as many as 1000 musical passages per generation. GenJam
[10] instead generated a real-time musical accompaniment of melodies to “jam-
ming” jazz musicians. CONGA [11] generated full compositions but its fitness
function was based on scores provided by human listeners, thus slowing down the
process dramatically. GAs offer an approach to generate highly complex music but
also music which has abrupt and jarring changes.

MAGMA (Multi-AlGorithmic Music Arranger) [12] was an attempt to
demonstrate the utility of stochastic processing, GAs, and planning through routine
design for music composition. MAGMA utilized only one of the three approaches,
based on user input. MAGMA followed the same four steps in all three approaches.
It generated, in order, a song’s structure (e.g., Verse-Chorus-Bridge-Chorus-Outro),
the pattern of measures within a song component (e.g., a Verse might consist of two
measures, alternating four times), a sequence of chords for each measure and finally
a melody on top of the chords for each measure.

Results from experiments in MAGMA showed that both stochastic and GA
approaches generated music that was not very listenable because of extreme
changes resulting from a lack of overall guidance while the planning approach often
produced repetitive or uninteresting music. MAGMA illustrated that each of the
three approaches has its own strengths and weaknesses when applied to music
composition. These results led to the questions of whether the three approaches
could be combined and would this hybrid approach improve on the music com-
position process. It was this research that led to the construction of MAGE.

3 MAGE

MAGE (Music Algorithmic Generation Engine) attempts to combine the best
aspects of stochastic processing, genetic algorithms, and routine design to generate
a piece of music that is listenable both in terms of music that flows together and is
not incoherently random. Unlike the systems cited in Sect. 2 which only employed
one or two of the three AI approaches, MAGE attempts to take the best aspects of
the three approaches. A planner is used to create a song structure and to specify the
way each measure should be generated stylistically. A stochastic approach is taken
to first obtain transition data of songs specified as input and then create a random
prototype of the song. Finally, a GA is applied to evolve the song over many
generations whereby a fitness function evaluates how well a modified measure
might fit the song based on what the planner has suggested. The architecture for
MAGE is shown in Fig. 1.

The composition process starts with planning. User input specifies the length of
the song (in measures), the types of measures used, and the structure of the song.
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The song’s structure is determined by choosing components from a hard-coded list
(verse, chorus, intro, outro, bridge). The number and order is dependent on the
length of the song, such as 30 measures, with the structure intro-verse-chorus-
verse-chorus-outro.

The lengths of the individual song components are dependent on the total song
length using a ratio of the component sizes where verses and the bridge are three
times the length of the intro and outro while the chorus is twice the length of the
intro and outro. Verses can differ while choruses are identical. The user can also
specify a custom selection of the ordering of song components.

User input also specifies degrees of repetitiveness, variability, and dissonance
desired in the song. The user controls these by specifying the number of each of five
available measure types. The measure types are templates for the construction of a
measure. Their number, order, and placement determine the overall structure of a
composition. The five measure types are described in Table 1.

The planner places measure types one-by-one into each of the song components.
Each song component has a priority list for the measure types it prefers. For
instance, a verse might favor a progressive style with some dissonant sound and less
repetitiveness while a chorus might be more consistent and repetitive and an outro
might be more transitory in nature. The distribution of measure types to actual

Fig. 1 MAGE’s architecture consisting of three layers

Table 1 Types of measures

Measure type Basic description of the type

Progression (P) Increase/decrease octave and/or timing of following measures
Consistency (C) Base measure on current component and previous measure
Disorder (D) Randomly create measure in contrast to previous measure
Repetition (R) Base measure on previous measure favoring individual notes
Transition (T) Base measure on previous measure favoring chords and increase step interval

between notes
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measure of the song is made based on a “voting” scheme where there are a limited
number of every type (such as ‘T’s) as based on the user’s input. Selection of types
provides both structure and randomness to the song. The verse votes first and
selects three consecutive types. It might select ‘P’, ‘D’, and ‘P’. Next, the intro gets
one vote and might select ‘T’. The process continues until all measures are allocated
types. If a particular type, such as ‘T’ has run out of allocatable measures as
specified by the user, the planner must select its next most desired type. Figure 2
illustrates a short song’s selection of types.

The planner also uses modifiers to alter a new measure when it is produced from
a previous measure. In some cases the planner will choose to repeat a measure in a
sequence with either a rising or falling pitch or alter its timing. Planning rules limit
where modifiers are applied. Decreasing the timing of a set of notes/chords can only
occur in P measures while changing a note’s pitch to being a 3rd higher or a 5th
higher can only be applied to consecutive sequences of R and T measures.

With planning complete, MAGE turns to the stochastic algorithm. The first step
in this layer is to create transition matrices. The transition matrices are generated
based on song/instrument files selected by the user. For instance, the user might
select the guitar from King Crimson’s Court of the Crimson King and the piano
from The Animal’s House of the Rising Sun. Each instrument of each song is stored
as a separate file harvested using musicXML (see http://www.musicxml.com/). The
transition matrices are generated by counting transitions from each note/chord of a
given octave and timing to every other possible note/chord in each song. Table 2
was generated from the jazz guitar instrument of the Iron Maiden song Hallowed Be
Thy Name. This table denotes the possible transitions from a quarter note B in the
4th octave to all other notes/chords found to follow it in this song/instrument. There
would be similar matrices for such notes as C (5th octave), F# (4th octave), the
chord comprising B (4th octave) and F# (5th octave).

Fig. 2 Example measure types for a short song

Table 2 B (4th octave) Quarter note transition matrix

Note/Chord Likelihood (%) Note/Chord Likelihood (%)

C (5th octave), ¼
note

9.29 B (4th octave) 1/8 note 2.83

F# (4th octave), ¼
note

22.69 G (4th octave) 1/8 note 8.51

A (4th octave), ¼
note

39.71 G (4th octave) 1/8 note & rest 1/16
note

0.71

B (4th octave) ¼
note

9.91 Chord: B (4th octave), F#
(5th octave), ¼ note

5.67
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Given the transition matrices, the stochastic layer continues by generating the
measures of the song. It does so by probabilistically selecting the next note/chord/
rest given the most recently generated note/chord/rest, filling in the song
measure-by-measure. The size of a measure is controlled by the user, defaulting to a
whole note (e.g., four quarter notes, eight eighth notes or some combination
thereof). If the next generated note/chord/rest would overflow the current measure,
it is moved to the beginning of the next measure and the remainder of the current
measure is filled with a rest. The stochastic process also analyzes the input song
files for the most used key, octave, and timing, to be used by the GA.

The final step in song composition is for the GA to use the measures from the
stochastic phase to generate newmeasures as dictated by the measure types generated
from the planning phase. The GA starts with the measures produced by the stochastic
process and evaluates them using its fitness function. The fitness function comprises
several sub-functions. The fitness function’s scoring is influenced by the type of
measure (e.g., a Pmeasure will use different parameters than a Tmeasure). The fitness
function uses a weighted average of 10 sub-functions which are described in Table 3
(the first three subfunctions are combined in the first row of the table).

Each sub-function receives parameters based on the measure type. A parameter
of 0 causes the sub-function to be skipped in the calculation while a negative value
causes a fitness value to be reduced instead of increased. For example, a D measure
will prefer a diverse set of notes using a parameter of 1 for octave range while
avoiding repetition using a value of −1 for repetition resulting in rewarding dif-
ferent octaves while punishing repeated notes.

Figure 3 provides an example for demonstrating the fitness function. The
measure consists of 6 individual notes, a chord and a rest, all of which are eighth

Table 3 Fitness function values

Evaluation type Description Parameter values

Note/chords/rests Percentage of notes/chords/rests 0−100, 0−100, 0−100
Time value Time duration 0, 1, 2, 4, 8, 16, 32, 64
Time range Desired time duration 0, −1, 1
Octave value Avg. octave of notes/chords 0−8
Octave range Desired octave 0, −1, 1
Repetition Degree of repetition of notes 0, −1, 1
Transition Avg. step size of adjacent notes 0, −1, 1
Key Identified key of this measure C, D, E, F, G, A, B

Fig. 3 Sample musical passage
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notes. The key for this portion of the song is F. In this measure, three-fourths of the
items are notes; this measure will score highly if the percentage of notes parameter
is a large percentage while the parameter for the percentage of chords and the
parameter for the percentage of rests are both small values. Each note in this
measure is an eighth note; the measure would score well if mid-duration notes are
desired for time value but if the parameter for time value is 1, 2, 32 or 64, this
measure would rate poorly for time value. This measure has an average octave of
3.86 so that it scores well for a target octave value of 4. Six of the seven
notes/chords are unique; this measure will score poorly if repetition is 1 and score
highly if repetition is −1. Transition is the average step size between each adjacent
note; in this measure the average step size is 2.71 so that 2.71 is added to the fitness
function score if the transition parameter is 1, and −2.71 if the transition parameter
is −1. Each note is in the key of F; if this measure is supposed to match this key,
this subfunction scores highly.

With measures ranked, they are ordered. The GA next generates a new popu-
lation of the measures. It does so by selecting the most fit measures matching the
measure types template generated by planning. The selection process utilizes elit-
ism, meaning that a parent can be retained for the next generation. Additionally, the
only selection criteria is the selection of the most fit measure as dictated by the
fitness function.

The selected measures become the parents of a new generation. GA operators are
now applied. With cross-over, two measures are randomly selected and a random
cross-over point is selected to swap the two parents’ latter halves. Cross-over is
applied to every pair of parents to create new children. Next, randomly selected
children have either mutation or inversion performed on them. Mutations alter the
timing or pitch of a note/chord or convert a note/chord to a chord/note/rest.
Inversion selects a random sequence of notes/chords/rests within a measure and
reverses that order. The degree to which mutation and inversion are applied is
controlled by user input. The new generation of children is then evaluated by fitness
function and ordered, along with the parents. Selection begins again, recreating the
song by selecting the best measure for each measure as created by the GA and
evaluated by the fitness function (again with the possibility that parents can be
reused in the new version). This cycle repeats for a user-preset number of
generations.

If configured, MAGE finishes the composition by generating a second instru-
ment to accompany the first. The planning layer adds modifiers to every measure to
indicate how the second instrument is generated. A measure can be independently
generated, a complete copy of the first instrument’s measure, or a copy of the first
half of a measure with an altered or newly generated second half. Alterations can
change the octave, timing or pitch of the notes/chords from the first instrument’s
measure. Figure 4 illustrates an occurrence where the second instrument is a copy
of the first instrument’s first half while creating an entirely different second half.
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4 Analysis of MAGE’s Compositions

This section presents a song generated using MAGE’s hybrid approach with Bach’s
Brandenburg Concerto 5 Pt 1 used as input. Shown here are the introduction, a
portion of the verse, and the chorus. While this example comes from the hybrid
algorithm’s output, by isolating MAGE’s internal modules, a stochastically gen-
erated song, and a song generated by both the stochastic and GA algorithms can
also be produced without the planning component’s involvement. The song covered
in this section also had both a stochastic-only and stochastic + GA version gen-
erated. All three songs have been uploaded to youtube as an aid in understanding
how each process contributes to the final output.

• Hybrid: https://www.youtube.com/watch?v=xdG4rf0-S2U
• Stochastic: https://www.youtube.com/watch?v=p1nNCERlsKI
• GA: https://www.youtube.com/watch?v=mCYfx3D2tR8

The rationale behind this example is to illustrate that the planning component of
MAGE provides something lacking from the stochastic-only and genetic algorithm
approaches. Specifically, planning allows for repetition of measures providing some
uniformity in the composition as well as the development of themes that can be
used throughout the composition.

Figure 5 illustrates four measures of the introduction. This introduction can be
thought of as simplistic and even boring. However, the alternating notes (A/G
followed by B/A) present a theme that is later woven into the verse.

Neither the stochastic nor genetic algorithm generated compositions have a
planned introduction. The stochastic approach provided a much more complex
introduction consisting of fast single notes. The genetic algorithm provided the most

Fig. 4 Generation of second instrument (bottom staff of both rows)
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interesting of the introductions by combining chords and notes, however, the notes
were either eighth notes or 32nd notes leading to a passage that was jarring and not
suitable for an introduction.

The next portion of the song is the verse. Neither the stochastic algorithm nor the
GA produced a verse because neither approach plan song components. Therefore,
after the introduction, the songs from these two algorithms merely produced more
measures with no discernable themes. In the case of the GA, the next portion of the
song consisted again of fast notes with some chords thrown in.

Figure 6 illustrates a portion of the hybrid version’s verse. First, there is a
2-measure transition between the introduction and the verse itself. A longer tran-
sition would occur in a longer song. The transition provides a segue into the verse
rather than a jarring change. Examining the portion of the verse shown (8 mea-
sures), one can see a fairly simplistic structure alternating chords and single notes.
The transition mirrors, to some extent, the single note variations found in the
introduction. The verse consists of a shifting sequence of chords/note moving
higher in pitch from an F to F# to G and back to F. This style of shifting
chords/notes of the verse continues for more measures (not shown in the figure).

The song then transitions into a chorus. A chorus should have a distinctly
different sound from the verse. This might be accomplished by switching from
mostly notes to mostly chords (or vice versa), changing from a minor key to a major
key, changing from a faster pace (shorter duration notes/chords) to a slower pace
(longer duration notes/chords) or it may involve some other fairly dramatic shift in
style. Again, neither the stochastically generated song nor the GA produced song
have anything akin to a chorus. The hybrid version however planned out a chorus,

Fig. 5 Introduction from the hybrid algorithm

Fig. 6 Verse (partial) from the hybrid algorithm
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preceded again by a short two-measure transition. The transition and the chorus are
shown in Fig. 7.

How listenable is the hybrid composition? It would not be considered equal to
human compositions, however, with more effort it could be transformed into a rea-
sonable piece of music. It contains many elements that a song-writer might desire:
repeated themes, simple structures combined with more complex structures, transi-
tions between components, clearly defined verses and choruses, no single theme that is
overly long. A second instrument could enhance the listenability of the composition.

5 Conclusions and Future Work

MAGE is a proof-of-concept system to illustrate that planning can play a significant
role in music composition. However, there are a number of design flaws with
MAGE that have led to interesting but not particularly listenable compositions. For
instance, generating a second instrument does not attempt to build upon the first
instrument by providing a harmony or an interesting counterpoint but is instead
somewhat randomly generated. Some of the modifiers used to alter a measure create
rather random and not pleasant new measures. While planning shows promise, the
approach needs improvement.

As MAGE was a graduate thesis project, there are several areas of future work.
The first is to modify the fitness function to quantify “listenability” of a measure.
Additionally, the fitness function only evaluates a measure in isolation and should
attempt to evaluate how well a measure fits with its surrounding measures as well.
There are few elements of music theory incorporated into the fitness function and
this needs to be expanded. Measure types, as generated by the planning layer, are
themselves artifacts of a rushed implementation. Types need to be refined in terms
of their impact such as by specifying that the measure should be adjusted based on
harmony or key modulation. Work continues on MAGE to make these and other
modifications. What is clear though is that planning can play a significant role in
music composition, improving on the chaotic and randomness that is generated with
a strictly stochastic or GA approach.

Fig. 7 Chorus from the hybrid algorithm
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Neural Network as a Tool for Detection
of Wine Grapes

Petr Dolezel, Pavel Skrabanek and Lumir Gago

Abstract The recognition of wine grapes in real-life images is a serious issue solved

by researches dealing with precision viticulture. The detection of wine grapes of red

varieties is a well mastered problem. On the other hand, the detection of white vari-

eties is still a challenging task. In this contribution, detectors designed for recognition

of white wine grapes in real-life images are introduced and evaluated. Two represen-

tations of object images are considered in this paper; namely, vector of normalized

pixel intensities and histograms of oriented gradients. In both cases, classifiers are

realized using feedforward multilayer neural networks. The detector based on the

histograms of oriented gradients has proven to be very effective by cross-validation.

The results obtained by its evaluation on independent testing data are slightly worse;

however, still very good. On the other hand, the representation using the vector of

normalized pixel intensities was stated as insufficient.

Keywords Grape detection ⋅ Neural networks ⋅ Image processing ⋅ Precision viti-

culture ⋅ HOG features

1 Introduction

Image processing has been applied in many areas, so far; and agriculture is no excep-

tion. Within last several years, the scope of the use has covered every considerable

agriculture sector [1]. Since this paper is focused on wine grapes recognition, some

applications of image processing related to viticulture are discussed in this section.
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Application of the image processing in the viticulture closely relates to a relatively

new concept which is known as precision viticulture (PV) [2]. The aim of PV is to

maximize yields and qualities while environmental impacts and risks are required

to be minimized. The image processing in PV is used to acquire of data at different

levels. In the context of this contribution, the detection of buds on winter vines [3],

weeding robots designed for vineyards [4], autonomous vineyard sprayers [5], or

the yield estimation [6, 7] should be mentioned. The referred papers propose to use

the image processing in different ways; however, the detection of grapes in real-life

images has been solved also by other researches [5–7].

The detection of wine grapes in RGB images can be treated in many different

ways, e.g. Diago et al. [7] use the Mahalanobis distance classification, Nuske et al.

[6] have based their work on radial symmetry transformation and Berenstein et al.

[5] take advantage of the decision tree algorithm. A number of solutions use support

vector machines (SVMs) as the classifier in combination with an appropriate feature

vector [8–10]. Although the stated solutions have proven to be functional and effec-

tive, they have some limitations. Some of them are designed for red varieties only

[7, 8, 11], performance of others might be insufficient for some applications.

Generally speaking, recognition of white varieties is far more challenging task,

although solutions mastering this kind of problem have been introduced in recent

works, too. Namely, the bunch detector described in [12] has the correct classifica-

tion of bunches at 91 %. A similar result is given by the detector introduced in [5].

However, significantly higher precision of a single grape detector offers a solution

introduced by Nuske et al. [6] where its overall precision is 0.980.

The brief summary shows that several grape detectors have been introduced until

now. Although performance of some of them is remarkable, they may not be applica-

ble for every PV solution. The lack of alternatives is the main motivation of this

paper. The alternative solutions introduced in this paper are based on artificial neural

networks (ANNs) in combination with two kinds of features vectors. Namely, vec-

tors of normalized pixel intensities (PI) and histograms of oriented gradients (HOG)

are considered. Although the introduced detectors are able to detect both wine vari-

eties, red and white, only detection of white varieties is considered in this paper.

Such selection has been motivated by the fact that the detection of white varieties is

the more challenging task.

The paper is further organized in the following way. The issue of the work is

properly formulated in Sect. 2. The structure of the grape detectors can be fined there,

too. Since the main issue of the work is design of the classifiers, this topic is covered

in details separately in Sect. 3. Creation of training and evaluation sets is described

in Sect. 4. Evaluation of the detectors and all related tasks are concerned in Sect. 5.

Finally, the conclusion is stated in Sect. 6.
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2 Problem Formulation

The goal of the presented work is a detection of grapes in real-life RGB images. In

the computer vision, the detection process usually consists of four steps. The first

step is acquiring an object image from a large real-life image; the second step is

image preprocessing (IP); the third one is extraction of features; and the final step is

classification of the object image using the feature vector. However, the grape berry

detectors introduced in this paper consist of three parts only; specifically, from the

IP, the features extraction and the classifier. The inputs of the detectors are size nor-

malized RGB object images. The outputs are classes of the object images. Schematic

representation of the detectors is shown in Fig. 1.

The structure of the detectors is based on our previous work [10]. The introduced

solutions differ from the original ones in the classifier. Thus, except the classifier,

the structure of the detectors is described only in necessary details in following sub-

sections.

2.1 Image Preprocessing

The IP consists of two steps. The first step is conversion of an input RGB object image

I = (IR, IG, IB) of size M × N from RGB model to the grayscale format according to

the ITU-R recommendation BT.601 [13]. The resulting grayscale image is obtained

by eliminating the hue and saturation information, while retaining the luminance

Y = 0.2989IR + 0.5870IG + 0.1140IB, (1)

where IR, IG and IB are intensity images of the red, green and blue components of the

RGB image I. Dimensions of the resulting image Y do not differ from the original

one.

The second step of the IP is contrast normalization of the grayscale image Y
according to

Fig. 1 Flow chart of the grape detectors
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YN =
Y − Y

min

Y
max

− Y
min

, (2)

where Y
min

is the smallest, and Y
max

is the highest value of luminance in Y . Each

pixel of the resulting image YN can take values from [0, 1].
The output of the image preprocessing is the contrast normalized grayscale image

YN of size M × N.

2.2 Features Extraction

Two types of features x, vector of normalized pixel intensities (PI) [14] and HOG

features [15], are considered. In the case of the PI, vectorization of the normalized

grayscale image YN is performed, i.e. x = vec(YN). The features extraction using the

HOG descriptor is more complicated, thus we refer to the original work in order

to maintain the transparency. However, its setting should be mentioned here: linear

gradient voting into 9 bins in 0◦–180◦; 6 × 6 px blocks; 2 × 2 px cells; 2 overlapping

cells between adjacent blocks.

2.3 Classifier

The aim of a classifier in a detector is to identify a category y of an object captured

in an object image. In this paper, just two categories of objects, ‘berry’ and ‘not

berry’, are considered, i.e. y ∈ {0, 1} where y = 1 is used for category ‘berry’ and

y = 0 for ‘not berry’. Hereinafter, the class ‘berry’ is called ‘positive’ and the class

‘not a berry’ is called ‘negative’. The category of the object image is judged by

the classifier using the feature vector x. Solutions introduced in [10] use SVMs as

classifiers; however, the classifiers based on ANNs are used in this paper.

3 Neural Network Classifier

For decision making, ANNs, or more precisely feedforward multilayer neural net-

works, are used in the introduced solution. For pattern recognition in input data,

there are recomended to use hyperbolic tangent activation functions in hidden layers

and softmax activation functions in output layer. See [16] for detailed information.

Such a topology of feedforward network is then called pattern recognition network

(PRN). The procedure of PRNs design involves training and testing set acquisition,

PRNs training, pruning and validating. The essential information related to this pro-

cedure is described in following subsections. More information about the process

can be found e.g. in [17, 18].
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To preserve the continuity, training sets introduced in [10] are used in this paper,

too. In total, five training sets were created and they are labeled as T where the ith
training set is denoted as T-i, where i ∈ X, and X = {1, 2,… , 5}. The creating of the

training sets and all other related issues are described in Sect. 4.

3.1 Suitable Topology of Neural Network

While a training of an PRN means to find optimal weights and biases, the pruning

converts the net into a simpler one while the performance of the original network

is kept. In this paper, optimal topology search is performed in the following way:

PRNs of various topologies are trained using a scaled conjugate gradient algorithm

[19] hundred times (random 70 % of the data set is used for training, 15 % for cross-

validation) and the results are statistically evaluated. Criterion for the evaluation is

defined as follows:

E = 1
N

N∑

i=1
[1 − out(i)]2, (3)

where out(i) is the actual output of the neuron expected to be activated and N is the

amount of data used for the cross-validation.

The whole procedure of pruning is performed only on the test T-1 for both con-

sidered feature vectors assuming that optimal topology for one set is close to optimal

for other training sets, too. Box graphs with the results of described procedure are

shown in Fig. 2. The central marks are medians, the edges of the boxes are 25th and

75th percentiles and the whiskers extend to the most extreme data points.

Considering PI features representation, topologies with two hidden layers provide

better results. However, increasing of the neurons in each hidden layer does not bring

any significant improvement. For HOG features, the situation is slightly different. In

this case, best results are provided by the net with 8 neurons in one hidden layer.

Incidentally, note that the results for PI are significantly inferior to results for HOG.
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Fig. 2 Statistics of pruning (Left—PI, Right–HOG)
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Fig. 3 Resulting topologies

of pattern recognition

networks

Thus, considering the facts mentioned above, resulting topologies for each repre-

sentation are shown in Fig. 3. PRNs of mentioned topologies are then trained using

a scaled conjugate gradient algorithm for all the training sets T—see next sections.

4 Creation of Training and Evaluation Sets

The important step by a classifier creation is a preparation of appropriate training

and evaluation sets. Naturally, the sampling of object images is of great importance

by their preparation; however, the source of the data is relevant, too. Thus, the con-

dition of the source photos taking are described in Sect. 4.1. Creation of training and

evaluation sets is described in Sect. 4.2.

4.1 Taking Pictures—Conditions of Field Experiment

The classifier proposed in this paper has been designed for recognition of grapes

of white wine varieties in photos captured under standardized conditions in natural

environment. In this particular case, the following conditions have been kept: the axis

of camera lens was approximately perpendicular to the vineyard rows, the distance

between the lens and a row was 1.4 m; the altitude of the camera was 1.25 m and the

focal length was 21 mm.

All the pictures were taken using camera body CANON EOS 1000D and CANON

ZOOM Lens EF-S 18–55 mm f/3.5–5.6 II. The settings for exposure were identical
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Fig. 4 Examples of source photos used by training and test sets creating

for all the photos, i.e. aperture was set to F6.7, shutter speed to 1/180 s and ISO to

100. The resolution of the RGB images was 1936 × 1288 px, 24 bit.

The photos were captured in a vineyard in Čejkovice, Czech Republic, in August

2014. The area of the field experiment is planted by Welschriesling variety. The

photos were taken at various locations of the area at different times, namely in the

morning and in the afternoon. The weather was stable and the whole day was partly

sunny. No artificial lighting was used during the field experiment. Two exemplary

source photos are shown in Fig. 4.

4.2 Creation of the Sets

A clear definition of the classes is essential for training and evaluation sets creating.

Thus let us define the classes at first. An object image belonging to the class ‘positive’

contains a berry of circle shape of diameter ranging between 30 and 40 px. Moreover,

the middle of the berry is required to be placed in the middle of the object image with

tolerance ±1 px. An object image belonging to the class ‘negative’ cannot contain

any complete berry of diameter ranging between 30 and 40 px.

According to the stated condition, five training sets T of 288 unique ‘positive’ and

288 unique ‘negative’ samples were created. They are based on a set of five variant

photos. As was already mentioned, the training sets introduced in [10] are used in

this work, too.

The test sets used by evaluation of the detectors are also adopted from our previ-

ous work [10]. A test set used by evaluation of the original detectors consist of 200
‘positive’ and 200 ‘negative’ samples. The test sets are based on one vineyard row

photo which has not been used by creating of the training sets. To create a single

test set, 50 unique ‘positive’ and 200 unique ‘negative’ samples were used. In addi-

tion, each test set was extended by artificial ‘positive’ samples [14]. The artificial

‘positive’ samples were created by turning of the images through an angle 𝜑, where

𝜑 ∈ {0, 𝜋∕2, 𝜋, 3𝜋∕2}.

Two types of test sets, environment type labeled as E and grape type labeled as

G, were created according to these conditions; five sets of each type were formed.
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Fig. 5 Examples of object images of class a ‘positive’, b‘negative’—grape type, c‘negative’—

environment type

The ith test set of type E is further denoted as E-i and the ith test set of type G as

G-i, where i ∈ X. The difference between these two types consists in selection of the

‘negative’ samples. The ‘negative’ samples in G are composed solely of incomplete

berries of diameter between 30 and 40 px while the ‘negative’ samples in E are based

on the environment only, and they do not capture even the smallest piece of targeted

berry. Examples of ‘positive’ samples as well as of both types of ‘negative’ samples

are shown in Fig. 5.

5 Evaluation of the Grape Detectors

The evaluation is a procedure used to report performance of a classifier. In most

applications, it is a common practice to use accuracy as the primary performance

criterion. However, this single measure may not be sufficient enough [20]. Thus,

two additional metrics, precision and recall, are proposed to evaluate the detectors.

The metrics are described by following equations:

Accuracy = TP + TN

TP + FP + TN + FN
, (4)

Precision = TP

TP + FP
, (5)

Recall = TP

TP + FN
, (6)

where TP (true positive) is the number of correctly classified positive images, FN

(false negative) is the number of misclassified positive images, FP (false positive) is

the number of misclassified negative images, and TN (true negative) is the number

of correctly classified negative images.

The results for best trained neural classifiers of topologies shown in Fig. 3 for both

image representations are summarized in Table 1.

As shown in the table above, the results for testing sets are generally better for

HOG features representation which confirms the note mentioned in Sect. 3.1. In addi-

tion, the values of all the criterions provide low variance. Hence, the HOG features

have proven to be suitable for grape detection in real scenes.
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Table 2 Average values of the performance metrics achieved by grape detectors based on SVMs

classifiers with RBF kernel on the testing sets; results were published in [10]

PI HOG

E-X G-X E-X G-X
Accuracy 0.736 0.737 0.894 0.853

Precision 0.886 0.915 0.993 0.993

Recall 0.542 0.523 0.794 0.710

Let us discuss now two other works with a similar focus; in [6], introduced clas-

sifier provides the average precision and the average recall 0.980 and 0.637, respec-

tively. In our case, considering that testing sets are affected by the rotation, the aver-

age precision is 0.987 on E and 0.986 on G; and the average recall is 0.805 on E and

0.758 on G. However, it is fair to remark that the results of the mentioned work are

not fully comparable to ours, since the conditions of data acquisition were different.

However, the results published in [10] are fully comparable. In this case, the same

training and testing sets are used, and even the same representations are applied. The

only difference is in the classifier itself, since support vector machines are applied

in [10].

In [10], linear and RBF kernel functions have been considered. Classifiers with

RBF kernel have proven to be better for both types of feature vectors. Average values

of the metrics are summarized in Table 2 for them.

Confronting Tables 1 and 2, a quaint fact reveals—while the better results are

provided by support vector machines using PI representation, pattern recognition

networks afford better qualities for HOG features representation. Anyway, both

approaches provide suitable solutions.

6 Conclusion

In this contribution, a reasonable detector for white grapes recognition in real-life

images is introduced. According to the results presented above, the image features

extraction using histogram of oriented gradients (contrary to pixel intensities) in

combination with pattern recognition network as a classifier looks like an effective

solution for such issues. Comparison to similar works seems to approve not only the

correct selection of a classifier, but the suitable choice of data representation, too.

Obviously, this work is only a part of a complex project. Introduced solution is

supposed to be used in commercial products, e.g. autonomous vehicles or yield esti-

mation.

Acknowledgments The work has been supported by the Funds of University of Pardubice, Czech

Republic. This support is very gratefully acknowledged.



Neural Network as a Tool for Detection of Wine Grapes 235

References

1. Vibhute, A., Bodhe, S.K.: Applications of image processing in agriculture: a survey. Int. J.

Comput. Appl. 52(2), 34–40 (2012)

2. Arnó Satorra, J., Martínez Casasnovas, J.A., Ribes Dasi, M., Rosell Polo, J.R.: Review. Pre-

cision viticulture. Research topics, challenges and opportunities in site-specific vineyard man-

agement. Spanish J. Agric. Res. 7(4), 779–790 (2009)

3. Xu, S., Xun, Y., Jia, T., Yang, Q.: Detection method for the buds on winter vines based on

computer vision. In: 2014 7th International Symposium on Computational Intelligence and

Design (ISCID), vol. 2, pp. 44–48 (2014)

4. Igawa, H., Tanaka, T., Kaneko, S., Tada, T., Suzuki, S., Ohmura, I.: Base position detection of

grape stem considering its displacement for weeding robot in vineyards. In: IECON 2012—

38th Annual Conference on IEEE Industrial Electronics Society, pp. 2567–2572 (2012)

5. Berenstein, R., Shahar, O., Shapiro, A., Edan, Y.: Grape clusters and foliage detection algo-

rithms for autonomous selective vineyard sprayer. Intell. Serv. Robot. 3(4), 233–243 (2010)

6. Nuske, S., Achar, S., Bates, T., Narasimhan, S., Singh, S.: Yield estimation in vineyards by

visual grape detection. In: 2011 IEEE/RSJ International Conference on Intelligent Robots and

Systems (IROS), pp. 2352–2358. IEEE (2011)

7. Diago, M.P., Correa, C., Milln, B., Barreiro, P., Valero, C., Tardaguila, J.: Grapevine yield and

leaf area estimation using supervised classification methodology on RGB images taken under

field conditions. Sensors 12(12), 16988–17006 (2012)

8. Chamelat, R., Rosso, E., Choksuriwong, A., Rosenberger, C., Laurent, H., Bro, P.: Grape detec-

tion by image processing. In: IECON 2006—32nd Annual Conference on IEEE Industrial Elec-

tronics, pp. 3697–3702 (2006)

9. Liu, S., Whitty, M.: Automatic grape bunch detection in vineyards with an SVM classifier. J.

Appl. Logic 13(4), 643–653 (2015)

10. Škrabánek, P., Runarsson, T.P.: Detection of grapes in natural environment using support vector

machine classifier. In: Proceedings of the 21st International Conference on Soft Computing

MENDEL 2015, Brno, Czech Republic, Brno University of Technology, pp. 143–150, 23–25

Jun 2015

11. Liu, S., Marden, S., Whitty, M.: Towards automated yield estimation in viticulture. In: Pro-

ceedings of Australasian Conference on Robotics and Automation, pp. 213–221 (2013)

12. Reis, M., Morais, R., Peres, E., Pereira, C., Contente, O., Soares, S., Valente, A., Baptista, J.,

Ferreira, P., Cruz, J.B.: Automatic detection of bunches of grapes in natural environment from

color images. J. Appl. Logic 10(4), 285–290 (2012)

13. ITU-R Recommendation BT.601: Studio encoding parameters of digital television for standard

4:3 and wide screen 16:9 aspect ratios (2011)

14. Lampert, C.H.: Kernel methods in computer vision. Found. Trends Comput. Graph. Vis. 4(3),

193–285 (2008)

15. Dalal, N., Triggs, B.: Histograms of oriented gradients for human detection. In: IEEE Computer

Society Conference on Computer Vision and Pattern Recognition, 2005. CVPR 2005, vol. 1,

pp. 886–893 (2005)

16. Resch, C., Pineda, F., Wang, J.J.: Automatic recognition and assignment of missile pieces in

clutter. In: International Joint Conference on Neural Networks, 1999. IJCNN’99, vol. 5, pp.

3177–3181 (1999)

17. Haykin, S.: Neural Networks: A Comprehensive Foundation. Prentice Hall (1999)

18. Nguyen, H., Prasad, N., Walker, C.: A First Course in Fuzzy and Neural Control. Chapman

and Hall/CRC (2003)

19. Moller, M.: A scaled conjugate gradient algorithm for fast supervised learning. Neural Netw.

6(4), 525–533 (1993)

20. Kubat, M.: An Introduction to Machine Learning. Springer International Publishing, Switzer-

land (2015)



Conceptual Design of Innovative Speech
Interfaces with Augmented Reality
and Interactive Systems for Controlling
Loader Cranes

Maciej Majewski and Wojciech Kacalak

Abstract The paper presents a concept of implementation of augmented reality,

interactive systems and an operator’s speech interface for controlling lifting devices.

The aim of the experimental research is to design a prototype of an innovative sys-

tem for controlling a mobile crane, equipped with a vision and sensorial system,

interactive manipulators with force feedback, as well as a system for bi-directional

voice communication through speech and natural language between an operator and

the controlled lifting device. The system is equipped with several adaptive intelli-

gent layers for human biometric identification, speech recognition, word recogni-

tion, analysis and recognition of commands and messages, sentence meaning analy-

sis, command effect analysis and safety assessment, process supervision and human

reaction assessment. The article presents the designed structure of an innovative sys-

tem for interaction of lifting devices with their operators, which provides versatility

in terms of application of the system when used for controlling and supervising mod-

ern machines and devices in conditions of difficulty or increased risk.

Keywords Intelligent interface ⋅ Interactive system ⋅ Speech communication ⋅
Intelligent control ⋅ Augmented reality ⋅ Applied neural networks

1 Introduction

In the upcoming era we will be facing rapid development of robotics and cybernetics.

Implementation of achievements of those fields has all the potential of paving a path

to producing the best results in terms of performance and safety of transshipment of

materials and products. This is perfectly exemplified by innovative systems of control
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designed for processes of precise positioning of objects and cargo, which make use

of intelligent systems of interaction between lifting devices and their operators. The

most up-to-date artificial intelligence-based technologies find their application in the

process of designing modern systems for controlling and supervising machines. An

example are vision systems—machine vision, augmented reality (AR), voice com-

munication as well as interactive controllers providing force feedback.

The design and implementation of intelligent human-machine interfaces is an

important field of applied research. A speech interface using the natural language is

ideal because it is the most natural, flexible, efficient, and economical form of human

communication. Application of intelligent human-machine speech interfaces offers

many advantages. It ensures robustness against human errors and efficient supervi-

sion of cargo positioning processes with adjustable level of automated supervision.

Speech interfaces also improve the cooperation between a human and a mobile crane

in respect to the richness of communication. This eliminates the need for a human to

be present near working lifting devices. Further, speech interaction allows for higher

organization level of transport processes, which is significant for their efficiency and

machine humanization. Transport decision and optimization systems can be remote

elements of transport processes.

The presented research involves the development of a system for controlling a

mobile crane, equipped with a vision and sensorial system, interactive manipula-

tors with force feedback, as well as a system for bi-directional voice communication

through speech and natural language between an operator and the controlled lifting

device. The main aim of the experimental research is to investigate potential possi-

bilities of using innovative operator-machine communication technologies to control

lifting devices. The goal is to develop higher-level intelligent systems for supervision

of cargo placement, and to make an attempt at combining results of the research into

a uniform concept of an innovative system for controlling a crane as well as building

its prototype.

2 The State of the Art

Recent advances in development of prototypes of human-machine speech-based

interfaces are described in articles in [1–4]. The speech and natural language of these

interfaces are spontaneous and their vocabularies are usually about tens of thousands

of words. In many potential applications of spoken language understanding systems,

the limiting factor may not be the error rates but an ability of the system to man-

age and recover from errors. The integration of speech recognition and natural lan-

guage in applications faces many of the same challenges that each of its components

face: accuracy, robustness, portability, speed, and size. The integration also gives

rise to some new challenges [5] which include integration strategies, coordination of

understanding components with system outputs, and handling of spontaneous speech

effects.
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With few exceptions, current research in human-machine speech-based interfaces

has focused on understanding of spoken input [3, 4]. However, many if not most

applications involve a collaboration between the human and the machine. In many

cases, spoken language output is an appropriate means of communication that may

or may not be taken advantage of, because of lack of coordination of understanding

components with system outputs. This paper offers an approach using a concept of

a complete speech communication system to deal with the above problems.

3 The Design of an Innovative Speech Interface

The ARSC (Augmented Reality and Smart Control) prototype control system uses:

intelligent visual-aid systems based on augmented reality, interactive manipulation

systems providing force feedback, as well as natural-language voice communication

techniques. Realization of the cargo processes is in conditions of uncertainty and

unrepeatability of processes. We propose a new concept which consists of a novel

approach to these systems, with particular emphasis on their ability to be truly flex-

ible, adaptive, human error-tolerant, and supportive both of human-operators and

data processing systems. A diagram depicting the ARSC system concept is presented

in abbreviated form in Fig. 1. The concept specifies integration of a system for bi-

directional natural-language communication with a visual and sensorial system. The

research has dedicated special attention towards the possibility of partial or full com-

mercialization of its results.

The proposed interactive system (Fig. 2) contains many specialized modules and

it is divided into the following subsystems: a subsystem for voice communication

between a human-operator and the mobile crane, a subsystem for natural language

meaning analysis, a subsystem for operator’s command effect analysis and evalua-

tion, a subsystem for command safety assessment, a subsystem for command exe-

cution, a subsystem of supervision and diagnostics, a subsystem of decision-making

and learning, a subsystem of interactive manipulators with force feedback, and a

visual and sensorial subsystem.

The novelty of the system also consists of inclusion of several adaptive layers

in the spoken natural language command interface for human biometric identifica-

tion, speech recognition, word recognition, sentence syntax and segment analysis,

command analysis and recognition, command effect analysis and safety assessment,

process supervision and human reaction assessment.

3.1 Meaning Analysis of Messages and Commands

The proposed method for meaning analysis of words, commands and messages uses

binary neural networks for natural language understanding. The motivation behind

using this type of neural networks for meaning analysis is that they offer an advan-
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Fig. 1 A concept of the ARSC control systems for loader cranes (Hiab XS 111)

tage of simple binarization of words, commands and sentences, as well as very fast

training and run-time response.

In the natural language meaning analysis process, the speech signal is converted

to text and numeric values by the spontaneous speech recognition module. After a

successful utterance recognition, a text command in a natural language is further

processed. Individual words treated as isolated components of the text are subse-

quently processed with the character-strings analysis module. The letters grouped in

segments are then processed by the word analysis module. In the next stage, the ana-

lyzed word segments are inputs of the neural network for recognizing words (Fig. 3).

The network uses a training file containing also words and is trained to recognize

words as command components, with words represented by output neurons.
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Fig. 2 Designed structure of an innovative system for interaction of lifting devices with their oper-

ators equipped with a speech interface, vision and sensorial systems, and interactive manipulators

with force feedback

In the meaning analysis process of text messages in a natural language, the mean-

ing analysis of words as command or message components is performed. The recog-

nized words are transferred to the command syntax analysis module which uses com-

mand segment patterns. It analyses commands and identifies them as segments with

regards to meaning, and also codes commands as vectors. They are sent to the com-
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Fig. 3 Illustrative example of word recognition using neural networks

mand segment analysis module with Hamming networks with encoded command

segment patterns. The commands become inputs of the command recognition mod-

ule. The module uses a 3-layer Hamming network to classify the command and find

its meaning (Fig. 4). The neural network of this module uses a training file with pos-

sible meaningful commands.
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Fig. 5 Block diagram of exemplary command meaning analysis cycle

The Hamming network is chosen for both the word recognition and command

recognition module as shown in Figs. 3 and 4. The network allows for simple bina-

rization of words and sentences. The cycle of exemplary command meaning analy-

sis is presented in Fig. 5. The structure and features of the Hamming network as a

classifier-expert module for word and sentence recognition were described in detail

in [6]. The network implements the nearest-neighbor classification rule. Each train-

ing data vector is assigned a single class and during the recognition phase only a

single nearest vector to the input pattern x is found and its class Ci is returned. There

are two main phases of the operation of the network: training (initialization) and

classification.

3.2 Command Effect Analysis and Safety Assessment

In the innovative speech interface, the problem of effect analysis and safety assess-

ment of commands can be solved with hybrid probabilistic neural networks. The pro-

posed method (Fig. 6a) uses developed hybrid multilayer neural networks consisting

of a modified probabilistic neural network combined with a single layer classifier.

The probabilistic neural network is interesting, because it is possible to implement

and develop numerous enhancements, extensions, and generalizations of the orig-

inal model [7]. The presented approach can be suitable for many automated cargo

manipulation processes.
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Fig. 6 a Hybrid neural model of effect analysis and safety assessment of commands in a cargo

manipulation process. b The architecture of the hybrid neural network used. c Neuron of the pattern

layer. d Neuron of the output layer

The effect analysis and safety assessment of commands is based on information

on features, conditions and parameters of the cargo positioning process. The input

signals of the network can include: mobile crane power, gripper relocation speed,

gripper movement speed, gripper position accuracy, gripping speed, gripping sensi-
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tivity, collision avoidance sensitivity, gripping servo power, load relocation accuracy,

positioning path accuracy, load weight, load dimensions, load damage resistance

coefficient, and load gripping easiness coefficient. The values of the input signals

are subject to normalization.

The effect analysis and safety assessment is performed by the developed hybrid

network that works as a classifier of the cargo manipulation process state. Its out-

put computes the following classes: nominal state, correct work state, unstable work

state, state leading to incorrect work, failure menace state, state leading to process

interruption, process interruption state, incorrect process state, incomplete supervi-

sion state, state leading to supervision extension, state leading to correct work. The

architecture of the hybrid network used is shown in Fig. 6b–d. It is composed of

interconnected neurons organized in successive layers. The hybrid network consists

of five layers: preprocessing, input, pattern, summation and output layers.

4 Conclusions and Perspectives

The designed interaction system is equipped with the most modern artificial

intelligence-based technologies: vision systems, augmented reality, voice communi-

cation and interactive manipulators with force feedback. Modern control and super-

vision systems allow to efficiently and securely transfer, and precisely place materi-

als, products and fragile cargo.

The proposed design of the innovative speech interface for controlling lifting

devices has been based on hybrid neural network architectures. They serve as flexi-

ble engines for development, experimentation and validation of the presented design.

The design can be considered as an attempt to create a standard intelligent system for

execution, control, supervision and optimization of cargo handling processes using

communication by speech and natural language. This is important for development

of effective and flexible cargo manipulation methods.
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Sentiment Analysis of Customer Reviews
Using Robust Hierarchical Bidirectional
Recurrent Neural Network

Arindam Chaudhuri and Soumya K. Ghosh

Abstract With tremendous growth of online content, sentiment analysis of customer
reviews has become an active research topic for machine learning community.
However, due to variety of products being reviewed online traditional methods do not
give desirable results. As number of reviews expand, it is essential to develop robust
sentiment analysis model capable of extracting product aspects and determine senti-
ments adhering to various accuracy measures. Here, hierarchical bidirectional recur-
rent neural network (HBRNN) is developed in order to characterize sentiment specific
aspects in review data available at DBS Text Mining Challenge. HBRNN predicts
aspect sentiments vector at review level. HBRNN is optimized by fine tuning different
network parameters and comparedwithmethods like long short termmemory (LSTM)
and bidirectional LSTM (BLSTM). The methods are evaluated with highly skewed
data. All models are evaluated using precision, recall and F1 scores. The results on
experimental dataset indicate superiority of HBRNN over other techniques.

Keywords Semantic analysis ⋅ Customer reviews ⋅ RNN ⋅ BRNN ⋅
HBRNN

1 Introduction

In the present competitive business scenario vast amount of consumer reviews are
written on Web about any product or service [1]. WWW contains an overwhelming
volume of customer reviews [2] about different categories of commodities avail-
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able. An appreciable number of websites, blogs and forums allow customers to post
opinions about products or services. They describe general sentiment of customer
towards the product in detail [3]. The aggregated aspect level sentiment analysis is
valuable information source when a company is introducing new product and wants
to create hype. Carefully managing sentiment of potential customers is paramount
to succeeding in creating buzz for new product. For products that already exist, this
detailed information extracted from customer reviews is useful to improve quality
of service or product. The customer reviews are thus essential to potential cus-
tomers, retailers and manufacturers in their efforts to understand general opinions of
customers and making better decisions. However, as number of reviews expand it
becomes difficult for users to obtain comprehensive view of opinions of customers
about various aspects manually. Consequently proper analysis and summarization
of reviews are required to enable potential users to visualize opinions about specific
features of products. Thus, it is highly desirable to develop a robust sentiment
analysis tool capable of performing sentiment analysis for reviews considering
various accuracy measures.

Since the past decade sentiment analysis for online customer reviews has attracted
attention from researchers of machine learning domain [4]. The fundamental problem
in here revolves around aspect detection [5]. Aspects are entities on which opinions
are expressed. They are important because without knowing them opinions expressed
in review are of limited use. The aspect detection is critical to sentiment analysis
because its effectiveness affects performance of opinionword detection and sentiment
orientation identification. Product reviews have always influenced customers’ more
than website information [6]. Investigating this relation between company and con-
sumer generated information helps to improve company sales [7, 8]. Opinions stated
on Web have become resource for companies. However, in order to achieve fine
grained information for analyses, various aspects of product must be first recognized
in text. Several methods have been proposed in product review mining. This involves
broad range of fields from document to aspect level sentiment analysis for different
reviews. Some of the notable research in recent past includes works by [8–12].

In this paper, robust hierarchical bidirectional recurrent neural network (HBRNN)
is proposed for semantic analysis of DBS Text Mining Challenge 2015 data [13]
which contains customer reviews of different hotels. HBRNN takes full advantage of
deep recurrent neural network (RNN) towards modelling long-term contextual
information of temporal sequences in data. The prediction of aspect sentiments
vector is done by HBRNN at review level. The performance of HBRNN is improved
by fine tuning parameters of network. It is compared with other methods such as long
short term memory (LSTM) and bidirectional LSTM (BLSTM). The experiments are
performed and evaluation is done on highly biased data. The aspect information
content is increased through mini-batch sampling. The models are evaluated using
precision, recall and F1 scores. The promising results on experimental dataset
indicate superiority of HBRNN over other methods. This paper is organized as
follows. In Sect. 2 computational method of HBRNN is highlighted. This is fol-
lowed by experiments and results in Sect. 3. Finally in Sect. 4 conclusions are given.
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2 Computational Method

In this section mathematical framework of proposed HBRNN model [14] is
presented.

2.1 Problem Description

The customer reviews of different hotels spread across the world are considered to
extract entity level sentiments. The hotel reviews are analyzed by (a) extracting
most important features of hotel and (b) assigning an overall score for each of them.
This allows us to structure information from reviews by summarizing them in a
comprehensive and concise form. The problem can thus be formulated as: Given a
review as form of sentence si, the sentiment scores ssa, i of relevant features or
aspects a are to be identified.

2.2 Datasets

The experimental data is taken fromDBSTextMiningChallenge 2015which consists
of reviews of 1500 hotels [13]. Each hotel review is contained in separate file which
contains hotel’s name and identification. The content tag contains an individual
review. The review is followed by date tag. Each of these sentences in dataset has
reviewed entity and level of sentiment involved. After performing experiments with
dataset more than 7000 reviews are labelled manually. The total dataset contained
150,175 labelled reviews with 7 aspects viz comfort, excellent, hospitality, delicious,
superb, cheap, features. Aspect sentiments are labelled on scale from − 7, . . . , 7. Here
only aspect sentiments on scale from − 1, . . . , 1: si = − 1, 0, 1 are considered. The
data is pre-processed to fit aspect mentioned in aspect buckets.

2.3 Recurrent Neural Network and Long Short Term
Memory Neuron

RNNs are deep learning artificial neural networks (ANNs) [15] where connections
between different computational units form directed cycle. This creates an internal
network state that exhibits its dynamic temporal behavior. RNNs use internal
memory to process arbitrary input sequences. This makes them suitable for
non-segmented handwriting recognition tasks. RNNs are more efficient than tra-
ditional ANNs and support vector machines (SVM) [14, 15] because they can be
trained in either supervised or unsupervised manner. The network learns something
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intrinsic about data without help of target vector and is stored as network weights.
The unsupervised training in network has identical input as target units. In deep
learning optimization routine applied to network architecture itself. The network is
directed graph where each hidden unit is connected to other hidden units. Each
hidden layer going further into network is non-linear combination of layers because
of combination of outputs from all previous units’ with their activation functions.
When optimization routine is applied to network, each hidden layer becomes
optimally weighted and non-linear layer. When each sequential hidden layer has
fewer units than one below it then each hidden layer becomes low dimensional
projection of layer below it. With recurrent structure, RNN models contextual
information of temporal sequence. Generally it is very difficult to train RNNs with
commonly used activation functions due to vanishing gradient and error blowing up
problems [15]. To solve this LSTM architecture is used [14] which replaces non-
linear units in traditional RNNs. Figure 1 illustrates LSTM memory block with
single cell. It contains one self-connected memory cell and three multiplicative units
viz input gate, forget gate and output gate which can store and access long range
contextual information of temporal sequence. The activations of memory cell and
three gates are available in [15]. In order to utilize past and future context, BRNN is
used through forward and backward sequence [15] to two separate recurrent hidden
layers. These two recurrent hidden layers share same output layer.

2.4 Bidirectional Recurrent Neural Network for Semantic
Analysis

Here BRNN [14] is evaluated in terms of RNN which is used to develop
HBRNN. Instead of providing output for each word, the model gives only out-
puts as final prediction at end of sentence. To capture the entire context,
backpropagation-through-time parameter is selected so that it exceeds sentence

Fig. 1 Long short term
memory block with one cell
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length. The customer reviews from DBS Text Mining Challenge dataset is
expressed through 150,175 labelled reviews with 7 aspects such as comfort,
excellent, hospitality, delicious, superb, cheap, features [14]. For each of these 7
aspects, there is −1, 0, 1 so that there is one-hot vector of 3 elements for each one;
−1 (most negative), 1 (most positive) and 0 (neutral). If review does not mention an
aspect it is assumed neutral. For 7 different aspects prediction is z ̂∈R21. Consid-
ering yð1Þ, yð2Þ, . . . forward propagation is:

pðtÞ = σ Wppðt− 1Þ +WyyðtÞ
� �

ð1Þ

The final output for each aspect results in:

ẑ= softmax Wsht=T� � ð2Þ

Here z ̂ is concatenation of single predictions for each aspect of product:

z ̂= ẑ1 z2̂ z3̂ z4̂ z5̂ z6̂ ẑ7ð ÞT ð3Þ

The sentiment is calculated at end. The matrices Wy, Wp, Ws and M word vectors
are required to be learned. The idea behind this structure is that RNNs accumulate
the sentiment over whole sentence. Post word context is not considered as sentence
is observed only in one direction. In order to determine aspect sentiment BRNN is
used. In BRNN accumulation task is performed in two directions which allow more
flexibility. The model runs through sequence in reverse order with different set of
parameters that is updated. In order to specify backward channel sequence of words
are inverted and the same RNN is performed as done before on other direction. The
final output is calculated concatenating pg and ph from both directions:

pðtÞg = σ Wpgp
ðt− 1Þ
g +WyyðtÞ

� �

ð4Þ

pðtÞh = σ Wphp
ðt− 1Þ
h

+Wyy
ðtÞ
inverted

� �

ð5Þ

z ̂= softmax Ws, brnn
pg
ph

� �

+ bs

� �

ð6Þ

In order to capture aspects context in more granular way LSTM version of RNN is
deployed here. Instead of just scanning word sequence in order the model stores
information in gated units in an input gate iðtÞ with weight on current cell, a forget
gate f ðtÞ, an output gate oðtÞ to specify relevance of current cell content and new
memory cell eccðtÞ. For time series tasks of unknown length LSTM are capable of
storing and forgetting information better than their counterparts [14, 16].
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iðtÞ = σ Wiyt +Vppðt− 1Þ
� �

ð7Þ

f ðtÞ = σ Wfyt +Vfpðt− 1Þ
� �

ð8Þ

oðtÞ = σ Woyt +Vopðt− 1Þ
� �

ð9Þ

eccðtÞ = tanh Wccyt +Vccpðt− 1Þ
� �

ð10Þ

ccðtÞ = f ðtÞccðt− 1Þ + iðtÞ eccðtÞ ð11Þ

pðtÞ = otðtÞtanh ccðtÞ
� �

ð12Þ

Here, fsðtÞ and hvðtÞ are final and hidden vectors. The prediction now becomes:

z ̂= softmax Wzp+ bzð Þ ð13Þ

The model is implemented using MATLAB. The bidirectional LSTM version of
RNN scans sequence of words in reverse order using second set of parameters. The
final output is concatenation of final hidden vectors from original and reversed
sequence:

z ̂= softmax Wz
pTg
pTh

� �

+ bz

� �

ð14Þ

The standard version of RNN performs below expectations as most reviews do not
contain detectable aspects with positive or negative sentiment. Prior distribution of
dataset is biased towards 0 class (neutral class). The model tends to always predict 0
and is not capable to predict –1 or 1.

2.5 Hierarchical Bidirectional Recurrent Neural Network
for Semantic Analysis

The hierarchical version of BRNN viz HBRNN [14] for semantic analysis of review
data is proposed here in terms of BRNN. The computational benefits received from
BRNN [14, 15] serve the major motivation. HBRNN is different from BRNN in
terms of efficient classification accuracy based on similarities and running time
when volume of data grows [14]. The architecture of proposed model is shown in
Fig. 2 where temporal sequences in review are modeled by BRNNs which are
combined together to form HBRNN. The model is composed of 6 layers viz
br1 − br2 − br3 − br4 − fc− sm. Here, bri; i=1, 2, 3, 4 denote layers with BRNN
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nodes, fc denotes fully connected layer and sm denotes softmax layer. In HBRNN
each layer takes care of classification tasks [14] and plays a vital role in success of
whole network. Each layer constitutes hierarchy of classifier. To recover any single
hierarchy split BRNN is run on small subset of review data comprising of few
words [14] to compute seed classification value. The subset of input dataset is
produced randomly. This activity starts at layer br1. Using initial classification
value, remaining data is placed into seed class for which it is most similar on
average. This results in classification of entire dataset using only similarities to
words in small subset. By recursively applying this procedure to each class
HBRNN is obtained using small fraction of similarities. The classification task
proceeds till br4. In this recursive phase no measurements are observed between
classes at previous split. This results in robust HBRNN that aligns its measurements
mt to resolve higher resolution in the class structure. The pseudo code for HBRNN
is shown in Algorithm 1.

Algorithm 1: HBRNN BRNN,mt, yif gWrj
i=1,Csj

� �

if Wrj <mt then return yif gWrj
i=1

Select V ⊆ yif gWrj
i=1 of size v uniformly at random

C′

1, . . . ,C
′

Csj ←BRNN V ,Csj
� �

Set C1 ←C′

1, . . . ,CWrj ←C′

Wrj

Fig. 2 The architecture of proposed HBRNN model
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for yi ∈ yif gWrj
i=1\V do

∀k∈ Csj
� 	

, αk ← 1
C′

jj j ∑
ys ∈C′

j

S yi, ysð Þ

Cargmaxk∈ Csj½ �αk ←Cargmaxk∈ Csj½ �αi ∪ yif g

end for
output Ck, HBRNN BRNN,mt,Ck,Csj

� �
 �Csj
j=1

HBRNN is characterized in terms of probability of success in recovering true
hierarchy Cs*, measurement and runtime complexity. Some restrictions are placed
on similarity function S such that similarities agree with hierarchy up to some
random noise:

S1 For each yi ∈Csj ∈Cs* and j′ ≠ j:

minyp ∈Csj 𝔼𝕩𝕡 S yi, yp
� �� 	

− maxyp ∈Cs′j
𝔼𝕩𝕡 S yi, yp

� �� 	

≥ γ >0

Here expectations are taken with respect to the possible noise on S.
S2 For each yi ∈Ctj, a set of Vj words of size vj drawn uniformly from Csj

satisfies:

ℙ𝕣𝕠𝕓 minyp ∈Csj 𝔼𝕩𝕡 S yi, yp
� �� 	

− ∑yp ∈Vj

S yi, yp
� �

vj
> ϵ

� �

≤ 2e
− 2vjϵ

2

σ2

n o

Here σ2 ≥ 0 parameterizes noise on similarity function S. Similarly set Vj′ of size vj′
drawn uniformly from cluster Csj′ with j≠ j satisfies:

ℙ𝕣𝕠𝕓 ∑yp ∈Vj′

S yi, yp
� �

vj′
− maxyp ∈Cj′

𝔼𝕩𝕡 S yi, yp
� �� 	

> ϵ

� �

≤ 2e
− 2v

j′
ε2

σ2

n o

The condition S1 states that similarity from word yi to its class should be in
expectation larger than similarity from that word to other class. This is related to
tight classification condition [14] and is less stringent than earlier results. The
condition S2 enforces that within-and-between-class similarities concentrate away
from each other. This condition is satisfied if similarities are constant in expectation
perturbed with any subgaussian noise. From the viewpoint of feature learning
stacked BRNNs extracts temporal features of sentiment sequences in data. After
obtaining features of sentiment sequence, fully connected layer fc and softmax layer
sm performs classification. The LSTM architecture effectively overcomes vanishing
gradient problem [14]. The LSTM neurons are adopted in last recurrent layer br4.
The first three BRNN layers use tanh activation function. This is trade-off between
improving representation ability and avoiding over fitting. The number of weights
in LSTM is more than that in tanh neuron. It is easy to overfit network with limited
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data training sequences. The algorithm has certain shortcomings for practical
applications. Specifically if Cs is known and constant across splits in hierarchy,
above assumptions are violated in practice. This is resolved by fine tuning the
algorithm with heuristics. The eigengap is employed where Cs is chosen such that
eigenvalues gap of Laplacian is large. All subsampled words in data are discarded
with low degree when restricted to sample with removes underrepresented classes
from sample. In averaging phase if words in data are not similar to any represented
class, new class for the word is created.

3 Experiments and Results

In this section experimental results are presented for opinion target extraction from
reviews of DBS Text Mining Challenge 2015 datasets [13]. The train, development
and test set splits are used to compare results with benchmark systems. The general
performance of HBRNN is presented on datasets based on tenfold cross validation.
The performance of HBRNN is evaluated with standard precision, recall andF1 score
measures. TheF1 score is equivalent to harmonicmean of recall and precision and has
higher significance. For multiclass classification problemmacro-averaged F1 score is
selected as it gives equal weight to all classes and emphasises on rare classes [14, 16]:

Fi =
2 ⋅ pri ⋅ rei
pri + rei

ð15Þ

Fmacro =
∑i Fi

nclasses
ð16Þ

Here pr and re are precision and recall. It is calculated from local categories and then
averaged without considering data distribution. The micro-averaged F1 score is:

prglobal =
∑i TPi

∑i TPi +FPið Þ ð17Þ

reglobal =
∑i TPi

∑i TPi +FNið Þ ð18Þ

Fmicro =
2 ⋅ prglobal ⋅ reglobal
prglobal + reglobal

ð19Þ

In all experiments paired t-test are used on F1 scores to measure statistical sig-
nificance. Highly biased data majority or duplicate minority classes are
sub-sampled. Each non-trivial review is duplicated number of non-trivial aspects
times contained in review. This method affects training data. The test is performed
with and without combinations of other methods. The cost function is modified
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directly in model. The prediction problem is overcome by multiplying cost with
weighting term wi >1 for non-trivial classes and wi <1 for 0 class. The cross
entropy cost function for aspect results in:

ECa = ∑i wizi log zîð Þ
subject to: ∑i wi =1∧w1 =w3

ð20Þ

Fig. 3 a RNN, BRNN and HBRNN behaviour (cross entropy loss vs. epoch number). b RNN,
BRNN and HBRNN behaviour (mod. cross entropy loss vs. epoch number)
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The cost function is penalized more when existing sentiments are missed and it forces
to look for sentiments. If weights assigned tow1 andw3 are smaller thanw2, the model
predicts zeroes. Ifw1 andw3 are too large as compared tow2 the network predicts with
lower accuracy. The weights in network are initialized by sampling from small ran-
dom uniform distribution 𝕌 − 0.2, 0.2ð Þ. The optimal weights are found using cross
validation and F1 scores. The optimal weights for evaluation are w= ½1.1, 0.8, 1.1�.
The aspect information content is solved by increasing mini-batch sampling. This is
based on mini-batch gradient descent augmented with information gain. Each
mini-batch is created by randomly sampling data from training set. It is used to build
mini-batch with highest possible entropy. On maximizing entropy it is likely to
maximize information capability of each batch. The algorithm for batch creation has
been adopted from [14, 16]. In order to find right parameters, datasets are divided into
three subsets viz training set, development set for cross validation and optimization
and test set for determination of final scores. The test set is prepared by separating
randomly 10 % of available training data; remaining 70 and 20 % are used for training
and cross validation. The time step is fixed to 5 on basis of validation set performance.
Smaller values affect performance while larger values give no significant gains. The
learning rate isfine tuned to reasonable value. Theword vector dimension and number
of epochs are adjusted jointly or marginally in terms of complexity and time. A fixed

Table 1 The results of different semantic analysis models in terms of precision, recall, F1 (macro)
and F1 (micro) percentage scores

Semantic analysis models Precision Recall F1 (macro) F1 (micro)

RNN 82.2 90.2 31.2 81.2
RNN (duplicate) 84.5 89.5 31.5 86.5
Weighted RNN (duplicate) 86.5 90.2 32.5 85.5
BRNN 85.5 90.5 35.2 86.5
BRNN (duplicate) 86.0 90.0 43.0 87.5
Weighted BRNN (duplicate) 90.0 91.0 42.4 87.6
BRNN (mini-batches) 91.0 91.0 47.2 91.5
Weighted BRNN (mini-batches) 86.2 90.0 37.5 87.2
LSTM (duplicate) 82.0 90.2 32.5 91.0
Weighted LSTM (duplicate) 83.5 90.0 34.5 89.5
LSTM (mini-batches) 84.5 82.6 40.0 83.2
Weighted LSTM (mini-batches) 84.2 85.6 40.2 86.5
BLSTM (duplicate) 82.2 90.0 32.5 90.6
Weighted BLSTM (duplicate) 82.0 89.0 32.4 89.6
BLSTM (mini-batches) 84.7 88.6 40.0 89.0
Weighted BLSTM (mini-batches) 84.2 84.0 38.5 85.2
HBRNN (duplicate) 89.2 93.2 36.5 91.5
Weighted HBRNN (duplicate) 92.2 94.2 38.2 93.2
HBRNN (mini-batches) 93.5 94.5 40.2 94.2
Weighted HBRNN (mini-batches) 94.2 95.2 40.5 96.2
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learning rate of 0.01 is used but batch size is changed depending on sentence length
[14]. The process is repeated for 30 epochs andF1 score is calculated on validation set
after each epoch. The size of context window is set to 3 based on validation set
performance. Figure 3a, b show behaviour of RNN, BRNN, HBRNN, LSTM and
BLSTM through different epochs. From epoch 10 models start overfitting so it is
chosen for evaluation. For implementation word vector dimension is taken as 120 and
LSTM hidden layer dimensions are set at 40. Table 1 shows performance metrics of
models. RNN performs poorly and predicts only zeros. LSTM and BLSTM perform
poorly as RNN. It is observed from Table 1 that BRNN combined with HBRNN
based on augmented mini-batches performs best in all metrics. It can be taken as the
best way to overcome biased distribution given lack of flexibility and high bias.

4 Conclusion

Aspect specific sentiment analysis for reviews of different products is gaining
popularity among machine learning researchers. The problem becomes challenging
when data volume grows. The entity level semantic analysis with robust HBRNN is
proposed here. It is presented as general class of discriminative model based on
RNN architecture and word embeddings. HBRNN is developed by extending RNN
and BRNN so that accuracy and efficiency are improved. This optimization is
achieved by fine tuning different parameters. The results are compared with LSTM
and BLSTM also. The major challenges encountered here include: (a) lack of high
quality labeled online review data and (b) high skewness in review data. The aspect
information content which increased mini-batch sampling is used during experi-
ments. All methods are evaluated using precision, recall and F1 scores. The
experimental results have proved the fact that HBRNN has outperformed all other
methods. As future work the proposed method would be applied to other fine
grained text and opinion mining tasks with increasing data volumes. Also experi-
ments are to be performed in order to determine to what extent these tasks be jointly
modeled in this multitasking framework by incorporating soft computing tools.
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Binary Image Quality Assessment—A
Hybrid Approach Based on Binarization
Evaluation Methods

Krzysztof Okarma

Abstract In the paper the idea of multiple metrics fusion for binary image quality

assessment is presented together with experimental results obtained using the images

from Bilevel Image Similarity Ground Truth Archive. As the performance evaluation

of any full-reference image quality assessment metric requires both the knowledge

of reference images with perfect quality and the results of subjective evaluation of

distorted images, several such datasets have been developed during recent years.

Nevertheless, the specificity of binary images requires the use of some other metrics

which should also be verified in view of their correlation with subjective perception.

Such task can be done using a dedicated database of binary images followed by the

combination of multiple metrics leading to even higher correlation with subjective

scores presented in this paper.

1 Introduction

Computer vision and image analysis applications, rapidly developing during recent

years, require the input data being the images of possibly highest quality in order

to guarantee their proper work. Nevertheless, the specificity of images used in such

systems may also play an important role in the aspect of their quality assessment.

As for many systems, the use of greyscale images is sufficient, many image quality

assessment methods have been developed for such type of images. They are mainly

full-reference metrics, which require the knowledge of original undistorted image,

starting from classical metrics based on Mean Square Error (MSE) and Peak Sig-

nal to Noise Ratio (PSNR) through Structural Similarity (SSIM) [13, 14] and its

modifications [1, 4, 11] to combined (hybrid) metrics [5, 7–9] discussed later.
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As image quality metrics developed by various researchers are expected to be as

universal as possible, one of the most relevant issues is related to the accordance of

such objective metrics with the results of subjective quality evaluations conducted

by human observers. Several datasets of images contaminated by various distortions,

including the results of their subjective quality evaluation, have been developed for

this purpose, containing also color images as well as video sequences, but only a few

of them contain colour specific distortions. Probably the most relevant state-of-the-

art dataset containing numerous images and various distortions is TID2013 data-

base [10].

In some applications e.g. related to industrial machine vision, robotics, inspec-

tion, localization or document analysis and Optical Mark/Character Recognition

(OMR/OCR), the usefulness of binary images is undoubtful. Unfortunately, image

quality metrics developed for greyscale or colour images not necessarily perform

well for binary images as they are highly correlated neither with subjective percep-

tion nor more objective results of further image analysis e.g. related to recognition

accuracy. For those reasons there is an interesting challenge related to transferring

of some ideas useful for greyscale image quality assessment into binary imaging

domain taking into account the specificity of possible applications. In this paper the

possibility of applying the multi-metric combined approach for binary image quality

assessment is considered in view of metrics dedicated mainly to evaluation of image

binarization results. Quite similar approaches based on the combination of several

features are typically used also in detection and classification of some objects on

scanned documents e.g. containing stamps [2].

2 Evaluation of Binarization Results

Most of the metrics typically applied for evaluation of various image binarization

algorithms are also typical for some other classification purposes. The simplest met-

rics are based on the number od true positives (TP), true negatives (TN), false posi-

tives (FP) and false negatives (FN) leading to the definition of Precision (defined as

the percentage of the ground truth image object’s pixels detected in the binary image

equivalent to the true positives to all positives ratio) and Recall (being the ratio of

TN to the sum of TP and FN). On the base of those values some other quantities

can also be determined [12] such as sensitivity, specificity, accuracy, F-Measure, F1

score or Matthews correlation coefficient.

Another group of metrics which can be distinguished can be considered as more

specialised devoted to evaluation of binary images. The first of such metrics is well-

known Peak Signal to Noise Ratio (PSNR) used also for greyscale images. However

this metric is considered as not very well correlated with subjective assessment as

it does not use any mutual relations between neighbouring pixels being a typical

point-based metric. Another one, known as Distance Reciprocal Distortion (DRD)

metric [6], takes into account the surroundings of the changes pixels and is calculated

locally for the nth changed pixel as
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DRDn =
2∑

u=−2

2∑

v=−2

|
|GTn(u, v) − BWn(u, v)|| ×W(u, v) (1)

where GT denotes the reference “ground-truth” image and BT is the assessed one.

The 5 × 5 pixels normalized weight matrix W is defined as:

W =

⎛
⎜
⎜
⎜
⎜
⎝

0.0256 0.0324 0.0362 0.0324 0.0256
0.0324 0.0512 0.0724 0.0512 0.0324
0.0362 0.0724 0 0.0724 0.0362
0.0324 0.0512 0.0724 0.0512 0.0324
0.0256 0.0324 0.0362 0.0324 0.0256

⎞
⎟
⎟
⎟
⎟
⎠

(2)

The overall DRD index is determined using the formula

DRD = 1
K

×
N∑

n=1
DRDn (3)

assuming the number of changed pixels in the image denoted as N and the number

of non-uniform blocks of size 8 × 8 pixels (with sum of values more than 0 and less

than 64) in the GT image as K.

Another metric used for binarization evaluation purposes is the Misclassifica-

tion Penalty Metric (MPM) where changed pixels (false negatives—FN or false

positives—FP) are penalized by their distances from the GT object’s border [15].

This metric can be computed as

MPM = 1
2 × D

×

( FN∑

i=1
diFN +

FP∑

j=1
djFP

)

(4)

where D is the aggregated distance of pixels to contour of the objects in the ground

truth image and d are the distances calculated for false positive and false negative

pixels respectively.

The use of the border distance has also been proposed by Zhang [17]. This

approach is based on the calculation of the one of three distance values i.e. Euclidean

distance, city-block (D4) or chessboard (D8) distance of the modified pixels to the

object’s border. These distances and the image resolution can be used for calculation

of the impact of the changed pixel on the image quality further used as the weighting

coefficient during the calculation of the Mean Square Error. A similar approach can

also be used for the Border Distance based PSNR metric which has been developed

and verified in this paper.

Calculation of the impact factor of the changed pixel is based on the assumption

that the influence of pixels located near the borders on the perceived image quality is

relatively small. First, the distance between the changed pixel and the nearest pixel
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with the different value (representing the opposite colour in the binary image and

treated as representing the border) can be determined as

BD(u, v) = min
[
D(p, q) − 1

]
|BW(p) ≠ BW(q) (5)

where p and q denote two different pixels (black and white) in the assessed image

BW with the minimum distance D.

The impact of the modified pixel is determined as

DIM(u, v) = y =
{

BD(u, v) ⋅ h + 1 ifBD(u, v) < 2
2 ⋅ h + 1 ifBD(u, v) ≥ 2 (6)

where the adjustable parameter h depends on the image resolution. In the experi-

ments conducted in this paper using the images from the Bilevel Image Similarity

Ground Truth Archive [16] the value of this parameter has been set to h = 1.5 lead-

ing to the best results in view of correlation with subjective quality scores. The DIM

values can be then applied as the weighting coefficients during the calculations of

the MSE and PSNR metrics.

3 The Idea of Combined Metrics

Since many of the metrics discussed above are based on different assumptions and

utilize various kinds of information, it has been assumed that their nonlinear com-

bination may lead to higher linear correlation with subjective scores than can be

obtained for the single metrics. Such an approach has been proposed for the greyscale

images the first time in 2010 in the paper [7] where three metrics, namely Multi-Scale

SSIM, Visual Information Fidelity (VIF) and R-SVD, have been combined leading

to highly linear correlation with subjective scores for the TID2008 database. High

value of the Pearson Correlation Coefficient (PCC = 0.86) has been obtained without

the necessity of any additional nonlinear mapping.

The general idea of the proposed hybrid approach is the application of multiple

metrics in the following form, e.g. applying four metrics:

Q = (Metric1)a ⋅ (Metric2)b ⋅ (Metric3)c ⋅ (Metric4)d (7)

where the exponents can be obtained in the optimization process maximizing the

correlation with subjective scores for the specified image database including the dis-

torted images with their subjective quality evaluations.

Some further extensions and modifications of this idea, e.g. Combined Image

Similar Index [8] and later papers related to the Multi-Metric Fusion approach [5,

9], also lead to further improvements although often with the use of additional non-

linear which causes the loss of the linear relation between the obtained metric and

subjective scores.
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Some experiments related to the validation of the possibilities of combination of

binary image quality metrics in view of their correlation with the OCR recognition

accuracy have been presented in the paper [3]. However, the issues related to the

correlation with subjective quality evaluations have not been addressed in this paper.

4 Verification of the Quality Metrics

A reliable validation of any newly developed image quality assessment method

should be based on the calculation of its correlation with subjective evaluations.

For this purpose it is necessary to use some specified databases which contain the

images subjected to various types of distortions and the results of their subjective

quality assessment conducted by a number of independent observers.

Despite the presence of several such datasets containing the greyscale or colour

images, video sequences or even 3D images, to the author’s knowledge there is cur-

rently only one publicly available database of binary images which could be useful

for such purpose. This dataset, known as Bilevel Image Similarity Ground Truth

Archive, developed by researchers from the University of Michigan [16], contains

7 reference scenic bilevel images shown in Fig. 1 and their distorted versions eval-

uated by observers within the range < 0 ; 1 > where 1 means the image identical

to the original. The whole dataset consists of 315 images with 7 types of distortions

applied for various levels/amount: Finite State Automata coding, Lossy Cutset Cod-

ing, Lossy Cutset Coding with Connection Bits, Hierarchical Cutset, Random bit

flipping, erosion and dilation.

The validity of the database has been confirmed by the calculation of the corre-

lation with two exemplary metrics, namely Percentage Error (equivalent to MSE for

Fig. 1 Reference images from the bilevel image similarity ground truth archive [16]
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the binary images) and SmSIM, leading to the values of Pearson correlation equal to

0.84 and 0.81 respectively. However it is worth to underline that those values have

been obtained after the nonlinear regression using the 5-parameter logistic function,

including also the original images as well as lossless compressed without any distor-

tions, causing the increase of the correlation coefficient. In view of such assumptions

obtained PCC values can be considered as rather mediocre. Nevertheless, the value

obtained for the Percentage Error can be considered as a reference for further com-

parisons.

5 Discussion of Experimental Results

5.1 Results for Single Metrics

In the first stage of conducted experiments the Pearson Correlation Coefficients

(PCC), representing the accuracy of the quality prediction, as well as Spearman Rank

Order Correlation Coefficients (SROCC), representing the monotonicity of the rela-

tion between the subjective and objective scores, have been calculated. The calcula-

tions have been made for several binary image quality assessment methods, including

the modified PSNR metric based on Border Distance. This metric denoted as BDP-

SNR has been applied in three versions based on three different distance measures

(chessboard, city-block and Euclidean). The results obtained for the 301 out of 315

images from whole database are presented in Table 1. The 14 excluded images are

7 reference images and 7 obtained after lossless compression which are identical to

the originals.

It is worth to notice that for the binary images the correlation of the Percentage

Error, MSE and PSNR metrics with subjective scores are identical. Therefore the

value of PCC = 0.84 reported for the whole database is equivalent to only 0.795

(presented for the PSNR in Table 1) after rejection of the undistorted images without

using any nonlinear regression.

Table 1 Obtained results of the correlation coefficients for various metrics

Metric PCC SROCC Metric PCC SROCC

Precision 0.4865 0.6125 PSNR 0.7950 0.7954

Recall 0.4902 0.6509 Pseudo-Recall 0.5209 0.6332

F-Measure 0.5958 0.7919 Pseudo-F-Measure 0.6098 0.8093

Sensitivity 0.4902 0.6509 Specificity 0.4673 0.6139

Accuracy 0.6218 0.7954 G-Accuracy 0.6140 0.7977

S-F-Measure 0.6002 0.7960 BDPSNR (chessboard) 𝟎.𝟖𝟏𝟒𝟓 𝟎.𝟖𝟐𝟔𝟔
NRM 0.6265 0.8013 BDPSNR (city-block) 𝟎.𝟖𝟎𝟔𝟐 𝟎.𝟖𝟏𝟒𝟒
DRD 0.5282 𝟎.𝟖𝟐𝟑𝟕 BDPSNR (Euclidean) 𝟎.𝟖𝟏𝟑𝟓 𝟎.𝟖𝟐𝟓𝟕
MPM 0.4275 0.7697
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Fig. 2 Scatter plots obtained for some chosen metrics using 301 distorted images from the dataset

As can be easily noticed, the best results have been obtained using the Border

Distance based modifications of the PSNR metric. An illustration of the differences

between the distribution of the subjective and objective scores can also be observed

in Fig. 2 where the scatter plots obtained for chosen metrics are presented. Much

more linear relation with subjective Mean Opinion Score (MOS) values obtained for

PSNR and BDPSNR metrics are clearly visible.

5.2 Results for Hybrid Metrics

Considering the possibilities of nonlinear combination of multiple metrics, the opti-

mization procedure has been applied for exponent values using the formula (7)

assuming the PCC value between the combined metric and the subjective scores

as the criterion. The first experiments have been conducted for all combinations of

two metrics and the best obtained results are shown in Table 2.

Starting from those combinations the third and fourth metric have been added and

further optimized leading to the results presented in Table 3.
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Table 2 Obtained results of the correlation coefficients for the best combinations of two different

metrics

Metric 1 Metric 2 PCC

Specificity Pseudo-Recall 0.8540
Specificity Pseudo-F-Measure 0.8499
Pseudo-Recall Pseudo-F-Measure 0.8398
Precision Pseudo-F-Measure 0.8396
Precision Pseudo-Recall 0.8393
Pseudo-Precision Pseudo-F-Measure 0.8391
Accuracy Pseudo-F-Measure 0.8388
BDPSNR Pseudo-F-Measure 0.8387

Table 3 Obtained results of the correlation coefficients for the best combinations of three and four

different metrics

Metric 1 Metric 2 Metric 3 Metric 4 PCC

Pseudo-Precision Pseudo-Recall Specificity – 𝟎.𝟖𝟓𝟖𝟐
MPM Pseudo-Precision Pseudo-Recall Specificity 𝟎.𝟖𝟔𝟏𝟏

6 Concluding Remarks

The proposed hybrid approach to binary image quality assessment can be an inter-

esting alternative to currently developed metrics leading to potential development of

even better solutions in future. Obtained increase of the linear correlation with sub-

jective quality evaluations without the necessity of using the nonlinear regression

improves the universality of the developed metrics.

Nevertheless, further development of better binary image quality metrics would

require the development of some other databases preferably containing not only sub-

jective quality assessment results for distorted binary images. For example, as the

image quality of degraded binary document images is strongly related to further

character recognition accuracy, the development of a dataset containing additional

informations related to the OCR accuracy may be interesting and stimulating for the

development of specialized metrics dedicated for the OCR applications.
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Biogeography-Based Optimization Algorithm
for Solving the Set Covering Problem

Broderick Crawford, Ricardo Soto, Luis Riquelme
and Eduardo Olguín

Abstract Biogeography-Based Optimization Algorithm (BBOA) is a kind of new

global optimization algorithm inspired by biogeography. It mimics the migration

behavior of animals in nature to solve optimization and engineering problems. In

this paper, BBOA for the Set Covering Problem (SCP) is proposed. SCP is a classic

combinatorial problem from NP-hard list problems. It consist to find a set of solutions

that cover a range of needs at the lowest possible cost following certain constraints.

In addition, we provide a new feature for improve performance of BBOA, improving

stagnation in local optimum. With this, the experiment results show that BBOA is

very good at solving such problems.

Keywords Biogeography-Based Optimization Algorithm ⋅ Set Covering Problem

1 Introduction

There are a variety of complex problems for solving in the area of combinatorics

and engineering in terms of computational costs, as they required from thousands

to millions of iterations to find the best solution to these problems. These are com-

monly called NP-hard [1] and one of the ways to solve them are the exact algorithms.

However they are not suitable for large-scale problems, because they require large
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computational capabilities, time and cost to reach the exact solution [2, 3]. Opposed

to this are metaheuristics that solve these problems probabilistically, reaching approx-

imate results in a reduced computational time.

One of the fairly new and existing metaheuristics is the Biogeography-Based

Optimization Algorithm (BBOA). It is based on the behavior of natural migration of

animals, considering emigration, immigration and mutation factors. This is a pop-

ulation algorithm for binary and real problems, and it’s useful for maximizing and

minimizing problems [4]. In general, BBOA is based on the concept of Habitat Suit-

ability Index (HSI) which it is generated from the characteristics of an habitat, where

the habitat that has better characteristics have a higher HSI and worst features, lower

HSI. It is also considered that the more HSI have an habitat, more species inhabit it,

contrary to lower HSI [4, 5]. Each habitat also has a single rate of immigration, emi-

gration and mutation probabilities, which come from the habitat number of species.

This metaheuristic is applied for solving the Set Covering Problem (SCP), whose

aim is to cover a range of needs at the lowest cost, following certain restrictions on

the context of the problem where the needs are constraints. SCP can be applied for

location services, selection of files in a database, simplifying boolean expressions,

slot allocation, among others [6]. Currently, there is extensive literature on methods

for SCP resolutions. They are the exact methods as mentioned in [2, 3], and heuristic

methods to solve a range of problems such in [7]. In case of SCP, this is solved by

a variety of heuristics, so there is considerable literature. Among the metaheuristics

that has tried to solve the SCP, they are: hybrid algorithms [8], hybrid ant algorithm

[9], binary cat swarm optimization [10], bat algorithm [11], cuckoo search [12], arti-

ficial bee colony algorithm [13], binary firefly algorithm [14], among others.

BBOA has been used to solve other problems of optimization, among them are the

classic and one of the most important optimization problems: The Traveling Sales-

man Problem of NP-hard class, which it is to find the shortest route between a set

of points, visiting them all at once and returning to the starting point [15]. This

was solved by using BBOA in [16], demonstrating that behaves very effectively for

some combinations of optimization and even outperforms other traditional methods

inspired by nature. Also, BBOA has been used to solve constraint optimization prob-

lems such as in [17], where indicate that BBO generally performs better than Genetic

Algorithm (GA) and Particle Swarm Optimization (PSO) in handling constrained

single-objective optimization problems. Undoubtedly, the BBOA is a method that

may have great potential to solve the SCP.

The remaining of this document is structured as follows: a description of the SCP,

then the technique (BBOA) used to solve SCP. Then, the changes to the algorithm to

relate and integrate for the problem. Subsequently, results of experiments comparing

with known global optimums and, finally, the corresponding conclusions.
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2 Set Covering Problem

The SCP, is a classic combinatorial and computational engineering problem, belong-

ing to the class NP-hard [1]. This consist of finding a set of solutions which covers

a range of needs at the lowest cost. In matrix view, assembly needs correspond to

rows (constraints), while the whole solution is to select the columns that optimally

cover the rows. Among the real-world applications in which it applies are: location

of emergency facilities, steel production, vehicle routing, network attack or defense,

information retrieval, services location, among others [6].

2.1 Formal Definition

The SCP is mathematically modeled as follows:

Minimize Z =
n∑

j=1
cjxj. (1)

Subject to:
n∑

j=1
aijxj ≥ 1 ∀i ∈ {1, 2, 3,… ,m}

xj ∈ {0, 1}.
(2)

where Eq. (1) minimizes the number of sets, analogous to obtain the minimum cost.

Subject to Eq. (2), ensuring that each row is covered by at least one column. Where

the domain constraint xj is 1 if the column belongs to solution and 0 otherwise.

3 Biogeography-Based Optimization Algorithm

Biogeography studies the migration between habitats, speciation and extinction of

species. Simon [4] proposes the BBOA by mathematical models of biogeography

made in the 1960s [4]. This says that areas that are well adapted as a residence for

biological species have a high HSI. Some features are related to this index; pre-

cipitation, vegetation diversity, diversity of topography, land surface and tempera-

ture. Variables that characterize the habitability are called Suitability Index Variables

(SIV). SIVs can be considered the independent variables of the habitat, and HSI can

be considered the dependent variable [4].

Then, based on the species number, it is possible to predict the rate of immigration

and emigration: habitats that are more HSI have higher rate of emigration, since

the big population causes that species migrate to neighboring habitats. They also
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Fig. 1 Species model of a

single habitat

have a low immigration rate because they are already nearly saturated with species.

Furthermore, habitats with a low HSI have a high species immigration rate because

of their sparse populations and a high rate of emigration, as conditions cause rapid

way or species extinction. This behavior is shown in Fig. 1.

Where I and E are the highest rates of immigration and emigration, the same for

simplicity. Smax, the maximum amount of species and S0 the equilibrium number of

species. Finally, 𝜆 is the immigration rate and 𝜇 is the emigration rate. k is the habitat

species number.

3.1 Migration Operator

As mentioned in biogeography, species can migrate between habitats. In BBO, the

characteristics of the solutions may affect others and themselves, using immigra-

tion and emigration rates to share information between them probabilistically. In

BBOA and based on Fig. 1, immigration curve is used to probabilistically decide

whether or not to immigrate each feature in each solution. If a characteristic of solu-

tion is selected to immigrate, a solution to migrate one of its features are probabilis-

tically selected randomly. Based on above description the main steps in the BBOA

are detailed in Algorithm 1.

We note that the best solutions are the least likely to immigrate characteristics,

since immigration rates are lower. Opposite of this the solutions with lower fitness

are more likely to immigrate, given their high rates of immigration. However, the

solutions they provide to their emigration to these worst solutions are those having

good fitness for its high rate of emigration [5].



Biogeography-Based Optimization Algorithm . . . 277

Algorithm 1 Migration operator

1: {N the size of the population}

2: for i=1 to N do
3: Select Hi with probability 𝜆i
4: if Hi is selected then
5: {D the solution length}

6: for k=1 to D do
7: Select Hj with probability 𝜇j
8: if Hj is selected then
9: Select random k 𝜖 [1,D]

10: Set Hik = Hjk
11: end if
12: end for
13: end if
14: end for

3.2 Mutation Operator

A natural habitat may be affected by cataclysmic events drastically changing its

HSI. This could cause a count of species that is different from its equilibrium value

(species arriving from neighboring habitats, diseases, natural disasters and others).

Thus, the HSI of habitat could suddenly change due to random events.

In BBOA likely number of species (Ps) is used to determine mutation rates. These

are determined by the balance between immigration and emigration rates (Fig. 1) as

a balance between these rates, the probability that S number of species is greater:

immigrating species at a rate that is similar to the number of species that migrate

in the same habitat. Given that, the best and worst habitats are less likely to have

S number of species. This is mentioned in detail in [4]. Then, the mutation rate is

calculated as Eq. (3)

m(s) = mmax

(1 − Ps

Pmax

)

, (3)

where mmax is a maximum probability of mutation given by parameter, and Pmax the

probability of S maximum existing. Then, the Algorithm 2 explain this operator:

where for each habitat the probability of S species is calculated, and then for each

feature if selected to be mutated by this probability, it is replaced with another SIV

random.

Note that in binary problems, the mutation operator to exchange a SIV does so

that Hi(j) = 1 − Hi(j) [5]
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Algorithm 2 Mutation Operator

1: {M the size of the solution}

2: for j=1 to M do
3: Calculate probability of mutation Pi based on (3)

4: Select SIV Hi(j) with probability Pi(j)
5: if Hi(j) is selected then
6: Replace Hi(j) with a randomly generated SIV.

7: end if
8: end for

3.3 Algorithm Description

The features and steps are described in general terms of the BBOA:

1. Initialize parameters. Mapping SVI and habitats according to problem solutions.

Initialize a maximum of species Smax (for simplicity, matching with the size of

the population); immigration, emigration and mutation maximum rates. An elitist

parameter to save the best solutions.

2. Initialize set of habitats, where each habitat corresponds to a possible solution of

the problem.

3. For each habitat, calculate the HSI and accordingly, the number of species (A

greater HSI, the greater the number of species). Then calculate rates of immigra-

tion and emigration.

4. Probabilistically using rates of immigration and emigration to modify habitats

(Migration operator).

5. For each habitat, update the probability of number of species. Then mutate based

on their probability of mutation (Mutation Operator).

6. Back to step 3 and finish until a stopping criterion is satisfied.

Note that after each habitat is modified (steps 2, 4, and 5), its feasibility as a prob-

lem solution should be verified. If it does not represent a feasible solution, then some

method needs to be implemented in order to map it to the set of feasible solutions [4].

4 Biogeography-Based Optimization Algorithm for the
SCP

After the description of the problem and the technique to use, finally it continues

with the implementation and adaptation of BBOA to obtain acceptable results for

the SCP.
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4.1 General Considerations

As general considerations of the algorithm implementation, in difference to the base

BBOA, we can highlight:

∙ The population is sorted in each generation; where the first solution is highest HSI

and last the worst.

∙ The long (SIVs) of each solution is the same size as the amount of costs instance

of SCP.

∙ Repair function for infeasible solutions is used.

∙ A parameter of elitism, which stores the 2 solutions with the lowest cost over the

generations is used.

∙ The stop criterion is a maximum number of generations.

4.2 Fitness

An important point of the implemented algorithm is the calculation of the HSI,

also called fitness in other population optimization algorithms. BBOA indicates that

greater HSI solutions are best; and lower HSI, the worst. In addition, these estimates

based on the costs of the problem being optimized. This contradicts the SCP, since

this is minimization. It must find a solution with the lowest cost; therefore, lower

cost solution is the best. Given that the fitness is calculated as:

HSI = 1
total cost solution

(4)

Thus, at lower cost, the greater the value of the HSI. And higher cost, lower it.

4.3 Repair Infeasible Solutions and Delete Redundant
Columns

BBOA operators exchange solutions bits probabilistically. Due to changes, some

solutions may be unfeasible for the instance of SCP; this means that the solution

generated not comply with constraints. To resolve this problem, repair function is

used. The repair is based on analyzing the solution in each constraint (row) verify-

ing the feasibility; i.e., occurs at least one active column covering the restriction. If

not exists a column that covers the row, then it is considered infeasible. To fix this,

sought and activated columns from unfeasible rows with lower cost that will make

the solution becomes feasible.
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Other technique for improving solutions is delete redundant columns [18]. A col-

umn is considered as redundant, w.r.t a given solution, if after deleting it the solution

remains feasible. Therefore, we check the columns of the solution to find possible

removals.

4.4 Optimize Stagnation in Local Optimum

In BBOA, the maximum mutation rate is very influential on the quality of solutions.

A very high maximum allowed varied solutions, affecting the cost of these. For this,

the value in parameter tends to lower numbers (0.0005 to 0.004 approximately). In

the convergence of the BBOA, solutions generally stagnate in a local optimum, los-

ing valuable iterations. When this happens, we created and applied a method that

increase the maximum mutation rate, adding diversity and avoiding long stagnation.

The maximum rate of mutation should be increased to allow for new solutions

when there is stagnation. For this, a percentage of 10 % of deadlock over the miss-

ing iterations is calculated. If this is true, the maximum mutation rate is increased

in a 0.0009 over the rate (the latter parameter value subject to more experimenta-

tion). Then, if the percentage of stagnation continues to increase up to 20 % the rate

increases again and so that the local optimum change. By applying this method,

the maximum mutation rate which is a parameter BBOA, becomes variable. This

method is a variation of the BBOA algorithm, created over experimentation and

nothing improvements in results.

5 Experiments and Results

For the experiments, the optimization algorithm was implemented in Java program-

ming language. In addition, they were carried out on a laptop with Windows 8.1

operating system, Intel Core i3 2.50 GHz with 6 GB of RAM. Moreover, we used pre-

processed [19] instances for SCP, obtained from OR-Library [6]. The table columns

are formatted following: the first, for instance executed; the second, the global opti-

mum known; the third best result obtained; fourth worst result and in the fifth the

average of the results obtained. Finally, the latter corresponds to the Relative Per-

centage Deviation (RPD) [20].

The next parameters, obtained through experimentation was used: Population

size = 15, maximum mutation probability = 0.004, maximum immigration

probability = 1, maximum emigration probability = 1 and a maximum number of

iterations = 6000. Each instance was executed 30 times. The results can be seen in

Tables 1 and 2.

Given the above results, we can see an excellent performance with the pre-

processed instances. Getting the global optimum in 41 of 48 instances, with a RPD

based on average very close to them. Furthermore, this instances allow numerous

other experiments thanks to the speed of execution.
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Table 1 Results of preprocessed instances experiments—1

Instance Optimal Best R. Worst R. Average RPD avg

(%)

RPD min

(%)

mscp41 429 430 433 430,83 0,43 0,23

mscp410 514 514 519 516,53 0,49 0,00

mscp42 512 512 512 512,00 0,00 0,00

mscp43 516 516 521 516,53 0,10 0,00

mscp44 494 495 495 495,00 0,20 0,20

mscp45 512 514 517 516,50 0,88 0,39

mscp46 560 560 570 561,47 0,26 0,00

mscp47 430 430 433 431,73 0,40 0,00

mscp48 492 493 499 498,20 1,26 0,20

mscp49 641 641 656 646,07 0,79 0,00

mscp51 253 253 263 255,70 1,07 0,00

mscp510 265 265 267 265,87 0,33 0,00

mscp52 302 305 307 305,70 1,23 0,99

mscp53 226 226 230 228,07 0,92 0,00

mscp54 242 242 243 242,37 0,15 0,00

mscp55 211 211 212 211,50 0,24 0,00

mscp56 213 213 216 213,57 0,27 0,00

mscp57 293 293 301 294,53 0,52 0,00

mscp58 288 288 299 289,13 0,39 0,00

mscp59 279 279 287 280,27 0,46 0,00

mscp61 138 138 148 142,57 3,31 0,00

mscp62 146 146 151 149,90 2,67 0,00

mscp63 145 145 148 146,60 1,10 0,00

mscp64 131 131 134 131,10 0,08 0,00

mscp65 161 161 169 164,83 2,38 0,00

mscpa1 253 253 258 255,33 0,92 0,00

mscpa2 252 252 261 255,73 1,48 0,00

mscpa3 232 232 239 234,00 0,86 0,00

mscpa4 234 234 235 234,60 0,26 0,00

mscpa5 236 236 238 236,70 0,30 0,00

mscpb1 69 69 75 70,37 1,99 0,00

mscpb2 76 76 80 76,50 0,66 0,00

mscpb3 80 80 82 80,77 0,96 0,00

mscpb4 79 79 83 80,53 1,94 0,00

mscpb5 72 72 74 72,13 0,18 0,00

(continued)
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Table 1 (continued)

Instance Optimal Best R. Worst R. Average RPD avg

(%)

RPD min

(%)

mscpc1 227 227 233 229,93 1,29 0,00

mscpc2 219 219 225 221,13 0,97 0,00

mscpc3 243 248 255 250,40 3,05 2,06

mscpc4 219 219 227 221,20 1,00 0,00

mscpc5 215 215 218 216,83 0,85 0,00

mscpd1 60 60 62 60,27 0,45 0,00

mscpd2 66 66 69 67,43 2,17 0,00

mscpd3 72 72 76 73,83 2,54 0,00

mscpd4 62 62 65 63,37 2,21 0,00

mscpd5 61 61 64 61,57 0,93 0,00

Table 2 Results of preprocessed instances experiments—2

Instance Optimal Best R. Worst R. Average RPD avg

(%)

RPD min

(%)

mscpnre1 29 29 32 29,63 2,17 0,00

mscpnrf1 14 14 15 14,47 3,36 0,00

mscpnrg1 176 177 190 181,77 3,28 0,57

6 Conclusion

After analyzed the problem and the technique to solve it, the algorithm is imple-

mented, showing good results with full experiments; finding some low-cost solutions

and low RPD. We created and implemented a technique that occur very good behav-

ior in the algorithm, adding diversity and avoiding long stagnation. This, together

with delete redundant columns and a simple repair method, allowed improve the

results and algorithm performance. This type of algorithm modifications were made

in order to obtain better quality results, shown results with 41 optimum solutions of

48 instances, including big instances.

Undoubtedly, new methods applied had great impact on the quality of results,

due to the native algorithm not shown as good behavior. We could carry out more

experiments, with new good repair methods, since even a basic repair method is

used; as to find more precise parameters in the change of maximum mutation rate

or BBOA input. This could generate a full optimum table. Finally, we can say that

BBOA is very good to solve the SCP.
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Approaches to Tackle the Nesting
Problems

Bonfim Amaro Júnior and Plácido Rogério Pinheiro

Abstract The nesting problem arises in several manufacturing industries (e.g.,
furniture, garment, textile and wood). It is a representative cutting and packing
problem in which a set of irregular polygons has to be placed within a rectangular
container with a fixed width and a variable length to be minimized. We present a
brief survey about the nesting problems in three different categories and its special
approaches.

Keywords Cutting and packing ⋅ Nesting problem ⋅ No-fit polygon ⋅ Random
key genetic algorithm

1 Introduction

In the field of operations research, cutting and packing (C&P) problems are typical
combinatorial optimization problems encountered in many industrial segments
during the production processes. In general, these problems seek to find the best
allocation of some small items into some larger ones to optimize a given objective
function and satisfy prescribed constraints.

Therefore, the competitiveness of the modern industries, the result of evolution
and global economic growth requires that certain part of the investments should be
allocated to the studies related to the production process of the products. The client
may not penalize for inefficiencies in the use of raw materials, and the market itself
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is in charge of extinguishing products uncompetitive. Moreover, the efficient uti-
lization of raw material is necessary to obtain a global competitive edge in a
business world. Therefore, is important apply methods to try to improve allocation
between small items and come to fast layouts in comparison with manual
generation.

A specialization of C&P problem is the placement of irregular figures with
characteristics similar to regular cut, but dealing with irregular figures, the nesting
problems. This issue impacts upon several manufacturing industries, e.g. furniture,
garment, metalware, textile and wood. They have been known as NP-hard [14] due
to their difficulty where few exact methods have been reported in the literature [2,
22], where it is possible to find promising solutions by applying methodologies
addressed in [21] and also in [10].

According to the typology of [23] (Fig. 1), the nesting problem is classified as a
two-dimensional irregular open dimension problem, a problem category in which
the set of small items has to be accommodated completely by one or more large
objects whose extensions-in at least one dimension can be considered as a variable.
More specifically, the problem at hand consists of packing a collection of irregular
items (or polygons) onto a rectangular object with a constant width and an
unlimited length.

The heuristic methods presented in the literature mostly deal with a class of
problems in which the objective is to minimize the length of the master surface used
in [3]. Such approaches do not always suite problems where limited master surface
is used, such as hides or sheet metals. Packing usually suites the division of
problems in which stock material comes in rolls. However, for the case when
limited length or bounded stocks are used, bin packing will result in degradation in

Fig. 1 The typology presented in [23]
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the utilization of material. Instead, the idea of knapsack problem can be put into
practice to serve such purpose.

The packing process aims at minimizing the length of the rectangular object such
that no overlap between items occurs and each packed item lies entirely onto the
rectangular object. Furthermore, three variations appear depending on rotations of
items: rotations of any angles are allowed; rotations of finite number of angles are
allowed; and no rotation is allowed. This paper conducts a survey about recent
approaches to tackle irregular strip packing problems evidencing three master
categories: mathematical programming, metaheuristics and mixed approaches.

Problems involving irregular pieces comprise one of the classes of packing
problems. Whatever the constraints or secondary objectives, there are some
approaches to find suitable layouts. Several of them may be combined and produce
different results, making it harder a shaping a pattern of categories. The Fig. 2
presents a classification adopted to describe different papers within literature.

2 Mathematical Programming Approaches

These approaches try to find the global optimal solution. There are few studies in
this category due the fact of the high complexity inherent of nesting problems. All
approaches have computational potentials restricted to a limit of items. Starting a
certain quantity of pieces the optimal solution cannot found in a feasible time.

In this context, [8] presents a constraint logic programming (CLP) to the reso-
lution of nesting problems. A CLP implementation is applied for convex and
non-convex polygons. The authors used the no-fit polygon concept to tackle the
innate geometric constraints of this type of problem and found the optimal solution
for data sets with, maximum, six pieces. Furthermore, [13] described a mixed-integer
programming (MIP) model based on [9] for the nesting problem and works as a
reference to [2] that proposed a partition on extern space of no-fit polygon that
represent all possible positions for the placement in slices, to improve the application
of branch and bound approach. In [22] the author also proposed a mixed-integer

Fig. 2 A schema to describe approaches present in literature using different categories
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programming (MIP) model, however, decision variables are binaries and are asso-
ciated with each discrete point (a dot) of the board, a new name of placement area,
and with each piece type. The grid resolution, the board size and the number of
different piece types compose the computational cost of this approach.

Figure 3 show the form how is represented the elements that compose the
model. In Fig. 3a, the board is illustrated with the number of rows and columns, the
grid resolution for x and y as well as the possible dots. Geometric features are
demonstrated in Fig. 3b, c. In first, Inner-fit polygon (IFP) between a piece type and
a rectangular board and to second a set of dots after no-fit polygon generation.
Lastly, in Fig. 3d, a feasible solution to a four pieces example.

Fig. 3 Representation of Dotted-Board model presented by [22]
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An advantage of the model is its insensitivity to piece and board geometry,
making it easy to extend to more complex problems such as non-convex boards,
possibly with defects. In another hand, to tackle real applications, usually, the
number of variables that integrate the model is big, making the time of solutions
stay slow or infeasible.

3 Heuristics Approaches

A heuristic technique is any approach to solving or improves one methodology that
not necessarily, finds optimal solution, but proposes immediate goals. Given the
complexity of nesting problems there many approaches that apply a heuristics
methods and placement strategies.

Some methods (PARTIAL SOLUTIONS) use the production of layout by
analyzing piece to piece. In a reasonable time and computational cost is possible
find feasible solution with relative quality. These heuristics have focused on the
order that items will be placed, as put the pieces of biggest size first or based on the
placement rule chosen, for example, Bottom-Left or using previous criteria of
selection for next piece to enter in the stock sheet.

The most used placement rule is Bottom-Left (BL). A popular constructive
algorithm to any two-dimensional cutting or packing problem aims to order the
pieces and allocate them at feasible positions to a rectangular object, more precisely
into its lowest possible location and then closest to its left without overlapping with
any placed item, as illustrated by Fig. 4. This process, known as bottom-left
heuristic, was first applied to nesting problems by [4], after introduced in [5] for
packing an arbitrary collection of rectangular pieces into a rectangular bin so as to
minimize the height achieved by any piece. The advantages of this type of

Fig. 4 Bottom-left procedure for an input piece. a Regular and b Irregular
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approach, as stated by [11], are its speed and simplicity, when compared with more
sophisticated methods that may be able to produce solutions of higher quality.

In the case of two-dimensional cutting, the papers yielded by [7, 15, 16], for
instance, considered placement algorithms based on the bottom-left (BL) rule and
here the heuristic above was also chosen as placement policy.

The geometric representation of pieces will influence directly on the imple-
mentation of the Bottom-left algorithm. Using raster or polygonal representations,
the pieces must be moved step by step and for each step, the feasibility is checked.
When overlap situation occurs, the previous position is resumed, and a movement
towards the bottom is tried. If this bottom movement is feasible, then it proceeds
until no movement is allowed in this direction, and returns to the left movement
direction. The final piece placement position is found when no more movement to
the left or bottom is allowed [6].

A different BL method was proposed by [7]. Aiming fill empty spaces, this
technique combines a tabu search and hill-climbing with no-fit polygon to deter-
mine feasible positions. The movement of pieces starts in the bottom left side, and
the horizontal slide is based on discrete points. Since the vertical movement is
realized in a continuous way.

Another issue of placement rule to BL was presented in Oliveira et al. [19] when
the authors use a not fixed positions for the pieces on the stock sheet. Thus, the
positioning of a new item is not limited horizontally, only vertically. The position of
the new item to be inserted on the sheet is determined from the choice of one of
three criteria relating to minimizing the growth of the layout length. These are:

• Minimization of the area of the rectangular enclosure of the newly generated
partial solution.

• Minimization of the length of the rectangular enclosure of the newly generated
partial solution.

• Maximization of the overlap between the rectangular enclosure of the actual
partial solution and the rectangular enclosure of the piece to be placed, without
allowing overlap between the pieces themselves.

The similar rules to BL heuristic were applied in [6]. The authors used a beam
search and a tabu search to try choice the best sequence of position. Each position is
represented as a node in a beam search. This search is performed by limiting the
number of sheets, each iteration, and a function is defined to evaluate the quality of
each node. The value of this feature will guide the expansion of the tree. The
complete solutions are represented by us lower height.

Several approaches have focused in the order that the pieces of dataset are placed
on the stock sheet. Due the irregular shapes, define the best order to a set of items is
not simple. Strategies to solve this problem involves a randomization or a fixed rule,
dynamic selection and whether backtracking is permitted.

A random selection is often used to create an initial solution in algorithms that
tackle complete solutions. Genetic algorithms are one of the most popular tech-
niques to solve irregular objects packing problems. In general, the chromosome
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represents an ordered list of pieces to be packed, which is decoded by a fast
placement rule [20].

In [11], the author established pre-defined sequences using eight metrics to
determine the static order of pieces (Fig. 5). Depending on the criteria, the difficult
pieces may be the largest, the longest, the most irregular or simply those that exist
in larger quantities.

Working with dynamic selection is possible manage the next piece to be placed.
Through of some criteria, each partial solution is evaluated, and the next piece is
picked. Bennell and Song [6, 19] use seven criteria, these are, relative waste,
overlap, relative distance, waste minus overlap, relative waste plus relative distance,
distance minus overlap, and waste minus overlap plus distance.

Generating a layout piece by piece is the simplest way to find a feasible solution.
On the other hand, to try finding better solutions are necessary to apply sophisti-
cated techniques grounded in dynamic sequences.

Another type of approaches to try obtaining good solutions (COMPLETE
SOLUTIONS) is implementing local search in complete solutions already found.
The layout changes can present an improvement on objective function when exe-
cuted in a finite number of iterations.

Several papers have been used meta-heuristics and shifts in complete solutions to
tackle nesting problems, these we can show [7] Applying Tabu Search, [15] with
Simulated Annealing, Genetics Algorithms by [3].

The essential characteristic to define a search strategy outline is the problem
representation. These can be modeled as a sequence of pieces led for a placement
rule or worked straight in the configuration of layout, realizing changes in the
solution pieces.

In [1] the authors characterizing the search in a sequence as a graph problem.
The optimal path represents the better order. The BL rule is applied as a position
heuristic.

Using a swap neighborhood controlled by a parameter, [19] proposed a proba-
bilistic heuristic called two-exchange. This parameter represents the size of the
search in a neighborhood setting the number maximum of changes between pieces

Fig. 5 Eight metrics of [11]
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in the complete sequence. Furthermore, they used obstruction polygon concept and
computational geometry to find the bottom left position even with positions that fill
gaps.

In [7] a new constructive heuristic lower left with the capacity to fill gaps in the
layout was proposed, which is one of the greatest limitations of the original method.
The movement of the items starts in the lower left corner and sliding horizontal is
done discreetly, from a grid point, while the movement vertical is continuous. To
determine the valid positions, the fit polygon is it used. This technique is combined
with the hill-climbing local search and tabu search.

An approach that combines a genetic algorithm and a BL as a constructive
heuristics for the position was found in [17]. The codification of chromosome
represents a sequence of items. In [3], the authors used the same strategy but a
different placement rule.

4 Mixed Approaches

Mathematical programming techniques have been adopted for solving one of the
following sub-problems: overlap minimization problem, whose objective is to place
all polygons onto a stock sheet with given width and length so that the total amount
of overlap between polygons is made as small as possible; compaction problem,
which requires a feasible layout and relocates many polygons simultaneously so as
to minimize the strip length; and separation problem, which takes an infeasible
layout and performs a set of translations of the polygons which eliminates all
overlaps and has the minimum total translation.

Another approach [8] proposes a unique approach that overcomes the need for a
placement rule by incorporating backtracking mechanisms for each placement
point. They work over a discretized stock sheet and use constraint logic pro-
gramming (CLP) to efficiently try each feasible placement point for each piece
given the previously placed pieces. The intrinsic CLP mechanisms to deal with
constraints plus specific rules proposed by the authors lead to an algorithm able to
solve small problems to optimality efficiently.

In [15], for instance, the authors hybridized simulated annealing and linear
programming. Firstly, an initial layout is obtained by a greedy bottom-left place-
ment heuristic, being each piece selected according to a random weighted length
criterion. The simulated annealing algorithm guides the search over the solution
space where each neighborhood structure handles linear programming models,
which are a compaction algorithm (Fig. 6) and a separation algorithm (Fig. 7). An
extended local search algorithm based on nonlinear programming is conceived in
[18].The algorithm starts with a feasible layout and its length is saved as best
length. Then, a new layout is achieved by randomly swapping two polygons in the
current solution.

Within a time limit, the strip length is reduced and a local search method solves
overlap minimization problems. If the new placement is feasible, the best solution is
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updated and its length is further reduced to find even better solutions. Otherwise,
the strip length is increased and a local search is invoked, which is guided by Tabu
Search techniques in order to escape from local minima. A compaction algorithm is
used to improve the results.

By other means, a successful approach that combines a local search method with
a guided local search to deal with two-dimensional and three-dimensional nesting
problems is proposed in [12]. An initial strip length is found by a fast placement
heuristic (e.g., bottom-left). By reducing this value, overlap situations occur, which
are removed by a local search that may apply one of the following four changes:
horizontal translation; vertical translation; rotation; or flipping. The guided local
search is adopted to escape from local minima.

5 Conclusion

The nesting problems are present in several industrial applications. The main
objective is to minimize the length of layouts and, consequently, reducing the waste
of raw material. For this paper, we categorize the main approaches of literature in
three different ways. The mathematical programming, heuristics and mixed
approaches.

Fig. 6 Application of compaction in [15]

Fig. 7 Application of separation in [15]
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For specific types of items, certain approaches will work best computational
results. However, depending on the shape of polygons, the same may be a decrease
in efficiency. The criteria for selection of various positioning method is an out-
standing solution to the problem, however the computational complexity involved
in such methods is high.

The choice of a category that will serve to grounding an approach of nesting
problem can be realized following one of these presented in this paper. However,
the specifics attributes inherent of each problem can compose a particular imple-
mentation in a special section.
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Lozi Map Generated Initial Population
in Analytical Programming

Adam Viktorin, Michal Pluhacek and Roman Senkerik

Abstract Analytical programming is a novel approach to symbolic regression
independent on the used evolutionary algorithm. This research paper focuses on the
usage of Lozi chaotic map based pseudo-random number generator for the gener-
ation of the initial population of the selected evolutionary algorithm. The researched
benefit is the tendency to generate individuals which are mapped to more complex
programs than that of individuals generated by classical pseudo-random number
generator. The results show that there is a potential in replacing classical generator
by the chaotic map based one in order to generate more complex programs.

Keywords Analytical programming ⋅ Lozi map ⋅ Pseudo-Random number
generator

1 Introduction

Analytical Programming (AP) is a novel approach to symbolic regression which
uses Evolutionary Algorithm (EA) for its computation. It was introduced by Zelinka
in 2001 [1] and since its introduction, it has been proven on numerous problems to
be as suitable for symbolic regression as Genetic Programming (GP) [2–7].

Unlike GP, AP is independent on used EA which allows it to select suitable EA
for given problem and to utilize its advantages. Therefore, AP can be described as a
simple mapping method, which maps individuals to synthesized programs. Thus,
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symbolic regression by AP can be divided into two independent parts—evolution of
individuals by the means of EA and their mapping to programs by the means of
AP. The connection between evolution and mapping parts is established by the cost
function which has to evaluate individuals already mapped to programs. The
maximum complexity of the synthesized program is given by the dimensionality of
the solved problem, but the mapping of individuals may ignore higher dimension
features if the end of a program was reached earlier. Therefore, synthesized pro-
grams can be less complex. Because the basic assumption is that solved problem is
not elementary and the dimensionality is estimated well, preferred solutions are
those with higher complexity.

Since the initial population of EAs is mostly randomly generated, the complexity
of individuals in it may vary. The mapping function of AP is dependent on indi-
vidual features and if those are generated by Pseudo-Random Number Generator
(PRNG) with uniform distribution, mapping of these individuals may lead to simple
synthesized programs. Experiments suggest that EA then needs more generations
(or cost function evaluations) to get from simple to complex programs, which are
preferred. Therefore, the main research question is whether the implementation of a
different PRNG with other than uniform distribution will result in generation of
more complex programs.

PRNGs based on chaotic maps were implemented into various parts of EAs with
promising results [8–11]. Thus, in this research, Lozi chaotic map [12] induced
PRNG with suitable characteristics was selected to try to generate an initial pop-
ulation with individuals that could be mapped to more complex programs. The
average complexity of programs mapped from individuals in initial population was
compared with that of initial population generated by PRNG with uniform
distribution.

2 Methods

This section describes individual parts of AP, pseudo-random number generation
by Lozi chaotic map and its use to generate an initial population of EA.

2.1 Analytical Programming

The basic functionality of AP is formed by three parts—General Functional Set
(GFS), Discrete Set Handling (DSH) and Security Procedures (SPs). GFS contains
all elementary objects which can be used to form a program, DSH carries out the
mapping of individuals to programs and SPs are implemented into mapping process
to avoid mapping to pathological programs and into cost function to avoid critical
situations.
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General Functional Set
AP uses sets of functions and terminals. Functions require at least one additional
argument for computation, whereas terminals require no arguments and are final
(e.g. constants, independent variables). The synthesized program is branched by
functions requiring 2 and more arguments and the length of it is extended by
functions which require 1 argument. Terminals do not contribute to the complexity
of the synthesized program (length) but are needed in order to synthesize a
non-pathological programs (programs that can be evaluated by cost function).
Therefore, each non-pathological program must contain at least one terminal.

Combined set of functions and terminals forms GFS which is used by AP for
mapping from individual domain to program domain. The content of GFS is
dependent on user choice. GFS is nested and can be divided into subsets according
to the number of arguments that the subset requires. GFS0arg is a subset which
requires 0 arguments, thus contains only terminals. GFS1arg contains all terminals
and functions requiring 1 argument, GFS2arg contains all objects from GFS1arg and
functions requiring 2 arguments and so on, GFSall is a complete set of all ele-
mentary objects. The GFS used in this paper is depicted below and its division into
subsets is also shown.

• GFS0arg: x, k
• GFS1arg: sin, cos, x, k
• GFS2arg = GFSall: +, −, *, /, sin, cos, x, k

For the purpose of mapping from individual to the program, it is important to
note that objects in GFS are ordered by a number of arguments they require in
descending order.

Discrete Set Handling
DSH is used for mapping the individual to the synthesized program. Most of the
EAs use individuals with real numbered features. The first important step in order
for DSH to work is to get individual with integer features which is done by
rounding the real feature values. The integer values of an individual are indexes into
the discrete set, in this case, GFSall. If the index value is greater than the size of
GFSall, modulo operation with the size of the discrete set is performed. Two
examples of mapping are depicted in (1) and (2).

Individual= 0.12, 4.29, 6.92, 6.12, 2.45, 6.33, 5.78, 0.22, 1.94, 7.32f g
Rounded individual= f0, 4, 7, 6, 2, 6, 6, 0, 2, 7g

GFSall = + , − , *, ,̸ sin, cos, x, kf g
Program: sin x + k

ð1Þ

The objects in GFSall are indexed from 0 and mapping is as follows: The first
rounded individual feature is 0 which represents + function in GFSall. This func-
tion requires two arguments and those are represented by next two indexes—4 and
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7, which are mapped to function sin and constant k. The sin function requires one
argument which is given by next feature index—6 and it is mapped to variable
x. Since there is no possible way of branching the program further, other features
are ignored and synthesized program is sin x + k.

Individual mapping steps:

1. Index 0 is mapped to +. Program: _ + _
2. Index 4 is mapped to sin. Program: sin _ + _
3. Index 7 is mapped to k. Program: sin _ + k
4. Index 6 is mapped to x. Program: sin x + k
5. Remaining indexes {2, 6, 6, 0, 2, 7} are ignored because the program is

complete.

where _ denotes the space in the program which needs to be filled with objects from
GFS.

Individual= 5.08, 1.64, 5.58, 4.41, 6.20, 1.28, 0.07, 3.99, 5.27, 2.64f g
Rounded individual= f5, 2, 6, 4, 6, 1, 0, 4, 5, 3g

GFSall = + , − , *, ,̸ sin, cos, x, kf g
Program: cos x*sin xð Þ

ð2Þ

The first index to GFSall is 5, which represents cos function, its argument is
chosen by next index—2 representing function * which needs two arguments.
Arguments are indexed 6 and 4—variable x and function sin. In this step only one
more argument for function sin is needed and it is variable x denoted by index 6.
The synthesized program is therefore cos(x * sin x).

Individual mapping steps:

1. Index 5 is mapped to cos. Program: cos _
2. Index 2 is mapped to *. Program: cos(_ * _)
3. Index 6 is mapped to x. Program: cos(x * _)
4. Index 4 is mapped to sin. Program: cos(x * sin _)
5. Index 6 is mapped to x. Program: cos(x * sin x)
6. Remaining indexes {1, 0, 4, 5, 3} are ignored because the program is complete.

It is worthwhile to note that in both examples individual features were not fully
used and synthesized programs are not as complex as the dimensionality enables
them to be. Moreover, both examples use indexes which are lower than the size of
GFSall therefore, no modulo operation is needed.

Security Procedures
SPs are used in AP to avoid critical situations. Some of the SPs are implemented
into the AP itself and some have to be implemented into the cost function evalu-
ation. The typical representatives of the later are checking synthesized programs for
loops, infinity and imaginary numbers if not expected (dividing by 0, square root of
negative numbers, etc.).
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But the most significant SP implemented in AP is checking for pathological
programs. Pathological programs are programs which cannot be evaluated due to
the absence of arguments in the synthesized function. For example, individual with
rounded features of {4, 4, 4, 4, 4} would be mapped to program cos(cos(cos(cos
(cos _)))) and thus represent a pathological program. Such situation can be avoided
by a simple procedure which checks how far is the end of the individual and
according to that maps rounded individual features not to GFSall but to its subsets
which do not require so many arguments. With the previous example using GFS
from GFS section, the mapping process would go as follows:

1. First three features {4, 4, 4} already mapped to GFSall. Program: cos(cos(cos _))
2. Current index in individual features is 4 and only 1 feature is left to the end of

the individual therefore, the index is mapped to GFS1arg and is modulated by the
size of GFS1arg which is 4, thus index = 4 mod 4 = 0. The index is mapped to
sin. Program: cos(cos(cos(sin _)))

3. Last index in individual is 4 and no features are left to the end of the individual,
therefore index is mapped to GFS0arg and modulated by the size of GFS0arg
which is 2, thus index = 4 mod 2 = 0. Index is mapped to x. Program: cos(cos
(cos(sin x)))

Such program is no longer pathological and can be evaluated. This simple SP is
able to eliminate the generation of pathological programs and, therefore, improve
the performance of AP.

2.2 Lozi Map Based Pseudo-Random Number Generator
and Initial Population

The Lozi map is a chaotic system generated from a single initial position by
equations shown in (3). The current position of a map is used for generating next
position and thus generated sequence is extremely sensitive to the initial position,
which is known as the “butterfly effect.” The initial position in this paper is gen-
erated by PRNG with uniform distribution U[0, 0.1] for both X0 and Y0.

Xn+1 = 1− a Xnj j− bYn
Yn+1 =Xn

ð3Þ

The control parameters a and b are set according to [12], a = 1.7 and b = 0.5.
With this setting, Lozi map exhibits typical chaotic behavior and is used in most
research papers and other literature. The dependence between X and Y is shown in
Fig. 1.

In order to use Lozi map as a base for PRNG, the transformation rule for values
need to be established (4). Since the needed PRNG is one dimensional, only
X coordinate is used for the generation of random number rnd.
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rndi =
Xij j

max Xi∈Nj jð Þ ð4Þ

where rndi is the ith generated random number from the range [0, 1], Xi is the ith
X coordinate generated by Lozi map and max(|Xi∈N|) is the maximum of absolute
values of all generated X coordinates in a chaotic sequence of size N.

The reason why Lozi map chaotic system was chosen is because of its char-
acteristics in the generation of random numbers. Since the synthesized program can
be extended only via functions with one and more arguments and the GFS is
ordered in descending order of function arguments, the generated individuals from
initial population need to have smaller values in their features. The difference
between PRNG with uniform distribution and Lozi map based PRNG is clearly
visible in Fig. 2, which depicts the histogram of 10 000 generated random values
and shows the probabilities of generating a rnd in one of 10 bins with the width of
0.1.

As can be seen in Fig. 2, Lozi map based PRNG tends to generate values lower
than 0.4 with higher probabilities thus, it is assumed that its use as a generator of the
initial individual population with AP will lead to individuals that are mapped to
more complex programs than individuals generated by PRNG with uniform
distribution.

Fig. 1 XY plot of Lozi
chaotic map
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3 Results

In order to evaluate the complexity of initial population, statistical characteristics of
synthesized program lengths were computed. Both PRNG with uniform distribution
and Lozi map based PRNG were used to generate 1001 individuals in three different
spaces—dimensions 10, 50 and 100. Minimum, maximum, mean and median
lengths of individuals were calculated and the results are depicted in Table 1.
Additionally, Wilcoxon signed-rank tests were performed on acquired datasets to
confirm the assumption that mean program length of individuals generated by
PRNG with uniform distribution is shorter than that of individuals generated by
Lozi map based PRNG. Resulting p-values can be seen in the last column of
Table 1.

Fig. 2 Histogram of 10 000 generated values by PRNG with a uniform distribution (blue bins)
and Lozi map based PRNG (yellow bins)

Table 1 Statistical characteristics of program lengths generated by two different PRNGs

D PRNG Min Max Median Mean p-value

10 Uniform 1 10 10 6.41 3.90E-32
Lozi 1 10 10 8.54

50 Uniform 1 50 20 26.33 3.27E-41
Lozi 1 50 50 42.05

100 Uniform 1 100 17 50.14 2.50E-21
Lozi 1 100 100 83.78

D, Min, Max, Median, Mean and p-value columns depict dimension, minimal program length,
maximal program length, median program length, mean program length and p-value obtained from
Wilcoxon signed-rank test with alternative hypothesis that uniform PRNG generates programs
shorter than Lozi map based PRNG
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The preferred values are in bold. As can be seen, Lozi map based PRNG gen-
erates individuals which are mapped to more complex programs in all three
dimension settings.

Figure 3 shows the mean program lengths for both PRNG with uniform distri-
bution and Lozi map based PRNG in dimension settings from 10 to 100. In each
dimension settings 1001 individuals were generated and their mean program length
was evaluated.

4 Discussion

This research paper presented the usage of Lozi chaotic map based PRNG for the
generation of the initial population of EA which was used by the AP for mapping
the individuals into program domain. In the previous research, chaotic map induced
PRNGs were successfully used in various parts of EAs [8–11]. The main advan-
tages of chaotic PRNGs are their speed, sequencing and as presented in this paper
their uncommon probability distribution.

As can be seen in Table 1, Lozi map based PRNG generated individuals which
were mapped to more complex programs in all three dimension settings. Therefore,
the assumption that Lozi map based PRNG generates more complex programs than
PRNG with uniform distribution was confirmed and the main research question
answered. The p-values acquired from Wilcoxon signed-rank test also established
that with the probability of nearly 100 %. Additionally, the comparison in Fig. 3

Fig. 3 Mean lengths of programs mapped from individuals generated by PRNG with uniform
distribution and Lozi map based PRNG in dimension settings from 10 to 100
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clearly shows that Lozi map based PRNG generated individuals are mapped to
more complex programs and that the difference grows with the dimensionality.

Since the simple program can be formulated by more complex one but not vice
versa, the preferred situation is to have an initial population with individuals which
generate more complex programs. Moreover, the final synthesized program is
expected to be complex if it is solved by a heuristic method. EAs can eventually
overcome the problem of simple programs in initial population but it may cost a
significant portion of the valuable computational time.

The future research will focus on the estimation of the computational time saved
by the use of chaotic map based PRNGs for the generation of initial population in
comparison with classical PRNGs on a number of problems solvable by AP and
also on the solution of various real world problems.
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Comparison of Success Rate
of Numerical Weather Prediction
Models with Forecasting System
of Convective Precipitation

David Šaur

Abstract The aim of this article is to compare a success rate of a chosen numerical
weather prediction (NWP) models with a forecasting system of convective pre-
cipitation based on an analysis of ten historical weather events over the territory of
the Zlin Region for the year 2015. This paper is based on a previous article
“Evaluation of the accuracy of numerical weather prediction models”. The first
chapter is a theoretical framework describing the current forecasting systems of
convective precipitation, which are selected NWP models and forecasting system of
convective precipitation. This chapter describes the principle of creating predictions
and selection of individual NWP models. Furthermore, they are provided with basic
information about the prediction of convective precipitation. The second chapter
outlines the principles of the methods used for evaluating the success rate of
forecast precipitation. In the discussion, results of these methods on selected his-
torical weather situations are published. Finally, the work contains an overview of
the most accurate NWP models in comparison with the forecasting system of
convective precipitation. This refined predictive information of convective precip-
itation may be especially useful for the crisis management authorities for preventive
measures against the occurrence of flash floods.

Keywords Numerical weather prediction models ⋅ Flash floods ⋅ Crisis
management ⋅ Convective precipitation

D. Šaur (✉)
Faculty of Applied Informatics, Tomas Bata University in Zlin,
Nad Stranemi 4511, Zlin, Czech Republic
e-mail: saur@fai.utb.cz

© Springer International Publishing Switzerland 2016
R. Silhavy et al. (eds.), Artificial Intelligence Perspectives in Intelligent Systems,
Advances in Intelligent Systems and Computing 464,
DOI 10.1007/978-3-319-33625-1_28

307



1 Introduction

Increase in the occurrence of extreme weather events is connected to global
warming. This climatological phenomenon has affected us since 1950, and its
consequence is an increase in average temperature and humidity in the atmosphere.
Elevated values of the average air temperature and humidity has resulted in
increased occurrence of dangerous accompanying phenomena such as heavy rain-
fall, hail, strong gusts, tornadoes and electrical atmospheric discharge. In addition,
increased occurrence of dangerous accompanying phenomena is supported by the
appearance of the seven flash floods in the years 2007−2015 [1, 2].

The main cause of torrential rainfall is convective precipitation cloudiness.
Convective precipitation can be characterized as an occurrence of rainfall in a small
area with varying dynamic of rainfall intensity field. The size of the area tends to be
several kilometers and duration of this phenomenon is in tens of minutes. Conse-
quently, prediction of convective precipitation is extremely problematic in terms of
its specific temporal and spatial development [1].

Firstly, evaluating the success rate of predictions NWP models and other fore-
casting systems is a difficult problem to be solved in many scientific research
meteorological institutes in the Czech Republic and abroad. Verification forecast
convective precipitation has been investigated in many works in the world [3–5].
This problem has been studied in the Institute of Atmospheric Physics in the Czech
Republic [6, 7].

Secondly, most of the NWP models are not set for the prediction of local
disturbances in the pressure gradient and therefore have a very low success rate.
The proposed predictive algorithm of convective precipitation particularly includes
those factors that are taken into account in NWP models. The purpose of convective
precipitation forecast system is to provide information specifying the current
forecast, issued by the Czech Hydrometeorological Institute. The main output is
predicting the convective precipitation for lower territorial units (municipalities
with extended power) 6−24 h in advance.

The current selection of NWP model is based on the results of the previous
article, in which evaluation of success rate of predictions of historic weather situ-
ations was conducted for the year 2014. This article differs in research datasets used
in the analysis of historical weather situations for the year 2015. The first method
includes a proposal for a modified evaluation technique of success rate of con-
vective precipitation forecast. The second method uses the same verification criteria
Skill Scores with a different datasets for the year 2015, in which the focus is on the
comparison of success NWP models and forecasting of convective precipitation.
The main objective is to demonstrate a higher success rate of forecast system of
convective precipitation in comparison with NWP models for deployment in
operational mode of forecasts and warnings in crisis management Zlin region.
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2 Forecasting System of Convective Precipitation

At present, the convective precipitation forecast is realized through the NWP
model, nowcasting methods using radar rainfall measurements. However, the
success of the forecasting system has not reached 50 % in predicting convective
precipitation for the year 2014. Therefore, one of the main objectives of my dis-
sertation is to propose the predictive algorithm for convective precipitation, which
will process and evaluate data from NWP models and also increases the forecast
success rate over 50 %.

The theoretical part describes two forecasting tools:

• Numerical weather prediction models.
• Forecasting system of convective precipitation.

2.1 Numerical Weather Prediction Models

Numerical weather prediction (NWP) models are systems which forecast the future
development of individual meteorological variables in the atmosphere. The first
step is the analysis of the current state of the atmosphere using meteorological
radars, satellites and balloons. Initial values in the fields of air temperature, such as
the wind flow and moisture are results of the analysis. Subsequently own model
calculation is conducted by integrating of prognostic equations for temperature,
humidity, wind, mean sea level pressure, liquid and solid phase of water and clouds
after the individual time steps. An important feature of these prognostic equations is
their non-linearity, resulting in a sensitive dependence on initial conditions. It
means that if slightly modified input data have entered than the results may vary
considerably after several days [2, 8].

In practice, NWP models are divided into global and regional models. The main
parameter is resolution or network step, which expresses the size of the surface area.
Global models simulate the entire state of the atmosphere. Local Area Models
(LAM) are focused on a limited area. Resolution of global models is about 50 km
or more; local area models are less than 10 km away [8, 9].

These NWP models were chosen for evaluate the success rate of convective
precipitation based on step size of network and their availability on the Internet:

1. Global models—models GFS, EURO 4, GEM and UKMET.
2. Regional models (LAM)—models ALADIN Czech Republic (CR) and ALA-

DIN Slovakia Republic (SR) [1] (Table 1).
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The time step is the time period over which the precipitation total predicts for the
modeled area. Time advance is the duration at which the precipitation forecast are
issued [8].

2.2 Forecasting System of Convective Precipitation

The aim of this predictive system will evaluate information on the current and
future development of convective precipitation to produce a report which will be
distributed to other crisis management authorities of the territorial unit (Fig. 1).

The algorithm of convective precipitation forecast consists of eight steps in the
calculation of partial predictions and works with multicriterial evaluation methods.
The main criteria are the individual indexes of convection, meteorological elements
and parameters of the morphometric analysis which are compared to the statistics of
historical weather events. The weight of each criterion is set to 1 to simplify the
algorithm. The main objective of algorithm is to find a combination of values of
meteorological parameters. The output forecast is 13 probability values (%) for
individual municipalities with extended powers by the equation:

P= ð∑ n ̸∑m×4Þ×100ð%Þ, ð1Þ

Table 1 Parameters of NWP models [1, 15]

Models GFS EURO4 GEM UKMET

Country of
origin

USA GB France, USA,
Canada

GB

Resolution (km) 25 km 11 km 11 km 11 km
Area prediction The whole

world
Europe Europe The whole

world
Time step 4, 10, 16, 22 h. 00, 05, 11, 17 h. 00, 12 h. 03, 06, 12,

24 h.
Time advance 16 days 2 days 10 days 3 days
Models ALADIN CR ALADIN SR
Country of
origin

Czech Republic Slovakia
Republic

Resolution (km) 5 km 5 km
Area prediction Czech Republic Slovakia

Republic
Time step 03, 06, 12,

24 h.
03, 06, 12, 24 h.

Time advance 2.5 days 3 days
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where n is a sum of coefficients of partial prediction. For example, prediction
instability of the atmosphere which consists of 10 indices of convection and m is
the total number of predicted parameters multiplied by four coefficients of proba-
bility of location and rainfall intensity according to Table 2.

The main parameters of forecasting system of convective precipitation:

• Time advance to 6−24 h in advance.
• Time step after three hours.
• Forecast of place of occurrence (from individual sites to municipalities with

extended powers).

3 Methods of Evaluation of the Weather Forecast

Evaluation of the success rate and quality of weather forecast of numerical weather
prediction models is realized by these methods:

Fig. 1 Scheme of the forecasting system of convective precipitation

Table 2 Coefficients of rainfall intensity and probability occurrence of thunderstorms

Coefficients 0 1 2 3

Intensity level Weak
thunderstorms

Strong
thunderstorms

Very strong
thunderstorms

Extremely strong
thunderstorms

Rainfall intensity
(mm/hours)

0−29 30−49 50−89 above 90

Probability of
occurence (%)

0−24 25−49 50−74 75−100
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• Percentage evaluating of the success rate of numerical weather prediction
models and forecasting system of convective precipitation

• Verification of convective precipitation forecast

3.1 The Percentage Evaluating of the Success Rate
of Numerical Weather Prediction Models
and Forecasting System of Convective Precipitation

Percentage evaluation of the success of numerical models is a method that com-
pares the outputs of individual NWP models with outputs from 13 ground mete-
orological stations. In the first phase of the evaluation predicted and measured
precipitation totals are converted into coefficients of rainfall intensity for the
selected time interval (Table 2). In the second phase outputs (coefficients) are
compared to the selected numerical model and 13 ground meteorological stations,
of which is determined by success rate of predictions:

• Place of occurrence of convective precipitation.
• Rainfall intensity.

Coefficients of probability of place occurrence of precipitation assume values if
the total precipitation is predicted and measured. Coefficients are found if the
predicted or measured total precipitation does not occur.

Coefficients of rainfall intensity assume values if the coefficients of the predicted
and measured precipitation are totals equal. Conversely, coefficients are found for
different values of the predicted and measured precipitation totals.

Percentage values of successful predictions are calculated after completing
coefficient values or blank spaces of place of occurrence and rainfall intensity:

Pplace, intensity =
X
13

× 100ð%Þ, ð2Þ

The overall forecast success rate is determined as the average a success rate of
percentage place of occurrence and rainfall intensity according to Table 2.

3.2 Verification of Convective Precipitation Forecast

Verification of precipitation forecast has been a discussed problem in recent years.
Skill Scores are used for verification predictions that determine the accuracy of
forecasts by:
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• Standard methods with verification criteria (contingency table).
• Non-standard methods using radar precipitation estimates [1].

Skill Scores are verification statistical criteria for comparing the score of the
forecast with a score of forecasts obtained by the standard method with the same set
of data. Skill Scores takes values from −∞ to +1. Positive values indicate
improvement in prognosis compared to the standard. Negative values demonstrate
lower forecast accuracy than standard. Verification forecast of convective precipi-
tation by standard methods, which are based on contingency tables, is the most
convenient than the model output with the high resolution [10–12].

Contingency table contains four fields and shows the number or frequency of
cases where the phenomenon was/was not predicted, and in fact occurred/did not
occur in all possible mutual combinations [12] (Table 3).
where:

• a is the number of cases when the phenomenon was predicted and actually
occurred—good forecast of phenomenon.

• b is the number of cases when the phenomenon was not predicted and occurred
—wrong forecast of phenomenon.

• c is alarm is the number of cases when the phenomenon was predicted and did
not occur—wrong forecast of phenomenon.

• d is preclusion is the number of cases when the phenomenon was not predicted
and did not occur—good forecast of phenomenon [1, 12].

Skill Scores are statistical methods which depend on the category. For example,
the verification criteria TSS, PSS (FRC) and HSS fall into the category d. Verifi-
cation criteria POD, FAR and CSI belongs to the category of a, b, c [1, 12]. The two
most common types of Skill Score are used for the purposes of evaluation of the
success forecasts:

• Heidke Skill Score (HSS) a
• Critical Success Index (CSI) or Threat Score(TS).

Heidke Skill Score (HSS) is a statistical verification criterion, which is focused
on the fractional improvements in prognosis using standard methods. The value of
HSS can determine according to the equation:

HSS=
2ðad− bcÞ

a+ cð Þ c+ dð Þ+ a+ bð Þðb+ dÞ½ � ð3Þ

Table 3 Contingency table
in standard methods [13, 14]

Event forecast/observed Yes No Marginal total

Yes a b a + b
No b d c + d
Marginal total a + c b + d N = a+b + c+d
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The main advantage of HSS is independence of the frequency of forecasting the
phenomenon and simplicity of calculation. HSS is intended for verification fore-
casts of indexes of convection, other meteorological elements and additional cal-
culations of climatological series, e.g. the average air temperature [12, 13].

Critical Success Index (CSI) is intended verification criterion for predicting
infrequent events, such as dangerous accompanying phenomena (strong wind gusts
and tornadoes) and intensive convective precipitation.

CSI =
a

a+ b+ c
=

a
a+ b+ c+ d− d

=
a

N − d
ð4Þ

where N is the number of all cases. CSI is dependent on the ratio of category d and
the number of all cases. Consequently, the CSI depends on the frequency occur-
rence of the predicted phenomenon [12, 14].

4 Discussion of the Evaluation of Success Rate of NWP
Models and Forecasting System of Convective
Precipitation

The percentage of successful evaluation and verification of predictions selected
NWP model is based on analysis of ten historical weather situations over the Zlín
Region in 2015, which are also part of the project IGA/FAI/2015/025. Results of
both of these methods are discussed in this paper which builds on the previous
article “Evaluation of the accuracy of numerical weather prediction models”. The
most NWP models compared with a success rate of forecasting system of con-
vective precipitation discussed in [1].

4.1 The Percentage Evaluating of Accuracy of Numerical
Weather Prediction Models and Forecasting System
of Convective Precipitation

The results of this method are based on the analysis of ten historical meteorological
situations with the most intense convective rainfall for the case of the Zlín Region
in the IGA project for the year 2015. The success rate of predictions is calculated as
the ratio of the maximal predicted precipitation by numerical models and maximum
measured precipitation [1].

Figure 2 shows the average values of selected success rate NWP models (blue
columns) compared with the average value prediction success forecasting system of
convective precipitation (red columns). Forecast system of convective precipitation
reached 53 % save percentage. The success of individual NWP models differed.
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The highest average values of success were achieved in NWP ALADIN model SR,
GEM and UKMET for fine resolution. NWP ALADIN model SR with a resolution
of 4 km reached the highest levels of success in some historical weather conditions
(70−80 % success rate). NWP models GEM and UKMET provide good long-term
results of permanent success rate predictions, but also convective precipitation in
recent years. High values of successful predictions are due to the good qualities of
prediction pressure fields over Europe.

4.2 Verification of Convective Precipitation Forecast

This method is focused on evaluation of the success rate of precipitation forecast
numerical models using the two verification criteria HSS and CSI.

Figure 3 illustrates the resulting evaluation of the success precipitation forecast
for each NWP models based on verification criterion HSS [1]. High values HSS
(0.38−0.4) was achieved during precipitation amounts from 25 to 30 mm with the
numerical models ALADIN CR, GEM, EURO4, UKMET due to their high reso-
lution of 5−11 km. GFS model reached the lowest values for HSS precipitation
totals from 5 to 35 mm because of the high resolution of 25 km. The biggest
difference of HSS (from 0.1 to 0.17) was among the GFS model and prediction
system of convective precipitation in the precipitation totals between 20 and
35 mm.

Fig. 2 The average success rate forecasts of selected NWP models and forecasting system of
convective precipitation
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The second category with categories a, b, c includes verification criterion of
Critical Success Index (CSI). CSI the criterion is used to forecast extreme phe-
nomena. [1].

Figure 4 demonstrates the results of the evaluation of the success precipitation
forecast verification using criterion CSI. Graphs individual curves of values CSI
replicate the trend of development for all NWP models and forecasting system of
convective precipitation. Forecast system of convective precipitation reached the
highest values of CSI. NWP models GEM, UKMET and ALADIN CR had the
highest CSI values during rainfall totals from 20 to 25 mm. Maximum difference of
values CSI (over 0.15) were achieved in the GFS model as with the verification
criterion HSS.

4.3 Summary Evaluation of NWP Models and Forecasting
System

For the best results, evaluation of the accuracy of the convective precipitation
forecast achieved these tools by following methods:

Fig. 3 Verification criterion HSS for different values of the precipitation [1]
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• The percentage evaluating of the accuracy of numerical weather prediction
models:

– The NWP models ALADIN SR, GEM a UKMET with success rate of
predictions of 50−60 % due to low resolution of 5−11 km.

– Success rate of forecasting system of convective precipitation is 53 %.

• Verification of convective precipitation forecast:

– Deviation of the HSS and the CSI reaches the order of tenths; properties
NWP models and forecasting systems are sufficient for the prediction of
intense rainfall, which could cause flash floods.

– The highest values of verification criteria and CSI and HSS reached fore-
casting system of convective precipitation (precipitation amounts of 20
−30 mm/hr).

– Outputs of graphs values of HSS and CSI demonstrated that the high success
rate forecasts was attained in NWP models with low resolution (5−11 km).

– Forecasting system obtained the highest success rate of convective precipi-
tation forecasts for proper configuration of meteorological parameters ful-
filling the physical conditions of formation of atmospheric convection.

Fig. 4 Verification criterion CSI for different values of the precipitation [1]
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5 Conclusion

The aim of the article was to evaluate the success rate of convective precipitation
forecasts for selected NWP models and forecasting of convective precipitation for
the Zlín Region in 2015. Success rate of predictions was evaluated by the same
verification methods as in the previous article, but with different data sets and
compared with the predictive system of convective precipitation. Selected historical
weather situation characterized weak storms with precipitation amounts of less than
30 mm/hr. and strong storms with precipitation totals from 30 to 50 mm/hr.

NWP models GEM, UKMET, ALADIN ČR and ALADIN SR achieved a
success rate of over 50 %, so they are generally applicable to an approximate
estimate of the future occurrence of convective rainfall for the Zlín Region. NWP
models and forecasting system of convective precipitation reached their highest
levels of verification criteria HSS and CSI in predicting precipitation totals with an
intensity of 20−30 mm/hr. This rainfall intensity constitutes a threshold formation
of torrential rainfall. High values of both verification criteria show good predictive
properties of NWP models and forecasting system for predicting intense convective
precipitation, which can cause flash floods.

Further research will focus on evaluating the success rate of forecast system of
convective precipitation and NWP models based on analysis weather situations in
the following years. The main methods of evaluating the success rate of predictions
will be current statistical verification criteria Skill Scores including additional
verification criteria and other verification methods. The aim of the research will be
to identify most suitable methods for evaluating the success of convective precip-
itation forecasts by comparing the overall success rate of the predictions of veri-
fication methods.
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High Speed, Efficient Area, Low Power
Novel Modified Booth Encoder Multiplier
for Signed-Unsigned Number

Ravindra P. Rajput and M.N. Shanmukha Swamy

Abstract In this paper, we proposed a design methodology for high performance,
efficient area, the lower power multiplier for signed-unsigned number. In the first
phase, for generating partial products, we proposed the Novel Modified Booth
Encoder (NMBE) scheme using 28 transistors, compared to the conventional
Modified Booth Encoder (MBE) multiplier of 46 transistors. In the second phase,
for reducing several partial products rows into two rows, we have designed the
Vertical Column Adder (VCA) with a minimum number of transistors compared to
the conventional Partial Product Reduction Tree (PPRT). In the final phase, to
obtain the product of multiplication, we have proposed Carry Look-ahead and
Carry Select Adder (CLCSA) technique, for high speed addition operation with
minimum delay. Hence, the experimental results show that the proposed NMBE
multiplier for signed-unsigned number can achieve improvement in speed, area and
power dissipation by 38 %, 63 % and 39 % respectively.

Keywords MBE ⋅ NMBE ⋅ PPG ⋅ PPRT ⋅ CLA ⋅ CLCSA ⋅ VCA

1 Introduction

High speed digital signal processing (DSP) computation applications such as Fast
Fourier Transform (FFT), multimedia, communications systems, supercomputers
and vector processors requires high speed multipliers. The multiplication operation
of the dedicated system is the more time critical, more area and more power
consuming operation. Therefore, the specialized design of multipliers for less delay,
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smaller in area and lower power consumption is essential. In high performance
computing system, the multiplication operation consists of three phases: (1) gen-
erating partial products; (2) reducing the partial products to two rows; (3) and
finally adding the two rows the product is obtained. Since the speed of the multi-
plier depends on the speed of the partial product generator (PPG), the speed of the
partial product reduction tree (PPRT) and the speed of the carry propagate adder
(CPA), many architectures have been developed [1–27] to reduce the delay, the area
and the power consumption.

In the first phase, the Modified Booth Encoder (MBE) has been widely used to
generate n/2 rows of partial products, thus reducing the size has the impact on
speed, area, and power consumption. In [1–4], the MBE has been designed by using
68, 56, 62 and 46 transistors respectively. Since the speed, the area, and the power
consumption depends the number of transistors of MBE, the design of MBE with
less number of transistors is essential. Hence, in this paper, we have proposed the
design of MBE using 28 transistors, so that the delay, the area, and the power
consumption can further be reduced.

In the second phase, a PPRT is used to reduce the rows of n/2 partial products
into two rows. In [3–8, 18, 19, 21], the PPRT has been designed using 4:2 com-
pressor and 5:2 compressor, to achieve low delay by well balanced delay paths. To
further improve the speed of PPRT [1, 20], has been presented the Three Dimen-
sional Minimization (TDM) method for optimal delay by carefully modeling the
delay path of each full adder and the input arrival time from the previous column.
Since, each PPRT is implemented using the full adder, the design of high perfor-
mance full adder is essential. Therefore, in this paper, we have proposed the
Vertical Column Adder (VCA) to further reduce the delay, the area and the power
consumption by designing the full adder in complementary metal oxide semicon-
ductor (CMOS) logic using 12 transistors.

In the third phase, to obtain the product of multiplication, the high speed CPA is
used to add the final two rows of partial product from the PPRT. The fastest of all
the CPA is the Carry Look-ahead Adder (CLA) scheme. In [1], multiple-level
conditional-sum adder (MLCSMA), combined with the effect of the
conditional-sum adder (CSMA) of [22] and conditional-carry adder (CCA) of [27]
for high speed and less area. In [3, 4, 9–11], presented low power adder by min-
imizing the switching operations. In [14–17], the CLA/Carry Select Adder
(CSA) scheme has been designed for high speed operation at the cost of more area
and power consumption. In order to implement third stage, we have implemented
CLCSA to further improve the performance of the multiplier.

From the above literature review it is concluded that, the design of the MBE,
PPRT, and the CPA for low delay, smaller area, and the lower power consumption,
can result into the high performance multiplier. Also the papers of the literature
review, can perform the multiplication operation using signed number, and fails to
operate using the unsigned number.

Hence, to further reduce the delay, the area and the power consumption, we
proposed the design of the NMBE multiplier as shown in Fig. 1. It consists of
NMBE as the PPG, the VCA as the PPRT, the CLCSA as the CPA, the complement
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logic and the signed-unsigned logic. The NMBE generates partial products five
array of rows in parallel. The VCA converts an array of five rows into two rows.
Finally, the CLCSA, by adding an array of two rows, the product of multiplication
for signed-unsigned can be obtained. The design of multiplier is illustrated in detail
in the following section.

2 Design of Proposed NMBE Scheme

For the design of the proposed NMBE scheme, Table 1 shows the truth table. In
this table 3-bit of the multiplicand (b2i+1, b2i, b2i−1) operand is encoded into the
signals zi, si, and ni to obtain the partial product generator (pij).

From the Table 1, following equations are obtained.

pij = xi+1 ⋅ si + xi ⋅ zi ð1Þ

si = zi ⋅ ðbi ⊕ bi+1Þ ð2Þ

zi = bi ⊕ bi− 1 ð3Þ

xi+1 = bi+1 ⊕ ai+1, xi = bi+1 ⊕ ai ð4Þ

ni = bi+1 ⋅ bi− 1bi
� � ð5Þ

an bn

Booth decoder 

Signed-Unsigned
logic

p =  a b

VCA for PPRT

CLCSA for CPA

n-bit multiplicand
an-1 an-2 a1 a0

n-bit multiplier
bn-1 bn-2 b1 b0

Booth encoder 

s_u
bn-1

an-1

Complement logic
NMBE for PPG

Fig. 1 Block diagram of proposed NMBE multiplier
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Where the symbols ⊕, ⋅, +, represents Exclusive-OR, AND, and OR Boolean
operations respectively. Figure 2a shows the logic diagram and Fig. 2b shows the
circuit diagram of the proposed NMBE scheme, implemented using Eqs. (1)−(4).

The NMBE consists of Booth encoder logic, Booth decoder logic and 1’s com-
plement logic, and are implemented in CMOS logic using 8, 14 and 6 transistors
respectively, with a total of 8 + 14 + 6 = 28 transistors as shown in Fig. 2b. An
output signal pij of NMBE is expressed in terms of signals si and zi. The Booth
encoder logic generates signals si and zi by encoding three bits “b2i+1 b2i b2i−1” of
the multiplicand operand b. Using the sgnal si decoder logic selects +2a or −2a and
usng zi it selects +a or −a. The negate operation such as −a or −2a is achieved by
1’s complementing each bit of a and then adding ni = 1, to the least significant bit.
The negate bit logic diagram is implemented using Eq. (5) as shown in Fig. 3.

Table 1 Truth table of
NMBE scheme

b2i+1 b2i b2i-1 pij zi si ni
0 0 0 +0 0 0 0
0 0 1 +a 1 0 0
0 1 0 +a 1 0 0
0 1 1 +2a 0 1 0
1 0 0 −2a 0 1 1
1 0 1 −a 1 0 1
1 1 0 −a 1 0 1
1 1 1 −0 0 0 0

(a)

Complement

logic

Decoder Encoder 

b2i-1

ai

ai+1

b2i

b2i+1

xi+1

pij
xi

(b)

Complement logic

pij

b2i+1

b2i

b2i-1

Encoder

Decoder 

ai ai+1

xi
xi+1

Fig. 2 The NMBE. a Logic diagram. b Circuit diagram
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2.1 Design of Signed Unsigned Logic

When the mode control signed-unsigned signal s_u = 1, the signed multiplication
operation is performed and when s_u = 0, the unsigned multiplication operation is
performed. For the signed, unsigned multiplication operation the requirement to
sign extends bits are given by the Eqs. (6) through (8). Equations (6) through (8)
are implemented as shown in Fig. 4.

s u=1, an− 1 = 1, bn− 1 = 0, an = an+1 = 1 and bn = bn+1 = 0 ð6Þ

s u=1, an− 1 = 0, bn− 1 = 1, an = an+1 = 0 and bn = bn+1 = 1 ð7Þ

s u=0, an = an+1 = 0, and bn = bn+1 = 0 ð8Þ

The final requirement of the signed, unsigned multiplier is the computation of
the most significant bit [(n/2) + 1] of the partial product generator Cij is given by
the Eq. (9).

Cij = s u an− 1an− 2 ð9Þ

where i = n/2 and j = n−1, and n is the operand size. Equation (9) is implemented
as shown in the Fig. 5. For the 8 × 8 multiplier with n = 8, Cij becomes C47 as
shown in Fig. 6.

ni
bi+1

bi-1

bi

Fig. 3 Negate bit logic

s_u

bn-1

an-1

bn

an

Fig. 4 Sign converter logic

Cij
s_u
an-1

an-2

Fig. 5 Logic diagram for Cij
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2.2 Signed Unsigned 8 × 8 Multiplier

To illustrate the concept of Eq. (6) through (9), let us consider an example, to
multiply a = 11111111 and b = 11111111 operands. When s_u = 1, an 8-bit
operands ‘a’ and ‘b’ are considered as signed number and the sign extends bit
computed as an−1 = 1, bn−1 = 1, an = an+1 = 1 and bn = bn+1 = 1, and C47 is
computed as 0 and the product of 11111111 (−1) × 11111111 (−1) is
0000000000000001 (+1) as shown in Fig. 7. And when s_u = 0, the 8-bit oper-
ands a = 11111111 and b = 11111111 operands are considered as unsigned and
the sign extends bit is computed as an = an+1 = 0, and bn = bn+1 = 0, and C47 is
computed as 1 and the product of 11111111 (255) × 11111111 (255) is
1111111000000001 (65025) as shown in Fig. 8.

p15 p14 p13  p12  p11 p10  p9 p8 p7 p6 p5 p4 p3 p2  p1 p0

a7 a6 a5 a4 a3 a2 a1a0

b7b6 b5 b4 b3 b2 b1 b0

1  p18 p17 p16 p15 p14 p13 p12 p11 p10 n0

p08 p08 p08 p07 p06 p05 p04 p03 p02 p01 p00

1    p28 p27 p26 p25 p24 p23 p22 p21 p20 n1

1    p38  p37  p36  p35  p34  p33 p32  p31 p30 n2

C47 p46  p45  p44  p43   p42  p41 p40 n3

Fig. 6 8 × 8 multiplier for signed and unsigned numbers

0 0 0 0 0 00000000001

11111111

10000000000
1100000000  1

1 1 0 000000   0
1  1 0 0 0 000   0

C47 0 0 0 0 000

11111111
Fig. 7 8 × 8 multiplier when
s_u = 1

1 1 1 1 1 11000000001

11111111

01100000000

1 1 0 0000000 0
1  1 0 0 0 00000 0

C47 1 1 1 1 1110

11111111

1 100000000  1

Fig. 8 8 × 8 multiplier when
s_u = 0
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3 Proposed Vertical Column Adder

We proposed the Vertical Column Adder (VCA) for PPRT, based on the concept
presented in [20]. In this method each column partial product bits of that column
and carry bits generated by the previous column has been added to produce a sum
bit and a number of carry bits. The carry bits from the previous column and sum
bits of the same column are fed as input to the full adders so that the VCA produces
output with minimum delay.

In [20], the PPRT has been implemented using full adders, but the VCA consists
of full adders and the Sum Carry Generate and Propagate (SCGP) logic circuits. The
final circuit of each VCA is the SCGP logic circuit. The SCGP logic circuit pro-
duces signals such as Sum, Carry Generate and Carry Propagate signals, which are
essential for the Carry Look-ahead (CLA) adder operation.

The design of high performance full adder is implemented using the Eqs. (10)
through (11) as shown in Fig. 9. In CMOS logic the full adder of Fig. 9 is
implemented using only 12 transistors, while in [1–8, 14, 18–21] have been used 24
transistors. In the full adder of Fig. 9, an idea of design and a reduction in the
number of transistors can further reduce the delay, the area and the power con-
sumption of proposed NMBE multiplier.

si = xi ⊕ yi ⊕ ci ð10Þ

ci+1 = xi ⊕ yið Þci + xi ⊕ yið Þxi ð11Þ

The logic required for SCGP is derived from the Eq. (11) is given by the
Eqs. (12) and (13). Where cpi is called carry propagate signal and cgi is called carry
generate signal.

cpi = xi ⊕ yi ð12Þ

cgi = xi⊕yið Þxi ð13Þ

ci+1

si

xi

yi

ci

Fig. 9 Circuit diagram of full
adder
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The design of high performance SCGP logic circuit is implemented using the
Eqs. (12) through (13) as shown in Fig. 10 (Figs. 11 and 12). The SCGP logic
circuit can save the extra hardware needed to generate carry and propagate signals,
for the 8-bit CLA adder circuit shown in Fig. 13. In CMOS the SCGP logic circuit
of Fig. 10 is implemented using only 10 transistors, while in [1–8, 14, 18, 19–21],
have been used 16 transistors. Thus, reduction in the number of transistors in the
design of full adder and SCGP logic of the VCA can further reduce the delay, the
area and the power consumption of proposed NMBE multiplier.

xi

yi

ci

sicgi

cpi

Fig. 10 Circuit diagram of SCGP logic
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Fig. 11 Architecture of CLCSA for 16 × 16-bits multiplier
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4 Design of Carry Propagate Adder

We proposed the CLCSA as CPA based on the concept presented in [14].
The CLCSA combines the effect of Carry Look-ahead Adder and Carry Select
Adder (CLCSA) as shown in Fig. 11. In this method, the 8-bit CLA adder is used in
cascade through carry select adder technique for high performance.

Figure 13 shows the circuit diagram of an 8-bit CLA adder. An 8-bit CLA adder
can produce carry in parallel and there are two 8-bit CLA’s in each stage with ‘0’
and ‘1’ as the initial carry input. If the final carry output from the previous stage of
8 bit CLA adder is ‘1’ then the output selected by the 2:1 multiplexer of Fig. 12, is
the output of the CLA adder with ‘1’ input as the initial carry. If the final carry
output is ‘0’ then the output selected by the 2:1 multiplexer is the output of the CLA
adder with ‘0’ input as the initial carry. The delay of the CLCSA is given by the
Eq. (14).

TCLCSA = n ̸2ð ÞtCLA + n ̸2ð ÞtMUX ð14Þ

where n is the number of CLA adder blocks, tCLA is the delay of each CLA adder
block and tMUX is the delay of 2:1 multiplexer. In CMOS logic, an 8-bit CLA adder
of Fig. 13, is implemented using 184 transistors, while in [1–4, 14–17], have been

pi

p0(i+8)

c8i

p1(i+8)

Fig. 12 2:1 multiplexer

p0 p1 p2 p3 p4 p5 p6 p7

"#!!!!

Fig. 13 Circuit diagram of 8-bit CLA adder
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used 408 transistors, and reduction in the transistors of CLCSA can further reduce
the delay, the area and the power consumption of proposed NMBE multiplier.

5 Experimental Results

The 45 nm CMOS technology Microwind tool has been used to test the critical path
delay, to measure the area and the power consumption for 16 × 16, and 32 × 32-bit
signed-unsigned multiplier. Each multiplier has been divided into PPG, PPRT and
CPA units. Each unit of multiplier has been implemented using digital schematic of
Microwind tool, then the schematic is compiled into Verilog file, and the compiled
Verilog code is translated into a layout and is synthesized, for the delay, area and
the power consumption.

For comparison based on various MBE schemes, proposed NMBE (PPG) has
compared with the PPG of Refs. [1–4] as listed in Table 2. Experimental results of
Table 2, shows that the proposed NMBE sufficiently reduces the critical path delay,
area and the power consumption. Finally, the delay, the area, and the power
measured for PPG, PPRT and CPA have added to obtain the results as given in
Table 3. For simplicity, the delay of wire has neglected. In the Table 3, comparison
of the results shows that for the proposed NMBE multiplier delay has reduced by
38 %, area is decreased by 63 % and power dissipation is saved by 39 %
respectively.

Table 2 Comparison of PPG

References Number of transistors Delay (ns) Area (μm2) Power (μW)

[1] 68 0.033 7.83 1.99
[2] 56 0.044 7.14 1.56
[3] 62 0.051 7.82 1.65
[4] 46 0.045 6.18 1.29
Proposed 28 0.026 3.60 0.92

Table 3 Comparison of multipliers

Size 16 × 16 32 × 32

References Number of
transistors

Delay
(ns)

Area
(μm2)

Power
(μW)

Number of
transistors

Delay
(ns)

Area
(μm2)

Power
(μW)

[1] 10450 0.55 2743.1 283.4 34630 0.72 9090.3 774.1

[2] 9196 0.58 2604.0 245.8 30474 0.74 8505.0 6141

[3] 9824 0.65 2462.5 263.8 32552 0.85 7659.7 6948

[4] 8276 0.60 2338.6 240.8 27428 0.78 7945.8 606.3

Proposed 5500 0.35 1443.7 224.3 16100 0.47 4226.2 552.9
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6 Conclusion

In this paper, in the first phase, our proposed NMBE is implemented using 28
transistors, while in [1–4] have been used 68, 56, 62, and 46 transistors respec-
tively. In the second phase, we have used only 12 transistors to implement the full
adder and 10 transistors to implement the SCGP logic, which are the building
blocks of VCA (PPRT), while the PPRT in [1–8, 14, 18, 19–21] have been used 24
transistors. In the third phase, an 8-bit CLA of CLCSA is implemented using 184
transistors, while in [1–4, 4, 14–17] have been used 408 transistors. Thus, the
reductions in the number of transistors, delay and power consumption of NMBE,
VCA and CLCSA, comparison of the results shows that for the proposed NMBE
based multiplier delay has reduced by 38 %, the area has decreased by 63 % and
power dissipation has saved by 39 %.
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Mining Customer Behavior in Trial Period
of a Web Application Usage—Case Study

Goran Matošević and Vanja Bevanda

Abstract This paper proposes models for predicting customer conversion from
trial account to full paid account of web application. Two models are proposed with
focus on content of the application and time. In order to make a customer’s
behavior prediction, data is extracted from web application’s usage log in trial
period and processed with data mining techniques. For both models, content and
time based, the same selected classification algorithms are used: decision trees,
Naïve Bayes, k-Nearest Neighbors and One Rule classification. Additionally, a
cluster algorithm k-means is used to see if clustering by two clusters (for converted
and not-converted users) can be formed and used for classification. Results showed
high accuracy of classification algorithms in early stage of trial period which can
serve as a basis for an identification of users that are likely to abandon the
application and not convert.

Keywords Web usage mining ⋅ Customer conversions ⋅ Web application
usage ⋅ Trial conversion

1 Introduction

Nowadays, the majority of web application’s vendors design and apply a free trial
strategy for create an efficient, scalable and cost-effective method of customer
acquisition. During the trial period users can freely test the application without any
obligations and decide whether to buy full license or quit anytime. The duration of
trial period varies from as short as 7 days to 1 month. From a vendors’ point of
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view, that period can serve for availing customers’ experience as a way to accel-
erate customer acquisition.

Based on synthesizing information about the customer’s conversion rate from
trial to full version with a substantial pattern of customer behavior, web applica-
tion’s vendor can act more aggressively with email marketing, contacting customers
to gain insights in their opinions and requests, identifying weak points in appli-
cation, etc. Web Usage Mining can help web application’s vendors to understand
customer behavior, optimize web application, improve customer services and
relationship, and measure the effectiveness of marketing effort and to provide
personalized services to customers [1].

Customer conversion prediction is closely related to “churn prediction”—a term
used to describe customers who change service provider in a given period of time.
We believe that customers in trial period can not be treated as full customers as they
don’t provide a lot of information about themselves and their payment profiles are
unknown, therefore should be treated differently then customers in churn prediction
models. It’s due to these reasons, and the fact that trial period itself has some special
characteristics (time and features availability), that we need a special model for
predicting customer behavior.

In this paper we propose a model for data mining web usage log of web
application in the trial period in order to predict customer’s conversion in early state
of application usage. Several indicators from application usage log are used to
construct a model that can be used to improve customers’ relationship, support
marketing decisions and hopefully increase the overall conversion rate.

The authors used the log data of web application for school and members
management that offers 14 days free trial accounts.1 The data set consists of 446
records which represent clients who had a trial account and 75,224 records of log
data involving their actions during trial period. This raw data were clean and
pre-processed in order to identify an interesting pattern in customer’s behavior
leading to acquisition.

2 Previous Research

Customer’s relationship management, customer’s retention and customer’s churn
prediction in particular have received a growing attention during the last decade.
Customer’s churn can be defined as the propensity of customers to cease doing
business with a company in a given time period. An accurate segmentation of the
customer base allows a company to target the customers that are most likely to
churn in a retention marketing campaign, which improves the efficient use of the
limited resources for such a campaign [2]. Customer churn prediction using data
mining techniques is an active field of research in e-commerce [3–6]. It is easiest to

1www.DojoExpert.com.
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define it in subscription based businesses, and partly for that reason, churn mod-
eling is most popular in businesses like [7]: long-distance companies, mobile phone
service providers, insurance companies, cable companies, financial service com-
panies, Internet service providers, newspapers, magazines and some retailers. They
all share subscription model where customers have a formal, contractual relation-
ship which must be explicitly ended.

Xie et al. [8] provide an overview of the literature researching the usage of data
mining techniques for customer’s churn modeling. They founded that existing
algorithms have limitations because of their specific nature: small imbalanced data
of churn customers, noise in data and the ranking of subscribers according to their
likelihood to churn. Ballings et al. [9] synthesis existing improvement of churn
modeling and try to add value of time to data augmentation and algorithm
improvement effort. They gave us overview of variables used as predictors in churn
modeling and they claim that churn prediction algorithm cannot be generalized over
a wider range of subscription services.

After detail analysis of data set, metrics and techniques used in algorithm for
churn prediction, we founded that customers in trial period can not be treated as a
full subscribed customers. They do not provide a lot of information about them-
selves and their profiles are unknown, therefore should be treated differently from
customers in churn prediction models. A lot of rich data about customer’s char-
acteristics, relationships history and payment method are a prerequisite for a suc-
cessful churn prediction that are not available in the case of predicting customer
behavior using trial software version of web application. The applicability of churn
prediction in this specific case concerns data used for modeling. In churn prediction
modeling, customer’s characteristics and behavior data were used in order to predict
a churn after some period of service usage. In case of predicting customer’s
behavior using trial software version of web application, there are disposable only
log data of potential customers who may be acquired to the customer database. For
narrow niche of web services, there is not much available data about current cus-
tomers’ characteristics associated with log data in their trial service period that can
be used for discovery of any useful knowledge.

Due to these reasons, and the fact that trial period itself has some special
characteristics (time, features availability), we identified the need for applying a
specific model predicting customer behavior in trial period using some of the
available web usage mining techniques.

Web usage mining (WUM) is a part of a broader concept called web mining,
subsequently is part of data mining which is a process of identifying useful patterns
from large amounts of data.

During more than fifteen years, data mining techniques successfully applied in
various fields like science, marketing, customer relationships management, finance
etc. and one of the applications is to extract and analyze useful information from
large repositories of web data called web mining. Depending on the different types
of data, web mining can be classified into three different categories [10]: web
content mining, web structures mining and web usage mining. Web Content Mining
is a discovery of useful information from the contents of web documents like
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different types of data such as text, image, audio, video etc. Analyzing the physical
link structure of websites is the task of Web Structure Mining. The primary task of
Web Usage Mining is the discovery of the users’ activities while they are browsing
or navigating through Web. The WUM is also called secondary mining as it goes
through the log data generated by the Web servers, proxy servers, caches and
cookies only to find a navigation pattern and interesting and usual habits of users.

Since WUM is relatively new area of data mining, many authors have developed
their own framework for specific purposes. In literature, it is possible to find
exhaustive review of existing WUM techniques and applications, providing
researchers with academic and industrial research efforts, as well as commercial
offerings [11–14]. Srivastava et al. [13] provide a detailed taxonomy of the work in
this area, including research efforts and commercial offering. They have developed
a five major dimension that applies to every WUM project: the data sources used to
gather input, the types of input data, the number of users represented in each data
set, the number of Web sites represented in each data set, and the application area
focused on by the project. Most projects take single-site, multi-user, server-side
usage data (web server logs) as input [13]. According to the same authors, the usage
patterns extracted from web data have been applied to a wide range of applications
such as: personalization, system improvement, site modification, business intelli-
gence and usage characterization.

It is possible to divide a process of WUM in four phases: data collection,
preprocessing, pattern discovery and pattern analysis [1, 13]. It is the modified
CRISP-DM process [15] which consists of business and data understanding phases,
data preparation, modeling, evaluation and deployment phase.

Identifying relevant data from huge amount of data generated by servers about
every resource access and organizing it in terms of users and sessions is what
pre-processing phase performs. This phase consists of several steps: data cleaning,
user identification, session identification and path completion [14].

The preprocess data serves as an input to application of different WUM algo-
rithms for pattern discovery. This step performs to identify frequent patterns of data
about user’s access to different resources through clicking. If these patterns are
constrained by time threshold, session of requests are identified in order to find
behavior and interestingness of users. Pattern discovery draws upon methods and
algorithms from several scientific fields such as statistics, machine learning
and pattern recognition [13]. Suthar et al. [14] provided exhaustive overview and
analysis of existing algorithms for WUM grouped together into five basic cate-
gories: frequent item set mining, clustering, statistical analysis, classification and
sequential analysis. The same authors concluded how there is a vast amount of
techniques available for WUM and that each technique has its advantages and
disadvantages. Every technique is unique and efficient for a specific nature of web
data and application and their combination leads to successful results. Pattern
analysis is the last phase of WUM process where it filters out uninteresting rules or
patterns from the set. The most common techniques used in this phase are visu-
alization techniques, OLAP techniques, querying and usability analysis [14].
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Researching the existing literature, the authors did not find any example of
WUM application specifically designed for predicting customer’s behavior in trial
period.

3 Methods

Web application usage log used in this study consists of simple database records
with 3 fields (attributes): customer ID, time stamp and page ID. Each time a user
clicked on some feature in the application and the URL of the page changed, an
entry is added in the database log with date and time stamp. This simple log
structure can reveal interesting patterns as it stores user’s navigation paths during
time and the total count of visits per customer’s ID. If a customer converted to full
paid account after (or during) trial period, this conversion is marked in log.

In order to improve the data processing, log dataset was preprocessed and
transformed as shown on Fig. 1.

Dataset contains summarized data for each customer (application user) with
following fields (attributes):

• Customer ID—the identification number of customer;
• Log count—total log entries (visits);
• p1…p13—13 fields each representing one Page ID and total log entries for that

page;
• d2…d14—7 fields (d2, d4, d6, d8, d10, d12, d14) each representing 2 days in

trial period and log entries with total log count in that period (e.g. “d4” repre-
sents days 3 and 4);

• Converted—conversion indicator, 0 if not converted and 1 if customer con-
verted to paid account.

Since observed application contains 13 main screens, the “p” fields range from 1
to 13, and since the trial period in this case was 14 days, authors decided to divide
that in pieces consisting of 2 days, resulting in 7 “d” fields. The “p” fields contain
count of log entries and the “d” fields the count of entries in that period.

Fig. 1 The structure of application log and data set after preprocessing
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An example of SQL2 statements for generating “Log count”, “p1” and “d2”
fields in above Dataset are as follows:

SELECT COUNT(*) AS Log_count FROM [LOG] WHERE [LOG].
[Customer_ID] = @Customer_ID;

SELECT COUNT(*) AS p1 FROM [LOG] WHERE [LOG].
[Customer_ID] = @Customer_ID AND [LOG].[Page_ID] = 1;

SELECT COUNT(*) AS d2 FROM [LOG] WHERE [LOG].
[Customer_ID] = @Customer_ID AND [LOG].[Time_stamp]
BETWEEN MIN([LOG].[Time_stamp]) AND DATEADD(d,2, MIN
([LOG].[Time_stamp]));

We are proposing two models: “content based” and “time based” models for
customer’s behavior prediction.

3.1 Content Based Model

Content based model focus is on page IDs and can result in interesting patterns and
conversion prediction based on which pages (application features) user inspected
during trial and how intensive was that (based on log counts).

Fields of interest in content based models are the “p” fields in our dataset. They
represent how often a user has visited certain screens in the web application (since
each screen is presented by one page or “p” field. In this particular case study the
“p” fields represent following screens:

• p1 = members list
• p2 = attendance tracking
• p3 = members grouping
• p4 = members cards design and printing
• p5 = invoices
• p6 = costs and revenues
• p7 = subscription packages
• p8 = Email sending
• p9 = Scheduler
• p10 = Events
• p11 = Member grades
• p12 = Competition results
• p13 = Settings

These are also main features of the inspected web application. For each “p” field
in dataset, there is a value showing how many times a user has visited particular
screen during his trial period. The question which we are trying to answer with this

2Structured Query Language (SQL) is a standard language designed for managing data held in a
relational database management system (RDBMS).
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“content based” model is: Do converted users have a pattern in visiting screens of
application which is different from non-converted ones, and can this pattern be used
to predict conversion?

3.2 Time Based Model

The time based model focus is on “d” fields and the predictions are based on the
usage patterns during time, answering questions like “can the conversion be pre-
dicted after only 2 days of application usage?”.

Since initial log dataset (Fig. 1) contains time stamp field for each entry, the
dataset can be analyzed through time. To simplify this task, in “time based model”
we have divided the total trial period time in smaller pieces, in this case in 2 days
pieces. Each piece or “d” field contains the log count value which indicates how
many times a user has visited pages/screens in the web application. We are not
interested which screens user has visited in this model, just the total count of visits
for period in question (2 days).

Web applications with longer trial periods, like 1 month, can use wider pieces,
e.g. 3 or 4 days.

3.3 Workflow and Prediction Methods

The complete workflow is illustrated on Fig. 2 after preprocessing dataset which
contains summarized data in “p” and “d” fields. This data is afterwards used in
classification algorithms—in the “content based” model only “p” data is used and in
the “time based” one only “d” data.

Since the “converted” field is categorical (0 = no, 1 = yes), predicting con-
version in this case is a classification problem. For both models, content and time
based, the same selected classification algorithms are used: decision trees, Naïve
Bayes, k-Nearest Neighbors and One Rule classification. Additionally, a cluster
algorithm k-means is used to find out if clustering by two clusters (for converted
and not-converted users) can be formed and used for classification. Since the data

Fig. 2 Workflow
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set consists of 341 records of not-converted users and 105 records of converted
ones, the 10-folds cross validation is used to valid the accuracy of selected algo-
rithms. The work was done in Weka data mining software3 [16].

3.4 Decision Trees

Decision trees use “divide and conquer” approach to construct a tree of tests on
attribute values. These test points are called nodes. Leaf nodes are final nodes of a
tree which gives a classification which applies to instances reaching that leaf. If the
attribute is numerical, in test node the attribute value is compared against some
constant causing a two-way split [17]. Since the data set in this research consists of
numeric log counts and the classification attribute is categorical (conversion against
non-conversion), the use of classification trees is appropriate. The basic algorithm
ID3 was developed by Quinland 1989, and enhanced one C4.5 on 1993 [18]. Weka
software used in this research uses open source implementation of C4.5 algorithm
named J48 [19].

3.5 Naïve Bayes Algorithm

Naïve Bayes algorithm implements probabilistic classifier that calculates a set of
probabilities by counting the frequency and combinations of values in data set. The
algorithm makes “naïvely” assumption that all attributes are independent, which
rarely holds true in real world application. Despite this, the algorithm tends to pre-
form well in most applications [20]. The output of this classifier is probability
between 0 and 1 about belonging to a class, which makes him suitable for this
research and data set. In [21] a performance comparison is done between J48 and
Naïve Bayes algorithms inWeka tool which shows a slight advantage in favor of J48.

3.6 K-Nearest Neighbors

K-Nearest Neighbor (KNN) algorithm uses instance-based learning approach where
an unknown instance is assigned to a class based on calculated distance between
nearest instances [22]. K is the number of instances that are taken into account and
the majority of labels are used for classification. In this research K = 3 is used.
Different distance functions can also be used. Most popular one, the one that is used
in this research is Euclidean distance. In Weka KNN algorithm is named IBK.

3http://www.cs.waikato.ac.nz/ml/weka/.
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3.7 One Rule Classification

One rule algorithm involves extracting one classification rule which has the lowest
error rate on training data. The error rate is calculated from frequency tables of each
attribute (predictor). This is one of most simple algorithms [17].

3.8 Clustering

Clustering is process of grouping or organizing a set of objects into groups whose
members are more similar in some way then those in other groups. It’s one of the
most important unsupervised learning approaches. Clustering also uses some dis-
tance measures to calculate similarity between objects. In this research a k-means
clustering algorithm with Euclidean distance is used to form two clusters (k = 2) on
data set with “converted” attribute excluded. The goal was to see how close the two
clusters assembles the real two groups of users: converted and non-converted ones.

4 Results and Discussion

The initial inspection of log data shows that there is a significant difference in log
counts (total log entries) between converted and not converted users. This is
illustrated in box plot on Fig. 3. Users who converted used the application in trial
period more intensively (creating more log entries) as opposed to users who have
not converted after their trial period expired.

Fig. 3 Log counts of
application usage in trial
period of converted and
non-converted users
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Another interesting view of data is through d2…d14 fields—which showed in
what time periods during the trial is application more used, and if this can be a
conversion indicator. On Fig. 4, we have displayed log count distribution during
time for converted and non-converted users which shows that the application
usage in the trial period is most intensive in first 2 days. After that, the usage ratio
drops, more with non-converted users then converted ones, indicating that appli-
cation vendors should act immediately after second day of trial period with
marketing and sales tools if they wish to increase the conversion rate and
customer’s retention.

The results of prediction models that we propose (content and time based) using
classification algorithms are shown in Table 1. Highest accuracy is achieved in

Fig. 4 Log count distribution over time of converted (1) and non-converted users (0) in 14 days
trial period

Table 1 Correctly classified instances (in %) in selected classification algorithms in “content
based” and “time based” models

Used
attributes

Algorithms
J48 N.

Bayes
KNN
(3)

1R K-means
(2)

Content
based

Log count 83.41 82.29 79.60 81.61 81.84
p1…p13 79.60 80.94 78.25 82.96 81.17
All 79.12 81.17 77.58 81.39 81.84

Time based d2 81.39 82.96 79.82 78.70 80.27
d2…d4 81.39 78.92 81.61 78.70 79.15
d2…d6 81.17 80.49 80.04 78.70 79.37
d2…d8 81.17 79.82 82.06 78.70 80.04
d2…d10 80.94 79.82 82.74 78.70 79.82
d2…d12 79.15 80.94 81.84 78.70 80.04
d2…d14 81.17 82.96 83.40 78.70 80.04
d4…d14 81.17 82.29 82.29 80.72 78.92
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“content based” model using “log count” attribute and decision trees. This is
expected since the distribution of log counts data is as shown in Fig. 4. Other
algorithms used also show good accuracy with minor variations.

In “time based” model best result is gained using k-Nearest Neighbor
(KNN) with k = 3 and using data from all 14 days (d2…d14). Interesting to
mention is the high accuracy of algorithm when one is using data from only first 2
days of trial period (d2). This leads us to conclusion that data mining algorithms can
be used to successfully predict customer behavior (conversion) in early stage of trial
period. Excluding data of first 2 days (d2) and using only remaining data (d4…d14)
also showed good accuracy.

5 Conclusion

By analyzing usage log in trial periods, web application’s vendors can find inter-
esting patterns and use them to increase efforts towards selected customers in order
to achieve higher conversion rates. This paper explored usage log of school and
members’ management web application and proposed two approaches in using the
data: “content” and “time” based. Both models showed how data mining algorithms
can successfully be used to predict customer’s conversion (average accuracy of
80 %) with very simple log structures that every application vendor can easily
implement.

The limitations of this research is relatively small data set and specific appli-
cation domain. Further research should be done with applications in other areas and
with various durations of trial periods. Also, some other attributes of customers’
behavior in trial period can be logged and used to gain better prediction results.
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In Search of a Semantic Book Search
Engine on the Web: Are We There Yet?

Irfan Ullah and Shah Khusro

Abstract Books being a valuable source of knowledge and learning, have always
been searched for on the Web. Traditional Web Information Retrieval (IR) tech-
niques of searching and ranking are applied for this purpose. These techniques,
however, are basically designed for dealing with hyperlinked collections of rich text
in the form of web pages. Books are inherently different from web pages and the
traditional Web IR techniques do not account for their well-organized structure and
the logically connected content. Book searching solutions currently available on the
Web and in other digital environments, however, do not exploit these implicit
semantics resulting in not satisfying the requirements of all stakeholders including
readers, authors, publishers, and librarians. These semantics hidden in the well
thought out structure and the logical connections in book contents are only visible
to human beings. The position put forward here is that most of the available
searching solutions treat books as plaintext collections leading to inaccurate and
imprecise book search results. Ways and means must, therefore, be found to treat
books differently from other web documents and to use their structural semantics
and logical connections in the content for searching, ranking and recommendations.
Development of comprehensive book structure ontology will help in harvesting
these implicit semantics. Similarly, in order to fulfill information needs of the
readers, different domain-level ontologies are required so that book contents can be
conceptually connected and be made machine ‘understandable’. Moreover, tables in
a book consist of structured data and are a rich source of semantics. Similarly, the
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context of images and figures may be exploited for relating contents within and
across books. Discovery and the subsequent utilization of these semantics in book
IR process will result in more precise and accurate systems and to the satisfaction of
all stakeholders.

Keywords Semantic web ⋅ Information retrieval ⋅ Ontology ⋅ Ranking ⋅
Recommendations ⋅ Search engines

1 Introduction

Web Information Retrieval is designed keeping in view the rich text collections that
have explicit hypertextual structure, which is exploited in searching and ranking
these documents and in finding relevant information contained in these collections.
Although books lack this graph-like structure of hypertext, they present a
well-organized and logically connected structure that can be used in retrieving
relevant books and parts of books. These logical connections between book con-
tents may also be used in establishing a graph-like structure of related books, which
can then be exploited in ranking and recommending books. However, a human user
is required to get this well-organized structure and connected content, which needs
to be made machine-processable and machine-understandable. Although, some
initial steps have been taken that make use of ontologies in processing the mere
descriptions of books in their ranking and recommendations, these do not consider
the actual contents of books and therefore, are limited in fulfilling user needs. It is
the position put forward here that a semantic book search engine is required that can
fulfill the requirements of different book stakeholders including readers, authors,
publishers, and libraries. By exploiting the book structural semantics and logical
connections, users will be able to reach the most relevant and intended books that
will increase reader satisfaction and promote the objectives of other stakeholders.
This exploitation of book structure and content semantics can only be made pos-
sible if we design a more in-depth and comprehensive book structure ontology as
the available ontologies are not detailed enough to fulfill the requirements of a
semantic book search engine. Similarly, to understand the book contents regarding
different domains, several domain-level ontologies need to be developed using
ontology learning or some related semi-automated approaches so that book contents
can be connected in a graph-like manner, which will make book search, ranking,
and recommendations more productive and useful.

Searching for relevant books is among the core activities on the Web that is
frequently observed from students, teachers, research scholars, and others who read
books for fun. When we hear about a new book, we first try to retrieve it through
web search engines like Google. Sometimes, we are lucky in retrieving the book,
other times we spend much of our effort and time in locating the book. The situation
gets worse, when we know neither the exact title of the book nor the list of
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representative keywords for the book. We then try other solutions like book search
engines and digital libraries resulting in a mixed collection of relevant and irrele-
vant results that leads to information and cognitive overload. The reason is; books
have been treated as plaintext collections by the available IR methods, ignoring
their well-defined structure and the explicit and implicit connections in book
content through citations and other logical means that could be used in their
indexing, searching, ranking, and recommendations. This is the reason, according
to Madrigal [1], why even book search engines like Google Books cannot accu-
rately and precisely rank books [1]. Similarly, books should be searched for rele-
vant figures, tables, and images and for narrowing or broadening of a particular
topic or issue of interest. This position paper highlights what has been achieved in
designing a semantic book search engine and what is yet to be achieved in order to
make book IR accurate, precise and an enjoyable experience.

2 Survey of the Literature

Searching for relevant and conceptual information about a book or within the
content of a book has been the main focus of many researchers. In this regard, a
number of research and development initiatives have been taken. However, our
focus here is on precise and accurate book indexing, searching, ranking and rec-
ommendations along with fine-grained access to information inside books. The
following sections briefly highlight the state-of-the-art in book information
retrieval.

2.1 Extracting Structure and Indexing Books

In order to be able to search digital and digitized book contents for relevant
information, information extraction and indexing must be applied on their content.
This has been the focus of many research initiatives and conferences like INEX,1

ICDAR,2 and BooksOnline3 etc. The search and retrieval of digitized books can be
improved by indexing their valuable parts including chapter, section and subsection
headings, table of contents (TOC), index pages and book titles that are obtained
from book metadata [2]. The first line in the document except the page number is
considered the page title. For identifying TOC and index pages, the content is
looked for key terms like “table of contents”, “contents”, “page”, “index”, and long

1http://www.inex.otago.ac.nz.
2http://2015.icdar.org/.
3http://research.microsoft.com/en-us/events/booksonline11/.
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number of lines that are ending with digits. In case of failure, the first 3000 char-
acters and last 10 pages of the book are considered [2].

Information Extraction (IE) can be very tricky when applied to digitized books for
extracting structure and layout information including TOC. For this purpose, several
IE methods [3–11] have been devised, which include using book layout analysis for
extracting TOC [3]; using resurgence software for detecting different parts of books
by considering typographical positions and book content instead of TOC to detect
parts, chapters, sections, and pages [4–6]; using rule-based methods for extracting
TOC from books that are having TOC pages, and SVM-based methods for books
that are without TOC pages [7]; and using layout analysis to identify TOC and other
functional regions including chapters, paragraphs, and notes in books [8]. Dejean and
Meunier [9] used four methods for extracting book structure including (i) detecting
and parsing TOC pages; (ii) parsing index pages; (iii) using classical methods for
TOC detection [10, 11]; and (iv) using trailing page whitespace methods.

While research and development in information extraction will continue to
achieve greater precision and accuracy in book structure detection and extraction,
the available extracted parts (using the available IE methods) can be used in cre-
ating a connected graph of book parts using comprehensive book structure ontology
and other domain-level ontologies where book title can be connected with TOC,
chapters, sections, subsections, tables, images, figures, algorithms, procedures,
mathematical equations and different related concepts. This connected graph can be
in the form of RDF triples so that books can be searched, ranked, and recommended
using contextual clues rather than using simple bag-of-words models and ordinary
ranking methods.

2.2 Searching and Ranking Books

While working on book ranking in library catalogues, Kamps [12] uses expert
finding methods for ranking of authors, which can then be used in ranking books.
This is because “authors capture an important aspect of relevance [12]” and
searchers who don’t have a clear understanding of the topic may rely on obtaining
books and other documents written by experts or popular authors in the field.
Gelernter and Lesk [13] argue that a book search process can be augmented by
interpreting what is inside the text rather than using traditional bag-of-words model.
Traditional resources such as thesaurus, reference works and ontologies should be
used in order to retrieve what actually was said by the author. This also enables
readers to get useful insights into text and decide about the relevancy of the book.

The web applications for different digitization projects including Million Book
Project,4 and Project Gutenberg5 present no ranking mechanisms for ranking

4http://www.ulib.org.
5https://www.gutenberg.org.
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books. Project Gutenberg only sorts search results by number of downloads,
sorting alphabetically, and sorting by date of release. According to Magdy and
Darwish [2], digitized books can be ranked by combining and comparing scores for
book headings, TOC and book titles with combined score of book content, book
headings, TOC, and book titles [2]. While discussing Google Books, Vincent [14]
argue that the universe of books is different from that of web pages, where books
could be connected through references [14]. However, this could also be limited as
not all books contain citations to other books. According to Madrigal [1], Google
Books uses 100 unknown ranking signals along with term frequency, term prox-
imity, retrieval frequency, frequency with which the book has been sold, updated
or printed and number of libraries that have listed it. In patents filed by Google,
books may be ranked using similar passages found in books by creating a
graph-like structure of books [15] or by identifying important entities in books and
presenting search results in a manner that augments user understanding on the topic
such as showing history events on a timeline and locations on map [16]. However,
none of these has yet been employed by Google. Therefore, it can be concluded
that for meaningful book ranking and recommendations, book IR needs the dis-
covery and subsequent utilization of book structural semantics and logical con-
nections in book contents, where among the others, Semantic Web and ontologies
can play a big role.

2.3 Book Recommendations

A recommender system plays vital role in handling information overload on users
[17], when used together with efficient ranking methods. Today, a number of
recommendation techniques are used including content-based, collaborative filter-
ing, and hybrid methods [17]. These methods should be revised in designing
fine-tuned book recommenders. User needs can be modeled by obtaining infor-
mation from their social Web account in order to make fine-tuned recommendations
[17]. Readers may also suggest books to other readers with similar interests. In this
regard, reviews about books posted by similar readers may be retrieved and used in
ranking and recommending books [18, 19]. However, relevance is a multi-faceted
concept where readers’ interests, content’s quality, freshness, utility, interestingness
and popularity should be considered, and therefore, many relevant books may be
retrieved, but it is the reader that makes the final decision of whether the book is
relevant or not [20].

A number of book recommenders have been proposed in literature. For example,
BReK12 [21] recommends books to K-12 readers by taking as input their readability
level along with analyzing contents of the books that have been bookmarked by
readers on social bookmarking website. Similarly, BReT [22] assists K-12 teachers in
finding relevant books for K-12 students. For finding relevant books to K-3 readers,
their parents, and teachers, K3Rec [23] uses the publically available metadata of those
books that are suitable and are written for youngsters, and compares their content and
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illustrations in recommending books [23]. Smith et al. [24] use near and partial
duplicates in finding similarities in digitized books. Metadata similarities and citation
analysis are also used in identifying relevant books.

In making fine-tuned book recommendations, Semantic Web and ontologies
have also been used [25–27]. However, these approaches use ontologies in pro-
cessing metadata and about the book descriptions, and do not take into account the
actual book contents and therefore, are limited in identifying the most relevant and
related books. Therefore, it can be concluded that a true content-based semantic
book recommender is required that considers the concepts and other logical parts of
the book in recommending books.

2.4 Fine-Grained Access to Information in Books

While reading a particular topic in a book, a reader may get interested in looking for
a more summarized or a more detailed version of a given table, figure or image and
may want to retrieve books that contain such items. For retrieving similar and
related tables, it is important to first detect and extract tables from books that
contain related tables and then index them in order to make them searchable and
retrievable on the Web [28]. A table may be annotated with different data sources in
order to restore back the lost semantics when it was first created [28]. Same is the
case with figures and images that are present in a book and may have relationships
with figures and images in other books. This fine-grained access to the book content
may greatly augment understanding of a reader on a given concept, topic or an issue
of interest. Although CiteSeer6 provides author and table search, without proper
exploitation of book structural semantics and logical connections among book
contents, such fine-grained access to information inside books will be a daunting
and impossible task. Therefore, this issue needs further attention from the research
community.

3 Discussion and Analysis

By looking at the state-of-the-art in book information retrieval, a number of issues
and challenges need to be addressed. A comprehensive list of such research chal-
lenges have been presented in [18]. This section highlights some of the features and
functionalities that a semantic book search engine should have.

Books are structurally and content-wise different from web pages. Therefore, in
order to index books, instead of using the inverted index used in indexing web
pages, a multi-field inverted index should be used [29]. The nature of books, their

6http://citeseerx.ist.psu.edu/.
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contents, and user intensions should be understandable to the book search engine.
For example, in reading fiction and novels, readers may be interested in different
stratas including the plot, the idea, and the composition of work [30]. Therefore,
along with using multi-field inverted index, indexing should also consider semantic
indexing by exploiting book structural semantics, indexing fictions/novels, and
indexing books using metadata. Book reviews posted by different readers should
also be crawled and indexed so that readers can better judge the relevance of books
during book selection.

In response to a search query, the search engines returns a mixture of relevant
and irrelevant results [31] resulting in information overload and a great deal of
frustration on the end user. In order to handle this issue and to increase user
satisfaction, search results, according to [31], should be robust, non-ambiguous,
readable, understandable and relevant to search query and the information need.
The search engine results page and web pages that show detailed information about
books should be redesigned in such a manner that augments user understanding,
reduces information overload, and helps users in reaching easily to the relevant
results.

The design of search engine results page is incomplete until efficient ranking
algorithms are deployed that can accurately and precisely rank books. Books can be
ranked using several ranking measures including tf, tf-idf, and book citations to
other books; but, for accurate and precise ranking, the book structural semantics
should be exploited along with the logical connections in contents of books [18],
where ontologies can play vital role. In this regard, a number of book structure
ontologies are already in use including JeromeDL7 and DocBook.8 However, both
of these are limited in fully describing the book structure, and therefore, a com-
prehensive book structure ontology and other domain-level ontologies are required.

In order to handle information needs of readers in different domains, the manual
development of domain-level ontologies is costly and error-prone. It is costly
because of being time and resource-consuming, requiring the efforts of domain
experts, ontology engineers, and ontology developers. Similarly, it is error-prone as
its level of detail and correctness depend on the knowledge and expertise of domain
experts. Therefore, ontology learning [32] should be used that uses machine
learning and other related techniques to automatically extract knowledge from the
available knowledge-sources in generating and populating the desired domain-level
ontologies. However, such ontology should then be judged by domain experts if
available.

Ontologies have also been used in generating fine-tuned book recommendations.
For example, researchers [25–27] have used ontologies in processing book-specific
web pages, their descriptions, and book reviews in establishing semantic relation-
ships between books so that relevant books, based on semantic similarities, can be

7http://sourceforge.net/projects/jeromedl/.
8http://sourceforge.net/p/oscaf/shared-desktop-ontologies/ci/06117822e0b836905f1f7a0a424ee9844e1
dcd96/tree/nie/nie-main.docbook.
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recommended. However, due the lack of considering the actual book contents, these
systems are limited in recommending books. We believe that by designing com-
prehensive book structure ontology, domain-specific ontologies, and by considering
the actual contents of books will result in finding and recommending conceptually
and logically related books.

The available book-searching solutions need to be improved by using table
semantics in their search process so that readers can locate related tables in other
books in relation to one given in a specific book, so that readers can conceptually
summarize, elaborate and compare the concepts and data presented in the selected
table. This way the table can be easily understood and the cognitive load of
manually searching related tables in books can be reduced. A semantic book search
engine should be implemented that can find, extract, annotate and rank tables in
books so that similar books can be searched on certain parameters [28]. Currently,
we have designed algorithms for identifying and locating tables in books and
annotating table entities by using online knowledge sources including DBpedia
Spotlight and Google Snippets. This approach enables the discovery and annotation
of table entities that are not present in the catalogue. The scheme has been tested on
a collection of Computer Science books in PDF format and has obtained promising
results in terms of accuracy and performance [33]. In order to bring accuracy in
table interpretation, we are considering the structure and semantic characteristics of
book tables of all possible layout variations like having spanned cells,
multi-dimensionality and table augmentation. We are working on the use of
ontology for allowing readers to query tables globally in the book collection and
locally inside the table so that tables are indexed, searched and ranked using
concepts rather than traditional TF-IDF based measures like in [34].

Like tables, we are also working on extracting figures along with the related
visual and contextual clues in books in order to retrieve books that present images
and figures on a certain concept or topic. We are trying to relate figures as well as
the books that contain them, using visual similarities and contextual information
like captions, page numbers, chapter names, TOC, surrounding text in their books,
and book titles. The aim is to allow users to search for images and figures in
different books, retrieve information about them in these books, and enable users to
find books that have described figures with lesser or greater detail.

From the survey of the literature, and the discussion in this Section, we conclude
that besides several research initiatives and academic research on making digital
and digitized books index-able and searchable, we are still miles away from an ideal
book search engine, and therefore, further research initiatives are required for the
discovery of book structural semantics and logical connections in book contents
and its utilization in searching, ranking, and recommendations. The need here is to
fully understand the book structure as well as user needs so that the design leads to
the book search engine we need the most.
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4 Conclusions

The current era of Web-based systems has brought new challenges of finding and
retrieving books and the relevant information contained therein. For this purpose,
researchers have focused on making digital and digitized books index-able and
searchable through different research initiatives and academic research. Different
book ontologies were developed and ranking and recommendation methods were
proposed. However, we are still miles away from the ideal system. In this regard,
further research initiatives are required for the discovery of book structural
semantics and its utilization in searching, ranking, and recommendations. The
logical connections present in book contents need to be made explicit through
different ways in order to create a graph-like structure for possible application of
PageRank type algorithms. Fine-grained access to information inside books may be
provided by making the context and semantics of tables, figures and other parts
explicit by using relevant ontologies.

It was the position put forward that most of the available searching solutions
used for book searching treat books as plaintext collections, which leads to inac-
curate and imprecise book search results. Therefore, a semantic book search engine
should be designed that can treat books different from other web documents and use
their structural semantics and logical connections in searching, ranking, and rec-
ommendations in order to fulfill the requirements of all the stakeholders including
readers, authors, publishers, and retailers. The need is to develop comprehensive
book structure ontology as the available book structure ontologies are limited in
presenting and describing the complete structure of the book and are not designed
specifically for this purpose. Similarly, methods of ontology schema learning and
population from tables and other semantics sources in books need to be applied so
that different domain-level ontologies could be created and used in processing book
contents in different domains and fulfill the information needs of readers and other
stakeholders.

References

1. The Atlantic. http://www.theatlantic.com/technology/archive/2010/11/inside-the-google-
books-algorithm/65422/

2. Magdy, W., Darwish, K.: Book search: indexing the valuable parts. In: Proceedings of the
2008 ACM Workshop on Research Advances in Large Digital Book Repositories, pp. 53–56.
ACM, Napa Valley, California, USA (2008)

3. Dresevic, B., Uzelac, A., Radakovic, B., Todic, N.: Book layout analysis: TOC structure
extraction engine. In: Geva, S., Kamps, J., Trotman, A. (eds.) Advances in Focused Retrieval,
vol. 5631, pp. 164–171. Springer, Berlin, Heidelberg (2009)

4. Giguet, E., Lucas, N.: The book structure extraction competition with the resurgence software
at Caen University. In: Geva, S., Kamps, J., Trotman, A. (eds.) Focused Retrieval and
Evaluation, vol. 6203, pp. 170–178. Springer, Berlin, Heidelberg (2010)

In Search of a Semantic Book Search Engine on the Web … 355

http://www.theatlantic.com/technology/archive/2010/11/inside-the-google-books-algorithm/65422/
http://www.theatlantic.com/technology/archive/2010/11/inside-the-google-books-algorithm/65422/


5. Giguet, E., Lucas, N.: The book structure extraction competition with the resurgence software
for part and chapter detection at Caen University. In: Geva, S., Kamps, J., Schenkel, R.,
Trotman, A. (eds.) Comparative Evaluation of Focused Retrieval, vol. 6932, pp. 128–139.
Springer, Berlin, Heidelberg (2011)

6. Giguet, E., Lucas, N.: The book structure extraction competition with the resurgence full
content software at Caen University. In: Geva, S., Kamps, J., Schenkel, R. (eds.) Focused
Retrieval of Content and Structure, vol. 7424, pp. 86–97. Springer, Berlin, Heidelberg (2012)

7. Liu, C., Chen, J., Zhang, X., Liu, J., Huang, Y.: TOC structure extraction from OCR-ed books.
In: Geva, S., Kamps, J., Schenkel, R. (eds.) Focused Retrieval of Content and Structure,
vol. 7424, pp. 98–108. Springer, Berlin, Heidelberg (2012)

8. Marinai, S., Marino, E., Soda, G.: Conversion of PDF books in ePub format. Int. Conf. Doc.
Anal. Recogn. (ICDAR) 2011, 478–482 (2011)

9. Déjean, H., Meunier, J.-L.: XRCE participation to the 2009 book structure task. In: Geva, S.,
Kamps, J., Trotman, A. (eds.) Focused Retrieval and Evaluation, vol. 6203, pp. 160–169.
Springer, Berlin, Heidelberg (2010)

10. Déjean, H., Meunier, J.-L.: Structuring documents according to their table of contents. In:
Proceedings of the 2005 ACM Symposium on Document Engineering, pp. 2–9. ACM, Bristol,
United Kingdom (2005)

11. Déjean, H., Meunier, J.-L.: On tables of contents and how to recognize them. IJDAR 12, 1–20
(2009)

12. Kamps, J.: The impact of author ranking in a library catalogue. In: Proceedings of the 4th
ACM Workshop on Online Books, Complementary Social Media and Crowdsourcing,
pp. 35–40. ACM, Glasgow, Scotland, UK (2011)

13. Gelernter, J., Lesk, M.E.: Traditional resources help interpret texts. In: Proceedings of the
2008 ACM Workshop on Research Advances in Large Digital Book Repositories, pp. 17–20.
ACM, Napa Valley, California, USA (2008)

14. Vincent, L.: Google book search: document understanding on a massive scale. In: Ninth
International Conference on Document Analysis and Recognition, 2007. ICDAR 2007, vol. 2,
pp. 819–823 (2007)

15. Schilit, W.N., Kolak, O., Vincent-foglesong, J.J.P.: Ranking similar passages. US Patent
20,090,055,389 (2009)

16. Petrou, D., Chan, C.-K., Loreto, D., Reynar, J.C., Jevtic, N.: Query-independent entity
importance in books. Google Patents (2011)

17. Tiroshi, A., Kuflik, T., Kay, J., Kummerfeld, B.: Recommender systems and the social web.
In: Ardissono, L., Kuflik, T. (eds.) Advances in User Modeling, vol. 7138, pp. 60–70.
Springer, Berlin, Heidelberg (2012)

18. Khusro, S., Ullah, I., Rauf, A., Mahfooz, S.: Issues and challenges in book information
retrieval. Information 17, 2055–2078 (2014)

19. Ryang, H., Yun, U.: Effective ranking techniques for book review retrieval based on the
structural feature. In: Lee, G., Howard, D., Ślęzak, D. (eds.) Convergence and Hybrid
Information Technology, vol. 6935, pp. 360–367. Springer, Berlin, Heidelberg (2011)

20. Koolen, M., Kamps, J., Kazai, G.: Social book search: comparing topical relevance
judgements and book suggestions for evaluation. In: Proceedings of the 21st ACM
International Conference on Information and Knowledge Management, pp. 185–194. ACM,
Maui, Hawaii, USA (2012)

21. Pera, M.S., Ng, Y.-K.: Personalized recommendations on books for K-12 readers. In:
Proceedings of the Fifth ACM Workshop on Research Advances in Large Digital Book
Repositories and Complementary Media, pp. 11–12. ACM, Maui, Hawaii, USA (2012)

22. Pera, M.S., Yiu Kai, N.: How can we help our K-12 teachers?: using a recommender to make
personalized book suggestions. In: 2014 IEEE/WIC/ACM International Joint Conferences on
Web Intelligence (WI) and Intelligent Agent Technologies (IAT), vol. 2, pp. 335–342 (2014)

23. Pera, M.S., Ng, Y.-K.: Analyzing book-related features to recommend books for emergent
readers. In: Proceedings of the 26th ACM Conference on Hypertext and Social Media,
pp. 221–230. ACM, Guzelyurt, Northern Cyprus (2015)

356 I. Ullah and S. Khusro



24. Smith, D.A., Manmatha, R., Allan, J.: Mining relational structure from millions of books:
position paper. In: Proceedings of the 4th ACM Workshop on Online Books, Complementary
Social Media and Crowdsourcing, pp. 49–54. ACM, Glasgow, Scotland, UK (2011)

25. Kang, J., Choi, J.: An ontology-based recommendation system using long-term and short-term
preferences. In: 2011 International Conference on Information Science and Applications
(ICISA), pp. 1–8. IEEE, Jeju Island, 26–29 Apr 2011

26. Asjana, M., López, V., Muñoz, M., Moreno, M.: Semantic web mining for book
recommendation. In: Casillas, J., Martínez-López, F.J., Corchado Rodríguez, J.M. (eds.)
Management Intelligent Systems, vol. 171, pp. 101–109. Springer, Berlin, Heidelberg (2012)

27. Garrido, A.L., Soledad Pera, M., Ilarri, S.: SOLE-R: a semantic and linguistic approach for
book recommendations. In: 14th International Conference on Advanced Learning
Technologies (ICALT), 2014, pp. 524–528. IEEE, Athens (2014)

28. Khusro, S., Latif, A., Ullah, I.: On methods and tools of table detection, extraction and
annotation in PDF documents. J. Inf. Sci. 41, 41–57 (2015)

29. Wu, H., Kazai, G., Taylor, M.: Book search experiments: Investigating IR methods for the
indexing and retrieval of books. In: Macdonald, C., Ounis, I., Plachouras, V., Ruthven, I.,
White, R.W. (eds.) Advances in Information Retrieval, pp. 234–245. Springer, Berlin,
Heidenberg (2008)

30. Vakkari, P.: Finding fiction: Known items or good books to read. In: BooksOnline ’09
Workshop: 2nd Workshop on Research Advances in Large Digital Book Collections, Corfu,
Greece (2009)

31. Agrawal, H., Yadav, S.: Search engine results improvement—a review. IEEE Int. Conf.
Comput. Intell. Commun. Technol. (CICT) 2015, 180–185 (2015)

32. Maedche, A., Staab, S.: Ontology learning for the semantic web. IEEE Intell. Syst. 16, 72–79
(2001)

33. Latif, A., Khusro, S., Ahmad, N., Ullah, I.: A hybrid approach for annotating book tables. Int.
Arab J. Inf. Technol. (accepted for publication)

34. Liu, Y., Bai, K., Mitra, P., Giles, C.L.: Tablerank: a ranking algorithm for table search and
retrieval. In: Proceedings of the National Conference on Artificial Intelligence, vol. 22,
pp. 317. Menlo Park, CA; Cambridge, MA; London; AAAI Press; MIT Press, Vancouver,
British Columbia (2007)

In Search of a Semantic Book Search Engine on the Web … 357



Automated Design and Optimization
of Specific Algebras by Genetic Algorithms

Hashim Habiballa, Jiri Schenk, Matej Hires and Radek Jendryscik

Abstract The need for special algebras is the common task for many research in

mathematics and theoretical computer science. We present our research concerning

automated generation of such algebras through evolutionary techniques. Our reserch

concerning the usage genetic algorithms shows this task to be feasible and we demon-

strate it on special algebras called EQ-algebras. We also present possible optimiza-

tion of the process using an expert system.

1 Introduction

The problem of searching successful truth structures for new fuzzy logics is a hard

task for mathematicians exploring the world of fuzzy mathematics and inference. If

we focus to finite structures (since for computational use in real-life application they

are sufficient), still the problem falls into exponential class with respect to the time

complexity of direct procedural approaches. The natural candidate for this purpose

we can see in evolutionary techniques that are well-proved methods for tasks requir-

ing enormous state-space searching [1]. There is also a “fitness criterion” concerning

fulfilment of several compulsory and optional axioms by any candidate structure.

Therefore we tried to design, implement and test this approach which proved to be

effective in contrast to standard state-space searching. We have developed a software

tool called EQCreator, which works on the principles of genetic algorithms and is

able to produce EQ-algebras in reasonable time.

This article at first shows the formulation of the problem, together with expla-

nation of EQ-algebras basic principle. We also present few former works of several

authors describing the use of Genetic Algorithms for finite algebra generation. Then

we in detail describe our application of evolutionary principles especially Genetic

Algorithms and the implementation of presented methods in the form of computer
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application EQCreator. Another issue addressed in the article is further optimization

of the designed genetic algorithm by the means of an expert system (ES). This ES is

based on IF-THEN rules with linguistic variables and terms that are implemented in

LFLC application also developed on University of Ostrava [2]. We have tuned this

expert system to make time efficiency of the algorithm even more suitable.

2 Finite Algebras Automated Production

In many situations in mathematics and theoretical computer science there is a need

for special structures—algebras with elements, operations and axioms to be fulfilled.

Even for finite structures it may be very hard task for a mathematician to design such

operation definitions in order to satisfy complex properties.

The problem we are solving can be formulated as follows. We would like to design

and create finite algebras with specific properties:

∙ n—number of algebra elements (finite)

∙ Algebra operations declaration

∙ Compulsory properties of operations (axioms)

∙ Optional properties of operations (axioms)

∙ Generate such algebra fulfilling requirements given by axioms

The simplest possible method is based on “brute force” (combinatorial) approach

which generates whole state space i.e. all possible candidate algebras and every can-

didate algebra is checked against the axioms. Why such a approach is not suitable?

Consider following example.

∙ Example: n elements, k binary operations, l axioms (m elements dependence)

– Nc = (n)k∗n∗n possible candidates

– l axioms check—expression evaluations Nev = l ∗ (nm) for every candidate

– total expression evaluations Nt = Nc ∗ Nev
– expression means dozens of simple (CPU level) instructions

– current common computer about 109 − 1010 instructions per second e.g. Intel

Atom N270 – 3 GIPS, Intel Core i7 920 (Quad core) - 80 GIPS, Super Computer

IT4I (2015) about 1015 IPS (FLOPS)...

∙ Fix k = 3, l = 10,m = 3 and observe the raw number of candidate algebras:

– 𝐧 = 𝟒, {0, a, b, 1}, Nc ≐ 7.9 ∗ 1028, Nt ≐ 𝟓.𝟏 ∗ 𝟏𝟎𝟑𝟏
– 𝐧 = 𝟓, {0, a, b, c, 1}, Nc ≐ 2.6 ∗ 1052, Nt ≐ 𝟑.𝟑 ∗ 𝟏𝟎𝟓𝟓
– 𝐧 = 𝟔, {0, a, b, c, d, 1}, Nc ≐ 1.0 ∗ 1084, Nt ≐ 𝟐.𝟒 ∗ 𝟏𝟎𝟖𝟕
– 𝐧 = 𝟕, {0, a, b, c, d, e, 1}, Nc ≐ 1.6 ∗ 10124, Nt ≐ 𝟓.𝟖 ∗ 𝟏𝟎𝟏𝟐𝟕
– . . .
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Fig. 1 Superexponentiality of the problem (time—seconds versus elements)

It is clear that even for very small algebras (low number of structure elements)

the extent of state space is enormous and it forms unrealistic number of candidates

(Fig. 1). This superexponential complexity prevents us to use standard state-space

searching algorithms and one of the natural possibilities focuses us into evolutionary

techniques.

3 Genetic Algorithms

Genetic algorithms (GA) provide proved methods for automated design of optimal

structures based on evolution inspired procedures [3, 4]. Despite its simple princi-

ple it is a challenge to find suitable settings of parameters and types of crossover and

mutation. Among sporadic papers concerning particular application of GA for auto-

mated production of algebras there is an interesting paper [5]. Although it describes

results and overall settings used for Genetic programming, it lacks details concerning

used crossover and mutation algorithms. There is also very high level of mutation

(in some cases above 50 %!) that shows problems with convergence of the process.

We followed another method which uses pure GA and we will also try to compare

out results with [5]. But the reader should consider our approach and objective are

different. Nevertheless some of our results conform to the cited ones.

Population and Population Member (GA)

∙ Candidate solution p (Population Member/PM) represented by its properties (usu-

ally stored in “chromosomes”—bit array, integer array etc.)



362 H. Habiballa et al.

∙ Fitness function of candidate solution f , f (x) ∈ ⟨0, 1⟩, x is PM—the keystone of

time complexity of the task (possible parallelism)

∙ Population—fix or variable number of PM: Population member (candidate solu-

tion), its fitness function (evaluates suitability), Population—sets of PMs, best PM,

worst PM, median PM, Generation—sequence of populations called generations

G0,… ,Gr, where Gi = {pi,j|i, j ∈ N}, i is generation index, j is PM index in pop-

ulation,

∙ Starting Generation G0 is randomly (partially randomly) generated.

Genetic operators (GA)

∙ Selection—simply into next generation or further processing: Elitist—usually best

m PM from Gi is directly copied into Gi+1, Selection for crossover (SC)—some

PMs fromGi are selected for generation of new children forGi+1, SC should inhere

probability of selection probSC(p) for PM p non-decreasing with respect to fitness

function: f (p1) ≥ f (p2) ⇒ probSC(p1) ≥ probSC(p2).
∙ Crossover—combination of several PMs to generate new PMs for next genera-

tion: Simple—two old PMs pold1, pold2 generate two children, where first portion

of chromosome is from pold1 and second from pold2 and contrary, Exponential—if

we can distinguish several portions of chromosome we can generate more children

than parents (every possible combination).

∙ Mutation—randomly selected PMs from new generation are “altered”: Mutation

rate—probability of selection PM for mutation, Point—single element of chromo-

some is altered, Interval—interval of chromosome elements are altered, Overall—

whole chromosome is altered.

4 EQ-algebras

Our task was to generate specific algebras—EQ-algebras. EQ-algebras serve as

truth value structure for EQ-logics [6], which form current studied fuzzy logics in the

field of fuzzy logic research [7]. Instead of implication, their key operation is Fuzzy

Equality. EQ-algebra has three basic operations in total: Infimum ∧, Multiplication

⊗, Fuzzy Equality ∼. There are also derived additional supporting (directly follow-

ing) operations—Implication →, Negation ¬, and relational operator LessThanOrE-

qual ≤.

EQ-algebra  is algebra of type (2, 2, 2, 0), i.e.

 = ⟨E,∧, ⊗,∼, 𝟏⟩ (1)

(E1) ⟨E,∧, 𝟏⟩ is a commutative idempotent monoid (i.e. ∧-semilattice with top

element 𝟏). We put a ≤ b iff a ∧ b = a, as usual.

(E2) ⟨E, ⊗, 𝟏⟩ is a monoid and ⊗ is isotone w.r.t. ≤ .

(E3) a ∼ a = 𝟏 (reflexivity axiom)
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(E4) ((a ∧ b) ∼ c)⊗ (d ∼ a) ≤ c ∼ (d ∧ b) (substitution axiom)

(E5) (a ∼ b)⊗ (c ∼ d) ≤ (a ∼ c) ∼ (b ∼ d) (congruence axiom)

(E6) (a ∧ b ∧ c) ∼ a ≤ (a ∧ b) ∼ a (monotonicity axiom)

(E7) a⊗ b ≤ a ∼ b (boundedness axiom)

5 Specific Genetic Algorithms for EQ-algebras Design

In order to generate candidate EQ-algebras for further research we utilized GA under

specific settings. Implementation is done by object oriented model of EQ-algebras

as GA Population Members. GA Population (Generation) is implemented as list of

PMs. Fitness function is based on relative fulfilment of mandatory and optional

axioms. EQ-algebras fulfilling additional criteria are called Winners and they are

stored during GA process. We have to note that very important issue is detection of

previously generated (identical) candidates (removal).

Random (starting) population is partially built to fulfil simple properties (e.g.

infimum is commutative). Fitness evaluation has two phases:

∙ Mandatory properties evaluation (e.g. boundedness axiom—a⊗ b ≤ a ∼ b)

∙ Optional properties evaluation (e.g. goodness—a ∼ 𝟏 = a)

In every generation we perform sorting of PMs in population through fitness.

Termination condition is currently based on:

∙ Fixed number of steps performed

∙ Fixed number of EQ-algebras with required properties

∙ Manual (user) termination

Algorithms are implemented in the form of PC application EQCreator—GUI

based application for MS Windows 32-bit platform. Its main purpose is following:

∙ Selection of various properties for candidate EQ-algebras

∙ Evolution of algebras to attain EQ-algebras even with specific properties

∙ Automated check of properties and generation

∙ Saving of resulting optimal solutions in suitable form

It enables to set mainly—Algebra elements number—support size (2–28), Popu-

lation limit—max. number of algebras in population, Generation steps—max. num-

ber of GA steps until one run stops (except stopped manually) (0—unlimited) and

Stopping after certain number of EQ-algebras found. The variability of GA is also

assured by the possibility of setting basic GA properties:

∙ Children ratio (0–100 %)—crossover resulting new members relative count (how

large portion of new population to be new children, others are old members copied

from previous generation)
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∙ Cross ratio (0–100 %)—portion of BEST members to have possibility to crossover

(it is not crossover probability!)

∙ Mutation ratio (0–100 %)—probability for new population member to be mutated

∙ Crossover probability is set arbitrary (fixed)—in descending ordered (by fitness)

population of the size N we set probability of member i pi =
N−i

N∗(N+1)
2

for i =
0,… ,N − 1, where f (i) ≥ f (i + 1) (fitness for members) e.g. for 5 members:

p0 =
5
15
, p1 =

4
15
,… , p4 =

1
15

∙ weight of optional properties—relative weight of special EQ-algebras require-

ments (e.g. linear EQA, involutive EQA)—should be significantly less than for

compulsory axioms (experimental best—15 %)

∙ notion of colourfulness—required number of distinct elements in variable posi-

tions for operator function values (some combinations are determined e.g. a ∧ 0 =
0 in every EQA)

∙ colourfulness assures non-trivial EQ-algebras to be generated e.g. for fuzzy equal-

ity when 3 of 5 required—at least 3 different elements occur as functional values

in non-determined cases

∙ colourfulness experimentally needed for Multiplication (⊗) and Fuzzy Equality

(∼)—higher means computationally harder! (Figs. 2 and 3)

Fig. 2 EQCreator and example EQ-algebra
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elements

se
co
nd
s

Fig. 3 GA efficiency (time versus number of elements). Tested on Pentium 4–2.8 GHz. Significant

difference (no superexponentiality)

6 Expert System Optimization

We have also tried to make the system more efficient and our first optimization is

based on utilization of an Expert system for evaluation of axioms. On the proposal of

an expert system the two major conditions were imposed. The first condition was that

the system would not be dependent on the number of elements in algebra. The second

condition was focused on the universality of the system. Thus, the expert system will

be designed in a way it can evaluate any algebra (i.e. even when axioms are changed).

These limitations result from the future expansion of the program EQCreator to a

program that could generate any algebra, which is selected by the user. Therefore,

the emphasis is put on the universality of the expert system. Because the system will

be universal, generators for specific algebra with a specific number of elements could

be created.

When designing the expert system the hardest part was creating the input values.

One of the first solution was the creation of two expert subsystems. Elements of the

whole algebra enter into the Expert System ES1 and evaluated axioms are the output

of ES1 (degree of fulfilment of algebra properties). These axioms are also the input

to ES2 and will be evaluated on basis of their output. However, this concept has

several disadvantages:

∙ Enormous number of rules in the Expert System even for small number of ele-

ments (due to permutations of elements).

∙ Too big dependence on the size of algebra.

∙ Demanding tests.

In this concept, the ES1 serves as a simple evaluation of the specific features

whether they match to given axioms. This feature is included in EQCreator where
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Fig. 4 Draft expert system with EQCreator (values are sample)

this evaluation is made already. This means that if we use EQCreator, ES1 is not

needed in the concept and simply ES2 is enough.

Figure 4 is an extension of the initial concept with the function, which is offered

in EQCreator program. This program allows “the evaluation” of axiom for randomly

generated algebra with any number of variables to be known. The image shows the

extent to which individual axioms are fulfilled. For example axiom E3 (reflexivity

axiom) is in all permutations of elements completed at 100 Again in this concept,

there is a problem with too many rules (assuming that there would be all the rules).

For example, if they were used for each axiom of two linguistic variables, theoret-

ically, it would be possible to create thousands of rules (that does not necessarily

mean all of them should be used). In the final result this would mean that the expert

system would be dependent on the number of axioms—the more of the axioms, the

more of the rules.

Independence on the number of axioms was achieved by merging some of the

axioms in terms of their demands:

∙ Easy axiom—the axiom contains max. 2 variables (which can be a particular ele-

ment) with one operation.

∙ Medium axiom—the axiom independent on the number of variables (or specific

components), but uses only one type of operation.

∙ Hard axiom—the axiom independent on the number of variables or types of oper-

ations (Fig. 5).

The expert system is implemented with the help of Linguistic Fuzzy Logic Con-

troller [2], which is based on fuzzy set theory and fuzzy logic to enable to deduce

conclusions on the basis of imprecise description of the given situation using the

linguistically formulated fuzzy IF-THEN rules. It is specific for this software that it

enables to work with genuine linguistically defined rules forming a linguistic descrip-

tion of the given process, decision or classification situation.

Each of the input/output linguistic values was generated by LFLC (Linguistic

Fuzzy Logic Controller) [2] and it was designed on the basis of measuring (testing)

by using EQCreator and continuous testing using LFLC. Size of intervals for all input
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Fig. 5 The final draft expert system

values are set from 0 to 100, but this interval is meant to be taken as a percentage.

It is not a number of permutations in different axioms, because that would mean a

change whenever axioms change (whether their number or the definition). By this

another condition is largely accomplished, which is given to the independence of the

number of variables in algebra (Tables 1 and 2).

Table 1 The input variables (E—easy axiom, M—medium axiom, H—hard axiom)

Linguistic variables LeftSupp LeftKernel RightKernel RightSupp

E01_small 0 0 100

E02_high 0 100 100

M01_small 0 0 80

M02_medium 50 80 100

M03_high 90 98 100 100

H01_small 0 0 45 55

H02_medium 45 75 100

H03_high 90 99 100 100

Table 2 The output linguistic variables (Y—output values)

Linguistic variables LeftSupp LeftKernel RightKernel RightSupp

Y01_very_few 0 0 59 63

Y02_small 59 63 69 73

Y03_medium 69 73 79 83

Y04_high 79 83 89 93

Y05_very_much 89 93 100 100



368 H. Habiballa et al.

7 Conclusion

The main result we achieved is that Genetic Algorithms made the task solvable in

sensible time. Because classical algorithmical approach was not acceptable due to

superexponential time complexity, we tried to utilize genetic algorithms as a natural

optimization solution. Thanks these genetic algorithms we were able to produce pure

EQ-algebras in satisfactory time and also we were to produce special EQ-algebras

according to demands of our colleagues studying properties and usage of these alge-

bras for new equality based fuzzy logics. We also found the following specific GA

properties:

∙ Elitism must be used at least of minimal level (5 % was acceptable—of course

higher usage leads to worse convergence)

∙ Optional axioms and requirements need to have significantly less weight (experi-

mentally 15 % has best results)

∙ Optional properties negatively affect convergence

∙ Colourfulness was defined to prevent trivial solutions (evolution tends to most

simple way of achieving results) (Table 3)

The application of these properties enabled us to make EQ Creator—software for

EQ-algebras only, but we suppose to bring fully general generator for any type of

Table 3 Rule-based expert system model (IF-THEN rules)

Number Easy axiom Medium axiom Hard axiom Evaluation

1 E01_small M01_small H01_small Y01_very_few
2 E02_high M01_small H01_small Y02_small
3 E02_high M02_medium H01_small Y02_small
4 E02_high M01_small H02_medium Y02_small
5 E01_small M02_medium H01_small Y02_small
6 E01_small M03_high H01_small Y02_small
7 E01_small M01_small H02_medium Y02_small
8 E02_high M01_small H03_high Y03_medium
9 E02_high M03_high H01_small Y03_medium
10 E02_high M02_medium H02_medium Y03_medium
11 E01_small M03_high H03_high Y03_medium
12 E01_small M01_small H03_high Y03_medium
13 E01_small M03_high H02_medium Y03_medium
14 E01_small M02_medium H02_medium Y03_medium
15 E02_high M03_high H02_medium Y04_high
16 E02_high M02_medium H03_high Y04_high
17 E01_small M02_medium H03_high Y04_high
18 E02_high M03_high H03_high Y05_very_much
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algebras. The current version of EQCreator could be downloaded from location [8].

We are currently working on the idea of general generator of algebras with user

defined axioms (properties).

References

1. Sekanina, L.: Evolvable hardware. In: Handbook of Natural Computing, pp. 1657–1705.

Springer (2012). ISBN: 978-3-540-92909-3

2. Dvorak, A., Habiballa, H., Novak, V., Pavliska, V.: The, concept of LFLC 2000—its specificity,

realization and power of applications. In: Computers in Industry, 03/2004(51), pp. 269–280.

Elsevier, Amsterdam (2000)

3. Hingston, P., Barone, L., Michalewicz, Z.: Design by Evolution: Advances in Evolutionary

Design. Springer (2008). ISBN: 978-3540741091

4. Volna, E., Kotyrba, M.: A comparative study to evolutionary algorithms. In: Proceedings 28th

European Conference on Modelling and Simulation. ECMS 2014, pp. 340–345. Brescia, Italy

(2014)

5. Spector, L., et al.: Genetic programming for finite algebras. In: Proceedings of the 10th Annual

Conference on Genetic and Evolutionary Computation (GECCO ’08), pp. 1291–1298. ACM,

NY, USA (2008)

6. Novák, V., De Baets, B.: EQ-algebras. Fuzzy Sets Syst. 2956–2978 (2009)

7. Dyba, M., Novák., V.: EQ-logics: non-commutative fuzzy logics based on fuzzy equality. Fuzzy

Sets Syst. 172, 13–32 (2011)

8. Habiballa, H., et. al.: EQCreator application. University of Ostrava, Centre of Excellence

IT4Innovations (2014). http://irafm.osu.cz/en/c172_eqcreator/

http://irafm.osu.cz/en/c172_eqcreator/


Hybrid Nature-Inspired Algorithm
for Symbol Regression Problem

Boris K. Lebedev, Oleg B. Lebedev and Elena M. Lebedeva

Abstract The problem of symbolic regression is to find mathematical expressions
in symbolic form, approximating the relationship between the finite set of values of
the independent variables and the corresponding values of the dependent variables.
The criterion of quality approach is a mean square error: the sum of the squares of
the difference between the model and the values of the dependent variable for all
values of the independent variable as an argument. The paper offers a hybrid
algorithm for solving symbolic regression. The traditional idea of an algebraic
formula in syntax tree form is used. Leaf nodes correspond to variables or numeric
constants rather than leaf nodes contain the operation that is performed on the child
nodes. A distinctive feature of the process tree representation as a linear recording is
preclude loss plurality of terminal elements, but the model can be an arbitrary
function of the superposition of a set.

Keywords Symbolic regression ⋅ Syntax tree ⋅ Terminal set ⋅ Functional
set ⋅ Ant colony ⋅ Genetic search ⋅ Hybrid algorithm

1 Introduction

The problem of constructing accurate regression model and forecasting problem
classification are the main problems in machine learning and intellectual data
analysis [1, 2]. Regression models are used in the most numerical identification
methods for experimental (statistical) data approximation [3, 4]. The task is to build
a mathematical expression W specified by pair examples (x1, y1), (x2, y2), …, (xn,
yn), where xi, and yi are input and output records. Regression is the evaluation of the
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functional dependency conditional average value of the effective character Y from
factorial characters X = (x1, x2, …, xn). In other words regression is an average
numerical dependency between input and output variables Y = W(X). The criterion
of quality approach (objective function) is the mean square error: the sum of the
squares of the difference between the model and the values of the dependent
variable for all values of the independent variable as an argument.

Symbol regression problem is to find mathematical expression in symbolic form
approximating the relationship between the finite set of values of the independent
variables and the corresponding values of the dependent variables. Thus, symbol
regression provides both computing procedure and formula (symbolic mathematical
expression). Symbol regression is a method of constructing regression models by
enumeration of different superpositions of arbitrary functions from a given set.

The superposition of functions is called “program”, and in order to construct
such a superposition evolutional stochastic optimisation algorithms are used [5–7].
These algorithms are exhaustive and compute-intensive [7, 8]. Formulas are made
up from variables, constants and functions linked by some syntax rules. The ter-
minal set containing constants and variables and functional set containing operators
and required elementary functions are to be determined.

Terminal set consists of: (1) external inputs; (2) constants, used in the program;
(3) functions with no arguments. Syntax tree is a proper way to represent algebraic
formula [1]. Leaf nodes correspond to variables or numeric constants, and non-leaf
nodes contain an operation over child-nodes. It is worth mentioning that there is a
non-finite number of semantically equivalent trees for each syntax tree. It all depends
on coefficients. The coefficients of each tree are optimized by genetic search.

Most of developed symbol regression algorithms are based on genetic pro-
gramming [7] and tree structures representing mathematical expressions. This
approach has essential disadvantages [8–11]. Firstly, chromosome coding princi-
ples are quite complicated. Secondly, chromosome with different length are used;
that makes crossing-over more complex. Third and the most essential disadvantage
is a redundant tree growing problem. Two approaches are used to solve this
problem. First one is to specify maximum tree depth [7, 11]. Using different cut-offs
might cause lost of optimal solutions. Second approach is connected with
tree-transformation rules application [1]. Equivalent transformations and simplifi-
cation of tree structure are implemented with such rules. At the same time func-
tionality remains unchanged. Using such rules might cause significant increase in
algorithm complexity. Because of this, development of the new mathematical
approach for sequential sampling of regression models problem is actual.

Based on the above, development and application of the new search algorithms
are perspective for solving the problem of symbol regression. These algorithms are
based on effective meta-heuristics. Non-terminating search for the most effective
methods resulted in using bionic methods and intellectual optimization algorithms
based on collective intellect modeling [12]. Ant colony algorithms are among such
methods (Ant Colony Optimization—ACO) [12]. Ant colony behavior is based on
self-organization, helping to achieve common goals at a low-level communication.
Paper provides overview on hybrid algorithm for symbol regression problem.
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Algebraic formula conventional representation in a form of syntax tree is used. Leaf
nodes correspond to variables or numerical constants, and non-leaf nodes contain
operation over child-nodes.

Through the algebraic formula synthesis two problems are solved. First problem
is to construct tree structure with unnamed vertexes. Second problem is to instantiate
tree vertex values. Leaf nodes are compared with terminal set, a non-leaf nodes are
matched with functional set. The first problem is solved by ant colony methods. To
solve the second problem a genetic algorithm is used. Formula evaluation is
calculated after solving both problems—the ant tree construction with unnamed
vertexes and subsequent identification of vertexes using genetic algorithm.

2 Formulation of the Problem

Let us define the output value as yi
*, obtaining from expression W. To evaluate

mathematical expression W criterion F is introduced:

F=Σ yi − y*i
�

�

�

�

2
. ð1Þ

Following preparatory steps are required in order to solve symbol regression
problem, in particular, to define: terminal set; functional set; suitability function;
parameters, controlling algorithm performance; stopping criterion.

At the first stage the set of terms for solution construction is defined. Corre-
sponding to symbol regression problem terminal set T contains set of variables xi,
i=1,N, where N—dimension of a given problem and set of constants cj, j=1,K.

At the second stage the number of functions Ф used in solution construction is to
be specified. A defined combination of functions is a priori supposed. It might be
included into problem solution.

At the third stage to evaluate the equation of the symbol regression objective
function is specified, it is calculated according to given training sampling.

On the one hand, terminal and functional sets are to be sufficiently large to
represent potential solution. On the other hand, it is recommended not to extend
functional set because then the area of solution search sharply increases.

3 Tree Description

Let us consider expression structure to describe binary tree with unnamed vertexes.
Alphabet A = {o, ∙} is introduced. Tree structure might be specified by polish
notation expression for binary tree where symbol o corresponds to tree leaves
(terms), and symbol ∙ corresponds to internal tree vertexes (functions) [8]. Tree
polish notation represented on Fig. 1 is: o o ∙ o o ∙ ∙ o ∙. Tree restorative process
by polish notation is quite simple. Polish notation is considered consistently from
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the left to the right. Letters like ∙, corresponding to internal (non-leaf) tree vertexes,
are searched for. Each such vertex bundles two closest subgraphs, created at the
previous steps and situated to the left from the symbol ∙ in polish notation. Let us
depict the convolutioning using brackets: [{(o o ∙)(o o ∙)∙ }o ∙].

Let us mention the basic features of polish notation, while to fulfill them records
should correspond to the tree [8]. We denote the number of polish notation elements
like o by n, and the number of elements like ∙ by m. Then we enumerate positions
between symbols o, as depicted below: o o 1 o 2 o 3 o 4 … o m.

3.1 Conditions of Polish Notation Legitimacy

1. It is always valid for trees that n = m + 1.
2. Let’s cut out the part of expression to the right of symbol ∙. Number of symbols

X to the left from the cut differ at least by 1 from the number of symbols ∙.
3. Maximum number of symbol ∙ appearing in position equals to the position

count.

If polish notation complies with all the conditions listed above, it also corresponds
to the tree. Polish notationR based on alphabetA = {o, ∙} is legitimate if it satisfies all
the conditions listed before. As a result valid expression R appears to be symbolic
representation of the tree. If alphabet elements A = {o, ∙} satisfy legitimacy condi-
tions, the combining of mutual arrangement of elements provides different solutions.
in this paper solution set is represented as legitimate expressionR. To find a solution is
to find such a legitimate expression R that optimizes quality criterion.

4 Tree Constructing with Unnamed Vertexes
Using Ant Colony Algorithm

In order to construct ant colony algorithm, one should represent the problem as a set
of components. And firstly to construct decision graph and to define heuristics for
ant behavior. Problem becomes now a search problem of minimal route cost at the
decision graph.

Fig. 1 Tree example
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In the paper synthesis problem is reduced to the polish notation problem for-
mation. Preliminary blank is to be formed as a vector R = o o 1 o 2 o 3 o 4 …

o m with enumerated positions. The problem of forming corresponding polish
notation is to assign m elements like ∙ to positions of blank R according to all listed
above features of polish notation (1–4). Solution search is to find such a legitimate
polish expression E and corresponding tree D0 that optimizes quality criterion using
genetic algorithms after D0 tree vertex identification.

Solution search is carried out on solution graph G = (X, U). Solution graph base
structure is formed the following way. Vertexes of the set X are placed in the lattice
points with m × m spacing. Vertex set of the graph G is divided into m stages Xl.
Each stage Xl represents a column made of m − l + 1 vertexes. Vertexes xil of Xl

stage are enumerated from the bottom upwards. i is denoted as the vertex number at
stage l (in the set Xl). Tree edges G = (X, U) are directed and link vertexes of the
neighboring stages Xl and Xl+1 according to the following rule. Vertex xil ∈ Xl is
connected with all the vertexes xj,l+1 ∈ Xl+1, where j ≤ i. Generally solution graph
is represented as a range of m stages (taking in account elements like ∙) and initial
vertex O (Fig. 2).

The task for each ant agent ak is to find route Mk from vertex O to vertex x1m at
the stage Xm in graph G. Route includes one vertex at every stage. In case vertex xil
is included into route Mk, then element like ∙ will be included into the position l of
blank R. From the 2nd stage free vertexes are included into the stage. As the free
vertexes are not to be included into the route, they are excluded from the solution
graph.

Example. One should synthesize tree with n = 6, m = 5 dimensions. Blank is
created as a vector R = o o 1 o 2 o 3 o 4 o 5. Figure 2 depicts solution graph and
found ant route ak. According to the found route polish notation is represented as
E = o o ∙ o o ∙∙ o ∙ o ∙.

Generally solution search in synthesis problem is solved by ant colony A = {ak |
k = 1, 2, …, NR}. Ant ak constructs concrete solution at every iteration of the ant
algorithm. Route Mk laid in graph G = (X, U) includes m vertexes of sets X1 − Xm.
This route constructed according to rules 1–4 appears to be solution. In this case
constructed route Mk is represented as a legitimate vector Ek. Tree Dk

0 with unnamed

X1 X2 X3 X 4 X5

Fig. 2 Route constructed by
ant over the solution graph
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vertexes is built on the base of vector Ek, and then mathematical expression Q is
built.

Modelling ant colony behavior in tree construction task is connected with the
pheromone spreading over the graph G edges. At the first stage all graph edges are
marked with the same quantity of pheromone ξ/vQm , , where v = |U|. Parameter ξ is
set a priori. Solution search process is iterational. Each iteration l includes 3 stages.

At the first stage every ant finds solution (constructs the route that can be
interpreted as a tree with ongoing vertex identification by genetic search algo-
rithms), then the solution is evaluated. At the second stage ant leaves pheromone at
the route edges. The quantity of pheromone corresponds to solution estimate. At the
third stage pheromone sublimates from solution graph edges. In the paper cyclic
method of ant systems is used.

In this case pheromone is laid by agent at the edges after the full solution is
formed. At the first stage of each iteration every k-ant forms its own route Mk over
the solution graph. Constructing route Mk is is proceeded step by step. At each step
l vertex from the set Xl is chosen. Let’s assume that l − 1 steps are made, and xe,l−1
is the last vertex of the partly constructed route Mk after (l − 1) steps, xe,l−1 ∈ Xl−1.
At the step l agent applies probability rule of the next vertex to be chosen from the
stage Xl in order to include it in forming route Mk. Vertex set Yk(l) ⊂ Xl is formed.
Each vertex xil ∈ Yk(l) might be added to the forming route Mk due to rules 1–4.

Agent looks through all the vertexes xil ∈ Yk(l). For each vertex xil ∈ Yk(l) pa-
rameter hil is calculated. hil is denoted as the total pheromone value at the graph
G edge that links the last vertex of the route xe,l−1 ∈ Xl−1 with the vertex xil ∈
Yk(l) ⊂ Xl.

The probability Pil of including vertex xil ∈ Yk(l) into the forming route Mk is
defined by equation:

Pil = hil ∑̸hil, ðijxil ∈ YkðlÞÞ. ð2Þ

Agent chooses one of the vertices with probability Pil. This vertex is included to the
route Mk.

After building the route based on the blank R by the agent the polish notation Ek

is formed. On the base of this notation the tree with unnamed vertices D0
k is built.

Expression Qk for which the evaluation is calculated is formed using methods of
a genetic search after identification of the vertices of the tree D0

k built by the ant ak.
The algorithm of tree D0

k identification is described below.
On the second step of the iteration each ant ak lays pheromone on edges of the

constructed route Mk. Pheromone quantity Δk on the each edge is calculated as
follows:

Δk = λ F̸k ð3Þ

Parameter λ is set a priori. Fk is the goal function used for the calculation of Qk,
received by the ant ak during the iteration t. The fewer Fk, the more pheromone is
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laid on the edges of the constructed route and, therefore, more the probability to
choose these edges during the route constructing on the next iteration.

Let φij(t) be the total pheromone quantity laid on the arc (i, j) by all the ants
during the iteration t. After each agent forms a decision and lays pheromone—
common pheromone evaporation is performed on all edges of the graph G due to
formula (4):

δijðtÞ= ðδijðt− 1Þ+φijðtÞÞ ⋅ ð1− ρÞ, ð4Þ

where δij(t) is pheromone level on the edge (i, j), ρ is the renewal coefficient.
After performing of all these actions on the iteration the agent with the best

solution is found. This solution is saved. Transit to the next iteration is performed
after it.

Time complexity of this algorithm depends on the colony lifetime t (iterations
quantity), graph vertices quantity n and ants quantity m, and it is determined as O
(t*n2*m).

5 Hybridization Method

Identification of the unnamed vertices of each tree D0
k constructed by the ant ak is

performed using genetic search. Chromosome structure consisting of three parts is
formed for it. Gene values of the first part correspond to the elements of the
functional set (functions and rules). Gene values of the second and the third parts
correspond to the elements of the terminal set (variables and constants). Functional
and terminal sets are created on the preparation step. Limits are set to the constant
values. Symbol regression algorithms based on ant colony hybridization and on
genetic search are defined as follows.

Ant colony algorithm

1. Preliminary analysis for symbol regression problem is made. Functional and
terminal sets are formed. Borders of possible values are set for constants.

2. Due to input data, blank R for polish notation and solution graph G with ini-
tially pheromone marked edges are formed.

3. One should also set: number of iterations—NT; number of ant independently
forming solution at each stage—NR.

4. t = 1. (t—iteration count).
5. k = 1. (k—agent count).
6. (Ant colony algorithm) Ant ak constructs route Mk from the vertex O to the

vertex x1m at the stage Xm. at the solution graph G.
7. Due to constructed route Mk and blank R polish notation Ek is build. On the

results of polish notation tree D0
k with unnamed vertexes is build.
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8. (Vertex identification algorithm) Vertex identification of the tree D0
k is made by

genetic search algorithm (tree Di
k is constructed).

9. Over the tree with identified vertexes Di
k mathematical expression Qk is build.

For this expression objective function value Fk is computed.
10. If k < NR, then k = k +1 and return to № 6, otherwise proceed to № 11.
11. k = 1.
12. Ant ak marks each edge of the constructed route Mk in graph G with the

pheromone quantity

Δk= λ F̸k. ð5Þ

13. If k < NR, then k = k + 1 and proceed to 14, otherwise jump to 15.
14. At the third stage of iteration t pheromone evaporates from all the edges of

graph G according to formula

δijðtÞ= ðδijðt− 1Þ+φijðtÞÞ ⋅ ð1− ρÞ, ð6Þ

where ρ—renewal coefficient
15. Agent ak with the best solution evaluation Fopt after t iterations is found.

Solution is stored
16. If t < NT, then t = t + 1 and jump to 6, otherwise proceed to 17.
17. The algorithm operation ends.

Let us study structural ant algorithm for route Mk(t) construction in solution
graph G from the vertex O to the vertex x1m at the stage Xm

Ant algorithm

1. To place an ant to the vertex O in solution graph
2. END = O. (END—is the last vertex included into the forming route Mk).
3. l = 1. (l—step count).
4. To create a set of solution graph vertexes—Yk(l) ⊂ Xl, that each vertex xil ∈

Yk(l) might be added to the forming route Mk according to rules 1–4.
5. To compute parameter hil for each vertex xil ∈ Yk(l). hil is denoted as the total

pheromone level at the graph G edge, that links the last vertex END of the route
Mk to the vertex xil ∈ Yk(l) ⊂ Xl.

6. The probability Pil of including vertex xil ∈ Yk(l) into the forming route Mk is
determined by the equation

Pil = hil ∑̸hil, ðijxil ∈YkðlÞÞ. ð7Þ

7. Randomly due to probability distribution computed in №5 vertex xil is chosen.
It is included into the end of the route Mk. END = xil.

8. If l < m, then l = l + 1 and jump to №3, otherwise proceed to № 8.
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9. Due to constructed route Mk, polish notation Ek is built based on blank R.
10. Due to polish notation Ek tree Dk with unnamed vertexes is built.
11. The algorithm operation ends.

As it was mentioned above vertex identification is made using genetic search
algorithms. Chromosome structure is represented as H = {gi|i = 1, 2,…, n1, (n1+1),
…, n2, (n2+1), …, n3}. Genes in locuses 1..n1 are for functional set elements, genes
in locuses (n1 + 1),…, n2 are for variables, genes in locuses (n2 + 1), …, n3 are for
constants.

There might be some constraints on chromosome structure, depending on
problem definition. The first one is that all the genes should have different values.
This led to chromosome legitimacy problem that was created after genetic operators
performance such as crossing-over and mutation. To fulfill such a constraint special
operators or special coding methods are to be used.

Second constraint is connected with search space expansion due to increase of
gene combinations. For this purpose metric chromosome parameters n1, n2, n3
increase. And it is allowed to use repeating genes in the limit of each of three parts
of the chromosome. The synthesised by ant tree has v1, v2, v3—the number of
vertexes corresponding to functional set, set of variables and set of constants. Tree
identification by chosen chromosome is made the following way. To identify
vertexes of functional set chromosome genes situated in locuses 1..v1 are used. To
identify vertexes of set of variables chromosome genes situated in locuses (n1 + 1).
(n1 + 1+v2) are used. To identify vertexes of set of constants chromosome genes
situated in locuses (n2 + 1)…(n2 + 1 + v3) are used. Let’s mention that n1 ≥ v1,
n2 ≥ v1, n3 ≥ v3.

6 Experimental Research

In order to evaluate proposed hybrid nature-inspired algorithm (GBA) efficiency a
number of experiments were held. The results of these experiments were compared
to experimental results of standard genetic programming (SGP) method and hybrid
genetic programming method (GPM) [7]. The common stop criterion was the
achieving the level of relative modelling error. Or maximal number execution of
fitness function computations. Method efficiency was evaluated by reliability cri-
terion that was defined as a ratio of runs with successful approximation achieve-
ment to total number of runs [7]. Maximal number of fitness function computations
should not exceed the number set in stop criterion. Statistics for reliability evalu-
ation was made after 50 runs of each methods. Significance of results difference was
checked by ANOVA methods. Verification was made at the importance level
α = 0,05. Description of test tasks is provided in Table 1. Table 2 represents the
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results of comparative efficiency research. Method that wins in a test task is
highlighted with bold. As one can see this method is statistically better than the
rival method. Developed hybrid nature-inspired algorithm appeared to be more
effective than standard and hybrid genetic programming methods.

7 Conclusion

New principles to solve tasks of multiple linear symbol regression based on models
of biological systems’ adaptive behavior are provided in the paper. Biological
algorithms of available nonlinear superpositions are described. Ant colony algo-
rithm creating all available superpositions of the given complexity in finite amount
of steps is proposed. Stated hybrid algorithm solves typical problems of genetic
programming methods proposed previously. Experiments showed that the proposed
nature-inspired algorithm based on the ant colony hybridisation algorithm and
genetic search algorithm creates simpler and more accurate models in comparison
with algorithms based on genetic programming principles. Time indices of the
developed algorithm calculated in large dimensions are outperformed than the
indices of compared algorithms with the better values of the goal function.

Table 1 Description of test tasks

Task Model function Range of
variables

Functional set Selection
volume

1 y= sinðxÞ x ϵ ½− 3; 4� f+ , − , × , g̸ 100

2 y= x2 + 2x+3 x ϵ ½− 3; 4� f+ , − , × , g̸ 100

3 y= x21 + x22 x1, x2 ϵ ½− 4; 4� f+ , − , × , g̸ 200

4 Rastrigin function
y=0, 1x21 + 0, 1x22 − 4 cos 0, 8x1ð Þ+8

x1, x2 ϵ ½− 3; 3� + , − , × , ,̸ cos,
sin,

ffiffiffi

x
p

, exp

� �

200

5 y= x21 sin x1ð Þ+ x22sinðx2Þ x1, x2 ϵ ½− 4; 4� + , − , × , ,̸ cos,
sin,

ffiffiffi

x
p

, exp

� �

200

6 Rozenbroke function
y=100ðx2 − x21Þ2 − ð1− x1Þ2

x1, x2 ϵ ½− 2; 2� f+ , − , × , g̸ 200

7 y= x21 + x1x2 + x22 xi ϵ ½− 4; 4�,
i=1, 3

f+ , − , × , g̸ 300

Table 2 Testing results Testing task 1 2 3 4 5 6 7

SGP 0.6 0.9 0.5 0.45 0.95 0.6 0.45
GPM 0.9 1 0.9 0.95 1 0.95 0.85
GBA 0.95 1 0.95 0.95 1 0.95 0.9
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Experimental complexity of the algorithm on the individual iteration with fixed
values of the control parameters is O(nlgn), and the time complexity of existing
algorithms [3–12] is O(n2), where n is the terminal set cardinality.
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Albanian Advertising Keyword
Generation and Expansion via Hidden
Semantic Relations
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Abstract Keyword generation and expansion are important problems in computa-

tional advertising. Keyword suggestion methods help advertisers to find more appro-

priate keywords. They involve discovering new words or phrases related to the exist-

ing keywords. Producing the proper hidden yet semantically relevant keywords is a

hard problem. The problems real difficulty is in finding many such words. In this

paper we propose an artificial keyword suggester for Albanian language by mimick-

ing the human like systems. The possibility of a human to provide these keywords

counts on the richness and deepness of its language and cultural qualifications. In

order to provide additional keywords a human must accomplish multiple memory

search tasks for meanings of huge number of concepts and their frame of refer-

ences. Hence the memory of the proposed artificial keyword suggester is based on

a large information repository formed by utilizing machine reading techniques for

fact extraction from the web. As a memory we indirectly use the Albanian world-

wide-web and the Gjirafa.com as a search engine. Complementary, the brain of the

system is designed as a spreading activating network. The brain treats provided key-

words and finds associations between them and concepts within its memory in order

to incrementally compute and propose a new list of potential keywords. Experimen-

tal results show that our proposed method can successfully provide suggestion that

meets the accuracy and coverage requirements.
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1 Introduction

Advertising is a marketing communication spread from companies to convince cus-

tomers to purchase their products or services. If advertisement is done by means

of internet technologies it becomes internet advertising. In this paper, the presented

Internet advertising types are sponsored search and contextual ads. Since those meth-

ods require computation and a principled way of finding the best match between a

given user in a given context and available ads, they are also referred to as compu-

tational advertising [1].

Sponsored search (SS) is an internet advertising form which provides advertisers

with infrastructure to pay for appearing close to organic search results [1]. Auctions

are usually used for determining the possible position for ads. It is widely accepted

and well investigated fact [2] that this kind of ads tends to be highly targeted; hence

they offer a high return on investment for advertisers. Since SS offers the large audi-

ence it has lead to a widespread adoption of the same. The revenues from spon-

sored search surpass ten billions of dollars and continue to grow firmly [3]. Even

thought the total number of distinct search terms is estimated to exceed a billion

only a fraction of them are used by advertisers. Experimentally observed search vol-

ume of queries exhibits a long tailed distribution which practically means that an

advertiser should either bid for several high volume keywords or bid a considerably

big number of terms from the tail [4, 5]. Since the bids can vary from a very low cost

such as few cents for an unattractive term to a relatively high price of a couple of

dollars for a popular keyword from the aspect of advertisers it is more logical to bid

on a large number of economically priced terms. Yet, advertisers favor bidding for

a small number of expensive keywords. They gravitate to doing this mainly due to

nature of inherent difficulty of guessing a large number of keywords. Consequently,

having an automated system able to largely extend an initial set of keywords would

successfully address the described problem. It would also potentially bring down the

cost of advertising while keeping the traffic similar.

The problem of selecting the most appropriate ad for showing on a user browsed

web page, also known as the contextual advertising is enough different from that of

keyword marketing. In contextual advertisement, instead of using the user defined

keywords, one has to deal with content of a Web page to decide which ads to match

with it. One of the most important issues in the content targeted advertisement is

vocabulary impedance problem [6, 7]. The origin of the problem comes from the

fact that even when an ad is related to a page the glossaries of pages and ads have

low intersection. Expanding the content of the pages or the top n keywords of the

pages and the ads descriptions with new keywords using the same keyword expan-

sion method should significantly reduce the referred vocabulary impedance problem.

Keyword suggestion methods are usually employed to help advertisers to find

more appropriate keywords. They involve discovering new words or phrases related

to the existing keywords. Most existing keyword suggestion methods try to solve the

problem by utilizing statistical information.
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This paper proposes a novel artificial keyword extractor and extender with fol-

lowing features:

∙ When seed keyword set is not provided an algorithm for Keyword Extraction

from a Single Document using Word Co-occurrence Statistical Information is

employed. By this step the seed set of keywords can be fed to keyword expan-

sion step.

∙ The memory of the proposed artificial keyword suggester is based on a large infor-

mation repository formed by utilizing machine reading techniques for fact extrac-

tion from the web. As a memory we indirectly used the Albanian world-wide-web

and the Gjirafa as a search engine.

∙ The brain of the system is designed as a spreading activating network (SAN). The

brain treats provided keywords and finds associations between them and concepts

within its memory in order to incrementally compute and update a list of potential

keywords.

∙ Furthermore the brain module is enriched by proposing a schema for finding the

most promising solutions.

∙ System is specially designed to be used as a real world service in production envi-

ronment of the first Albanian search engine.

We present results of this technique applied to keyword research for special case

of Albanian web. However, we would like to point out that the presented method is a

general one and can be extended to other languages and applications such as semantic

similarity calculation, short to document length text matching, term clustering, and

ontology studies.

The paper is organized as follows—Sect. 2 summarizes related work. Section 3

describes the proposed method. Section 4 presents the experiments. Section 5

presents evaluation and results. Section 6 closes with conclusions and future work.

2 Related Work

Keyword generation/expansion can be considered as a relatively novel research field.

On the other side, this field is closely related to query expansion in Information

Retrieval which is very well studied. The various existing keyword generation meth-

ods can be fuzzily classified in next few general groups: closeness searches, query

log and advertiser log mining, meta-tag crawlers and iterative query expansion.

Closeness-based methods are simply based on the idea of querying the search

engines using the initial keywords set for obtaining the highly ranked web pages

which will probably contain new informative keywords close to the initial words.

For example for the seed keyword “Antique” this method will find keywords like:

“museum”, “theate”, etc. Although this kind of methods could find a huge number

of keywords, they usually suffer from inability of finding the relevant keywords that

does not contain the exact seed query words. TermsNet and Wordy authors [8, 9] in
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their methodologies exploit the power of search engines to generate a huge portfolio

of terms and to establish the relevance between them.

The search engines use query-log based mining tools to generate keyword sug-

gestions. They try to find out co-occurrence relationship between terms and suggest

similar keywords starting from an initial keyword. Google’s Adword Tool
1

presents

past queries that contain the search terms. It also mines advertisers’ log to determine

keywords they searched for while finalizing a specific keyword. However, the terms

suggested are ones occur frequently in the query logs and there is a high probability

that they are expensive.

Many well developed, highly ranked websites, which employ the search engine

optimization techniques, usually include very relevant keywords in their meta-tags.

A meta-tag spider queries search engine for seed keyword and extracts meta-tag

words from these highly ranked WebPages. Although there is no guarantee to find

good keywords, these meta-tags open valuable directions for expansion.

A similar problem to keyword suggestion is query expansion [10, 11], which has

already been studied for many years. A similar system [12] was proposed to cluster

the advertiser-keyword data into topics. Query expansion is employed when users

want additional keywords to obtain relevant documents and filter the irrelevant ones.

On the other hand, those who use advertising keyword suggestion systems want their

advertisements to appear in more relevant situations. From this perspective, their

goals are different from each other. Another difference is that query expansion only

needs two to three new keywords to refine the results whereas keyword suggestion

requires dozens to hundreds.

The existing techniques are usually unable to take hidden semantic relationships

into account. Terms which are not containing the original query term or part of them

even thought are semantically related to query terms are commonly ignored. Meth-

ods based purely on query-logs fail to explore new words, not very frequently corre-

lated by query log data. To address the aforementioned problems, we suggest a new

artificial keyword suggester. The idea upon which we build our implementation is to

define a knowledge infusion process which adopts NLP techniques to build a knowl-

edge base extracting information from Albanian web. For reasoning mechanism we

adopted spreading activation algorithm that retrieves the most appropriate pieces of

knowledge useful to find possible new keywords. This technique can easily propose

many novel and semantically related keywords. Its other important feature is ability

to adapt to trends. Newer terms can be simply added to the existing graph and made

available for querying and suggestion, irrespective of whether that term has become

popular among users (and hence query logs) or not. Even uncommon terms show

up in the results if they are relevant. The technique scales very well with data, and

results improve with more input words.

1
https://adwords.google.com/.

https://adwords.google.com/
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3 The System Architecture

When an advertiser chooses to advertise she needs to determine keywords that best

describe her products or services. She can either enumerate all such keywords man-

ually or use a tool to generate them automatically. As mentioned earlier, guessing a

large number of keywords is an extremely difficult and time consuming process for

a human being. We design a system that makes the process of keyword search easy

and efficient. The visual summary of our system is given in Fig. 1.

As it can be seen from the figure systems incrementally follows next steps to

generate the expanded list of advertisement keywords:

1. If initial set of keywords is not provided system using the keyword extraction from

a single document extracts seed keywords from a text using word co-occurrence

statistical information.

2. The keywords are provided as search queries to Gjirafa.

3. Search results are used to update the spreading activation network.

4. Spreading activation algorithm is used to calculate the list of potential answers

The rest of the section reports the fundamental modules of keyword expansion

system (KWExp) which is mainly based on [13, 14].

Fig. 1 The complete

method realized by our

system in order to calculate

the final list of keywords
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3.1 Keyword Extraction from a Single Document:

This subsection presents a keyword extraction algorithm based solely on a single

document. Main advantages of this method are: (1) its simplicity without requiring

the use of a corpus; (2) its high performance comparable to tf-idf and (3) important

terms are extracted regardless of their frequencies.

As it can be seen on Fig. 1 this step is applied only when seed keyword list is not

provided. In those situations advertiser can either provide the landing page of their

web sites or they can simply provide a free text.

The algorithm for initial keyword extraction is shown as follows. Thresholds are

determined by preliminary experiments.

1. Preprocessing: Stem words by Porter algorithm and extract phrases based on the

Apriori algorithm. Discard stop words included in stop list.

2. Selection of frequent terms: Select the top frequent terms up to 30 % of the num-

ber of running terms, Ntotal
3. Clustering frequent terms: Cluster a pair of terms whose Jensen-Shannon diver-

gence is above the threshold (0.95 × log2). Cluster a pair of terms whose mutual

information is above the threshold (log(2.0)). The obtained clusters are denoted

as C.

4. Calculation of expected probability: Count the number of terms co-occurring

with c ∈ C, denoted as nc, to yield the expected probability pc = nc∕Ntotal.

5. Calculation of 𝜒
2

value: For each term w, count co-occurrence frequency with

c ∈ C, denoted as freq(w, c). Count the total number of terms in the sentences

including w, denoted as nw. Calculate 𝜒

2
value following step (2).

6. Output keywords: Show a given number of terms having the largest 𝜒
2

value.

3.2 KWExp’s Memory:

A comprehensive information repository should be formed for representing the lex-

ical and semantic background knowledge of the KWExp. The knowledge base (KB)

used in this work is built by extracting information from textual sources on the

Albanian web. In doing so we used: (1) The Albanian world-wide-web as the data-

base, (2) Gjirafa as a search engine and, (3) Few basic machine reading methods for

knowledge extraction [15].

Gjirafa [16] is a powerful search engine specialized in Albanian language, able to

utilize standard natural language pre-processing tasks [17] such are the tokenization,

stop word removal, lemmatization, simple named entity recognition, and tf-idf scor-

ing. We gather documents containing the given keywords from Gjirafa by simply

providing seed keywords as search queries.

After an extensive analysis of the correlation between the seed keywords and the

expansion list of keywords produced by system, the following knowledge sources

have been processed to build the knowledge background of the system: 1. General
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web search results: the word representing the solution is contained in the text of

the search results, where some additional preprocessing has been applied. 2. Verti-

cal news search results: the word representing the solution is contained in the title

or in the content of the news. 3. Dictionary: the Gjirafa search results filtered by

sq.wiktionary.org domain: the word representing the solution is contained in the

description of a lemma or in some example phrases using that lemma. 4. Encyclo-

pedia: the Gjirafa search results filtered to sq.wikipedia.org as for the dictionary,

the description of an article contains the solution, but in this case it is necessary to

process a more detailed description of information. Although all of the above men-

tioned types of sources convey textual information they have different inner structure,

therefore an important problem was to standardize representation of the information

they store, which is discussed in next few paragraphs.

Although all of the above mentioned types of sources convey textual informa-

tion they have different inner structure, therefore an important problem was to stan-

dardize representation of the information they store, which is discussed in next few

paragraphs.

Since the CPU of KWExp is implemented as a activation spreading network then

the KB should be represented as an interconnected network of nodes (elementary

information trees, EITs) in order to be suitable for processing by CPU. Each EIT

would represent elementary unit of information.

EIT is in fact two level N-ary tree, where: (1) the root contains reference to key-

word (or query); (2) the middle level nodes represent the source of information; and

(3) leafs denote the words (concepts) retrieved by root (Fig. 1). Since EITs’ leafs can

originate from different sources it is obvious that by the end of information retrieval

process one should obtain a tree ready for further processing (Fig. 1). What we have

done by modeling the search results from different sources provided by Gjirafa is in

fact creation of the systems KB. The next step is to develop an algorithm for retriev-

ing the most convenient bit of knowledge related with the seed keywords. Since the

KB modeling is inspired by human-like system then the memory retrieval mecha-

nism should simulate the cognitive mechanism of a human being in the most reliable

manner.

3.3 KWExp’s Brain:

Spreading activation network [18, 19] corresponds adequately to the graph theory

of semantic memory. The plain spreading activation model is a semantic memory

graph on which basic processing methods are applied. The graph consists of nodes

interconnected by links. Links may be labeled and/or weighted and usually have

directions, Furthermore the links can be either activatory (links with positive weight)

or inhibitory (links with negative weight). The processing is initiated by labeling a set

of source nodes with activation weights and proceeds by iteratively propagating that

activation to other nodes linked to the source nodes. For each iteration, a termination

condition is checked in order to end the search process over the network.
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Given a spreading activation graph of nodes n1,… , nm, each node has an assigned

activation value at iteration t, Ai(t). Since only some nodes should be able to spread

their activation values over SAN, let F be a firing threshold determiner for nodes

which tells whether a node is fired. At each iteration, every node propagates its acti-

vation to its neighbors as a function of its current activation value and the weights

of the edges that connect it with its neighbors. The spreading strategy is described

in the following:

Step 1—Initialization: Iteration t = 1. The SAN is initialized by setting all activa-

tion values Ai(t) = 0, with exception of the keyword nodes whose activation value

is set to 1.

Step 2—Marking: Each node ni with activation value Ai(t) ≥ F is marked as fired.

Step 3—Firing: For each fired node ni, its output value is computed as a function

of its activation level: Oi(t) = (Ai(t)∕t)(1 − D); Parameter D is the decay value

which is experimentally set to D = 0.2;

Step 4—Spreading: For each link connecting the fired node ni to the target nodes nj,
recalculate Aj(t + 1) = Aj(t) + wijOi(t). Notice that, in order to avoid loops, once

a node has been fired it cannot be fired again.

Step 5—Termination check: t = t + 1 if t < maxpulses ∧ fired(t) then go to Step 2
otherwise End. Here fired(t) = true if there is at least one node fired at time t.

4 Experiments and System Evaluation

Even though evaluating the proposed system by observing the outputs of well

designed web advertising campaign for a long enough time could be more realistic

and convincing, we designed an ad hoc evaluation experiment based on human rank-

ing pursuing a blind evaluation protocol. The seed keywords or the landing pages for

our experiments were taken from different thematic areas, promoting several prod-

ucts and services. The chosen categories were: 1. automotive sector 2. food 3. hair

products 4. vacation packages 5. car rental services

To compare our system results, we used other competitive keyword suggestion

tools: Google Keyword Planner, and Ubersuggest,
2

multilingual keyword suggestion

tool. Though it is an aggregator of other keyword suggestion tools, it works good

and it is free. We could not use many of the globally known system since they do not

support the Albanian language at all. GKS (Gjirafa Keyword Suggester) stand as the

acronym for our system.

We formed a dataset of each method generated/expanded keywords in order to

start a blind experiment evaluation. Ten computer science undergraduate and post-

graduate students contributed with their evaluations for each system output regard-

ing keyword relevance, abstraction and triviality using a scale of 1–3. Test measures

were defined as follows: 1. Relevance: The relevance of keywords related to each

2
http://www.ubersuggest.org/.

http://www.ubersuggest.org/
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landing page or set of seed keywords 2. Preciseness: How general or specific were

the generated/expended keywords 3. Triviality: How trivial, common and repeated

or nontrivial, atypical were the generated/expended keywords related to the category.

In Figs. 2, 3 and 4 we present the evaluation results.

From the results it is obvious that our method performs well on keyword extrac-

tion/expansion for Albanian language. This is due the main memory and brain

designs of our system able to expend seed keywords with novel, relevant, general

and non-trivial keywords.

0
5

10
15
20
25
30
35
40
45

Google Keyword
Planner

Ubersuggest GKS

q
u

al
ir

y 
ev

al
u

at
io

n
 r

at
e 

in
 %

Keyword Relevance Evaluation 

Relevant

Neutral

Irrelevant

Fig. 2 Answers of human evaluators reviewing the output of each system on Relevance

0

10

20

30

40

50

60

Google Keyword
Planner

Ubersuggest GKS

q
u

al
ir

y 
ev

al
u

at
io

n
 r

at
e 

in
 %

Keyword Preciseness Evaluation 

General

Neutral

Specific

Fig. 3 Answers of human evaluators reviewing the output of each system on Preciseness

0

10

20

30

40

50

60

70

Google Keyword
Planner

Ubersuggest GKS

q
u

al
ir

y 
ev

al
u

at
io

n
 r

at
e 

in
 %

Keyword Triviality Evaluation 

Trivial

Neutral

Non-trivial

Fig. 4 Answers of human evaluators reviewing the output of each system on Triviality



392 E. Canhasi

5 Conclusion and Future Work

In this work we proposed an artificial keyword extractor/generator for Albanian lan-

guage. The essential objective was to formulate a knowledge base of the system.

This was realized by extracting information from textual sources on the Albanian

web and synthesizing them into a semantic network of elementary information trees.

We designed the brain of the artificial keyword expander as a spreading activation

algorithm capable of retrieving relevant words to the given keywords. Experimental

results indicate that our system outperforms in most cases prominent competitive

industrial ones. The results show that the suggestions generated are extremely rel-

evant and they are quite different from the starting keyword. Presented method is

functionally language independent while the data structure is easy to adopt to any

language even to ones with low resources.

Nevertheless there is room for improvements: (1) during the seed keyword defini-

tion stage advertisers could also define the negative keywords. They can be included

in our artificial solvers memory as a negative terms which is also our next step in

systems development; (2) As an alternative to spreading activation based central

processing we plan to employ the random walks based methodology; (3) another

possible improvement can be reached by integrating the document summarization

methods in producing the summaries relevant to given keywords and use them as

additional knowledge source [20–22]; (4) Integration with systems like WordNet

would significantly improve the semantic similarity between these keywords. (5) A

metric need to be developed to measure the efficacy of the system.
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Abstract In this work we present a beam-search approach applied to the Set Cover-

ing Problem. The goal of this problem is to choose a subset of columns of minimal

cost covering every row. Beam Search constructs a search tree by using a breadth-

first search strategy, however only a fixed number of nodes are kept and the rest are

discarded. Even though original beam search has a deterministic nature, our pro-

posal has some elements that makes it stochastic. This approach has been tested

with a well-known set of 45 SCP benchmark instances from OR-Library showing

promising results.
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1 Introduction

The Set Covering Problem (SCP) is a combinatorial problem that can be described as

the problem of finding a subset of columns from a m-row, n-column zero-one matrix

aij such that they can cover all the rows at minimal cost. The SCP can be formulated

as follows:

Minimize Z =
n∑

j=1
cjxj j ∈ {1, 2, 3, ..., n} (1)

Subject to:
n∑

j=1
aijxj ≥ 1 i ∈ {1, 2, 3, ...,m} (2)

xj ∈ {0, 1}, (3)

where cj represents the vector cost. The SCP is a NP-hard problem [9] that has

been used to model many problems as scheduling, manufacturing, services planning,

information retrieval, etc. [1, 7]. Several algorithms have been developed for solving

SCP instances. Exact algorithms [6], even though they can reach the global optima,

they require substantial time for solving large instances. Greedy algorithms [8] are

a good approach for large instances, but rarely generates good solutions because

of its myopic and deterministic nature. Another approach are Probabilistic greedy
algorithms [10, 13], which often generates better quality solutions than the deter-

ministic counterparts. Metaheuristics are commonly the best way to solve large SCP

instances, some of them are: Genetic algorithms [3, 18], Neural Network algorithms

[16], Simulated Annealing [11], Ant Colony Optimization [14], and many more.

In this work, we propose an algorithm for solving the SCP that is based in the

well known beam-search algorithm. It has been used in many optimization problems

[4, 5, 12, 19]. Beam-search is a fast and approximate branch and bound method,

which operates in a limited search space to find good solutions for optimization prob-

lems. It constructs a search tree by using a breadth-first search, but selecting only the

most promising nodes by using some rule. Our implementation selects these nodes

using a simple greedy algorithm that can be seen as a Depth-first search. The greedy

will find a solution and returns its fitness, which will be used to select and discard

nodes from the search tree.

This paper is organized as follows: Sect. 2 describes our Beam-Search implemen-

tation for the SCP, Sect. 3 shows the result that we obtained by using a well known

set of SCP benchmarks instances, finally conclusions and future work can be found

in Sect. 4.
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2 Beam Search

Beam Search [15] is a deterministic heuristic algorithm that constructs a search-

tree. It begins with an empty solution at the root node and gradually construct solu-

tion candidates, level by level. At each level of the tree, two procedures are applied:

PromisingChildren and SelectBest. While the first one expand each node by the np
most promising children using some criteria, the second one choose the ns most

promising nodes from the current level. Given this, at the level 0 the tree will have

one node; at the level 1 ns nodes; from the level 2 the algorithm will select ns nodes

from a pool of at most ns ∗ np nodes. Beam Search lacks of completeness, because

the optimal solution could be pruned during the search process. The Algorithm 1

corresponds to the classic beam-search described before.

Algorithm 1 Original Beam-Search(np, ns, P); out: Solution
S ← {emptySolution}
Solution ← NULL
while S ≠ ∅ do

S′ ← {}
for all s ∈ S do

S′ ← S′ ∪ 𝙿𝚛𝚘𝚖𝚒𝚜𝚒𝚗𝚐𝙲𝚑𝚒𝚕𝚍𝚛𝚎𝚗(s, ns,P)
end for
if 𝚒𝚜 − 𝚜𝚘𝚕𝚞𝚝𝚒𝚘𝚗(S′) then

𝚁𝚎𝚝𝚞𝚛𝚗(Solution)
end if
S ← 𝚂𝚎𝚕𝚎𝚌𝚝𝙱𝚎𝚜𝚝(S′, ns)

end while

2.1 Our Implementation

For adapting this algorithm to the SCP, we consider the following: PromisingChil-
dren determinates the np most promising children from the current node. This is

achieved by calculating, for each non-instantiated variable, a value using one of

the following functions: cj∕kj, cj∕k2j , cj∕(kj log(1 + kj)), c1∕2j ∕kj, cj∕k
1∕2
j and cj∕

log(kj + 1) [8, 13]. The variable kj represents the number of currently uncovered

rows that could be covered by the column j. The function is selected in a random

way and it is used for all the nodes of the current level. Then, the np variables with

the lowest values are instanciated. After that, we run a greedy algorithm for each

of the new candidates nodes by using the procedure Greedy-SelectBest. This greedy

attempts to construct a branch (one node per level), using the same function selected

in PromisingChildren, until a solution is reached. At the end of this process, each
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node will have an associate solution. The procedure will select the ns nodes with the

best objective function value. The best solution founded in the search it is used to

discard nodes with a worst objetive function value.

Unlike the classic algorithm, the search does not stop when a solution is founded

or all nodes are discarded, instead, we set a fixed number of nodes to be generated

(See Algorithm 2).

Algorithm 2 Beam-Search+Greedy(np, ns, P); out: Best − Solution
S ← {emptySolution}
Best − Solution ← NULL
while 𝙵𝚒𝚡𝚎𝚍𝙽𝚞𝚖𝚋𝚎𝚛𝙾𝚏𝙽𝚘𝚍𝚎𝚜𝚁𝚎𝚊𝚌𝚑𝚎𝚍 do

S′ ← {}
for all s ∈ S do

S′ ← S′ ∪ 𝙿𝚛𝚘𝚖𝚒𝚜𝚒𝚗𝚐𝙲𝚑𝚒𝚕𝚍𝚛𝚎𝚗(s, ns,P,BestSolution)
end for
S ← 𝙶𝚛𝚎𝚎𝚍𝚢 − 𝚂𝚎𝚕𝚎𝚌𝚝𝙱𝚎𝚜𝚝(S′, ns,BestSolution)

end while

2.2 Preprocessing

Preprocessing is a popular method to speedup the algorithm. A number of pre-

processing methods have been proposed for the SCP [2]. In our implementation,

we used the most effective ones:

∙ Column domination: Any column jwhose rows Ij can be covered by other columns

for a cost less than cj can be deleted from the problem, however this is an NP

complete problem [9]. Instead, we used the rule described in [17].

∙ Column inclusion: If a row is covered by only one column after the above domi-

nation, this column must be included in the optimal solution.

3 Experiments

Our approach has been implemented in C++, on an 2.4GHz CPU Intel Core i7-

4700MQ with 8gb RAM computer using Ubuntu 14.04 LTS x86_64. In order to

test it, we used 45 SCP instances from OR-Library
1

which are described in Table 1.

Optimal solutions are known for all of these instances.

1
http://people.brunel.ac.uk/~mastjjb/jeb/orlib/scpinfo.html.

http://people.brunel.ac.uk/~mastjjb/jeb/orlib/scpinfo.html
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Table 1 Detail of the test instances

Instance set No. of instances Rows Columns Cost range

4 10 200 1000 [1, 100]
5 10 200 2000 [1, 100]
6 5 200 1000 [1, 100]
A 5 300 3000 [1, 100]
B 5 300 3000 [1, 100]
C 5 400 4000 [1, 100]
D 5 400 4000 [1, 100]

Table 2 Experiments using np = 20 and ns = 10
Instance Optima Min-

value

Max-

value

Avg RPD Instance Optima Min-

value

Max-

value

Avg RPD

scp41 429 430 434 432.0 0.23 scpA1 253 256 259 257.3 1.19
scp42 512 517 527 524.8 0.98 scpA2 252 257 263 262.1 1.98
scp43 516 520 530 525.9 0.78 scpA3 232 238 240 238.6 2.59
scp44 494 501 510 504.9 1.42 scpA4 234 236 241 238.7 0.85
scp45 512 515 525 521.6 0.59 scpA5 236 236 239 237.6 0.00
scp46 560 570 576 572.4 1.79 scpB1 69 69 78 75.1 0.00
scp47 430 432 435 433.6 0.47 scpB2 76 76 81 78.0 0.00
scp48 492 493 498 495.2 0.20 scpB3 80 80 82 80.5 0.00
scp49 641 658 667 662.7 2.65 scpB4 79 79 82 81.0 0.00
scp410 514 514 519 517.3 0.00 scpB5 72 72 73 72.1 0.00
scp51 253 256 262 259.9 1.19 scpC1 227 234 237 235.8 3.08
scp52 302 308 313 309.8 1.99 scpC2 219 222 230 227.0 1.37
scp53 226 230 234 233.4 1.77 scpC3 243 244 251 248.5 0.41
scp54 242 243 244 243.6 0.41 scpC4 219 223 235 234.0 1.83
scp55 211 215 219 217.8 1.90 scpC5 215 215 217 215.5 0.00
scp56 213 213 219 216.9 0.00 scpD1 60 60 61 60.2 0.00
scp57 293 298 303 301.1 1.71 scpD2 66 68 70 68.6 3.03
scp58 288 291 298 294.7 1.04 scpD3 72 74 75 74.3 2.78
scp59 279 282 287 285.0 1.08 scpD4 62 62 63 62.3 0.00
scp510 265 265 271 268.4 0.00 scpD5 61 61 64 62.9 0.00
scp61 138 140 143 141.9 1.45
scp62 146 148 150 149.1 1.37
scp63 145 149 151 149.7 2.76
scp64 131 132 133 132.5 0.76
scp65 161 165 170 167.1 2.48
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(a)

(b)

(c)

Fig. 1 Convergence plots for the a scp41, b scp42 and c scp43 instances

Our algorithm was configured before perform the search. Each of these instances

were executed 20 times, with several values of np and ns. The best results (related to

the avg. value) were obtained by using np = 20 and ns = 10. We set as stop criteria a

maximum of 1000 nodes in the search tree. After reaching this value, the algorithm

did not show a big improvement in the solutions. Table 2 shows the results by using

this configuration.
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The column Optima represents the lowest objective function value for a particular

instance. Min-value and Max-value represent the lowest and the maximum objective

function value, respectively, obtained for our proposal in 20 executions. The mean

value of these 20 executions are shown in the column Avg. The column RPD repre-

sents the Relative Percent Difference. This measure can be defined as follows:

RPD =
(Min-value − Optima)

Optima
× 100. (4)

Convergence plots can be seen in Fig. 1.

4 Conclusion and Future Work

In this work we have presented a beam-search approach with a greedy algorithm to

solve the SCP. Our approach applies a greedy algorithm in each node to find solutions

by using a set of simple functions that choose promising variables. Experiments show

very promising results, considering that the technique in not yet fully exploited. In

a future work we plan to do a more guided search by using a nogood-like learning

strategy,
2

that should reduce the size of the search tree. Also, we plan to adapt this

technique for the bi-objective SCP formulation.
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Abstract Diabetes disables body to regulate proper amount of glucose as insulin. It
has impacted a vast global population. In this paper, we demonstrated a fuzzy
c-means-neuro-fuzzy rule-based classifier to detect diabetic disease with an
acceptable interpretability. We measured the accuracy of our implemented classifier
by correctly recognizing diabetic records. Besides we measured the complexity of
the classifiers by the number of selected fuzzy rules. To achieve good accuracy and
interpretability, the implemented fuzzy classifier can be treated as an acceptable
trade-off. At the end of the research, we compared our experiment results with the
achieved results from certain medical institutions that worked on the same type of
dataset which demonstrated the compactness, accuracy of the proposed approach.
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1 Introduction

Carrying out research on medical arena is difficult in our country due to the lack of
real life data and the availability of physicians’ time, added with the constraint that
ethics be preserved while doing it. Besides this, the demographic location, eco-
nomic conditions and social status vary for different individuals.

Diabetes, officially named as Diabetes Mellitus (DM), is a group of metabolic
disease which is the cause of high blood sugar levels. The symptoms include
increased hunger, thirst and frequent urination. Without proper treatment in due
time, it may cause several problems such as diabetic ketoacidosis and nonketotic
hyperosmolar coma or even damage of the eyes, chronic kidney failure, stroke,
cardiovascular disease [1]. The disease has become a very acute problem in a third
world county like Bangladesh (see Fig. 1). There are three main type of dia-
betes mellitus (DM). Type 1 diabetes is characterized by the lack of insulin pro-
duction and it is also known as ‘insulin-dependent diabetes mellitus’ (IDDM). This
type of diabetes is mostly suffered by young people. On the other hand, Type 2
diabetes is characterized by ineffective use of insulin and it is also known as
‘Non-insulin-dependent diabetes mellitus’ (NIDDM). This type of diabetes disease
is the most common in adults because of obesity and physical inactivity. The other
type of diabetes is gestational diabetes which occurs among the pregnant women
who are previously non-diagnosed and their blood glucose level shows very high
[1]. We worked on Type 2 of diabetes among Bangladeshi people.

The main objective of implementing this project is to generate fuzzy rules for
diabetes disease of Bangladeshi people. By the generated model user would be able
to know whether a patient has diabetic or not based on some attributes like age,

Fig. 1 Age-adjusted prevalence by sex of diabetes mellitus (DM) and impaired fasting glucose
(IFG) in rural Bangladesh for 1999, 2004, and 2009. [14]

404 H. Kabir et al.



number of pregnancy, BMI, P. Glucose (Fasting) and P. Glucose (2 h after 75 gm’s
Glucose). For this research purpose, we have collected data of 500 patients from a
diabetic hospital of Feni district which is named ‘Feni Diabetes Hospital’ and for
research purpose we considered only 300 patients’ records who are woman and
aged above or equal to 30.

For this research project, at first we applied FCM clustering method to determine
clusters. The clusters helped us to point out the data points bind in a group that
belong in the same cluster. We used cluster validation method (Silhouetting tech-
nique) to get the optimized clusters. We used tenfold validation technique to train
dataset of collected patients’ record. After learning phrase, the membership func-
tions were generated automatically but we needed to fine-tune the membership
functions. We did the fine-tune processing with the help of experts’ opinions. We
reduced into two linguistic rules from 32 possible rules that were generated by the
system. In this case, the best possible two rules were taken for implementation
purpose to reduce ambiguity and noise. Then we applied ANFIS in order to train
the system so that it can have artificial intelligence which determines the possibility
of a person being affected by diabetes judging certain attributes.

The reminder of this paper is organized as follows; discussion about related
works in this field is presented in next section. In methodology part, we discussed
both theoretical and experimental part. In theoretical part, we described about FCM
algorithm and ANFIS. In ‘experimentation’ section, we presented our dataset and
the experimental process in detail. In ‘experiment result’ section we showed the
accuracy, specificity and sensitivity of the implemented system. The ‘Conclusion’
section concludes the findings.

2 Related Works

A good number of researchers have worked on finding diabetes disease and its
solution by generating fuzzy rules. We find out some previous works that are
related to this study.

Mythili et al. [2] in their research proposed a system to find out influential
parameters for diabetes through collecting patient information, normalization,
generation and analyzing the graphs. The result yielded optimum parameters as
medication, age, physical activity, increased urination, hunger and thirst.

In the research of Ambilwade et al. [3], a medical expert system for diabetes
diagnosis was proposed. Here, the classification process of diabetes was done by
ANFIS. To reduce dimensionality of the dataset, Principle Component Analysis
(PCA) method was used. The result yields accuracy = 89.47 %, sensitivity =
85.71 %, specificity = 92 % and MSE = 0.262.

Tadic et al. [4] in their research developed a fuzzy model to determine type 2
diabetes patients. In the first phase of modeling, they transformed and normalized
values for the defined group of possibilities. Then the relative importance factor was
joined in the next step. The result concluded that the first patient to be treated by
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Sulfonylureas and Metformin and the second patient by Insulin and Metformin
(from a selected dataset).

Nnamoko, Arshad, England, Vora [5] proposed a fuzzy framework that can
manage Type 2 Diabetes Mellitus using a tool. The system needed 7 input variables
to operate and 2 extra variables were needed to train it. By clustering, the best
values were obtained with two membership functions- triangular & trapezoidal. The
results would lead to further testing and clustering process. However, it undoubt-
edly reduced personalization.

Rajeswari and Vaithiyanathan [6], in their paper investigated a variation to
preliminary inquiry information. Their model proposed an attempt of identifying
diseases based on symptoms associated with approximate reasoning. A normaliza-
tion process called ANN was invoked to determine whether or not the data is ‘Close
to Type 2 diabetic. The system was implemented on the collected dataset. The result
yielded 330 as type 2 diabetic and 270 as non-diabetic patients.

Sanakal and Jayakumari [7], in their research work, predicted diabetic people
with some attributes like age, number of pregnancy, body mass index, glucose,
blood pressure and living status. They used FCM for clustering and Support Vector
Machine (SVM) for optimization of margin. The experiment shows the accuracy of
94.300518 %, sensitivity of 95.384615 %, specificity of 93.750000 % with quite
satisfactory prediction such as 88.571429 % positive prediction and 97.658537 %
negative prediction. Then they implemented Sequential Minimal Optimization
(SMO) algorithm for better computation. This yields 59.5052 % accuracy, 77.4 %
sensitivity and 26.1194 % specificity of Pima Indian Diabetic Dataset (PIDD).

Giri and Todmal [8] implemented a system that was the combination of artificial
neural network and fuzzy logic. The classification phase was performed by using
Gaussian kernel function to calculate standard deviation. Later, already distributed
data was fed to ANN and clusters were analyzed. The yielded average precision and
recall were about 87 % and 83 % respectively.

3 Methodology

3.1 FCM Algorithm

Fuzzy C-mean clustering algorithm, mostly known as the FCM clustering algorithm,
was first presented by Dunn [9] and afterwards elaborated by Bezdek [10]. It allows a
piece of data to fall in two or more clusters. The data is categorized into a number of
clusters. The Euclidean distance determines the closeness as fuzziness index that
controls the fuzziness of membership of each data point. Next is the process of
iteratively minimization of the aggregate distance between data points belonging to
dataset and cluster centers. This process is continuously invoked until no more
minimization is possible. In order to use the FCM algorithm the parameters like the
number of clusters, fuzziness index are needed to be determined along with the set of
the initial cluster centers which must be defined [11] (Fig. 2).
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4 ANFIS

Fuzzy logic takes the human linguistic terms of problems as input and produces
result in the real world scenario. It is possible to make a system with fuzzy approach
by implementing an environment through fitting description of real world pro-
cesses. This process can be used as in an interpretable system as it can explain the
ways why a particular value is appeared as output of the fuzzy model. However, the
disadvantages of fuzzy logic are as follows: it needs expert instructions and expert
input process of tuning of fuzzy parameters (membership functions), a relatively
long time to set their rule of fuzzy model (if there are many numbers of fuzzy rules).
These disadvantages make it unable to train fuzzy models. However, the opposite
situation can be observed in neural network but it is extremely difficult to use prior
knowledge for neural networks. In order to use advantages of one model by
replacing disadvantage of another system, a hybrid system named ANFIS is pro-
posed by Jung in [12]. ANFIS is a fuzzy inference system which is basically
constructed on the model that is developed by Takagi-Sugeno [13]. The proposed
paradigm has the learning abilities of neural networks that enhance the system
performance based on prior knowledge. For representation purpose of the system, a
model of first order with two inputs and one output can use the two following rules:

If x1 is A1and x2 is B1 then y1 = f x1, x2ð Þ= a1x1 + b1x2 + c1.

If x1 is A2 and x2 is B2 then y2 = f x1, x2ð Þ= a2x1 + b2x2 + c2.

Fig. 2 Chart of the FCM
algorithm
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4.1 Experimentation

We have implemented the system through several steps. These steps are described
below:

Step 1: Categorize the dataset of target group from collected database of diabetes
and non-diabetes patients.

Step 2: Use Silhouette validation technique to confirm the choice of clusters. We
found Silhouette width for all data.

Step 3: By using FCM clustering algorithm, we determined the c-values and
used them in the clusters which later we used in determining modal
points.

Step 4: Generate FIS by using grid partitioning.
Step 5: Use tenfold validation technique to train the hybrid system using dataset

(Figs. 3 and 4).
Step 6: Test data to plot the dataset.
Step 7: Set the membership functions for each attribute.
Step 8: Reduce and finalize the fuzzy rules to get outputs from the system

through experts’ opinions.
Step 9: For each record, classify the record as diabetic or non-diabetic.

Step 10: Calculate the accuracy, specificity and sensitivity of our implemented
system.

4.2 Diabetes Disease Database

To work on diabetes disease on Bangladeshi people, we needed to collect diabetes
data of Bangladeshi people. For that reason, we have collected data from ‘Feni
Diabetes Hospital’ of Feni district which is situated in south-eastern area of

Fig. 3 Silhouette width for c = 2 and c = 3
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Bangladesh. The recorded data contains information of 593 patients. These 593 data
records are divided into two classes. These two classes indicate that whether a
person has diabetic disease or not according to existing medical system. The dis-
tributions of the classes are:

Class 0: non-diabetes
Class 1: diabetes

Fig. 4 Clustering Results
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As the main objective of this research is to find out TYPE-2 diabetic patients
through the system, we have to remove some data of those people whose age are
below 30. Bangladeshi medical experts consider that a patient has TYPE-2 diabetes
when that person is above 30 years of age. Moreover, we have removed the data of
male patients to get more specific values. If we take only female patients’ data then
we can take pregnancy numbers as a parameter. There were some zero values for
some attributes in dataset. After removing such records, the total number of records
became 300. We considered these 300 records for implementing our system. Each
record has 5 attributes:

1. Age: Age of the patient
2. Npreg: Number of times pregnant
3. BMI: Body Mass Index
4. Before_fasting: Glucose level before fasting
5. After_fasting: Glucose level after 2 h of fasting

4.3 Silhouette Validation Technique

We have to find clusters using FCM algorithm but before that we need to know the
c-value because the quality of the clusters are dependent on c-values. Through the
x-mean algorithm we can visulalize the clusters for different values of c. For
parameter learning phase, our choice is c = 2. Because, most of the records fall in
the silhouette we acquired from the value c = 2. We acquired different clusters for
different values of c ranging from 1 to 5 respectively. The quality of the cluster can
be determined through silhouette validation technique. This calculates silhouette
width from the given instances, average silhouette width over all collected data, and
average silhouette width for calculated clusters. The comparison among these
clusters gives us a tight and separable cluster.

4.4 Fuzzy C-Means Clustering (FCM)

We used FCM algorithm by taking c = 2 to find out the clusters for each attributes
like age, number of pregnancy, BMI, before fasting, after fasting. From our dataset,
the age range is from 30 to 85. For this range we get the cluster that is shown in
Fig. 5. We get two centroids in cluster.
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4.5 Neuro-Fuzzy Classifier Leaning

In neuro-fuzzy classifier leaning phrase, at first we generate fuzzy inference system
(FIS) and set two membership functions for each input attribute. By using tenfold
validation technique we train the dataset. We train the data set with epoch = 10
explicitly. Then we test the dataset against the training data set. After the learning
phase the system itself generates membership according to the learned values and
gives each membership functions in certain range. In order to reduce noisy data, we
needed to fine-tune membership functions manually according to expert opinion.
After getting the final membership functions we set modal points. These modal
points signify the rising and falling edges of the membership functions. We
acquired those modal points for five attributes.

In BMI attribute, membership function for medium is rising from 14 to 25 and
falling 25 to 37. The membership function is rising from 20 to 40. However, the
falling edge of this membership function goes beyond the graph and the range
provided the system. Therefore, the falling age can be considered as 40 to unknown
or nil. For mathematical purpose, when describing this modal point we take 0 to
define the value of this falling edge.

Fig. 5 Membership Functions
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In before_fasting attribute, the membership function for medium is rising from 4
to 5 and falling from 5 to 9. On the other hand, the membership function for high is
rising from 4 to 16 and falling from 16 to 23. In after_fasting attribute, the mem-
bership function for medium is rising from 0 to 8 and falling from 8 to 14. The
membership function for high is rising from 6 to 20 and falling from 20 to 29.
Table 1 presents the modal points. Table 2 shows few data records from data set
whereas Fig. 3 presents the final membership functions after trained by ANFIS.

4.6 Confusion Matrix

Confusion matrix is a table that describes how much the experimented result differs
from the true result giving out values for special attribute variables such as TP, TN,
FP, FN.

After the learning phase the verification of 300 data produces the following
confusion matrix that is represented in Table 3. The accuracy, sensitivity and
specificity of the classifier is 85.67 %, 90.61 %, 63.63 % respectively.

Table 1 Final Modal Points
with FCM-ANFIS

Age Medium 0–30–50 High 0–40–50

Npreg Medium 1–2–5 High 1–8–10
BMI Medium 14–25–37 High 20–40–0
Before_fasting Medium 4–5–9 High 4–16–23
After_fasting Medium 0–8–14 High 6–20–29

Table 2 First 10 records from dataset along with FIS result

Patient
No.

Gender Age Npreg BMI Before
fasting

After
fasting

Classlt FIS
resu

1 F 85 2 16.91876 12.7 22.4 1 0
2 F 80 2 26.72151 10.5 16.6 1 0
3 F 75 3 22.11436 10.9 16.6 1 0
4 F 72 4 21.51855 4.9 11.9 0 0
5 F 70 3 26.61029 9.6 17.4 1 0
6F F 70 10 27.18164 5.9 11.4 0 1
7 F 70 2 28.62622 6 8.2 0 0
8 F 70 6 21.52566 8.6 22.2 1 1
9 F 70 5 17.36399 16.8 28.3 1 1
10 F 70 2 29.83578 9.3 16.7 1 0

Table 3 Confusion matrix Predicted negative Predicted positive

True negative 35 20
True positive 23 222
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5 Conclusion

Through this study we worked on FCM algorithm and ANFIS to find a more
accurate classifier than existing fuzzy classifiers by hybridization process on par-
ticular Bangladeshi Dataset. We found 85.67 % accuracy on TYPE-2 diabetes
patients. The generated rules by hybridization method of our implemented system
are reliable and simply understandable. By getting better opportunity and reliable
sources, we will work to develop a better classifier on other diabetes patients. As a
future work, our focus will be to develop a more accurate system which will be time
and cost efficient by considering socio-economic condition of our people.
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A Knowledge-Based Approach
for Provisions’ Categorization in Arabic
Normative Texts

Ines Berrazega, Rim Faiz, Asma Bouhafs and Ghassan Mourad

Abstract This paper studies the problem of automatic categorization of provisions
in Arabic normative texts. We propose a knowledge-based categorization approach
coupling a taxonomy of Arabic normative provisions’ categories, an Arabic nor-
mative terminological base and a rule-based semantic annotator. The obtained
model has been trained and tested over a collection of Arabic normative texts
collected from the Official Gazette of the Republic of Tunisia. The performance of
the approach was evaluated in terms of Precision, Recall and F-score in order to
categorize instances over 14 normative categories. The obtained results over the test
dataset are very promising. We have obtained 96.4 % for Precision, 96.06 % for
Recall and 96.23 % for F-score.
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1 Introduction

Beyond the huge amount of electronic documents daily produced and diffused in
the legal domain, new challenges are being faced in order to effectively manage the
contents inside these documents. For instance, official sources like governments and
public administrations daily produce hundreds of electronic normative texts. These
contents handle a variety of topics in all areas (employment, security, economy,
health, etc.). They convey a set of legal rules, called normative provisions to
express “a statement of the rights granted to individuals, the duties imposed on
them or the forms and controls that must be considered when asking for a right or
performing an obligation” [1].

The wealth of relevant information contained in these contents has to be auto-
matically processed and exploited in different Natural Language Processing
applications like Question Answering, Automatic Summarization, Information
Retrieval, etc. Therefore, the development of formal models and computational
approaches for normative texts processing is essential to improve the access and the
diffusion of legal knowledge. In this concern, several academic researchers and
institutional projects all over the world have been conducted to build systems for
automatically identifying and categorizing structural portions constituting norma-
tive documents according to their normative contents. The categorization process
has been usually achieved by augmenting texts with semantic tags corresponding to
the normative provision category of each portion [1–4].

Despite the important added value brought by this kind of work, we have
observed a lack of computational approaches aiming to process Arabic normative
contents. This limit is explained by the absence of terminological resources in the
Arabic normative domain (like taxonomies, terminological databases, ontologies,
etc.) and by the deficiency of reliable and robust tools facilitating the semantic
analysis of Arabic texts like deep syntactic analyzers, root extractors and semantic
role labelers, etc.

To surpass these shortcomings, we made use of the Contextual Exploration
(CE) method proposed by [5]. This method enables access to discursive and
semantic knowledge in textual contents without resorting to morphological and
syntactic analyzers. It’s mainly based on a surface linguistic analysis of texts and
some in-house linguistic resources. Thus, we were able to set up a model for the
automatic categorization of normative provisions in Arabic texts.

The CE method has been exploited in various computational approaches, and
has proven good effectiveness: Events extraction from News articles [6], Indexing
and retrieval of learning objects [7], Image and Text Mining [8], etc.

The remainder of this paper is structured as follows. We present in Sect. 2
related work on automatic categorization of normative provisions. We describe in
Sect. 3 the proposed approach. Section 4 is dedicated to the presentation of
experiments and the discussion of obtained results. Conclusion and future work are
presented in Sect. 5.
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2 Related Work on Normative Provisions’ Categorization

Normative texts constitute a main category of legal documents. This kind of official
texts convey a variety of normative provisions, either addressed to actors (citizens,
administrations…) to express a set of permissions, obligations or prohibitions when
asking for a right or performing a duty (i); the set of actions or procedures that must
be considered for those purposes (ii); or to set up rules, called Modificatory pro-
visions, intending to change the textual content of pre-existing laws (e.g. insertion,
completion, repeal, etc.) (iii). Figure 1 presents an example of an obligation.

From a structural point of view, the elementary fragment in normative texts
corresponds to an Article “ لصف ”. Articles “ لوصف ” can be hierarchically grouped into
Titles “ نيوانع ”, Chapters “ باوبأ ” and Sections “ ماسقأ ”. An article may be composed of
Paragraphs “ تارقف ” and /or Indents “ تاطم ”. Each paragraph may be composed in
turn of a set of sentences. Some previous approaches consider that the smallest
normative portion corresponds to a law paragraph [4]. Other ones consider that each
sentence constituting a law paragraph corresponds to a new legal rule [1] (and thus
it corresponds to a distinct normative portion).

The automatic processing of normative texts mainly consisted on automatically
identifying the normative category of each provision. This issue has been addressed
in some previous work as a semantic annotation task. It consists on automatically
enriching normative texts with semantic tags corresponding to their normative
categories.

The scope of previous work varied from studying and identifying few normative
categories for some approaches, to others handling a large set of normative cate-
gories. Two main natural languages have been processed in related work namely
Dutch [1, 2] and Italian [3, 4].

For instance, [2] proposed a method of automatic categorization of normative
provisions in Dutch law texts. The author developed a set of categorization patterns
based on a context free grammar and on a set of terms employed in Dutch laws to
express the processed provisions types. The main limit of this method is its limi-
tation to detect only norm sentences expressing obligations and rights. Mazzei et al.
[3] developed an NLP-based system for semantic annotation of Modificatory pro-
visions in Italian laws. They combined a deep syntactic parser and a surface
semantic interpreter based on frames. Soria et al. [4] developed an NLP–based
system for semantic annotation and categorization of law paragraphs. The authors
distinguished seven categories of normative provisions grouped into three main
ones: definitions, obligations, and amendments. They considered a whole paragraph

23…
Art  .23- Any member of the authority is required to safeguard the professional secrecy in 
all that is brought to his attention …

Fig. 1 Example of an obligation
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as a normative provision and assigned to each paragraph one semantic class.
However, a law paragraph can be composed of more than one sentence, each one
convey a distinct normative provision category. In this concern, [1] proposed a
model with additional classes in order to assign a normative class to each sentence
composing a law article. The authors conducted a categorization of laws based on
the structure of normative sentences in Dutch laws. They identified 12 types of
normative provisions based on 81 sentence patterns which have been identified
from the study of 20 Dutch laws texts. Based on these patterns, they developed a
classifier which has been applied to 15 new texts.

Starting from these observations, and after having conducted a preliminary study
of Arabic normative texts, we consider that the annotation at sentence level (as
conducted by [1]) is much more interesting (than the strategy adopted by [4]), given
that each new sentence convey a new normative rule. Thus, we propose a cate-
gorization approach able to automatically identify and annotate the categories of
Arabic normative provisions at sentence level.

3 Proposed Approach for Arabic Normative Provisions’
Categorization

Our Arabic normative provisions’ categorization approach was trained and tested
over a set of 600 Arabic normative texts collected from the Official Gazette of the
Republic of Tunisia (OGRT). This collection was made up from the National Portal
of Legal Information of Tunisia.1 500 texts were used as a training dataset and 100
texts were used as a test dataset. This corpus covers all types of legislative and
regulatory texts (laws “ نيناوقلا ”, organic laws decree laws “ ميسارملا ”,
decrees “ رماولاا ”, orders “ تارارقلا ” and notifications “ ءارلآا ”) and handles a variety of
topics (finance, justice, employment…).

The proposed approach was carried on the basis of the CE method principles [9].
The establishment of a CE-based approach for text processing is a three steps
process.

The first step consists on building a taxonomical or ontological structure called
“semantic map” to represent main concepts in the domain of study. Then, a surface
linguistic analysis is carried on to identify relevant linguistic markers used by the
author to express each concept presented in the semantic map. In a third step, a
formalization process is conducted to develop a set of declarative rules to trigger
procedural or semantic decisions. CE rules have the general form “If Conditions
Then Action”.

By analogy to this definition, our categorization approach was carried on. In our
work, the semantic map corresponds to a taxonomy of Arabic normative provi-
sions’ categories identified by studying a collection of 500 Arabic normative texts.

1http://www.legislation.tn/.
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Our linguistic analysis was conducted over the collected training dataset to identify
the different terms and expressions used by the legislator to express each normative
provision category. In a further step, a set of annotation rules were formalized and
implemented in order to automatically identify and semantically annotate the legal
category of each normative provision in texts. Figure 2 illustrates the proposed
approach.

3.1 Taxonomy Construction

To build our taxonomy, we were inspired by existing Italian and Dutch works. We
have also conducted a preliminary analysis of our training dataset in order to
validate the presence of the state-of-art defined categories in Arabic texts.

The construction the taxonomy was conducted as follows. We categorized the
legal provisions in four main categories (Defining Rules Core
Rules , Procedural Rules and Modificatory Rules

). This first layer of semantic classes was refined in a further step to a

Arabic normative 
 training dataset 

Taxonomy 
Construction

1 

linguistic 
markers

Taxonomy of Arabic normative provisions 

Linguistic Analysis 
2 

Categorization rules  

Formalization Process 

3

Arabic normative 
Test  dataset 

</>.....….<> 
</>.....….<> 
</>.....….<> 
</>.....….<> 
</>.....….<> Automatic categorization 

Categorized Normative Provisions 

Fig. 2 Proposed approach for Arabic normative provisions’ categorization
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second layer of subclasses. The overall number of categories amounts to 14. We
give in what follows a brief definition of the identified categories.

Defining rules are used to define concepts or to describe some terms used in
normative texts. They can be classified in two subclasses: Definitions (a
description of the terms or concepts used in the legal text) and Presumptions

(are used when we consider two situations (or two things) equal.
If situation A is considered equal to a situation B, then all the rules relative to A are
also applied to B). Core rules: include a statement of the duties imposed on
individuals and the rights granted to them. Core rules can be classified into
three subclasses: Obligations Prohibitions and
Rights/Permissions

Procedural rules determine the forms that must be considered when asking for a
right or performing a duty. They can be classified into three subclasses: Procedures

Application rules (specify the situations in which some
regulations must be applied or not. In this way, additional terms or rules are added
to existing norms) and Penalties (specify the punishments that could be
incurred if a norm is violated).

Modificatory rules intend to change the textual content of pre-existing laws.
They can be classified into six subclasses: Insertion Completion
Modification Replacement Repeal and Deletion

On the basis of the conducted categorization, a taxonomy of Arabic Normative
provisions was built. The obtained model was revised and validated by a legal
expert.

3.2 Linguistic Analysis

The linguistic analysis was conducted over the training dataset to study the textual
representations employed by the legislator to express the different categories of
Arabic normative provisions and to pick out the linguistic markers used to express
each one. Linguistic analysis by CE distinguishes two categories of linguistic
markers: main indicators and complementary clues. In our context, main indicators
are terms used by the legislator to express a given legal provision. Nevertheless,
their identification is not enough to decide of the normative category of the sentence
in which they occur. The identification of complementary clues is essential in order
to remove indeterminations relative to polysemous terms or to resolve any
ambiguous case. The identification of main indicators and complementary clues is
prone to a well defined search space which constitutes a prerequisite to the inter-
pretation of their contextual dependencies as well as their semantic meaning. In our
work, the search space is equivalent to a sentence: the linguistic markers expressing
one provision category are searched at sentence level (given that each new sentence
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expresses a new provision). Figure 3 presents an example of explaining the con-
textual exploration-based analysis.

The verb phrase called in this sentence is a potential indicator
expressing a defining provision. However, its identification is not sufficient in order
to consider the sentence as a definition. Complementary clues are searched in its
context to decide whether the verb expresses a definition or not. The presence of the
verb establish in the indicator’s right context constitutes a relevant com-
plementary clue. The left context in this case does not contain any clue. Note that
the presence/absence of left/right contexts varies from a sentence to another.

We have conducted the same mechanism of linguistic analysis for the 14 nor-
mative categories. This process resulted of the construction of a terminological base
organized as follows: for each normative category, the identified main indicators
and the left/right complementary clues were extracted and grouped in distinct ter-
minological lists. These lists have been incrementally enriched [10]. The obtained
terminological base was validated by an Arabic linguist.

After having constructed our terminological base, the next step consists on
building a set of annotation rules in order to automatically identify and tag the
normative category of each provision instance in texts.

3.3 Formalization of Annotation Rules and Automatic
Categorization

The categorization of normative provisions has been processed as semantic anno-
tation process [9]. For each normative category, a set of declarative rules have been
formalized. The general form of these rules is presented in Fig. 4.

From a structural point of view, each rule has a Noun and is composed of 6
elements (RCl1 and RCl2 respectively for the first and the second sets of right clues;
ID for main indicators; LCl1 and LCl2 respectively for the first and second sets of
left clues; Class for the provision category). For each rule, main indicators and
complementary clues were filled from the terminological lists created during the
linguistic analysis.

It is established, under the terms of the law herein, a mutual company called "mutual of 
sporstmens" to which are obligatorily affiliated the sportsmen… 

Fig. 3 The role of linguistic markers in the determination of the normative provision category
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Table 1 shows an example of an annotation rule related to the defining category.
This rule was used to annotate the sentence presented in Fig. 3 as a Definition.

The formalization process has been followed by the development of an algo-
rithm enabling the automatic identification and semantic annotation of the norma-
tive category of each legal rule in texts.

4 Experiments and Results

To evaluate the performance of our categorization approach, we have implemented
a prototype which was evaluated over the collected test dataset. The test dataset was
made of 1700 normative provisions covering a large set of topics and including
instances of the 14 normative categories. This collection was manually annotated by
a legal expert and an Arabic linguist. We have obtained an inter-annotator agree-
ment of 93 %, so we eliminated the sentences that have been differently annotated
by experts before testing the performance of the prototype.

The performance was measured in terms of Precision (the ratio of correctly
annotated provisions (NCAP) over all provided answers (NPA)), Recall (the ratio of
correctly annotated provisions (NCAP) over the total number of provisions in the
corpus (TNP)) and F-score. An answer is valued as correct if the automatically
assigned class and the manually assigned one are identical. Table 2 summarizes the
obtained results.

If an indicator is identified in a given sentence  
   And if the complementary clues are identified in left and / or right contexts
   Then a label denoting a normative provision category is assigned to the sentence 
Else the next declarative rule is called.

Fig. 4 The general form of declarative rule

Table 1 Example of the structure of an annotation rule
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The overall performance scores are 96.4 % for Precision, 96.06 % for Recall and
96.23 % for F-score. The Precision values range from 93.64 % for the Definition
class to 100 % for the six Modificatory classes. The Recall values range from
89.74 % for the Penalty class to 100 % for the six Modificatory classes. Usually,
Modificatory provisions classes obtain very good performances (around 100 %).
This amounts to the fact that their identification is based on markers that are specific
to them.

Obtained results are very promising when compared to related work processing
law texts in other languages. It’s obvious that the comparison of approaches trained
and tested over different datasets could not be fair. Nevertheless, we tried to
compare the performance of our approach against related work given the absence of
work dealing with the Arabic language in the normative domain.

For example, the NLP-based approach proposed by [4] for the Italian language
has achieved 97 % for Precision and 96 % for Recall over a test dataset made of 473
instances. This dataset was mainly composed of Modificatory provisions which
always obtain very good performances: over 473 instances, the test dataset contain
302 Modificatory rules. This compilation of instances enhanced the total Precision
and Recall values.

The machine learning-based approach proposed by [11] for the Dutch language
has achieved 94.96 % for both Precision and Recall over a test dataset made of 584
instances. About 42 % of this collection corresponds to Modificatory rules.

Table 2 Obtained results

Class TNP NPA NCAP P % R % FS %

Def 113 110 103 93.64 91.15 92.38
Presp 86 84 84 100 97.67 98.82
Right/perm 151 147 141 95.92 93.38 94.63
Oblig 370 358 355 99.16 95.95 97.53
Prohib 266 263 260 98.86 97.74 98.30
Proc 489 513 473 92.20 96.73 94.41
App, R 81 81 81 100 100 100
Penal 78 72 70 97.22 89.74 93.33
Insert 3 3 3 100 100 100
Comp 6 6 6 100 100 100
Modif 18 18 18 100 100 100
Replc 28 28 28 100 100 100
Repl 7 7 7 100 100 100
Delet 4 4 4 100 100 100
Total 1700 1694 1633 96.40 96.06 96.23
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5 Conclusion and Future Work

We presented in this paper a knowledge-based approach for the automatic cate-
gorization of provisions in Arabic normative texts. The aim of our work is to
automatically identify and tag the normative categories of provisions expressed in
legislative and regulatory Arabic texts. For this purpose, we coupled a set of
in-house linguistic resources namely a taxonomy of Arabic normative provisions’
categories, an Arabic normative terminological base and a rule-based semantic
annotator.

The categorization process was done in three steps. First, the taxonomy was
established. Then a linguistic analysis of a large set of Arabic normative texts was
conducted on the basis of the normative categories defined in the taxonomy. This
analysis allowed us to build a normative terminological base including the terms
employed by the legislator to express the different categories of Arabic provisions.
Finally a set of annotation rules was developed to automatically identify and cat-
egorize the different provisions in texts.

The performance of the proposed approach was evaluated in terms of precision,
Recall and F-Score. The obtained results are very promising for the 14 normative
categories. We intend in our future work to test the performance of our approach on
larger normative corpora as well as on different types of Legal texts namely on
Arabic Codes.
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A Touch Sensitive Keypad Layout
for Improved Usability of Smartphones
for the Blind and Visually Impaired
Persons

Badam Niazi, Shah Khusro, Akif Khan and Iftikhar Alam

Abstract Blind users face a number of challenges in performing common opera-
tions of text-entry, text selection, and text manipulation on smartphones. The
existing keypad layouts make it difficult for the users to easily operate a touch
screen device even for entry-level activities. This necessitates the need for cus-
tomizing the current keypad and dialer to enable a blind user to perform common
activities of making a call, sending and receiving SMS messages and e-mails and
browsing internet without visual feedback. Based on our prior study on screen
division layouts, this paper proposes and evaluates a dialer and keyboard for blind
users of a smartphone. The proposed keypad was tested on selected groups of blind
users from both the countries where the research was performed. They were initially
trained on using the proposed keypad. Their experiences were then recorded using
interviews and observation. The responses were then tested and analyzed using
standard statistical tests. The results were then compared with the existing ordinary
and QWERTY keypads. These results show that the proposed keypad and dialer
has a gentle learning curve and results in minimum typing errors thus reducing
cognitive load on the blind user.

Keywords Keypads ⋅ Dialer ⋅ Touch screen interfaces ⋅ Visually impaired ⋅
Smartphone interface
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1 Introduction

Blindness is defined as “vision in a person’s best eye of less than 20/500” or a
“visual field of less than 10 degrees” [1]. The blind users are facing a number of
challenges in daily life activities. There is a need to understand the blind peoples
and provide them a viable solution to cope with these challenges. They should be
equipped with modern technologies of the Smartphone, which may help them not
only in phone usage, but also with other daily life activities like finding the path and
location using GPS, time/reminder information, weather condition etc. This study
was conducted for the same purpose to provide a better interface for blind peoples
to perform common activities on Smartphone. In this paper, we proposed keypad
for dialer and keyboard for blind people on screen division, and evaluated on a
number of blind users.

2 Motivation

Prior to this work, we encountered a number of blind people facing problem while
calling or sending SMS form mobile phones without support of any assistive
technologies. Normally, they are not able to place calls to memorize more fre-
quently dialed numbers, or to receive all without knowledge of caller identification.
Similarly, performing two or more concurrent activities are difficult to handle. Our
motivation of this presented work originated from a mobile phone user who is a
university graduate with a gold medal in his Master’s degree and physically
complete blind. During an interview for accessing his needs and requirements in
using mobile devices, he pointed out that the key challenge is locating point of
interest or object on the screen in performing common activities. Putting in his
words, I normally face problems in dialing number and in searching for other non-
visual menu items on the screen. In addition to this, I failed many times to reach to
my desired selection point. Most of the times it happens to me that I call many
people who are not intended to be called. He strongly put emphasis on designing
such a robust and effective screen division mechanism so that he can easily
remember dialing positions and don’t need to memorize it again and again for each
different device and application.

3 Related Work

There are many options available for sighted people to dial a number and send short
message on Smartphone. However, for blind peoples the availability of such kind of
functionality is limited. Now a day, scholars have focused on the preparation of
such facilities for blind people. They have designed and developed applications for
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dialing number and sending short message. Preece [2] made a dialer for blind
people in their RAY-project. They made a fixed position of digit keys on screen but
the first touch anywhere in screen represent the center key, which is the digit 5. The
other digits represents by movement of finger on screen. The top center represent
the digit 2, top left represent digit 1, top right represent digit 3. Left side form center
represent digit 4, right side form center represent digit 6, bottom left represent digit
7, bottom center represent digit 8, bottom right represent digit 9 and bottom of these
three digits are represent the symbol of star, zero, hash in sequence from left to
right. The keyboard is similar like dialer, instead of digits, they located letters, A, B
and C are located instead of digit 2 and D, E and F are located instead of digit 3.
Vidal and Lefebvre [3] divide the screen dynamically for talking dialer. The user
touch the screen in center, which represents digit 5, and up left will represent digit
1. Up center represent digit 2 and up right represent digit 3. Left from center
position (where 5 digit is located) represent the digit 4 and backspace across of digit
4. Right form center represent the digit 6, the left down form center position (where
5 digit is present) represent the digit 7 and delete symbol across digit 7. Down
center represent the digit 8 and downright represent the digit 9, these all numbers
will activate while user move the fingers on the position of numbers and activate the
number when user lift the fingers. Haque et al. [4], created a prototype on android
base gesture dialer for blind people. They developed large button’s pad for all digits
as well as one button for call and one button for delete at bottom side of screen.
Single touch on each digit will read the digit while the double touch will type the
digit, single touch on the call button will read all typed digits while double touch
will make a call to typed number. Swiping down on screen of dialer will hide the
call and delete buttons and will appear. The typed number, swiping up will appear
back the call and delete buttons and will hide the typed number, by swiping on the
screen of dialer to the right side will appear the contact list and swiping to left side
will activate back the dialer. They also evaluate this dialer on three participants;
according to the result from participants due to the large keys, this dialer is easier
and faster than existing dialer is. Robest [5] have made an application for typing
Braille letters and sending message. The application has self-adhesive plastic
having holes for identifying key positions on the screen. Buzzi et al. [6] represented
haptic cue based dialer for blind people they divide the screen of Smartphone on 6
haptic cues, each cue were used for separate activity, the cue number 3 to number 5
is used for dialing of mobile number, the cue number 2 is using for identification of
dialed mobile number. Mascetti et al. [7] have developed a “Type in Braille”
application for typing of Braille letter in Smartphone screen by touching of fingers
on combination of each six dots. It can be used for sending short messages; they
have proposed this application on the limitation of mental workload and time
wasting on using and connecting Braille display with Smartphone and using of
QWARTY keyboard in Smartphone. Jayant et al. [8] developed an application for
displaying of grade 1 Braille in Smartphone screen, they have divided the screen in
six parts for one part called dots in Braille language and have numbers from one to
six. The combination of ON/OFF dots among these six dots represent one letter,
when the ON dot get touched, it vibrates which means that this dot of screen is ON.

A Touch Sensitive Keypad Layout for Improved Usability of Smartphones … 429



Touch will continue to all parts of screen to confirm the ON/OFF dots then com-
bination of these ON dots make sense for one letter, for example when the dot one
is ON and all other five dots are OFF it mean it is letter “a” is pressed. And so on
for other characters. This is using for reading received short messages.

Many screens reading software and special applications are available for
assisting blind people. JAWS1 and windows Eyes2 are more usable screen reading
software for desktop and talkback and vice over for Smartphone. Talking dialer is
an approach for dialing of recipient number in Smartphone [3]. A similar approach
is developed in RAY project, these both approaches divides screen of Smartphone
dynamically [2], touching the screen is consider to be in center and is this is equal to
digit five while remaining positions around the center is taken as similar as in a
typical ordinary mobile keypad dialer. Prototype dialer pad is another approach for
dialing of recipient number. It has large keys for each digit and one button for call
and one button for delete on the screen of this dialer [4]. Voice Mail is another
approach for sending email by blind user, it convert “Telugu” Indian language text
to speech, the blind user will able to send receive email by assisting sound [1].

4 Study Objectives

The objectives of this study were to:

• Ascertain the technical abilities and functions/tasks which are most commonly
accessed when using a touch sensitive keypad by blind people.

• Determine the frequent and occasionally performed tasks in dialing and text
entry on smartphone.

• Determine the difficulties gaining an overview of text entry, text selection, text
manipulation and dialing number.

5 Methods and Material

Participants were selected from universities, local schools of blind, NGOs etc.
having Smartphone usage experience. Experiences of Smartphone users are cate-
gorized into two types, experience (tech savvy) and non-experience (lay user). The
Participants were informed about our evaluation system and, then, the participants
have instructed about the usage of dialing and text-entry. Answer and questions
session were conducted for participants regarding the use of these partitions, and
captured their experience and response time. Participants are divided into groups,

1http://www.freedomscientific.com/products/fs/jaws-product-page.asp.
2http://www.gwmicro.com/Window-Eyes/.
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the participants interviewed on group base. The time for each group of participant
was about 45 min. The ethics committee/IRB has approved the consent procedure
for this study. Written Consent was obtained from the caretaker of the blind people.
The subjects were informed about the objective of the study, study procedure,
potential risks, etc. The study checklist was verbally communicated to all blind
users, with their verbal approval, the written consent were issued by the caretaker.
The demographics of blind users for the study are illustrated in Table 1.

We have developed a keypad and dialer app and installed this app on all par-
ticipants smartphone’s of each group. Then we have trained them on using of
keypad and dialer. In addition, we have developed a questionnaire that was used to
be filled during interview from each group, we continued this procedure up fin-
ishing of interview with all participants of each groups, and finally we summarized
the result of this evaluation. Samsung S3 and HTC Sensation Smartphones have
been used for evaluating this framework.

We have used keystroke level Model [9], KLM identifies operations or activities
and assign a timestamp value to each of them. These timestamp values are then
added to final time a task execution time. The temporal algorithm calculated time
base activities and store in device. Accuracy and easiness in every task from a set of
benchmark tasks, first we let to blind user to use the framework application and then
they get ready for evaluation. The benchmark tasks used “think-aloud” verbal
protocol, semantic lost. We found the values of these parameters from the calcu-
lation of time of task completion, accuracy, and easiness during task completion.
The flow of application start by clicking icon of the application on the smartphone
screen, which will have be two feedbacks for touching, long vibration, and audio
feedbacks. After loading of this application there will be again two feedbacks, one
long vibration and second audio feedbacks and will divide the screen in five sec-
tions. Right section will be for Dial, left section will be for message, top section will
be for internet and bottom section will be for email. The center will be for closing of

Table 1 Description of participants characteristics by group

Variable Group Number Percentage (%)

Gender Female 02 8
Male 23 92

Country Pakistan 13 52
Afghanistan 12 48

Age 22–35 years 17 68
36–45 years 08 32

Background Educated 21 84
Literate 4 16

Smartphone usage
experience

3 Months 13 52
6 Months 5 20
One Year 3 12
More than one year 4 16
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application it will activate by two clicks. By single click it will read the label of
section and by another click, it will be activated. Vertically and horizontally, the
position of section will not change (see Fig. 1), the user has the facilities of holding,
and touching the applications by one hand, easily he will move the thumb finger to
five sections of screen.

5.1 Typing Digits and Dialing

After activating of dialer section same partitions will appear. Top section will place
three digits 1-2-3, the right side section also will place three digits 4-5-6, the left
side section is same like right side section which will place another three digits
7-8-9 and the bottom side section will place the remaining one digit which is zero
(0) and two symbols which are hush and stare (#, *). Center section will use like a
wheel, which will move to four side (top, bottom, right and left side) moving to top
side is use for Delete (backspace), moving to bottom side is use for space, moving
to left side is use for Go to previous section and right side is use for moving to
keyboard. Long touch on the center is use for Enter (Dial). The number will read for
confirmation before sending to recipient.

When the mobile and telephone digits reached to its limitation then the system
will automatically reply for the confirmation of completing the numbers i.e. the
mobile number in Pakistan is 11 digits and telephone number is 10 digits, and for
some other countries like Afghanistan. System will not accept extra digit, in case of
entering less number system will not dial the number and will reply the sound like
number is not completed please complete number first before dialing. Proximity
sensor is using for dialing of number, when typing of numbers complete then user
will take the Smartphone near to ear or other part of body, the number will start
dialing, dialing will cut by pressing of on/off button. The center section will use like

Fig. 1 Keypads for dialler, keyboard and symbols
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a wheel, which will move to four side (top, bottom, right and left side) moving to
top side is use for Delete (backspace), moving to bottom side is use for space, left
and right sides are using for shipment between keyboards, and bottom side is using
for space. Long touch on the center is using sending of message.

5.2 Message Typing and Sending

Same like dialing the top section is used for placing six characters in two location
(a, b, c). Three characters on right side and (d, e, f) three characters on left side, the
left side section will use for placing seven characters in two location (m, n, o) three
characters on top side and (p, q, r, s) four on bottom side. The bottom side section
also will use for seven characters in two location, (t, u, v) three characters on left
side and (w, x, y, z) four characters on right side and the right side section will use
for placing remaining six characters, (g, h, i) three characters on top side and (j, k, l)
three characters on bottom side.

The characters will typed in sequence same like mobile 3 × 4 keyboard, by one
touch the character one will appear and by another touch the second character will
appear and by another touch the third character and then four character will appear,
these characters typed when user stop the touching after appearing of character.

When the user want to type some symbols in message, they control will move to
screen which is used for typing of symbols, for this keyboard the user will move
from keyboard of dialing or keyboard which is used for typing of digits, this
keyboard will appear when user drag the center button to right side. It is same like
dial screen, right section is using for placing (& % &) three symbols, left sections is
also using for placing (- ? .) four symbols, top section is used for (! @ #) three
symbols and bottom is using for placing (* () “) four symbols.

6 Results and Evaluation

Table 2 shows the evaluation results obtained from user study of blind people using
the already available QWERTY and ordinary keypad with our proposed keypad.
The system was evaluated based on usability questions mentioned in column II of
Table 2. For example, if a user performs an activity, we used to ask him to rate this
activity (and assign points (1–10)) while considering the time taken by that activity.
These points for each activity were obtained from users against all the usability
questions or parameters. The average of points for each activity against each
usability parameter is obtained by dividing total number of points for each activity
over number of users. Result shows that on the average, that the proposed solution
is better related to the need of blind people than other available solutions.
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We applied the Single Factor ANNOVA over the gathered evidence and defined
our null hypothesis that there is no significant difference between results. Result
shows that the P-value (6.002) is greater than the critical value F-Crit (2.934),
which rejects the null hypothesis and accepts that there is a difference between the
usages of mentioned keypads. From the collected evidence, statistics of Tables 2
and 3 (ANOVA) test, we can conclude that the proposed system is better than the
already available dialer and keyboard. The proposed dialer and keyboard are
easy-to-use, easy to understand, easy to learn, with greater find ability and low
semantic loss.

7 Discussion

We have compared the proposed keypad with existing ordinary and QWERTY
keypad and evaluated on five groups of blind participants. First, each group learned
about the using of this dialer and keypad then they evaluated on usability questions

Table 2 Evaluation of blind users responses for all three keypads

No Usability
questions
(high = 10,
less = 1)

Responses
for
ordinary
keypad

Responses
for
QWERTY
keypad

Responses
for
proposed
keypad

Average
of
ordinary
Keypad

Average
of
Qwerty
Keypad

Average
of
proposed
solution

1 Operational 190 160 250 6.33 5.33 8.33

2 Wrong touch 190 184 230 6.33 6.13 7.67

3 Semantic lost 160 170 200 5.33 5.67 6.67

4 Degree of
understanding

170 158 214 5.67 5.27 7.13

5 Degree of
easiness

170 140 245 5.67 4.67 8.17

6 Typing digit
and backspace

160 170 260 5.33 5.67 8.67

7 Making and
aborting dial

161 163 250 5.37 5.43 8.33

8 Typing letter
and backspace

160 145 247 5.33 4.83 8.23

9 Typing special
symbols

170 160 260 5.67 5.33 8.67

10 Movement
between digit,
letters and
symbols
keyboards

160 169 265 5.33 5.63 8.83

11 Sending
message

130 167 250 4.33 5.57 8.33
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as mentioned in Table 2 such as operation is easy by one hand or two hands? It is
possible by one finger or you need more fingers for operation or, the operation need
for a table and two hands; wrong touching was another area for evaluation. They
also evaluated the system for wrongly touching of keys instead of touching one
with another and assigned numbers for this evaluation. Another parameter, which
was evaluated by blind groups was Semantic lost. They used the system for going
forward, going back, and going to home section and confirmation from current
state, thus to identify where the user lost his state. Degree of understanding is
another parameter. They have checked getting of understanding from using and
functioning easily and quickly. The other parameter for evaluation was the degree
of easiness. They evaluated the using and functioning regarding easiness and
assigned number for result of evaluation. Same evaluation occurred for typing of
digits and backspace in which the blind group participants checked the finding the
location of digits. Backspace for deleting of typed digit and assigned the numbers
for evaluations result regarding easy finding of digit and backspace location; then
they evaluated the typing of dialed and aborting the recipient number. The par-
ticipants many time dialed recipient numbers and aborted these dialed numbers.
Same type of evaluation occurred for typing of characters and backspace in which
the blind people have participants to check the findings of the location and typing of
characters. Finding location of backspace and key of backspace assigned the
numbers for evaluations result regarding easy finding, typing and deleting by
backspaces for instance digit and letters. Finally, blind people have evaluated the
sending of message after completing the task of typing and sending short message
to deferent recipients.

Table 3 ANOVA test

ANOVA: single factor

SUMMARY
Groups Count Sum Average Variance

Responses for ordinary
keypad

11 1821 165.545 266.2727

Responses for QWERTY
keypad

11 1786 162.363 148.2545

Responses for proposed
keypad

11 2671 242.818 408.7636

ANOVA
Source of variation SS df MS F P-value F crit

Between groups 45665.0 3 15221.7 53.61772 6E-12 2.93403
Within groups 8232.90 29 283.89
Total 53898.0 32
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8 Conclusion

This paper evaluated an empirical study on improved usability of specialized dialer
and keypads for blind users. Our solution was based on screen division paradigm
aiming improved learning curve and reducing sematic overload. This dialer and
keypad are used for composing of text messages and dialing number. The numbers
of blind users were selected and trained them on usage of the proposed system,
onward we have evaluated this dialer, and keyboard and response of questions
of interview were recorded and tested statistically. Test results shows that our
proposed solution provide a more usability solution then ordinary keypads and
dialers. We believe that our solution will bring a new way for improving usability
experience of blind people in text entry, text selection, and text manipulation.
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A Nature Inspired Intelligent Water Drop
Algorithm and Its Application for Solving
The Set Covering Problem

Broderick Crawford, Ricardo Soto, Jorge Córdova
and Eduardo Olguín

Abstract The Set Covering Problem is a classic combinatorial problem which is

looking for solutions to cover needs on a geographic area. In this paper, we applied

new ideas to solve The Set Covering Problem. Intelligent Water Drop is a nature

inspired algorithm based on water drops behavior on natural river systems and the

events that change the nature of water drop and the river environment. It observes

that a river can find an optimum path to its goal. The results of experiments seems

to be promising with certain configurations for the instances given by OR-Library

J.E. Beasley. In addition an innovation was introduced in the algorithm in order to

obtain results. Also a heuristic undesirability chosen is presented in this paper.

Keywords Intelligent Water Drop ⋅ Set Covering Problem ⋅ Metaheuristics ⋅
Combinatorial optimization

1 Introduction

The effectiveness of finding a solution to a given problem is subject to various ele-

ments or factors associated with the problem, as the size and complexity of this.

Due to this search for a solution is associated with two types, exact and approximate

methods.
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The SCP is a classic combinatorial problem in computer science and computa-

tional complexity theory. This problem consist in cover as much of possible number

of areas with lowest cost associated. A practical case of this problem is related with

the number of hospitals to be built, provided cover as many cities with the least

number of hospitals built.

Intelligent Water Drops metaheuristic was proposed and designed by Hamed

Shah-Hosseini in 2007 [12] as an alternative to solve the Travelling Salesman Prob-

lem (TSP) [15] on its first implementation. This metaheuristic is inspired by the

behavior of water flowing down a stream in search of his destiny, looking for the

optimal way to reach it [1]. It is considered as a constructive metaheuristic as well

as Ant Colony optimization (AC) [9].

In this paper we present a solution for SCP by implementing a comprehen-

sive search technique which belong to approximated methods family and Intelligent

Water Drops (IWD) is the chosen metaheuristic. Many other techniques has been

used for solving the SCP with successfully results like Ant Colony Optimization

(ACO) [11], Firefly Algorithm [6], Binary TLBO [4] and Shuffled Frog Leaping [8].

Tests done detailed in the following paper, correspond to the performance of the

different benchmarks proposed by J.E. Beasley for SCP, which are differentiated by

the number of variables and constraints most commonly used in studies with SCP.

In this paper we going to present in Sect. 2 a description of SCP, in Sects. 3 and

4 we present IWD features and algorithm implementation, respectively. In Sect. 5,

results obtained and a comparative of variable settings. In Sect. 6, conclusions are

presented.

2 The Set Covering Problem

The Set Covering Problem (SCP) [5, 7] is one of many NP-hard family problems,

which is composed by a set of data sharing a feature, and its primary goal is to mini-

mize the cost, for a given sub-set of all possible solutions, such that all restrictions of

the problem are satisfied. This can be apply to many real situations, from where the

most classic of those, is about to localize a service in a strategy point of an area, in

order to get the most efficient coverage for the area using the minus possible quantity

of services and reducing the total cost. As an example, we pretend to cover all areas

choosing least number of numerated area. A chosen area will cover itself and their

next neighbors. Therefore, choosing the areas 3rd, 7th and 9th will give a solution

that finally covers all the areas.

The SCP [3] is represented as a binary matrix denoted by aij where j ∈ N and i ∈
M, filled by zeros and ones, with dimensions m × n, and the vector of cost denoted

by cj with dimension n.

A feasible solution satisfy all restrictions of the problem. The Set Covering Prob-

lem have an objective function, which looks for the minus cost of each feasible solu-

tion, and is given by:
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min(z) =
n∑

j=1
cjxj (1)

subject to
n∑

j=1
aijxj ≥ 1 ∀i ∈ M (2)

xj =
⎧
⎪
⎨
⎪
⎩

1 if j ∈ S

0 otherwise
∀j ∈ N (3)

The statement of SCP says, a column j ∈ N covers a row i, which belong to M,

only if aij equals 1. Therefore, the SCP looks for a sub-set of columns composing a

feasible solution with the lowest cost possible.

3 Intelligent Water Drop

Drops of water flowing in rivers, lakes and oceans are the source of inspiration for

the development of IWD. This intelligence is more than obvious when his behavior

is observed in rivers, which find their way to lakes, seas and oceans even though

there are many forms of obstacles in their paths. One of the interesting things on this

metaheuristic, its seems to build a path which would be the optimal, even with all

the restrictions that could be in the path.

In other words, let imagine a water drop which is moving from source point A

to target point B across a river. It is assumed that each water drop moving from a

source point to another can carry with it a bit of soil depending of water drops size.

In fact, it is assumed that the water drop increment the quantity of soil that carry

with it while the water drop move forward through the river, at same time the soil in

the bed of river decreases, and it is added to the water drop [14] (see Figs. 1 and 2).

As stated earlier, the velocity with which a drop flows through the path, deter-

mines the amount of soil collected. In contrast, the drop velocity is diminished

inversely proportional to the amount of soil collected from the path. A path with

less soil produces an increment in the velocity of the water drop, in contrast with a

path with much more soil, the water drop will increment the velocity but in a minor

rate.

Fig. 1 A water drop is moving through a path and some soil in bed of the river is added to it
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Fig. 2 Two water drops with different velocity, which is represented by the lines behind, they flow

through the same path and pick up from it different amount of soil [14], and due to this effect the

velocity is an important feature on water drop behavior

In addition, exist an uncertainty about how the water drop have the ability to

choice its path, because it is seen that the water drop always choice a path which have

minus amount of soil, due to this is easier to move through it. Therefore, if a path

have more amount of soil than all others, this will become in a path less desirable,

depending of a probability function which will be explain later.

Finally, we can say that lots of water drop flow together to find an optimal path

to their destiny, due to this behavior this metaheuristic is considered as population

intelligence based, which built the path in a certain time or in a quantity of iterations.

At the end of process, a path close to the optimal will be found.

4 Intelligent Water Drop Algorithm Implemented

The IWD metaheuristic reflect the natural characteristics of water drops, as we

described before. Each water drop have an amount of soil and velocity denoted by

soilk and velk, respectively, where k represents the current water drop. It is assumed

that environment where the water drop lives is discrete. It is also considered that such

environment is composed by nodes denoted as Nc and each IWD needs move from a

node to another, connected each other for a path which have an amount of soil (see

Algorithm 1).

It must to be considered that water drop, belong to a node i and pretend to move

to a node j. This water drop have to choice the node j of all nodes in the set of nodes

denoted by Nc. With the amount of soil in the path between node i to node j the

probability of choosing this node j is calculated given by:

Pk
i (j) =

f (soil(i, j))
∑

l∉Vk
visited

f (soil(i, l))
(4)

where

f (soil(i, j)) = 1
𝜀 + g(soil(i, j))

(5)
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Fig. 3 Overview of solution build process done by every water drop

This function is used in the solution build process for every water drop con-

siderate, (see Fig. 3). Such function of probability is composed by f (soil(i, j)). The

numeric constant 𝜀 represent a tiny positive value, to prevent a division by zero.

Finally, the function g(soil(i, j)) is used for choosing a positive value of soil(i, j),
which represent the amount of soil in path joining a node i with the node j, and is

given by:

g(soil(i, j)) =
⎧
⎪
⎨
⎪
⎩

soil(i, j) if min∀l∉Vk
visited

(soil(i, l)) ≥ 0

soil(i, j) − min∀l∉Vk
visited

(soil(i, l)) otherwise
(6)

The function min(x) denoted in Eq. 6 returns the lowest value for it argument, and

how is denoted by Eq. 6 soil(i, l) represents each soil from node i to a node l, where

l ∉ Vk
visited indicates that l is a not visited node yet by the IWD [12]. Once the water

drop has calculated the probabilities associated to all nodes possibles to be chosen

and, eventually, has choose one, the velocity of IWD will be affected due to this

moving. The calculation process of this new velocity is denoted by using the follow

equation:

velk(t + 1) = velk(t) +
av

bv + cvsoil(i, j)
(7)

The parameters av, bv, cv are positive values, soil(i, j) represents the amount of

soil in path between node i and node j. The quantity of soil collected by the water

drop from the path is calculated with the follow equation:

soilk = soilk + 𝛥soil(i, j) (8)

where

𝛥soil(i, j) =
as

bs + cstime(i, j ∶ velk(t + 1))
(9)
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The parameters as, bs and cs are positive values, time(i, j ∶ velk(t + 1)) represents

the time taken by the water drop to pas through the path. This denomination consid-

erate the source node i and target node j, in addition the velocity used for this action.

Such parameter is calculated by the next equation:

time(i, j ∶ velk(t + 1)) =
HUD(i, j)
velk(t + 1)

(10)

It is assumed for a given problem, a heuristic function has to be calculated and

denoted by HUD(i, j), which represent an undesirable grade for a water drop moving

from source node i to target node j. In the case of SCP we present three equation

that can be used where the Eq. 11 of undesirability is composed for cost value of the

target node j, denoted as costj, and the quantity of covered restrictions by this node

denoted as Rj. Both values belong to the SCP. The Eq. 12 of undesirability considers

the cost value of target node j and quantity of restrictions not covered yet by this

node until now. The Eq. 13 of undesirability considers only the cost value of target

node. For this work, the undesirability function Eq. 12 is chosen.

HUD(i, j) =
costj
∑

Rj
(11)

HUD(i, j) =
costj

∑
Rj ∉ vc(Rk)

(12)

HUD(i, j) = costj (13)

soil(i, j) = (1 − 𝜌n)soil(i, j) − 𝜌n𝛥soil(i, j) (14)

The new soil value for the path between source and target node i and j, respectively,

is denoted by soil(i, j) and calculated on Eq. 14.

The 𝜌n value is a small positive number, chosen between 0 and 1. Finally, each

water drop which has completed it travel, and then generated it solution, the fitness
is calculated. The SCP have an objective function which measure the quality for a

given solution, and is denoted by Eq. 15.

An iteration in the algorithm, will be completed when all water drops have built

their solution, and then in end of iteration, the best solution, denoted by TIB
, will be

found with the Eq. 15 by evaluating all the solutions belong to the current iteration.

The solution of a water drop is denoted by Tiwd
. When the best solution of current

iteration is found, the path associated to this water drop is taken to update the current

soils values of the graph, this step is by using Eq. 16.

TIB = arg min q(Tiwd) ∀ Tiwd
(15)
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soil(i, j) = (1 + 𝜌iwd)soil(i, j) − 𝜌iwdsoilkIB
1

q(TIB)
(16)

The 𝜌iwd parameter is a constant positive value, which domain ∈ [0, 1]. The para-

meter soilkIB represents the soil accumulated by the water drop k, which has the best

solution of the iteration IB. The parameter q(TIB) represents the fitness of a water

drop which have the best solution of iteration.

When a water drop k (represented as j for SCP) finalize to build its solution (com-

posed by the list of selected nodes Vk
visited) denoted by S, calculates the cost cj asso-

ciated to each node selected and those cost values are given by the set covering

instance. An objective function going to set fitness which is used among the others

who belong to iteration, in order to obtain q(TIB). Finally, TIB
is evaluated and com-

pared against TTB
, which represents the best solution across all the iterations. This

criteria of comparison is shown in Eq. 17.

TTB =
⎧
⎪
⎨
⎪
⎩

TIB if q(TTB) > q(TIB)

TTB otherwise
(17)

With this criteria, it can be obtained the best solution across all iterations through

the time that metaheuristic process the given problem.

4.1 Improvements Proposed

In this paper, two enhancements are proposed for this metaheuristic. The first

enhancement is for the velocity calculation Eq. 7, where the value of soil has an

exponential 2. The second enhancement, is for 𝛥soil calculation function, where the

argument time(⋅) has an exponential 2. These two modifications to adjust the numeric

domain of soil feature. The implementation of this metaheuristic depends of the

follows assumptions:

∙ Each water drops ends to build their solution respectively, when all the restrictions

of the given problem are covered by this solution. There is not need to visit all the

nodes.

∙ As metaheuristic considers construction of a graph, for a given SCP as were done

for TSP [1], each column j will represent a node i in this graph.

∙ For each iteration, all the water drops will be spread randomly over the graph to

give each of them a starting node (Table 1).
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Algorithm 1 IWD for SCP Algorithm

1: Input: Problem data set.

2: Output: An optimal solution.

3: Formulate the optimization problem as fully connected graph.

4: Initialize the static parameters i.e. which are not changed during the search process.

5: repeat
6: Initialize the dynamic parameters i.e. which change during the search process.

7: Spread iwd amount of IWDs randomly on a construction graph.

8: Update the list of visited node (Vk
visited), to include the source node.

9: repeat
10: for k = 1 to iwd do
11: i = The current node for drop k.

12: j = Selected next node, which does not violate problem constrains.

13: Move drop k from node i to node j.
14: Update the following parameters.

(a) Velocity of the drop k.

(b) Soil value within the drop k.

(c) Soil value within the edge eij.
15: end for
16: until Construction termination condition is meet
17: Select the best solution in the iteration population (TIB

).

18: Update the soil value of all edges included in the (TIB
).

19: Update the global best solution (TTB
).

20: If (quality of TTB
< quality of TIB

).

21: TTB
= TIB

.

22: until Algorithm termination condition is meet
23: Return (TTB

).

Table 1 Parameters of IWD

Static parameters Dynamic parameters

Init soil, init velocity, 𝜌iwd , 𝜌n, 𝜀 soilk

as, bs, cs, av, bv, cv velk

MaxIter, amount iwd

5 Results Experiments

The instances of SCP completed so far, comes from group scp4.x, scp5.x, scp6.x,

scpA, scpB, scpC, scpD and scpNR, taken from OR-Library of Beasley [2] as the

Table 3 shows. The hardware and software context where test were done include a

Intel CORE i7 CPU, 8GB of RAM, Windows 7 Ultimate 64bit. The instances chosen

for test, are not everyone for each group of SCP. Only those with order 5th were

chosen, due to it is known that they share some similitude, and this advantage will

be take to prepare an unique set of value parameters of the IWD (see Table 2). These

values are which Hamed Shah-Hosseini [12] use on its experiment as default, and

some of them were modified in order to get better results on this current application,

based on experiments executed before.
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Table 2 Values of parameters used in tests

Setting Init soil Init

velocity

𝜌iwd , 𝜌n 𝜀 as, av bs, bv cs, cv MaxIter Amount

iwd

Default 4 100 0.9 0.01 1000 0.01 1 500 1000

scpA5 1000000 9000 0.9 0.01 1000 0.01 1 400 500

Table 3 Results obtained by the metaheuristic for different instances of SCP

Instance ZBKS Zob ZMAX ZAVG RPD RPDBTLBO

4.5 512 532 587 560 3,91 1,17

5.5 211 229 302 265 8,53 1,90

6.5 161 186 214 200 15,53 3,73

A.5 236 311 428 369 31,78 1,27

B.5 72 87 243 165 20,83 0,00

C.5 215 282 351 316 31,16 2,33

D.5 61 77 193 135 26,23 4,92

NRE.5 28 120 718 419 328,57 7,14

NRF.5 13 89 355 222 584,62 15,38

NRG.5 168 523 917 720 211,31 8,93

NRH.5 55 206 964 585 274,55 9,09

Also it is compared against Binary TLBO results [4]

The RPD value has been calculated against the Zob versus ZBKS (see Eq. 18), and

represent a percent of difference between both values in order to represent the quality

of a solution in percent terms. ZBKS column represent the best know solution for the

instance, Zob, ZMAX and ZAVG columns represent the lowest, highest and average cost

obtained, respectively (see Table 3).

RPD =
(
Zob − ZBKS

ZBKS

)

∗ 100 (18)

The results gotten, seems to be promising for the values mentioned before, where

the best RPD is for the scp45, scp55, scp65 and all NR5 benchmarks (see Table 3).

The experiments with scpA5 instance have a behavior on the algorithm, where the

curve of solutions found tend to go down through iterations. In addition, near to end

of execution the Zob was found. The configuration used for this instance is detailed

in Table 2. In addition with his configuration over 200.000 solutions were evaluated,

given by each water drop per each iteration.

With the chosen initial values for dynamic and constant parameters, in addition

with the HUD equation selected, the group of scp4.x have the best results. As the

base paper [14] used for this work, says that some of constant parameters can be

changed to adjust the metaheuristic for a specific problem. With this, is possible that

a new combination of them results in better solutions, and even reach the optimal

values knows for most the SCP instances of J.E. Beasley.
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6 Conclusion and Future Work

IWD is a metaheuristic inspired on the nature of water drops which flows through a

river, comes to join the small family of constructive metaheuristic, as well as ACO

(Ant Colony Optimization). There is expectation about how well can be this new

metaheuristic and there is some works with it implementation for Multi-dimensional

knapsack problem (MKP) [13] and others like Traveling Salesman and N-Queen

puzzle. This would be the first implementation known so far for SCP, therefore the

goal of this paper is to present first approach between IWD and SCP. Finally, with

the results obtained, can be seen that this metaheuristic could be an alternative to

solve many combinatorial problems, in the context of incomplete search techniques.

The next step and future work will be focus on the others values of parameters static

than can eventually have better results in addition with other implementations for

new problems such like Multi-objetive [10].
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1 Introduction

In this paper, we present a novel approach to solve the Software Project Scheduling

Problem (SPSP) using a Firefly metaheuristic [11]. SPSP consists in determine a

schedule for workers to tasks that trying to decrease the duration and cost for the

whole project, so that task precedence and resource constraints are satisfied [1]. This

is a NP-hard combinatorial problem, being difficult to solve it by a complete search

method in a limited amount of time. We propose then to solve the problem with

a Firefly algorithm. FA is a probabilistic method, inspired from the behaviour of

natural firefly, recently developed on population based metaheuristic [11, 12]. So

far, it has been shown that firefly algorithm is very efficient in dealing with global

optimization problems. For a deeper comprehension of review of firefly advances

and applications please refer to [10]. Researches on FA for SPSP have not been seen

to date.

We illustrate encouraging experimental results where our approach noticeably

competes with other well-known optimization methods reported in the literature.

This paper is organized as follows. In Sect. 2 presents the definition of SPSP, in

Sect. 3 presents a description FA. In its subsection presents the model and algorithm

to solve the SPSP. In Sect. 4 presents the experimental results, the conclusions are

outlined in Sect. 5.

2 The Software Project Scheduling Problem

The software project scheduling problem is one of the most common problems in

managing software engineering projects [8]. It consists in finding a worker-task

schedule for a software project [2, 9]. The most important resources involved in

SPSP are; the tasks, which is the job needed for completing the project, the employ-

ees who work in the tasks, and finally the skills.

Description of Skills: As mentioned above, the skills are the abilities required for

completing the tasks, and the employees have all or some of these abilities. These

skills can be for example: design expertise, programming expert, leadership, GUI

expert. The set of all skills associated with software project is defined as S ={
s1,… , s|S|

}
, where |S| is the number of skills.

Description of Tasks: The tasks are all necessary activities for accomplishing the

software project. These activities are for example, analysis, component design,

programming, testing. The software project is a sequence of tasks with different

precedence among them. Generally, we can use a graph called task-precedence-

graph (TPG) to represent the precedence of these tasks [4]. This is a non-cyclic

directed graph denoted as G(V ,E). The set of tasks is represented by V =
{

t1, t2,… ,

t|T|
}

. The precedence relation of tasks is represented by a set of edges E. An edge

(ti, tj) ∈ E, means ti is a direct predecessor task tj. Consequently, the set of tasks
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necessary for the project is defined as T =
{

t1,… , t|T|
}

, where |T| is the maximum

number of tasks. Each task has two attributes: tsk
j is a set of skills for the task j. It is

a subset of S and corresponds to all necessary skills to complete a task j, teff
j is a real

number and represents the workload of the task j.

Description of Employees: The employees have to be assigned to a task in order to

complete the task. The problem is to create a worker-task schedule, where employ-

ees are assigned to suitable tasks. The set of employees is defined as EMP ={
e1,… , e|E|

}
, where |E| is the number of employees working on the project. Each

employee has tree attributes: esk
i is a set of skills of employee i. esk

i ⊆ S, emaxd
i is the

maximum degree of work. It is the ratio between hours for the project and the work-

day. emaxd
i ∈ [0, 1], if emaxd

i = 1 the employee has total dedication to the project, if the

employee has a emax
i less that one, in this case is a part-time job, erem

i is the monthly

remuneration of employee i.

2.1 Model Description

The SPSP solution can be represented as a matrix M = [E × T]. The size |E| × |T|
is the dimension of matrix determined by the number of employees and the number

of tasks. The elements of the matrix mij ∈ [0, 1], correspond to real numbers, which

represent the degree of dedication of employee i to task j. If mij = 0, the employee i
is not assigned to task j. If mij = 1, the employee i works all day in task j.

The solutions generated in this matrix M are feasible if they meet the following

constraints. Firstly, all tasks are assigned at least one employee as is presented in

Eq. 1. Secondly, the employees assigned to the task j have all the necessary skills to

carry out the task, it is presented in Eq. 2.

|E|∑

i=1
mij > 0 ∀j ∈ {1,… ,T} (1)

tsk
j ⊆

⋃

i|mij > 0

esk
i ∀j ∈ {1,… ,T} (2)

We represent in Fig. 1a an example for the precedence tasks TPG and their nec-

essary skills tsk
and effort teff

. For the presented example we have a set of employees

EMP =
{

e1, e2, e3
}

, and each one of these have a set of skills, maximum degree of

dedication, and remuneration. A solution for problem represented in Fig. 1a, c and

is depicted in Fig. 1b.

First, it should be evaluated the feasibility of the solution, then using the duration

of all tasks and cost of the project, we appraise the quality of the solution. We com-

pute the length time for each task as tlen
j , j ∈ {1,… , |T|}, for this we use matrix M

and teff
j according the following formula:
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t1

t2

t3

t4

t6

t1
sk={s1,s3}

t1
eff= 10

t2
sk={s1,s2}

t2
eff= 15

t3
sk={s3}

t3
eff= 20

t4
sk={s1,s2}

t4
eff= 10

t6
sk={s3}

t6
eff= 20

t5

t5sk={s3}
t5

eff= 10

e1
sk ={s1,s2,s3} 

e1
maxd =1.0 

e1
rem = $X1 

e2
sk ={s1,s2,s3} 

e2
maxd =0.5 

e2
rem = $X2 

e3
sk ={s1,s2,s3} 

e3
maxd =1.0 

e3
rem = $X3 

t1 t2 t3 t4 t5 t6
e1 1.00 0.50 0.00 0.25 0.00 0.00

e2 0.25 0.50 1.00 0.50 0.00 0.25

e3 0.50 1.00 0.00 0.50 1.00 0.25

(a)

(b)

(c)

Fig. 1 a task precedence graph TPG, b a possible solution for matrix M, c employees information

tlen
j =

teff
j

∑|E|
i=1 mij

(3)

Now we can obtain the initialization time tinit
j and the termination time tterm

j
for task j. To calculate these values, we use the precedence relationships, that is

described as TPG G(V ,E). We must consider tasks without precedence, in this case

the initialization time tinit
j = 0. To calculate the initialization time of tasks with

precedence firstly we must calculate the termination time for all previous tasks.

In this case tinit
j is defined as tinit

j = max
{

tterm
l ‖(tl, tj) ∈ E

}
, the termination time is

tterm
j = tinit

j + tlen
j .

Now we have the initialization time tinit
j , the termination time tterm

j and the duration

tlen
j for task j with j = {1,… , |T|}, that means we can generate a Gantt chart. For

calculating the total duration of the project, we use the TPG information. To this

end, we just need the termination time of last task. We can calculate it as plen =
max{tterm

l ‖∀l ≠ j(tj, tl)}. For calculating the cost of the whole project, we need firstly

to compute each cost associate to task us tcos
j with j ∈ {1,… , |T|}, and then the total

cost pcos
is the sum of costs according to the following formulas:

tcos
j =

|E|∑

i=1
erem

i mijtlen
j (4)
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pcos =
|T|∑

j=1
tcos
j (5)

The target is to minimize the total duration plen
and the total cost pcos

. Therefore

a fitness function is used, where wcos
and wlen

represent the importance of pcos
and

plen
. Then, the fitness function to minimize is given by f (x) =

(
wcospcos + wlenplen)

.

An element not considered is the overtime work that may increase the cost and

duration associated to a task, consequently increase pcos
and plen

of the software

project. We define the overtime work as eoverw
i as all work the employee i less emaxd

i
at particular time.

To obtain the project overwork poverw
, we must consider all employees. We can

use the following formula:

poverw =
|E|∑

i=1
eoverw

i (6)

With all variables required, we can determine if the solution is feasible. In this

case, it is feasible when the solution can complete all tasks, and there is no overwork,

that means the poverw
= 0.

3 Firefly for Schedule Software Project

Nature-inspired methodologies are among the most powerful algorithms for opti-

mization problems. The Firefly Algorithm (FA) is a novel nature-inspired algorithm

originated by the social behaviour of fireflies. By idealizing some of the flashing

characteristics of fireflies, a firefly-inspired algorithm was presented in [11, 12]. The

pseudo code of the firefly-inspired algorithm was developed using these three ideal-

ized rules:

∙ All fireflies are unisex and are attracted to other fireflies regardless of their sex.

∙ The degree of the attractiveness of a firefly is proportional to its brightness, and

thus for any two flashing fireflies, the one that is less bright will move towards the

brighter one. More brightness means less distance between two fireflies. However,

if any two flashing fireflies have the same brightness, then they move randomly.

∙ Finally, the brightness of a firefly is determined by the value of the objective func-

tion. For a maximization problem, the brightness of each firefly is proportional to

the value of the objective function and vice versa.

As the attractiveness of a firefly is proportional to the light intensity seen by adja-

cent fireflies, we can now define the variation of attractiveness 𝛽 with the distance r
by:

𝛽 = 𝛽0e−𝛾r2
(7)
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where 𝛽0 is the attractiveness at r = 0. The distance rij between two fireflies is deter-

mined by:

rij =

√
√
√
√

d∑

k=1
(xi

k − xj
k)2 (8)

where xi
k is the kth component of the spatial coordinate of the ith firefly and d is

the number of dimensions. The movement of a firefly i is attracted to another more

attractive (brighter) firefly j is determined by:

xt+1
i = xt

i + 𝛽0e
−𝛾r2ij (xt

j − xt
i) + 𝛼

(
rand − 1

2

)
(9)

where xt
i and xt

j are the current position of the fireflies and xt+1
i is the ith firefly posi-

tion of the next generation. The second term is due to attraction. The third term

introduces randomization, with a being the randomization parameter and rand is a

random number generated uniformly but distributed between 0 and 1. The value of

𝛾 determines the variation of attractiveness, which corresponds to the variation of

distance from the communicated firefly. When 𝛾 = 0, there is no variation or the

fireflies have constant attractiveness. When 𝛾 = 1, it results in attractiveness being

close to zero, which again is equivalent to the complete random search. In general,

the value of 𝛾 is between [0, 100].

In this implementation each firefly represents a unique solution for the problem.

The dimension of each firefly is determined by |e| ∗ |t| ∗ 3. The firefly is represented

by an array of binary numbers. The FA process it is represented by 7 steps or phases.

Phase 1: Sort Tasks. Each task is ordered according to the TGP which has the

projects.

Phase 2: Initialization of Parameters. Input parameters such as the size of the pop-

ulation, the maximum number of cycles, the method of calculating the light intensity

(objective function), and the absorption coefficient are received and initialized.

Phase 3: Creating Fireflies. The solution of SPSP is represented by a matrix M =
[E × T], E is the number of employees and T is the number of tasks of the project,

each value of the matrix M is a real number between 0 and 1. When Mij = 0 the

employee i is not assigned to task j, when Mij = 1 the employee work all his time

in the task. To determine the value of Mij by a firefly we propose to use 3 bits, this

allows us to create 8 possible values. To discretize this value, we divide it by seven.

That is presented in Fig. 2.

Phase 4: Validations. At this stage the fulfilment of all the constraints of the problem

is assessed.

Phase 5: Fitness Evaluation. When a firefly reaches a solution the matrix M is

generated, then the light intensity is calculated. For SPSP we use the makespan or

objective function to minimize.
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Fig. 2 Representation of a

solution by a firefly

𝛽 = (Wcospcos + Wlenplen)−1 (10)

Phase 6: Update Location. Here the change in the position of fireflies occurs. A

firefly produces a change in light intensity based among fireflies position where the

lower brightness will approach the more intense. The new position is determined by

changing the value using Eq. 9.

Despite working with a binary representation, the result of the new component

of the Firefly is a real number. To solve this problem we use a binarization function.

This function transform the values between [0, 1] as specified in [3] is a function of

reaching better solutions faster compared to others. The result of the function with a

random number A between 0 and 1. Then compares if A is greater than the random

number, is scored 1, otherwise it is assigned 0. Then binarization function L(xi) is

as follows.

L(xi) =
e2∗xi−1

e2∗xi+1
(11)

xi =

{
0 if L < A
1 if L > A

(12)

Phase 7: Store Solution. The best solution found so far is stored, and the cycle

increases.

Phase 8: Ending. If the maximum number of steps are achieved, the execution is

finished and then the best solution is presented. Otherwise go to phase 4.

4 Experimental Results

In this section we present the experimental results. The algorithm was executed 10

trials for each instance and we report the average value from those 10 trials. For the

experiments, we use a random instances created by a generator.
1

The instances are

1
http://tracer.lcc.uma.es/problems/psp/generator.html.

http://tracer.lcc.uma.es/problems/psp/generator.html
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labelled as <tasknumber>t<employeesnumber>e<skillsnumber>s. To compare the

different results we use the feasible solution in 10 runs, cost: average cost of feasible

solutions in 10 runs, duration: average duration of feasible solutions in 10 runs, to

compute the fitness: average fitness of feasible solutions in 10 runs.

4.1 Comparative Results with Other Techniques

Some results are presented in [9] by Xiao, using the similar parameter to our

instances. Xiao presents results using Ant Colony System (ACS) and Genetic Algo-

rithms (GA). For the sake of clarity we transform the fitness presented by the author

as fitness
−1

to obtain the same fitness used by us. The comparative results are pre-

sented in Table 1.

From Table 1 we can compare the fitness of the solutions. In this case for the

instances with task = 10 always have a better solution compared with ACS and GA.

But in the instances with task = 20 and employees = 10 our proposal it is compet-

itive too, only in instance with employee = 5, task = 10 and Skills = 10 the genetic

algorithm get a better solution.

Regarding the fitness we can see that Firefly has better results for all instances with

task = 10 and task = 20. For instances with task = 30, we do not have a comparative

Table 1 Comparison with other techniques

Instance Algorithms Fitness

5e − 10t − 5s ACS 3.57175

GA 3.64618

FA 3.40654
10e − 10t − 5s ACS 2.63123

GA 2.74442

FA 2.61583
10e − 10t − 10s ACS 2.63565

GA 2.66467

FA 2.32065
10e − 20t − 5s ACS 6.39424

GA 6.32392

FA 6.31515
5e − 10t − 10s ACS 3.54955

GA 3.54255
FA 4.24161

15e − 20t − 5s FA 4.48418
10e − 30t − 5s FA 9.63079
10e − 30t − 10s FA 8.39779



Firefly Algorithm to Solve a Project Scheduling Problem 457

result, because the other author don’t shows results for these instances. If we analyse

the results based on project cost, we can see that our proposal provides the best results

for all instances compared.

5 Conclusion

The paper presents an overview to the resolution of the SPSP using a Firefly algo-

rithm. In the paper it shows the design of a representation of the problem in order

to Firefly can solve it, proposing pertinent heuristic information. Furthermore, it is

defined a fitness function able to allow optimization of the generated solutions.

The implementation our proposed algorithm was presented, and a series of tests

to analyse the convergence to obtain better solutions was conducted. The tests were

performed using different numbers of tasks, employees, and skills. The results were

compared with other techniques such as Ant Colony System and Genetic Algo-

rithms. The analysis demonstrates that our proposal gives the best results for smaller

instances. For more complex instances was more difficult to find solutions, but our

solutions always obtained a low cost of the project, in spite of increasing the duration

of the whole project.

An interesting research direction to pursue as future work is about the integration

of autonomous search in the solving process, which in many cases has demonstrated

excellent results [5–7].
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A Binary Invasive Weed Optimization
Algorithm for the Set Covering Problem

Broderick Crawford, Ricardo Soto, Ismael Fuenzalida Legüe and Eduardo
Olguín

Abstract The Set Covering Problem (SCP) is a classic problem of combinatorial

analytic. This problem consists in to find solutions what cover the needs to lower

cost. Those can be services to cities, load balancing in production lines or databanks

selections. In this paper, we study the resolution of SCP, through Invasive Weed Opti-

mization (IWO), in its binary version; Binary Invasive Weed Optimization (BIWO).

IWO, it is to imitate to Invasive Weed behavior (reproduction and selection natural),

through mathematics formulations. Where the best weed has more chance of repro-

duction.

Keywords Invasive weed optimization ⋅ Set covering problem ⋅ Metaheuristics ⋅
Binary invasive weed

1 Introduction

The informatic is in a process meet every aspects of the user’s life, helping to make

decisions in daily life or business. In this case, the sciences of information are work-

ing hand to hand in the solution of complex problems for the user, as can be service

assignment to lower cost. There are exact methods to realize this calculates, however
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exists one point in this method can be overcome for size of problem. In this point,

the metaheuristics take a core value to find solutions.

In this paper we seeks to express the results obtained with Invasive Weed Opti-

mization. This metaheuristic was proposed in year 2006 by Mehrabian and Lucas,

its based on the behavior of invasive weeds [8]. The behavior that seeks to imitate

is the robustness and the ease with which this type of herbs have front the hardness

environment, the playability of the herbs and natural selection of them [8].

In this paper, the problem to be solved is the Set Covering Problem (SCP). It is a

classic problem which belongs to the category NP-Complex [7] where the input data

have similar features. In general, these problems aim to find a set of solutions that

are able to meet the constraints of the problem, minimizing the cost of the solutions.

It should also be noted that at present the vast majority of metaheuristics appear-

ing in literature achieved be close of the optimum for each of the instances of SCP

especially, when problems have hundreds of rows and thousands of columns [1].

However, when problems grow up exponentially, and they have thousands rows and

millions of columns algorithms are approaching the 1 % of the optimum solutions in

a reasonable computational performance [2]. Some authors solved the SCP with the

following metaheuristics.

Firefly Algorithm was proposed in 2008 by Yang [15]. This metaheuristics was

used to resolve the SCP in [5].

Cultural Algorithms were developed by Reynolds [9, 10], complementing Evolu-

tion algorithms, which are based on natural selection and genetic selection [9]. This

metaheuristics was used to resolve the SCP in [4].

This paper is organized as follows. Section 2, explain the SCP and objectives of

problem. Section 3, explain IWO and BIWO to solved the SCP. Section 4, introduce

the operating parameters used to configuration the metaheuristics. Section 5, show

the results obtains with execution of BIWO with SCP. Finally in Sect. 6, we draw

some conclusions of results.

2 Description of the Problem

The Set Covering Problem consists of a set of variables that have a relationship

together, and by a objective function are able to maximize or minimize cost allo-

cation. It is a classic problem that belongs to the category NP-Complex [7]. In the

case of this problem in specific, the goal is to search variables assignment to the

lowest possible cost. That is, it seeks to cover all the needs (rows) with the lowest

cost (columns).

Such as mentioned in the previous paragraph, we can mention that the represen-

tation of the problem is best seen in the form of a matrix assignments (MxN). Where

M represents the needs that must be cover and N columns variables to assign. The

assignment matrix is based on a series of restrictions that must be satisfied to be

considered a “workable solution” [7].
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The SCP has many applications in industry and in real life. For example, the

location of emergency service facilities [12], load balancing production lines [11] or

selection of files in a database [6]. As shown in the application examples mentioned,

the problem can be applied in different circumstances of decision making. Where

more information have these decisions, it will help to improve the quantitative and

qualitative performance of the assets of the company, that could be used in a better

way, thus improving their performance and quality of service.

To land the explanation of the problem it is necessary to explain the mathematical

formulation. This will be explained in a better way by using formulas and mathemat-

ical notation helping to expose a more didactic way the complexity of the problem

and his characteristics. Thus achieving a greater understanding and comprehension

of the problem.

Following, will be exposed the domain; objective function and restrictions of the

problem:

Minimize Z =
n∑

j=1
cjxj j ∈ {1, 2, 3,… , n}, (1)

Subject to:

sumn
j=1aijxj ≥ 1 i ∈ {1, 2, 3,… ,m}, (2)

xj ∈ {0, 1}, (3)

Consequently, the Eq. (1) represents the objective function of the problem. This

function allows to know the fitness of the solution evaluated. Where cj represents

the cost of the jth-column, and xj is the decision variable, this variable determines

whether a column is activate or not. Equation (2) represents the restriction that one

row should be cover by at least one column. Where aij is an element of the MxN

matrix such elements can only have values 0 and 1. Finally, Eq. (3) represents the

values that can take the decision variable are given by 1 or 0, where 1 represents the

column is active and 0 otherwise [7].

3 Invasive Weed Optimization

The Invasive Weed Optimization, It is based on how the invasive weeds behave in

when colonize [13]. An invasive weed is a type of plant that grows without being

desired by people [13]. In general, the term invasive or undesirable, is used in agri-

culture; and it is used for herbs that are a threat to the crop plants. For the values of

IWO a weed represents a point in the search space of solutions and seed represents

exploring another point in space [13].

After giving a short review about IWO, it will proceed to explain in more detail

how the metaheuristic works. This metaheuristic, seeks to mimic the strength and

reproductive capacity of Invasive Weeds [13]. It has D dimension of the problem,
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Pint as the initial size of the colony of herbs, Pmax as the maximum size of the colony

where 1 ≤ Pint ≤ Pmax and WP
as a set of herbs [13], where each weed represents

a point in search space [13]. Importantly, for calculating the fitness of each weed

you should use the objective function defined in the problem. Which is as follows F:

RD → R [13].

From this, we can highlight four key behaviors:

Initialization: (Stage-I) Given the generation G, we proceed to create a weed

population size Pint, which is randomly generated and the weeds WP
i are uniformly

distributed (WP
i (U(Xmin,Xmax)D)). Where Xmin and Xmax, are defined according to the

type of problem to be implemented [13]. For the SCP, these values are determined

by 0 and 1 [13].

Reproduction: (Stage-II) In each iteration, each weed WP
i of the current popula-

tion, are reproduced from seed. The amount of seeds for each weed WP
i , is given by

Snum, this number depends on the fitness [13]. Where best fitness has the evaluated

weed, the greater the amount of seeds for may have to breed [13].

Ssum = Smin + (
F(WP

i ) − Fworse

Fbest − Fworse
)(Smax − Smin) (4)

where Smax and Smin represent the maximum and minimum allowed by weedWP
i [13].

All seeds Ssum are distributed in space and close to the father weed, that is, starting

these solutions is created a neighborhood of solutions [13].

Spatial Distribution: (Stage-III) As explained in the previous section, the seeds

are distributed in the search space and in this way in, generating new solutions look-

ing to the best for the problem [13]. To achieve this, we should be consider a way

to achieve the correct distribution of seeds for this, the use of the normal distribu-

tion [13].

Sj = WP
i + N(0, 𝜃G)D (1 ≤ j ≤ Snum) (5)

where 𝜃G represents the standard deviation, which will be calculated as follows:

𝜃G = 𝜃final +
(Niter − G)𝜃mod
(Niter)𝜃mod

(𝜃init − 𝜃final) (6)

whereNiter represents the maximum number of iterations, 𝜃mod represented nonlinear

index modulation, 𝜃init and 𝜃final is parameters input.

Competitive exclusion: (Stage-IV)At this stage, we proceed to verify the amount

of herbs and seeds created by the algorithm not exceeding the maximum permitted

Wmax, it proceeds to make a pruning the worst weed. This, in order to let the herbs

with better results to own the best opportunities to breed and find the best solution

to the problem [13].
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3.1 Binary Invasive Weed Optimization

The Binary Invasive Weed Optimization, we is a variation of the main algorithm.

This is the type of algorithm that will use to find solutions to SCP. As a variation, it

has some modifications to the main algorithm:

Instead of working with Real Domain RD
for solutions, BIWO works with a

Binary Domain BD ∈ {0, 1}. Therefore, the objective function also undergoes

changes in its definition. Consequently, the objective function is as follows: F:

BD → R [13].

In the phase three or distribution spatial, the formula for the distribution of seed

undergoes the following changes:

Sj = N+(WP
i , 𝜃G)

D (1 ≤ j ≤ Snum) (7)

In the new formulation we propose that a seed is the assignment of a weed father

to the seed; but a bit change which is determined by the calculate of normal distrib-

ution [13] and it will determine that so close is the seed of the weed father WP
i [13].

In turn, the positive part of the normal distribution is used, which will imply that the

number of bits that will change will diminish with each iteration on seeds and weed,

belonging the population [13]. It is explained because the algorithm is sensitive to

changes, across of calculating the standard deviation [13], which directly impacts on

the calculation of the normal distribution and therefore in the mutation of solutions.

Importantly, that the mutation of solutions is similar way in the they are performed

in the genetic algorithms [13].

The above process can be understood better through the Algorithm 1 and 2:

Algorithm 1 Binary invasive weed optimization

1: Generate initial random population of WP
weeds (Stage-I)

2: for iter ∋ 1..MaxIter do
3: Calculate maximum and minimum fitness in the population

4: for wP
i ∋ WP do

5: Determine number of seeds wP
i , corresponding to its fitness (Stage-II)

6: NewWeed = Use Neighborhood generation algorithm (Stage-III)

7: Add NewWeed to the WP

8: end for
9: end for

10: if WP
.Size > WP

.SizeMax then
11: Remove Weeds with worst Fitness (Stage-IV)

12: Sort the population of weed with smaller fitness

13: end if
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Algorithm 2 Neighborhood generation algorithm

Require: Weed WP
i and 𝜃G

1: Nchangebits = N+
(0, 𝜃G)

2: Changeprobality =
Nchangebits

ProblemDimension
3: Seed = Weed WP

i
4: for d ∋ 1..D do
5: Randomnumber = U(0,1)

6: if Randomnumber ≤ Changeprobality then
7: Seedd = ¬Seedd
8: end if
9: end for

10: return Seed

4 Operating Parameters

The metaheuristic described in this paper, has a number of parameters that are

required for configure the behavior of the BIWO. These parameters may determine

the number of iterations or the ways solutions mutate executions through the meta-

heuristic. In this term, is necessary explain that parameters found across of experi-

mentations and empiric experience.

Then are presented the parameters that should be used for implementation and

configuration of the experiments presented in the paper:

∙ Number of generations = 30.

∙ Number of iterations (Niter) = 400.

∙ Initial amount of weed (Pinit) = 100.

∙ Maximum number of weed (Pmax) = 20.

∙ Minimum number of seed (Smin) = 20.

∙ Maximum number of seed (Smax) = 80.

∙ 𝜃init = Problem Dimension.

∙ 𝜃final = 1.

∙ 𝜃mod = 3.

5 Experiments and Results

In this section you will find a number of results obtained through the use of the

parameters discussed in the previous section, with this configuration of BIWO is

proceeded to run each of the instances presented below. It is necessary to mention

that the BIWO was executed on a computer with the following characteristics:

∙ Operative System. Microsoft Windows 8.1.

∙ Memory Ram: 6 GB.

∙ CPU: Intel Core i5 2.60.
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Table 1 Results of experiments

Results

Instances Optimum Best results Worse results Average RPD (Best

results) ( %)

scp41 429 429 443 432.2 0

scp42 512 512 535 519.57 0

scp43 516 516 550 526.4 0

scp44 494 494 530 503.07 0

scp45 512 512 528 518.3 0

scp46 560 560 574 563.5 0

scp47 430 430 444 434.37 0

scp48 492 492 505 496.57 0

scp49 641 649 675 661.83 1.25

scp51 253 253 275 259.1 0

scp52 302 302 324 310.63 0

scp53 226 226 231 228.93 0

scp54 242 242 247 244.13 0

scp55 211 211 219 215.63 0

scp56 213 213 222 215.83 0

scp57 293 293 303 295.56 0

scp58 288 288 300 292.47 0

scp59 279 279 289 281.13 0

scp61 138 142 151 144.2 2.90

scp62 146 146 159 150.56 0

scp63 145 145 157 151.1 0

scp64 131 131 135 132.96 0

scp65 161 161 169 165.37 0

scpa1 253 254 266 257.93 0,40

scpa2 252 256 266 260.9 1.59

scpa3 232 233 244 237.4 0.43

scpa4 234 236 245 241.07 0.85

scpa5 236 236 240 237.9 0

scpb1 69 69 77 72.4 0

scpb2 76 77 85 80.63 1.32

scpb3 80 80 86 82 0

scpb4 79 80 87 86.23 1.27

scpb5 72 72 77 72.7 0

scpc1 227 229 237 232.33 0.88

scpc2 219 221 231 224.83 0.91

scpc3 243 250 262 255.23 2.88

scpc4 219 219 237 227.83 0

scpc5 215 215 229 220.77 0
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The following table presents the results obtained for the instances of SCP. We

should mention, what the instances used in the experiments are preprocessed with

deleting redundant column. This delete redundant column process is explain in [14].

Also, the table of experiment is formatted like follow: First, the instance of problem;

Second, the optimum know for instance; Third, the best result obtain by instance;

Fourth, the worse result obtain by instance; Fifth, the average of the results obtain

by instance and sixth the Relative Percentage Deviation (RPD) [3], this is calculate:

RPD =
(Z − Zopt)

Zopt
∗ 100, (8)

where Z is the best result and Zopt is the optimum known by instance (Tables 1

and 2).

Table 2 Results of experiments

Results

Instances Optimum Best results Worse results Average RPD (Best

results) ( %)

scpd1 60 60 66 62.73 0

scpd2 66 67 71 69.27 1.52

scpd3 72 73 79 76.63 1.39

scpd4 62 62 67 67.2 0

scpd5 61 62 66 63.9 0

scpnre1 29 29 31 28.67 0

scpnre2 30 32 35 32.8 6.67

scpnre3 27 28 31 29.8 3.70

scpnre4 28 29 32 31.2 3.57

scpnre5 28 29 31 29.6 3.57

scpnrf1 14 14 16 15.43 0

scpnrf2 15 16 18 16.37 6.67

scpnrf3 14 16 17 16.53 14.29

scpnrf4 14 15 17 16.73 7.14

scpnrf5 13 14 16 14.93 7.69

scpnrg1 176 183 193 187.87 3.98

scpnrg2 154 159 168 163.83 3.25

scpnrg3 166 173 183 178.6 4.22

scpnrg4 168 175 192 179.83 4.17

scpnrg5 168 174 187 180.53 3.57

scpnrh1 63 67 503 87.73 6.35

scpnrh2 63 67 84 72.43 6.35

scpnrh3 59 66 77 69 11.86

scpnrh4 58 64 72 67.17 10.34

scpnrh5 55 59 71 63.2 7.27
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6 Conclusion

The challenge of solving optimization problems using metaheuristics is a complex

process because we must study the process and inspiration in which the technique is

based. In the case of this paper, the metaheuristic is based on the behavior of inva-

sive weeds. So, we must understand the general aspects that you want to imitate the

technique developed. These aspects correspond to the reproduction of herbs, natural

selection and their spatial distribution of the weeds.

From these characteristics, we proceeded to develop appropriate algorithms for

simulating the behavior described in the preceding paragraph. In addition to these

features, you must take into account the problem to be solved. This is the SCP an

allocation problem, in which we seeks to make these allocations at the lowest possi-

ble cost. This assignments may be facilities of hospitals in different districts or load

balance in production lines.

After performing executions in each of the instances of SCP, we can draw the

following conclusions: First, recommended a Tuning of Parameter by group of

instances because, this will allow generate custom tests and results better for each

group of instances. Second, we can conclude that in some instances, it should

improve the behavior of the BIWO since, a large number of iterations are lost with-

out any significant change for the solution. This, impact in the time of execution and

performance of algorithm.

The second point made in the previous paragraph, we could improve using a

method elitist in the mutation algorithm. It is expected that the incorporation of elitist

method can improve performance in the search for solutions and make improvements

in execution times since. At present, the execution times of the metaheuristic are

quite longs.

However, as it was shown in the results of the experiments with BIWO we

obtained good results for instances tested. Because, we can found thirty-one opti-

mums values of sixty three instances tested. Also, in other instances we found values

to one or two numbers to the optimum values.
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A Simplified Form of Fuzzy Multiset Finite
Automata

Pavel Martinek

Abstract Fuzzy multiset finite automata represent fuzzy version of finite automata

working over multisets. Description of these automata can be simplified to such a

form where transition relation is bivalent and only the final states form a fuzzy set. In

this paper it is proved that the simplified form preserves computational power of the

automata and way of how to perform the corresponding transformation is described.

Keywords Fuzzy multiset finite automata ⋅ Simplified fuzzy multiset finite

automata

1 Introduction

Fuzzy multiset finite automata were introduced by Wang et al. in [16]. They repre-

sent fuzzy version of finite automata working over multisets (also called bags) which

generalize sets in the respect that allow multiplied occurrence of its elements. Whilst

finite automata work over strings (i.e. order of the input symbols is strictly deter-

mined), work of multiset finite automata over multisets means that at any moment

of their computation, any remaining symbol of the input multiset can be processed

(see e.g. [4, 9]).

Further contribution to fuzzy multiset finite automata was made in [13] by intro-

ducing determinism and by formulating pumping lemmata for languages accepted

by both deterministic and non-deterministic fuzzy multiset finite automata. Further

explorations of these automata can be easier if we simplify their description. This

paper is devoted to the task.

Let us start with some notes concerning fuzzy finite automata whose theory is well

elaborated and which can inspire us a lot. Traditionally, the automata are defined with

fuzzy set of initial states, fuzzy transition relation, and fuzzy set of final states (cf.
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e.g. [5, 14]). Substitution of the fuzzy set of initial states by crisp one-element set (i.e.

only one initial state is considered with truth value 1) is easy to perform and widely

used. Further simplification consisting in change of fuzzy transition relation to crisp

one was described under some restricting condition by Bělohlávek in [1] and used

in many papers dealing for example with determinization process or minimization

of the automata (cf. [12] or [8]).

Contrary to fuzzy finite automata, deterministic and non-deterministic fuzzy

multiset finite automata have different computational power (see [13]), therefore

Bělohlávek’s approach cannot be used to determinization in the multiset case. Nev-

ertheless, resulting automata with bivalent transition relation will undoubtedly lead

due to their simpler form to easier elaboration of fuzzy multiset finite automata the-

ory.

The presented paper is organized as follows. Section 2.1 presents basic notions of

multisets and multiset finite automata. Section 2.2 is devoted to fuzzy multiset finite

automata. In Sect. 3, simplified fuzzy multiset finite automata are defined and their

computational power is proved to be equal to the computational power of standard

fuzzy multiset finite automata. Some possibilities of future research are mentioned

in Sect. 4.

2 Preliminaries

In the paper we use notation and basic notions from [13].

2.1 Multiset Finite Automata

We assume certain familiarity of the reader with basic notions from formal languages

and automata theory (cf. [7, 15]). Therefore, we skip the classical notion of finite

state automaton and start with multisets and multiset finite automaton.

We denote by𝐍 the set of all natural numbers including 0. If𝛴 is a finite nonempty

set of symbols we call it an alphabet. Cardinality of any alphabet 𝛴 is denoted by

card (𝛴).
For any alphabet 𝛴, a mapping 𝜎 ∶ 𝛴 → 𝐍 is called a finite multiset. Obviously,

each usual set U ⊆ 𝛴 is a multiset 𝜎U such that 𝜎U(x) = 1 iff x ∈ U. We use

denotation of [10, 11, 13]. So, we denote the set of all multisets over 𝛴 by 𝛴

⊕

.

𝛴

⊕

is a commutative monoid with operation of addition ⊕ and neutral element 𝟎
𝛴

,

defined as follows:

∙ (𝛼 ⊕ 𝛽)(x) = 𝛼(x) + 𝛽(x) for all x ∈ 𝛴,

∙ 𝟎
𝛴

(x) = 0 for all x ∈ 𝛴.

Further, for any multisets 𝛼, 𝛽 ∈ 𝛴

⊕

, we define the difference 𝛼 ⊖ 𝛽 and the

inclusion 𝛼 ⊑ 𝛽 by
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∙ (𝛼 ⊖ 𝛽)(x) = max{0, 𝛼(x) − 𝛽(x)} for all x ∈ 𝛴,

∙ 𝛼 ⊑ 𝛽 iff 𝛼(x) ≤ 𝛽(x) for all x ∈ 𝛴.

We use the notation ⟨y⟩ for singleton multisets, i.e. ⟨y⟩(x) = 0 for x ≠ y and ⟨y⟩(y) =
1. If ai = a ∈ 𝛴 for i ∈ {1,… ,m}, we write ⟨a⟩m

instead of ⟨a1⟩⊕…⊕ ⟨am⟩.
For a multiset 𝛼, we denote the number of occurrences of a symbol a ∈ 𝛴 in 𝛼 by

|𝛼|a. By cardinality of a multiset 𝛼 we understand card (𝛼) =
∑

a∈𝛴 |𝛼|a.

The interested reader can find more about multiset theory for example in [2, 3].

Definition 1 A shape multiset finite automaton is an ordered quintuple

A = (Q, 𝛴, 𝛿, q0,F)where Q is a nonempty finite set of states,𝛴 is the input alphabet,

q0 is the initial state, F ⊆ Q is the set of final states, and 𝛿 is the transition relation

𝛿 ⊆ Q × 𝛴 × Q.

We extend the relation 𝛿 to relation 𝛿

∗
⊆ Q × 𝛴

⊕ × Q in the recursive way:

1. (q, 𝟎
𝛴

, r) ∈ 𝛿

∗
iff r = q,

2. (q, 𝛼, s) ∈ 𝛿

∗
if there are r ∈ Q, a ∈ 𝛴 such that ⟨a⟩ ⊑ 𝛼, (q, a, r) ∈ 𝛿 and

(r, 𝛼 ⊖ ⟨a⟩, s) ∈ 𝛿

∗
.

The shape multiset language L(A) accepted by the multiset finite automaton A is

defined by

L(A) = {𝛼 ∈ 𝛴

⊕| (q0, 𝛼, q) ∈ 𝛿

∗
for some q ∈ F}.

Otherwise stated, the multiset language L(A) consists of all multisets 𝛼 such that the

automaton A starting its computation in q0 with 𝛼 on its ‘input’ finishes its work in

a final state with 𝟎
𝛴

on its ‘input’. Realize that computation of the automaton A does

not depend on some strict order of symbols in the ‘input multiset’.

Note that in [10], the transition relation of a multiset finite automaton is not con-

fined only to single symbols of 𝛴 but is defined on the same basis as our relation 𝛿

∗

(i.e. instead of symbols of 𝛴 it uses multisets over 𝛴) which is accompanied by

demand of finiteness of such transition relation. However in the same paper, the

statement about irrelevance of these differences is made. Namely, there is mentioned

mutual transformation between automata of these two definitions without change of

the accepted multiset language.

2.2 Fuzzy Multiset Finite Automata

In this paper we consider fuzzy sets with truth values in the unit interval [0, 1], i.e.

a fuzzy set in a universe set X is any mapping A ∶ X → [0, 1], A(x) being interpreted as

the truth degree of the fact that “x belongs to A” and being called membership value.

A fuzzy relation R between sets X and Y is defined as a mapping R ∶ X ×Y → [0, 1].
Analogously, a fuzzy ternary relation ̃R is defined as a mapping ̃R ∶ X × Y × Z →
[0, 1]. For any fuzzy set A, the set supp(A) = {a ∈ X|A(a) > 0} is called support
of A.
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Definition 2 A fuzzy multiset finite automaton (FMFA) is an ordered quintuple A =
(Q, 𝛴, 𝛿, q0,F) where Q is a nonempty finite set of states, 𝛴 is the input alphabet, q0
is the initial state, F ∶ Q → [0, 1] is a fuzzy set in Q, and 𝛿 ∶ Q ×𝛴 × Q → [0, 1] is

the fuzzy transition relation.

A state q ∈ Q is called a final state of A if F(q) > 0. We extend the fuzzy relation

𝛿 to fuzzy relation 𝛿

∗ ∶ Q × 𝛴

⊕ × Q → [0, 1] in the following way.

∙ 𝛿

∗(q, 𝟎
𝛴

, r) = 0 for r ≠ q and 𝛿

∗(q, 𝟎
𝛴

, q) = 1,

∙ 𝛿

∗(q, 𝛼, s) = max
r∈Q

a∈𝛴, ⟨a⟩⊑𝛼

{𝛿(q, a, r) ∧ 𝛿

∗(r, 𝛼 ⊖ ⟨a⟩, s)}

for all 𝛼 of positive cardinality.

The fuzzy multiset language L(A) accepted by the FMFA A is defined by

∙ L(A)(𝛼) = max
q∈Q

{
𝛿

∗(q0, 𝛼, q) ∧ F(q)
}

for all 𝛼 ∈ 𝛴

⊕

and is called a FMFA-language.

Analogously to the note following Definition 1 we should mention that the defi-

nition of a fuzzy multiset finite automaton in [16] differs from our definition (taken

from [13]) in two respects. First, it uses fuzzy set of initial states. Second, it defines

fuzzy transition relation on multisets
1

over 𝛴 (and not on symbols of 𝛴). Neither

of these differences is fundamental. Both of them are removable with help of Theo-

rems 4.1 and 4.2 from [16].

Example 1 Consider FMFA A = (Q, 𝛴, 𝛿, q0,F) where

Q = {q0, q1, q2},

𝛴 = {a, b},

𝛿(q0, a, q1) = 0.8,

𝛿(q1, a, q2) = 𝛿(q1, b, q0) = 0.5,

𝛿(q2, b, q1) = 0.4,

𝛿(qi, x, qj) = 0 otherwise,

F(q0) = 0, F(q1) = 1, F(q2) = 0.3.

We can illustrate the automaton lucidly with help of Fig. 1 where we utilize graphical

representation which is used for fuzzy finite automata (cf. e.g. [6]). In the labelled

directed graph, its nodes represent states of the automaton, the initial state is indi-

cated by the arrow pointing at it from nowhere, each final state q is depicted by

double circle including the value of F(q) (if the value is missing, the default value 1
is assumed), and each arc in the graph coincides with a non-null transition (if the arc

goes from state q to state r and 𝛿(q, a, r) = 𝜇 then the arc is labelled by a∕𝜇).

Consequently, for example

𝛿

∗(q1, ⟨a⟩⊕⟨b⟩, q1)= max{𝛿(q1, a, q2) ∧ 𝛿(q2, b, q1), 𝛿(q1, b, q0) ∧ 𝛿(q0, a, q1)} =
= max{0.5 ∧ 0.4, 0.5 ∧ 0.8} = 0.5

1
Unfortunately, this is not accompanied by necessary demand of finite support of the fuzzy relation.

However omission of this condition would cause invalidity of Theorems 4.2 and 5.2 in [16].
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Fig. 1 Graphical

representation of fuzzy finite

automata

q0 q1 q2

b/0.5

a/0.8

b/0.4

a/0.5
0.3

Obviously

𝛿

∗(q0, ⟨a⟩3 ⊕ ⟨b⟩, q0) = 0,

𝛿

∗(q0, ⟨a⟩3 ⊕ ⟨b⟩, q1) = 0,

𝛿

∗(q0, ⟨a⟩3 ⊕ ⟨b⟩, q2) = 0.5,

and

L(A)(⟨a⟩3 ⊕ ⟨b⟩) = max
{
𝛿

∗(q0, ⟨a⟩3 ⊕ ⟨b⟩, q2) ∧ F(q2)
}
= 0.5 ∧ 0.3 = 0.3.

It is easy to see that

L(A)(𝛼) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

0.8 if 𝛼 = ⟨a⟩,
0.5 if |𝛼|a = |𝛼|b + 1 > 1,
0.3 if |𝛼|a = |𝛼|b + 2,
0 otherwise.

□

Note that in [16], it is proven that the family of all FMFA-languages equals the

family of all fuzzy multiset regular languages (which are generated by fuzzy multiset

regular grammars).

3 A Simplified Form of Fuzzy Multiset Finite Automata

Definition 3 If a FMFA A = (Q, 𝛴, 𝛿, q,F) satisfies the condition 𝛿 ∶ Q×𝛴 ×Q →
{0, 1} we will call it a fuzzy multiset finite automaton in simplified form.

Note that FMFA in simplified form uses (non-fuzzy) transition relation and the

only ‘fuzzy’ component is represented by fuzzy set of final states.

Analogously to situation concerning fuzzy automata (see [1]), we are going to

explore computational power of the ‘simplified FMFA’.

Theorem 1 Each FMFA-language is accepted by a FMFA in simplified form.

Proof We will prove the theorem on the basis of ideas from [1] where analogous

statement concerned fuzzy (non-multiset) finite automata.

Let L(A) be a FMFA-language accepted by the FMFA A = (Q, 𝛴, 𝛿, q0,F). Since

Q and 𝛴 are finite we have finite support of both 𝛿 and F. Hence, I = {𝛿∗(q, 𝛼, s)|𝛼 ∈
𝛴

⊕ ∧ q, s ∈ Q} ∪ {F(q)|q ∈ Q} is finite. Therefore the set ̃Q consisting of all fuzzy

sets in Q with truth values in I (i.e. ̃Q ∶ Q → I) is finite and can represent a new set

of states. Now, consider the ‘simplified FMFA’ ̃A = (̃Q, 𝛴,
̄
𝛿, q̄0, ̃F) where

∙ ̄
𝛿 ∶ ̃Q×𝛴 × ̃Q → {0, 1} is a transition relation defined for all ̄Q,

̄R ∈ ̃Q, a ∈ 𝛴 by

̄
𝛿( ̄Q, a, ̄R) =

{
1 if ̄R(q) = max

s∈Q

{
̄Q(s) ∧ 𝛿(s, a, q)

}
for all q ∈ Q,

0 otherwise,
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∙ q̄0 ∈ ̃Q is a fuzzy set defined by q̄0(q0) = 1 and q̄0(q) = 0 for q ≠ q0,

∙ ̃F ∶ ̃Q → I is a fuzzy set of fuzzy sets defined by ̃F( ̄Q) = max
q∈Q

{
̄Q(q) ∧ F(q)

}
for

all ̄Q ∈ ̃Q.

We claim that L(A) = L(̃A).

(I) L(̃A)(𝟎
𝛴

)= max
̄Q∈̃Q

{
̄
𝛿
∗(q̄0, 𝟎𝛴, ̄Q) ∧ ̃F( ̄Q)

}
= ̃F(q̄0) = max

q∈Q

{
q̄0(q) ∧ F(q)

}
=

= F(q0) = F(q0) ∧ 𝛿

∗(q0, 𝟎𝛴, q0) = max
q∈Q

{
𝛿

∗(q0, 𝟎𝛴, q) ∧ F(q)
}
=

= L(A)(𝟎
𝛴

).
(II) For the verification of L(A)(𝛼) = L(̃A)(𝛼) with 𝛼 ≠ 𝟎

𝛴

, we will use the following

assertion.

Assertion: Let ̄S ∈ ̃Q, 𝛼 ∈ 𝛴

⊕

, card (𝛼) = n > 0. If ̄
𝛿
∗(q̄0, 𝛼, ̄S) = 1 then

there is a sequence
(
ai
)n

i=1 , 𝛼 = ⟨a1⟩ ⊕ … ⊕ ⟨an⟩ such that for all q ∈ Q,

̄S(q) = max
ri∈Q

{
𝛿(q0, a1, r1) ∧ 𝛿(r1, a2, r2) ∧ … ∧ 𝛿(rn−1, an, q)

}
.

Proof of the assertion: We will use an induction on cardinality of the multiset 𝛼.

(1) If card (𝛼) = 1 then 𝛼 = ⟨a⟩ for some a ∈ 𝛴. By definition of ̄
𝛿, we

have ̄
𝛿(q̄0, a, ̄S) = 1 iff ̄S(q) = 𝛿(q0, a, q) for all q ∈ Q. Since ̄

𝛿(q̄0, a, ̄S) =
̄
𝛿
∗(q̄0, 𝛼, ̄S), the assertion holds true for n = 1.

(2) Let the assertion hold true for any multiset of cardinality from the set

{1,… , n} where n ≥ 1. We will verify its validity for an multiset 𝛼 of car-

dinality n + 1.

Assume 𝛼 ∈ 𝛴

⊕

, ̄S ∈ ̃Q such that card (𝛼) = n + 1 and ̄
𝛿
∗(q̄0, 𝛼, ̄S) = 1.

Since

1 = ̄
𝛿
∗(q̄0, 𝛼, ̄S) = max

̄T ∈ ̃Q
a∈𝛴, ⟨a⟩⊑𝛼

{ ̄
𝛿
∗(q̄0, 𝛼 ⊖ ⟨a⟩, ̄T) ∧ ̄

𝛿( ̄T , a, ̄S)},

there are ̄T ∈ ̃Q, a ∈ 𝛴, ⟨a⟩ ⊑ 𝛼 such that

̄
𝛿( ̄T , a, ̄S) = 1 and ̄

𝛿
∗(q̄0, 𝛼 ⊖ ⟨a⟩, ̄T) = 1.

The first equality implies by definition of ̄
𝛿 that

̄S(q) = max
s∈Q

{ ̄T(s) ∧ 𝛿(s, a, q)} ∀q ∈ Q
and the second equality implies by inductive hypothesis that

∃
(
ai
)n

i=1 , 𝛼 ⊖ ⟨a⟩ = ⟨a1⟩⊕…⊕ ⟨an⟩, ∀q ∈ Q ∶
̄T(q) = max

ri∈Q

{
𝛿(q0, a1, r1) ∧ … ∧ 𝛿(rn−1, an, q)

}
.

If we denote an+1 = a then we obtain that

∃
(
ai
)n+1

i=1 , 𝛼 = ⟨a1⟩⊕…⊕ ⟨an+1⟩, ∀q ∈ Q ∶
̄S(q) = max

s∈Q
{max

ri∈Q

{
𝛿(q0, a1, r1) ∧ … ∧ 𝛿(rn−1, an, s)

}
∧ 𝛿(s, an+1, q)} =

= max
s∈Q

{max
ri∈Q

{
𝛿(q0, a1, r1) ∧ … ∧ 𝛿(rn−1, an, s) ∧ 𝛿(s, an+1, q)}

}
.

If we denote rn = s then we get

̄S(q) = max
ri∈Q

{
𝛿(q0, a1, r1) ∧ … ∧ 𝛿(rn−1, an, rn) ∧ 𝛿(rn, an+1, q)

}

and the assertion is proved.
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Now we prove L(̃A) ⊆ L(A):

Consider an arbitrary 𝛼 ∈ 𝛴

⊕

, 𝛼 ≠ 𝟎
𝛴

. Then, with help of the previous assertion

(used in fourth equality) we get

L(̃A)(𝛼) = max
̄Q∈̃Q

{
̄
𝛿
∗(q̄0, 𝛼, ̄Q) ∧ ̃F( ̄Q)

}
=

= max
̄Q∈ ̃Q

̄
𝛿
∗(q̄0, 𝛼, ̄Q) = 1

̃F( ̄Q) =

= max
̄Q∈ ̃Q

̄
𝛿
∗(q̄0, 𝛼, ̄Q) = 1

{

max
q∈Q

{
̄Q(q) ∧ F(q)

}
}

=

= max
̄Q∈̃Q

{

max
q∈Q

{

max
ri∈Q

{
𝛿(q0, a1, r1) ∧… ∧ 𝛿(rn−1, an, q)

}
∧F(q)

}}

≤

≤ max
̄Q∈̃Q

{

max
q∈Q

{
𝛿

∗(q0, 𝛼, q) ∧ F(q)
}
}

=

= L(A)(𝛼).
For the proof of the opposite inclusion (i.e. L(A) ⊆ L(̃A)), we use the following

implication (which is easy to verify):

Let 𝛼 ∈ 𝛴

⊕

and let ̄S ∈ ̃Q be defined by ̄S(q) = 𝛿

∗(q0, 𝛼, q) for all q ∈ Q. Then

̄
𝛿
∗(q̄0, 𝛼, ̄S) = 1.

By the definition,

L(A)(𝛼) = max
q∈Q

{
𝛿

∗(q0, 𝛼, q) ∧ F(q)
}

.

If we denote 𝛿

∗(q0, 𝛼, q) = ̄S(q) then we have

L(A)(𝛼) = max
q∈Q

{
̄S(q) ∧ F(q)

}
= ̃F( ̄S) = ̃F( ̄S) ∧ 1 =

= ̃F( ̄S) ∧ ̄
𝛿
∗(q̄0, 𝛼, ̄S) ≤ max

̄Q∈̃Q

{
̄
𝛿
∗(q̄0, 𝛼, ̄Q) ∧ ̃F( ̄Q)

}
=

= L(̃A)(𝛼).

□

The following corollary is obvious.

Corollary 1 The family of FMFA languages is equal to the family of languages
accepted by FMFA in simplified form.

4 Conclusion

In this paper, a simpler form of fuzzy multiset finite automata was introduced and

computational power of these automata was proved to be equal to the computational

power of standard fuzzy multiset finite automata. The proof is constructive and pro-

vides an algorithm for transformation of any fuzzy multiset finite automaton to its

version in simpler form.
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The simpler form can prove its usefulness in further development of fuzzy mul-

tiset finite automata theory. As an immediate tasks we can mention solving equiva-

lence and minimization problems.
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Fireworks Explosion Can Solve
the Set Covering Problem

Broderick Crawford, Ricardo Soto, Gonzalo Astudillo
and Eduardo Olguín

Abstract The Set Covering Problem is a formal model for many practical optimiza-

tion problems. It consists in finding a subset of columns in a zero/one matrix such that

they cover all the rows of the matrix at a minimum cost. To solve the Set Covering

Problem we will use a metaheuristic called Fireworks Algorithm (FWA) inspired by

the fireworks explosion. Through the observation of the way that fireworks explode

is much similar to the way that an individual searches the optimal solution in swarm.

Fireworks algorithm consists of four parts, i.e., the explosion operator, the mutation

operator, the mapping rule and selection strategy.

Keywords Firework algorithm ⋅ Set Covering Problem ⋅ Metaheuristic

1 Introduction

The Set Covering Problem (SCP) is a classic problem that consists in finding a set

of solutions which allow to cover a set of needs at the lowest cost possible. There

are many applications of these kind of problems, the main ones are: location of ser-
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vices, files selection in a data bank, simplification of boolean expressions, balancing

production lines, among others [1].

In the field of optimization, many algorithms have been developed to solve the

SCP. Examples of these optimization algorithms include: Genetic Algorithm (GA)

[2], Ant Colony Optimization (ACO) [3], Particle Swarm Optimization (PSO) [4],

Firefly Algorithm [5, 6], Shuffled Frog Leaping [7], and Cultural Algorithms [1]

have been also successfully applied to solve the SCP.

Our proposal of algorithm uses fireworks behavior to solve optimization prob-

lems, it is called Fireworks Algorithm (FWA) [8].

When a firework explodes, a shower of sparks is shown in the adjacent area. Those

sparks will explode again and generate other shows of sparks in a smaller area. Grad-

ually, the sparks will search (almost) the entire search space ending (eventually) good

enough solutions. This work in addition to search a solution to the problem SCP,

seeks to get better results for each instance of OR-Library. We use a new method

of setting parameters, where we choose different parameters for each instances set.

Moreover, in order to binarize we use eight transfer functions, 5 discretization tech-

niques. These were combined with each other and be selected to deliver the best

solution.

This document consists of seven principal sections. In the Sect. 2, a brief descrip-

tion of Set Covering Problem. In the second section FWA is explained, highlighting

the parts of this technique. In the third it is explained the algorithm used and imple-

mented to solve the SCP. The penultimate section disclosed the results of the 65

instances, so in the last section conclusions from these results are presented.

2 Set Covering Problem

The SCP [9] can be formally defined as follows. Let A = (aij) be an m-row,

n-column, zero-one matrix. We say that a column j can cover a row if aij = 1.
Each column j is associated with a nonnegative real cost cj. Let I={i, ..., m} and

J={j, ..., n} be the row set and column set, respectively. The SCP calls for a mini-

mum cost subset S ⊆ J, such that each row i ∈ I is covered by at least one column

j ∈ S. A mathematical model for the SCP is

v(SCP) = min

∑

j∈J
cjxj (1)

subject to ∑

j∈J
aijxj ≥ 1, ∀ i ∈ I, (2)

xj ∈ {0, 1},∀ j ∈ J (3)
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The objective is to minimize the sum of the costs of the selected columns, where

xj = 1 if column j is in the solution, 0 otherwise. The constraints ensure that each

row i is covered by at least one column.

The SCP has been applied to many real world problems such as crew schedul-

ing [10], location of emergency facilities [11], production planning in industry [12],

vehicle routing [13], ship scheduling [14], network attack or defense, assembly line

balancing [15], traffic assignment in satellite communication systems [16], simpli-

fying boolean expressions [17], the calculation of bounds in integer programs [18],

information retrieval, political districting [19], stock cutting, crew scheduling prob-

lems in airlines [20] and other important real life situations. Because it has wide

applicability, we deposit our interest in solving the SCP.

3 Fireworks Algorithm

When a firework is set off, a shower of sparks will fill the local space around the

firework. In our opinion, the explosion process of a firework can be viewed as a

search in the local space around a specific point where the firework is set off through

the sparks generated in the explosion. Mimicking the process of setting fireworks.

After a firework exploded, the sparks are appeared around a location. The process

of exploding can be treated as searching the neighbor area around a specific location.

Inspired by fireworks in real world, fireworks algorithmf is proposed. Fireworks algo-

rithm utilizes N D-dimensional parameter vectors Xg
i as a basic population in each

generation. Parameter i varied from 1 to N and parameter G stands for the index

of generations. Every individual in the population explodes and generates sparks

around him/her. The number of sparks and the amplitude of each individual are deter-

mined by certain strategies. Furthermore, a Gaussian explosion is used to generate

sparks to keep the diversity of the population. Finally, the algorithm keeps the best

individual in the population and selects the rest (N − 1) individuals based on distance

for next generation.

3.1 Components of FWA

3.1.1 Operator Explosion

To initialize the algorithm is necessary to generate N fireworks, thus generating

sparks fireworks explosion. In FWA, the operator explosion is key and it plays

an important role. The explosion operator including explosion strength, explosion

amplitude and displacement operation. The explosion strength is a core operation

in explosion operator. It simulates the way of explosion of fireworks in real life.

When a firework blasts, the firework vanished in one second and then many small

bursts appear around it. Fireworks algorithm first determines the number of sparks,
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then calculates the amplitudes of each explosion. Through the observations on the

curves of some typical optimization functions, it can be seen that there are more

points with good fitness values around the optima than that away from the optima.

Therefore, the fireworks with better fitness values produce more sparks, avoiding

swing around the optima but fail to locate it. For the fireworks with worse fitness

values, their generated sparks are less in number and sparse in distribution, avoiding

unnecessary computing. The fireworks with worse fitness values are used to explore

the feasible space, preventing the algorithm from premature convergence. Fireworks

algorithm determines the number and amplitude of the fireworks according to their

fitness values, letting the fireworks with better fitness values produce more sparks

within a smaller amplitude and vice versa. The Explosion Amplitude through the

observation on the curves of some typical optimization functions, the points around

the local optima and global optima always have better fitness values. Therefore, by

controlling the explosion amplitude, the amplitude of the fireworks with better fit-

ness values gradually reducing, leading fireworks algorithm find the local optima and

global optima. On the contrary, the fireworks with worse fitness values will explore

the optima through a large amplitude. This is how the FWA controls the magnitude

of the explosion amplitude. After the calculation of explosion amplitude, it is nec-

essary to determine the displacement within the explosion amplitude. FWA uses the

random displacement. In this way, each firework has its own specific explosion num-

ber and amplitude of sparks. FWA generates different random displacements within

each amplitude to ensure the diversity of population. Through the explosion opera-

tor, each firework generates a shower of sparks, helping finding the global optimal

of an optimization function, this is called displacement operation

Explosion Strength

In the explosion strength, i.e., the number of sparks, is determined as follows.

Si = m
Ymax − f (xi)

∑
j=1(Ymax − f (xi))

(4)

where Si is the number of sparks for each individual or firework, m is a constant

stands for the total number of sparks and Ymaxs means the fitness value of the worst

individual among the N individuals in the population. Function f(xi) represents the

fitness for an individual xi.

Explosion Amplitude

The explosion amplitude is defined below.
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Ai = A
f (xi) − Ymin

∑
j=1(f (xi) − Ymin)

(5)

where Ai denotes the amplitude of each individual, A is a constant as the sum of

all amplitudes where initially the value of A is the difference between Ymax − Ymin.,

while Ymin means the fitness value of the best individual among the N individuals.

The meaning of function f(xi) is the same as aforementioned in Eq. (4).

Displacement Operation

Displacement operation is to make displacement on each dimension of a firework

and can be defined as

△ xki = xki + U(−Ai,Ai), (6)

where U(−Ai,Ai) denotes the uniform random number within the intervals of the

amplitude Ai.

3.1.2 Mutation Operator

To further improve the diversity of a population, the Gaussian mutation is introduced

to FWA. The way of producing sparks by Gaussian mutation is as follows: choose a

firework from the current population, then apply Gaussian mutation to the firework in

randomly selected dimensions. For Gaussian mutation, the new sparks are generated

between the best firework and the selected fireworks. Still, Gaussian mutation may

produce sparks exceed the feasible space. When a spark lies beyond the upper or

lower boundary, the mapping rule will be carried out to map the spark to a new

location within the feasible space.

Suppose the position of current individual be stated as xki , where i varies from

1 to N and k denotes the current dimension. The sparks of Gaussian explosion are

calculated by

xki = xki ∗ g, (7)

where g is a random number in Gaussian distribution with mean 1 and variance 1

such as

g = N(1; 1). (8)

3.1.3 Mapping Ruler

If a firework is near the boundary of the feasible space, while its explosion amplitude

covers both the feasible and infeasible space, the generated sparks may lie out of the

feasible space. As such, the spark beyond the feasible space is useless. Therefore,

it needs to be getting back into the feasible space. The mapping rule is used to deal
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with this situation. The mapping rule ensures that all sparks are in the feasible space.

If there is any spark that is generated by a firework beyond the feasible space, it will

be mapped back to the feasible space.

3.1.4 Selection Strategy

After applying the explosion operator, the mutation operator and the mapping rule,

some of the generated sparks need to be selected and passed down to the next genera-

tion. The distance-based strategy is used in fireworks algorithm. In order to select the

sparks for next generation, first of all, the best spark is always kept for next genera-

tion. And then, the other (N − 1) individuals are selected based on distance maintain-

ing the diversity of the population. The individual that is farther from other individu-

als has more chance to be selected than those individuals near the other individuals.

3.2 Pseudo Code of FWA

Algorithm 1 FWA()

1: Randomly select N locations for fireworks

2: while terminal condition is not met do

3: Set off N fireworks respectively at the N locations:

4: for all fireworks Xi do

5: Calculate the number of sparks as Si
6: Calculate the amplitude of sparks as Ai
7: end for

8: // m is the number of sparks generated by Gaussian mutation

9: for k = 1 → m do

10: Randomly select a firework xi and generate a spark

11: end for

12: select the best spark and the other sparks according to selection strategy

13: end while;

4 Binary Firework Algorithm

In this section it is presented the functioning of the algorithm.

Step 1 Initialization the Firework parameters (initial amount of fireworks, mutation

rate, number of iterations).

Step 2 Generate fireworks (at first, the number of fireworks will be given by the

initial parameter).

Step 3 Calculate the amount and breadth of fireworks for each firework and also its

fitness.
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Table 1 Transfer functions [21]

S-Shape V-Shape

S1 T(Vd
i ) =

1

1+e−2V
d
i

V1 T(Vd
i ) =

|
|
|
|
erf

(√
𝜋

2
Vd
i

)|
|
|
|

S2 T(Vd
i ) =

1

1+e−V
d
i

V2 T(Vd
i ) =

|
|
|
tanh(Vd

i )
|
|
|

S3 T(Vd
i ) =

1

1+e
−Vdi
2

V3 T(Vd
i ) =
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|
|
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|

Vd
i√

1+(Vd
i )2

|
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i ) =
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3

V4 T(Vd
i ) =

|
|
|
|

2
𝜋

arctan
(

𝜋

2
Vd
i

)|
|
|
|

Step 4 Generate new solutions (fireworks) with the displacement operator equation.

Step 5 However, the operation of step 4, provides solutions to real numbers, and

in this case (SCP) our solution must be in terms of 0 and 1. It is for this

reason that the binarization of the solution is necessary. To fix this, we use

the transfer functions (Table 1) that helps us define a chance to change an

element of the solution from 1 to 0, or vice versa.

Besides the Transfer functions, 5 discretization methods were used, Roulette

wheel (9), Complement (10), Set the Best (11), Standard (12), Statics prob-

ability (13), these are showed below:

Roulette
pi =

fi
∑k

j=1 fj
(9)

Complement

xdi (t + 1) =
⎧
⎪
⎨
⎪
⎩

complement(xki ) if rand ≤ Vd
i (t + 1)

0 otherwise
(10)

Set the Best

xdi (t + 1) =
⎧
⎪
⎨
⎪
⎩

xkbest if rand ≤ Vd
i (t + 1)

0 otherwise
(11)

Standard

xdi (t + 1) =
⎧
⎪
⎨
⎪
⎩

1 if rand ≤ Vd
i (t + 1)

0 otherwise
(12)
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Statics probability

xdi (t + 1) =

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

xdi if Vd
i (t + 1) ≤ 𝛼

xdbest if 𝛼 ≤ Vd
i (t + 1) ≤ 1

2
(1 + 𝛼)

xd1 if 1
2
(1 + 𝛼) ≤ Vd

i (t + 1)

(13)

Step 6 Fireworks mutate randomly selected (the quantity index indicating initialized

in step 1).

Step 7 Again with new fireworks (generated and mutated) is calculated the fitness

and is necessary to keep the minimum to be compared in a next iteration. The

number of iterations is given in the initialization parameters.

5 Solving the Set Covering Problem

Next is described the Solving SCP pseudocode:

Algorithm 2 FWA()

1: Generate N Fireworks

2: Establish number of iterations I
3: Calculate Fitness of each firework Xi with i = (1, ...,N)
4: Calculate maximum value of fitness

5: Calculate minimum value of fitness

6: For all iterations I do
7: Calculate number of spark of each firework and sum total of sparks s

8: calculate amplitude of each firework Xi
9: For k = 1 → s do

10: Generate sparks Si from quantity and amplitude firework Xi
11: end for;
12: Binarize sparks Si
13: // m is the number of sparks generated by Gaussian mutation

14: for k = 1 → m do
15: Select the best firework

16: Randomly select a firework Xi and generate a spark

17: end for;
18: Xi = Si
19: Calculate the New Fitness of each firework Xi
20: save minimum of all fireworks

21: end while;
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5.1 Parameter Setting

Each combination of transfer function and method of discretization generated forty

different algorithms (all combinations). All the algorithms were configured before

performing the experiments. To this end and starting from default values, a parame-

ter of the algorithm is selected to be turned. Then, 10 independent runs are performed

for each configuration of the parameter. Next, the configuration which provides the

best performance on average is selected. Next, another parameter is selected so long

as all of them are fixed. Table 2 shows the range of values considered and the con-

figurations selected. These values were obtained experimentally.

Table 2 Parameter values

Binarization functions Number of fireworks Number of iterations Probabily of mutation

operation

Estandar S1 20 300 0.25

Estandar S2 20 300 0.25

Estandar S3 20 300 0.25

Estandar S4 20 300 0.25

Estandar V1 20 300 0.25

Estandar V2 20 300 0.25

Estandar V3 20 300 0.25

Estandar V4 20 300 0.25

Complement S1 100 500 0.25

Complement S2 100 500 0.25

Complement S3 100 500 0.25

Complement S4 100 500 0.25

Complement V1 100 500 0.25

Complement V2 100 500 0.25

Complement V3 100 500 0.25

Complement V4 100 500 0.25

Roulette S1 20 200 0.25

Roulette S1 20 200 0.25

Roulette S2 20 200 0.25

Roulette S3 20 200 0.25

Roulette S4 20 200 0.25

Roulette V1 20 200 0.25

Roulette V2 20 200 0.25

Roulette V3 20 200 0.25

Estandar V4 20 200 0.25

(continued)
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Table 2 (continued)

Binarization functions Number of fireworks Number of iterations Probabily of mutation

operation

Set the Best S1 50 200 0.10

Set the Best S2 50 200 0.10

Set the Best S3 50 200 0.10

Set the Best S4 50 200 0.10

Set the Best V1 50 200 0.10

Set the Best V2 50 200 0.10

Set the Best V3 50 200 0.10

Set the Best V4 50 200 0.10

Statics probabilityt S1 100 500 0.25

Statics probabilityt S2 100 500 0.25

Statics probabilityt S3 100 500 0.25

Statics probability S4 100 500 0.25

Statics probabilityt V1 100 500 0.25

Statics probability V2 100 500 0.25

Statics probabilityt V3 100 500 0.25

Statics probabilityt V4 100 500 0.25

6 Result

The FWA performance was evaluated experimentally using 65 SCP test instances

from the OR-Library of Beasley [22]. The optimization algorithm was coded in Java

1.8 in Eclipse Luna 4.4.2 and executed on a Computer with 2.1 GHz AMD A10-

5745M APU CPU and 8.0 GB of RAM under Windows 8 Operating System.

The Tables 3 and 4 shows the results of the 65 instances. The Transfer and Dis-

cretization columns reports the technique which the best results were obtained, that

is, shows the best transfer function and the best discretization technique respec-

tively. The ZOpt column reports the optimal value or the best known solution for

each instance. The ZMin and ZAvg columns report the lowest cost and the average of

the best solutions obtained in 30 runs respectively. The quality of a solution is eval-

uated in terms of the percentage deviation relative (RPD) of the solution reached

Zb and Zopt (which can be either the optimal or the best known objective value), to

compute RPD we use Z = Min, calculate as follows:

RPD =
(Z − Zopt)

Zopt
∗ 100 (14)
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Table 3 Experimental results over the first 35 instances of SCP

Instance Method of

discretization

Transfer

functions

Opt. Min. Max. Avg. RPD

4.1 Standar S1 429 436 437 436.7 1.61

4.2 Standar S3 512 533 536 534.6 3.94

4.3 Standar S1 516 526 526 526 1.90

4.4 The Best V3 494 505 532 523.85 2.18

4.5 The Best V2 512 517 527 525.7 0.97

4.6 The Best V2 560 564 607 598.55 0.71

4.7 The Best V2 430 434 447 444.2 0.92

4.8 Standar V2 492 499 509 505.8 1.42

4.9 The Best V3 641 670 697 691.9 4.33

4.10 The Best V3 514 538 572 560.85 4.46

5.1 Roulette V4 253 274 280 279.65 7.66

5.2 Standar V2 302 312 317 314.4 3.31

5.3 Standar V2 226 233 247 236.7 3.10

5.4 Standar V2 242 246 251 248.5 1.65

5.5 Roulette V2 211 219 225 224.7 3.65

5.6 Standar V2 213 230 247 237.1 7.98

5.7 Standar V2 293 311 315 314.9 6.14

5.8 Roulette V1 288 302 316 314.8 4.64

5.9 Roulette V1 279 292 315 312.65 4.45

5.10 Roulette S1 265 275 280 279.05 3.64

6.1 Roulette S2 138 147 152 151.45 6.12

6.2 Standar V2 146 151 155 153.9 3.42

6.3 Standar V2 145 150 160 156 3.45

6.4 Roulette S1 131 134 140 139.5 2.24

6.5 Standar V2 161 175 184 180.1 8.70

A.1 Standar V2 253 257 261 260.4 1.58

A.2 Standar V2 252 269 277 274 6.75

A.3 Roulette S1 232 249 252 205.8 7.33

A.4 Roulette S2 234 242 294 259.5 3.31

A.5 Standar V2 236 239 241 240.3 1.27

About the solutions obtained is reached only five B.5 optimal in the instance.

Discretization methods with best results were the “Standard”, “Roulette” and “Set

The Best”, on the other hand, the transfer functions with better results were fam-

ily of V-shape (V1, V2, V3, V4). Discretization methods “Static Probability” and

“Complement” not achieved a better result than the others.
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Table 4 Experimental results over the 30 instances of SCP

Instance Methods of

discretization

Transfer

functions

Opt. Min. Max. Avg. RPD

B.1 Standar V2 69 79 86 83.7 14.49

B.2 Standar V2 76 83 88 87.03 9.21

B.3 Roulette S1 80 84 100 85.8 4.76

B.4 Standar V2 79 83 84 83.9 5.06

B.5 Standar V2 72 72 78 77.23 0.00

C.1 Standar V2 227 234 235 234.8 3.08

C.2 Standar V2 219 231 236 235.1 5.48

C.3 Standar V2 243 264 270 269.2 8.64

C.4 Standar V2 219 239 246 244.6 9.13

C.5 Standar V2 215 219 223 221.5 1.86

D.1 Roulette S1 60 61 92 63.95 1.64

D.2 Standar V2 66 71 73 72.5 7.58

D.3 Roulette V4 72 78 79 78.9 7.69

D.4 Standar V2 62 65 68 63.3 4.84

D.5 Roulette V2 61 64 66 65.55 4.69

NRE.1 The Best V3 29 30 30 30 3.33

NRE.2 Roulette V3 30 34 35 34.95 11.76

NRE.3 Standar V2 27 30 34 32 11.11

NRE.4 Standar V2 28 32 33 32.8 14.29

NRE.5 Standar V2 28 29 30 29.9 3.57

NRF.1 Roulette S1 29 30 112 36.5 3.33

NRF.2 Standar V2 15 17 18 17.9 13.33

NRF.3 Roulette S1 14 17 180 33.45 17.65

NRF.4 Roulette S1 14 16 18 17.75 12.50

NRF.5 Roulette S1 13 16 16 16 18.75

NRG.1 Standar V2 176 193 196 194.6 9.66

NRG.2 Standar V2 154 166 168 167.3 7.79

NRG.3 Standar V2 166 170 180 179.4 2.41

NRG.4 Standar V2 168 180 184 182.1 7.14

NRG.5 Standar V2 168 185 188 186.9 10.12

NRH.1 Standar V2 63 71 73 72.4 12.70

NRH.2 Standar V2 63 66 67 66.9 4.76

NRH.3 Roulette S2 59 66 69 68.85 10.61

NRH.4 Roulette S2 58 66 68 67.8 12.12

NRH.5 Standar V2 55 60 61 60.9 9.09
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7 Conclusions

Considering the experiments, the initial parameters depend on the instance to solve

the SCP, as we advance in the instances, it is necessary to increase the number of

iterations increase the percentage of mutated sparks and the number of fireworks.

This is because the firework must travel or generate more sparks to find a lower

value, that is, we need to explore more on solutions.

From the experimental results it is concluded that the metaheuristic behaves good

in almost all instances, highlighting, finding the best solution known (B.5) and in

many other intancias it was a point of getting the best optimal known. We can also

see that the RPD average of all instances is 6.11 %.

The effectiveness of the proposed approach was tedted on benchmark problems

and the obtained results sow that Binary Firework Algorithms is a good alternative

to solve the SCP, being the main use of this metaheuristic for continous domains.
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A Bi-Objetive Cat Swarm Optimization
Algorithm for Set Covering Problem

Broderick Crawford, Ricardo Soto, Hugo Caballero
and Eduardo Olguín

Abstract In this paper, we study a classical problem in combinatorics and computer

science, Set Covering Problem. It is one of Karp’s 21 NP-complete problems, using

a new and original metaheuristic, Cat Swarm Optimization. This algorithm imitates

the domestic cat through two states: seeking and tracing mode. The OR-Library of

Beasley instances were used for the benchmark with additional fitness function, thus

the problem was transformed from Mono-objective to Bi-objective. The Cat Swarm

Optimization finds a set solution non-dominated based on Pareto concepts, and an

external file for storing them. The results are promising for further continue in future

work optimizing this problem.

Keywords Multiobjective problems ⋅ Evolutionary algorithm ⋅ Swarm optimiza-

tion ⋅Cat swarm optimization ⋅Multiobjective cat swarm optimization ⋅ Pareto dom-

inance

1 Introduction

Optimization problems require complex and optimal solutions because they relate

to distribute limited basic resources. To resolve these problems it means improving

the lives of poor people directly and enabling the growth of businesses, for example:
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resources related to social welfare, reaction by natural disasters, medical distribution

capabilities. For these reasons the optimization generates a wide area of research in

the sciences of Operations Research and Computer.

In the last decades bio-inspired algorithms have called the attention of researchers,

in particular the heuristic Particle Swarm Optimization, which is based the behavior

of some species: Bugs, fish, felines. These species use the collective intelligence to

reach specific objectives guided by some community member. This paper is focused

on studying the heuristic based on the behavior of domestic cats to solve a classical

problem the Set Covering Problem (SCP).

2 Multi Objective

Decision problems involves multiple evaluation criteria and generally they are in

conflict. To resolve a multi objective problem it required to optimize multiple criteria

simultaneously. Exists a wide variety of cases in our society, for example: vehicle

route optimization, environmental problems, allocation of medical resources. The

solution to multi-objective optimization problem it is presented by a set of feasible

solutions, and the best of them define a set of non-dominated solutions, this set we

will call Front. Formally the multi objective problem is defined as:

min z(x) = [z1(x), z2(x), z3(x), z4(x), ....., zM(x)] (1)

The goal consists in minimizing a function z with M components with a vector vari-

able x = (x1, . . . , xn) in a universe U, i.e., A solution u dominates v if u performs at

least as well as v across all the objectives and performs better than v in at least one

objective.

2.1 Objective Space

The dimensions of the target area corresponding to the number of functions to opti-

mize. In this single-objective problem is one-dimensional space, since each deci-

sion vector corresponds to only a scalar number. In multi-objective problems, this is

multi-dimensional space, where each dimension corresponds to each objective func-

tion to be optimized.

2.2 Pareto Dominance

If we have two candidate solutions u and v from U, vector z(u) is said to dominate

vector z(v) denoted by: z(u) ≺ z(v), if and only if,
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zi(u) ≤ zi(v), ∀ i ∈ {1, ......,M} (2)

zi(u) ≤ zi(v), ∃ i ∈ {1, ......,M} (3)

If solution u is not dominated by any other solution, then u is declared as a Non

Dominated or Pareto Optimal Solution. There are no superior solutions to the prob-

lem than u, although there may be other equally good solutions (3).

3 Set Covering Problem

SCP is defined as a fundamental problem in Operations Research and often described

as a problem of coverage of m-rows n-columns of a binary matrix by a subset of

columns to a minimum cost [1]. It is one of Karp’s 21 NP-complete problems. This

is the problem of covering the rows of an m-row, n column, zero-one m x n matrix aij
by a subset of the columns at minimal cost. Formally, the problem can be defined as:

Defining xj = 1 if column j with cost cj is in the solution and xj = 0 otherwise

Minimize Z =
n∑

j=1
cjxj j ∈ {1, 2, 3, ..., n} (4)

Subject to:
n∑

j=1
aijxj ≥ 1 i ∈ {1, 2, 3, ...,m} (5)

xj = {0, 1} (6)

This definition contains a one fitness function, there is just one objective to be

optimized. We study the case for two objective functions, using meta heuristic Cat

Swarm Optimization (CSO) and using position vector of ones and zeros. A com-

plete case study of SCP using CSO was done Pontificia Universidad Cátolica de
Valparaíso [2].

3.1 Set Covering Problem Bi Objective (SCPBO)

This work focuses on solving the SCP with two fitness functions, i.e., textit M = 2.

To ensure the fitness functions have opposed criteria the second cost vector will be

transposed the first, therefore the definition will be:

c2 = (c1)t (7)
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min z(x) = [z1(x), z2(x)] (8)

Minimize Z1 =
n∑

j=1
c1j xj j ∈ {1, 2, 3, ..., n} (9)

Minimize Z2 =
n∑

j=1
c2j xj j ∈ {1, 2, 3, ..., n} (10)

Subject to:
n∑

j=1
aijxj ≥ 1 i ∈ {1, 2, 3, ...,m} (11)

4 Cat Swarm Optimization CSO

Some species of felines shows similar behavior when they are hunting, commonly

hunt in packs, some of them remain on alert and others run after their prey. They work

with a common purpose, the prey. The CSO was introduced was in 2016 original

version of CSO by Chu, Tsai, and Pan. They observed the behavior of the cats and

modeled their behavior. Based on their studies they suggested that cats have two

modes of behavior:

(a) Seeking mode: Cat spends most of the time when they are awake on resting.

While they are resting, they move their position carefully and slowly.

(b) Tracing mode: cats change their position according to its own velocities for every

dimension.

These states have been mathematically modeled y both sets of cats are used to reach a

goal, that is, hunt prey. The position of each cat represent a solution set, has position

and velocity for each dimension and a fitness value. Additionally a flag is used to

identify whether the cat is in seeking mode or tracing mode. [3, 4] have shown that

the CSO performs better than PSO with respect to convergence speed and residual

mean square error, but it requires higher computation time.

4.1 Algorithm

The CSO algorithm works with a set of parameters that configure the behavior of

the pack:
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∙ NC: Number of population or pack cats

∙ MR: Mixture Rate that defines number of cats mode, this parameter must be cho-

sen between 0 and 1. Define what percentage of cats are in seeking mode and

tracing mode

Both group works with a reaches its optimal solution. The flowchart of this algo-

rithm is shown in Fig. 1 and the and a description of the actions are outlined below.

(a) Randomly initialize the position of cats in D-dimensional space i.e. Xid repre-

senting position of i th cat in d th dimension.

(b) Randomly initialize the velocity of cats i.e. Vid.

(c) According to MR, cats are randomly picked from the population and their flag

is set to seeking mode, and for others the flag is set to tracing mode.

(d) Evaluate both objective function for each cat.

(e) Store the position of the cats representing non-dominated solutions in the archive.

(f) If ith cat is in seeking mode, apply the cat to the seeking mode process, otherwise

apply it to the tracing mode process. Check the termination condition, if satisfied,

terminate the program. Otherwise repeat steps c to e.

4.2 Seeking Mode

The seeking mode corresponds to a global search technique in the search space of

the optimization problem. A term used in this mode is seeking memory pool (SMP).

It is the number of copies of a cat produced in seeking mode.

There are four essential factors in this mode: seeking memory pool (SMP), seek-

ing range of the selected dimension (SRD), counts of dimension to change (CDC),

and self-position considering (SPC).

∙ SMP is used to define the size of seeking memory for each cat. SMP indicates the

points explored by the cat. This parameter can be different for different cats.

∙ SRD declares the mutation ratio for the selected dimensions.

∙ CDC indicates how many dimensions will be varied.

∙ SPC is a Boolean flag, which decides whether current position of cat

The steps involved in this mode are:

(a) Create T (=SMP) copies of j th cat i.e. Ykd where (1 ≤ k ≤ T) and (1 ≤ d ≤ D).

D is the total number of dimensions.

(b) Apply a mutation operator to Yk.
(c) Evaluate the fitness of all mutated copies.

(d) Update the contents of the archive with the position of those mutated copies

which represent non dominated solutions.

(e) Pick a candidate randomly from T copies and place it at the position of jth cat.
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Define the MR’s increment
and set MR initial value

Increment MR
Create N Cats

Randomly initialize the position(Xid)
and velocity(Vid) of each cat

Initialize tracing and seeking
mode, in according MR rate

Is Cat in
seeking
mode?

Seeking mode Tracing mode

Evaluate fitness and Up-
date the contents of archive

Is condition
stop reached
for MR?

Maximun
reached for

MR ?

Obtein Pareto Front from solution file

yes
no

yes

No

No

yes

Fig. 1 Experimental workflow
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4.3 Tracing Mode [4]

The tracing mode corresponds to a local search technique for the optimization

problem. In this mode, the cat traces the target while spending high energy. The

rapid chase of the cat is mathematically modeled as a large change in its posi-

tion. Define position and velocity of ith cat in the D-dimensional space as Xi =
(Xi1,Xi2,Xi3 …XiD) and Vi = (Vi1,Vi2,Vi3 …ViD) where (1 ≤ d ≤ D) represents the

dimension. The global best position of the cat swarm is represented asXg = (Xg1,Xg2,

Xg3 …XgD). The steps involved in tracing mode are:

(a) Compute the new velocity of ith cat using (13)

Vid = w ∗ Vid + c ∗ r ∗ (Xgd − Xid) (12)

where

w = is the inertia weight

c = is the acceleration constant

r = is a random number uniformly distributed in the range [0, 1]

(b) Compute the new position of ith cat using

Vid = Xgd − Xid (13)

(c) If the new position of ith cat corresponding to any dimension goes beyond the

search space, then the corresponding boundary value is assigned to that dimen-

sion and the velocity corresponding to that dimension is multiplied by −1 to

continue the search in the opposite direction.

(d) Evaluate the fitness of the cats.

(e) Update the contents of the archive with the position of those cats which represent

no dominated vectors.

4.4 Flow Chart Diagram

The Fig. 1 shows the flow of processes to solve SCP-BO. The parameter that produces

a greater quantity of solutions, is MR. It was determined experimentally, from 0.5

until 0.9. For this experiment we define an increment of 0.1

(a) Initiate MRp in min value (= 0.5)

(b) Create the cat swam, N cats working to solve the problem

(c) Define, randomly the position and velocity for each cat

(d) Distribute the swarm in tracing and seeking mode based on MR
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(e) Check if the cat is feasible solution (Eq. 11). if the cat satisfies the restriction

compute the fitness (Eqs. 9 and 10) and compare with the non dominated solu-

tions in the archive

(f) Update de solution file

(g) If number iteration less than the max iteration continue work, goto step c

(h) If MRp less than max value MR, increment MRp and go to step b

(i) Calculate the pareto front from non domination file

5 Experimental Results

The BCSO was evaluated using the next features:

(a) Using 4 of 65 Instances for set covering from OR-Library of Beasley [5]

(b) MacBook Pro (13-inch, Mid 2012), CPU MacBook Pro (13-inch, Mid 2012), 16

GB 1333 MHz DDR3, OS X Yosemite, version 10.10.5

(c) IDE: BlueJ version 3.1.5 (Java version 1.8.0_31)

The working conditions of the process were:

(a) 1.500 iterations for each varying from MR = 0.5 until MR = 0.7, using an incre-

ment 0.1

(b) 30 times each Beasly instance

(c) The Optimal Pareto Front for each instance was obtained varying MR from 0.1

until 0.99 and determined by the union of fronts obtained MR

(d) The parameters used BCO was obtained from [2, 4] and show in Tables 1 and 2

Table 1 Parameter values CSO

Name Parameter Value Obs

Number of cats C 30

Mixture ratio MR 0.5

Seeking memory pool SMP 20 –

Probability of mutation PMO 1 –

Counts of dimensions to change CDC 0,001 –

Inertia weight w 1 –

Factor c1 c1 1 –
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Table 2 Experimental results: MAX, MIN, PROM, DESV in sec

INST HYPER SPREAD MAX MIN PROM DESV

scp41 0,6223 0,85 132,441 109,345 118,84 7,48

scp42 0,6845 1,03 156,556 121,211 143,1 10,03

scp43 0,7261 0,91 135,301 115,309 125,22 6,53

scp44 0,5804 1,02 154,609 129,51 140,53 6,38

scp45 0,7426 1,11 134,763 105,963 119,49 9,28

scp46 0,5435 1,21 140,833 114,68 134,02 7,41

scp47 0,5172 1,05 147,812 126,058 136,42 7,26

scp48 0,7319 0,92 135,586 114,344 120,57 7,09

scp49 0,6029 1,00 159,194 135,4 148,21 7,13

scp51 0,6156 1,24 270,516 247,489 256,56 7,63

scp52 0,6378 0,87 282,612 259,742 270,77 7,24

scp53 0,6611 0,99 257,966 203,538 229,88 17,42

scp54 0,8511 1,05 259,181 212,809 241,01 15,83

scp55 0,5872 1,14 234,381 205,496 225,25 9,034

scp56 0,7223 1,07 265,601 218,673 238,11 14,73

scp57 0,6036 1,14 259,252 234,426 245,85 8,5

scp58 0,6242 0,98 270,754 242,436 254,9 9,502

scp59 0,5338 1,07 243,131 209,511 227,58 11,92

scp61 0,5992 0,93 103,339 81,946 94,31 7,73

scp62 0,6673 1,04 100,748 79,064 91,99 8,47

scp63 0,6873 1,01 96,555 77,817 86,94 6,07

scp64 0,6361 1,34 103,206 78,183 90,4 9,28

scp65 0,6696 0,99 101,831 78,088 90,66 7,24

scpa1 0,7834 0,91 506,951 463,377 482,7 14,94

scpa2 0,5462 1,21 618,465 513,501 559,59 34,73

scpa3 0,5631 1,04 517,718 474,45 496,63 13,89

scpa4 0,6269 1,12 526,053 469,132 502,76 17,68

scpa5 0,7679 1,12 529,614 445,58 488,48 27,49

scpb1 0,6986 1,13 108,345 100,11 104,23 2,613

scpb2 0,6071 1,12 106,523 100,768 103,81 2,14

scpb3 0,7764 1,13 106,237 102,402 104,37 1,35

scpb4 0,5971 1,21 108,057 101,961 105,19 2,58

scpb5 0,7009 0,97 351,324 307,065 330,22 13,41

scpc1 0,6049 1,23 360,421 340,318 350,72 9,88

scpc2 0,6412 1,13 345,952 333,604 342,16 6,17

scpc3 0,6157 1,01 368,203 330,924 349,43 10,17

scpc4 0,5932 1,01 409,037 374,056 384,78 11,75

scpc5 9,6481 0,99 981,574 894,662 932,12 26,51
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6 Conclusion

There are not published results on a SCP Bi Objective. We think the Pareto Front

is quite promising considering just we varied only MR. We also believe varying

the population of cats with the best value of MR, we will improve the results. In

this first phase of our research we only work with MR parameters, however we think

that using adaptive techniques for parameters: seeking memory pool (SMP), seeking

range of the selected dimension (SRD), counts of dimension to change (CDC), and

self-position considering, we improve our results.

The next step:

(a) To use adaptive techniques for CSO parameters

(b) To obtain a Pareto optimal front using GA and PSO algorithm

in this work an analysis of quality of results should be done using the metric of

comparison. The hypervolume considers aspects of convergence and diversity in a

particular front, which would be a good metric to evaluate our results [6].
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An Alternative Solution to the Software
Project Scheduling Problem

Broderick Crawford, Ricardo Soto, Gino Astorga and Eduardo Olguín

Abstract Due to the competitiveness of the software industry a more stressful tasks

for software project managers allocation of the human resources to the different tasks

that perform the project. This is not an easy task and it is necessary that is computa-

tionally supported since every day projects are larger and these should be developed

in the shortest time and possible costs. We propose to use a constructive metaheuris-

tics called Intelligent Water Drops. In this paper the result are compared with another

constructive metaheuristics obtaining promising performance.

Keywords Intelligent Water Drops ⋅ Project management ⋅ Software Project

Scheduling Problem
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1 Introduction

Every day the industry is more competitive and usually the resources are scarce for

this reason we must perform a proper use of them important but not easy task. There

are problems that made by humans they require a great effort to obtain a solution

which is not necessarily good.

To solve such complex problems, there are mainly two groups of technical: on

the one hand, the exact technical that runs through all the search space and find the

best solution of all and on the other hand technical approximate that it gives us good

results that are not necessarily optimal, but if they do it in a limited time, allowing

us to deliver good solutions and thus make good use of resources and releasing the

unnecessary.

The metaheuristics are incomplete techniques, are top-level general strategy which

guides other heuristics to search for feasible solutions in domains where the task is

hard. The metaheuristics have been most generally applied to problems classified

as NP-Hard or NP-Complete by the theory of computational complexity. However,

metaheuristics would also be applied to other combinatorial optimization problems

for which it is known that a polynomial-time solution exists but is not practical.

There are different sources of inspiration for metaheuristics, which we can sum-

marize them in: inspired by the evolution, in this case being developed a set of solu-

tions unlike other methods that passed from one solution to another in each iteration.

The procedure consists of generating, to select, to combine and to replace a set of

solutions in the search for the best solution; inspired by physics, is considered a

search algorithm e.g. inspired by the process of heating and subsequent cooling of

a metal; inspired by biology e.g. structured behavior of ants where communicating

through pheromone selecting the best path.

The Software Project Scheduling Problem (SPSP) is about the allocation of

human resources to the various activities of the project software having the goal

reduce simultaneously the project cost and duration [1]. Is NP-hard and an specific

project scheduling problem (PSP) [2].

There are two previous works that resolved the SPSP using the constructive meta-

heuristic: Xiao proposes a ant colony optimization [3] and Crawford proposes a new

resolution by using MaxMin Ant Systems (MMAS) [1]. In this work, the SPSP

is solved by using the Intelligent Water Drops metaheuristic (IWD) for obtaining

promising performance.

This problem also has been resolved with: Differential evolution (DE) algo-

rithm [4]; Genetic algorithms (GA) [5]; Time-line based model for SPSP using

genetic algorithms [6]; Scalability analysis of multi-objective metaheuristics solving

SPSP [7].

This paper is organized as follows. The next section presents statement of the

problem to be solved. In Sect. 3 we present the IWD metaheuristic. In Sect. 4 we

present the methodology used to solve the problem. In Sect. 5 we show the results of

experiments performed and compared with previous work. Finally, we summarize

our conclusions and outline some lines of future work in Sect. 6.
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2 Statement of the Problem

The SPSP is a complex combinatorial optimization issues, difficult to solve by a

human, which involves a great quantity of time and possible errors, for that reason

is considered NP-hard [3]. This consists in the correct assignment of the human

resource to different project tasks considering the salary and skills for each project

task [5]. For a correct assignment to consider:

∙ Tasks comprising the project. T =
{

t1,… , t|T|
}

, where |T| is the number of tasks

to carry out the project.

∙ Skills needed for each task. S =
{

S1,… , S|S|
}

, where |S| is the number of skills

the entire project.

∙ Employees required for the project. EMP =
{

e1,… , e|E|
}

, where |E| is the num-

ber of employees working in the whole project.

∙ Employee skills. Is a subset of S corresponding to all the necessary skills to com-

plete a task.

For SPSP we consider the following constraints.

∙ Each task is assigned at least to one employee such as shown in the next equation.

|E|∑

i=1
mij > 0 ∀j ∈ {1,…T} (1)

∙ The employees assigned to a task have all the necessary skills to carry out the task,

i.e., the tasks are a subset of the union of the skills the employees assigned to each

task. This constraint is detailed as follows:

tsk
j ⊆ ∪ esk

i ∀j {1,…T} (2)

where tsk
j represents the necessary skills for the task j and esk

i corresponds to the

employee’s skills i.
A possible solution can be using a matrix |E × T|, where the size of the matrix is

given by the number of employees and amount of task. The elements of the matrix

mi,j ∈ [0, 1] corresponds to the degree of dedication to the task depending on the

determined granularity where the employee may have a dedication of 0, 0.25, 0.5,

0.75 or 1.

A full matrix |E × T| is a solution which must be evaluated to determine whether

is feasible using duration of all tasks and cost of the project, doing the following:

∙ The duration of each task is calculated as follows.

tlen
j =

teff
j

∑|E|
i=1 mij

(3)
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∙ Get the start and end time of each task using the precedence relationships. For

this, we use the following equations:

tinit
j =

⎧
⎪
⎨
⎪
⎩

0, if min ∀l ≠ j, (ti, tj) ∉ E

max
{

tterm
1 |(ti, tj) ∈ E

}
else

(4)

tterm
j = tinit

j + tlen
j (5)

To calculate the total project duration we need the termination time of last task:

plen = max
{

pterm
j l∀ ≠ j(tj, ti)

}
(6)

now we need to add the cost of each task for the total project cost, according to the

following equations:

tcos
j =

|E|∑

i=1
erem

ij mijtlen
j (7)

pcos =
|T|∑

j=1
tcos
j (8)

The objective function to minimize is:

f (x) = (wcos ∗ pcos + wlen ∗ plen) (9)

The overwork occurs when a worker exceeds its maximum dedication, we use a

function based on the work load of employee at time t as is presented in next equation:

ew
i (t) =

∑

{
tinit
j ≤t≤tterm

j

}
mij(t) (10)

To calculate the overwork, we define the next equation:

rampx(x) =
⎧
⎪
⎨
⎪
⎩

x if x > 0

0 if x ≤ 0
(11)
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Now, we can calculate the overtime of an employee in the entire project using

Eq. 12.

eoverw
i =

plen
∑

t=0
ramp(ew

i (t) − emaxd
i ) (12)

To get the overwork of the project poverw
, all employees are considered. For this,

we use Eq. 13.

poverw =
|E|∑

i=1
(eoverw

i ) (13)

With all the variables required we can determine whether the solution is feasible.

In this case a solution is feasible when the solution is completed for all tasks and not

overwork, poverw=0
.

3 Intelligent Water Drops

Intelligent Water Drops is a recent metaheuristic proposed by Hamed Shah-Hosseini

in 2007 as an alternative for solving the travelling salesman problem (TSP). It is

considered a constructive metaheuristic appropriate for combinatorial optimization

problems [8]. WID is inspired on the behaviour of water drops that flow into a river

in search of an optimal path to reach their destination.

Drops during your trip, three changes happen during this transition [9]:

∙ Velocity of the water drop is increased

∙ Soil of the water drop is increased

∙ Between these two point, soil of the imaginary river’s bed decreased.

This is shown in Figs. 1 and 2.

Each drop has an initial speed and a certain soil to transit from one point to

another. It is assumed that the environment where the drop moves is discrete so it is

Fig. 1 Velocity and soil

increased
Incorporation of soil in the drop

and increased velocity 
A BVelocity Velocity + 1  

Fig. 2 Soil decreased The way soil decreases

A B
Velocity
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made up by a certain number of nodes where the drops pass. A drop needs to move

between these nodes and to select one of them is considered the amount of existing

soil, that corresponds to the soil that lies in the arc formed between the node i and

node j. The probability for the selection of node j is given by:

pk
i (j) =

f (soil(i, j)
∑

∀∉lkVisited
f (soil(i, l))

(14)

where f (soil(i, j)) is calculated as follows:

f (soil(i, l)) = 1
𝜖 + g(soil(i, j))

(15)

where 𝜖 is a positive value to avoid division by zero. The function g(soil(i, j)) is used

to select a value soil(i, l) that links the i node with j node by a positive value that is

calculated as follows:

g(soil(i, j)) =
⎧
⎪
⎨
⎪
⎩

soil(i, j) if mink
Visited(soil(i, l)) ≥ 0

soil(i, j) − mink
Visited(soil(i, l)) otherwise

(16)

Once the drop has decided which node to jump, its speed is increased by this

transition. The new drop speed is calculated:

Velk(t + 1) = Velk(t)
Av

Bv + Cv ∗ soil(i, j)
(17)

where Av, Bv and Cv are positive values and soil(i, j) represents the soil of the arc

that is chosen and connecting the origin with the destination node.

The amount of soil collected by the drop in the arc that connects the origin with

the destination is given by the following equation:

Soilk = Soilk + 𝛥Soil(i, j) (18)

Soil(i, j) = (1 − 𝜌0) ∗ Soil(i, j) − 𝜌n ∗ 𝛥Soil(i, j) (19)

The value of 𝛥Soil(i, j) is calculated as shown in the following equation:

𝛥Soil(i, j) = Velk(t)
As

Bs + Cs ∗ time(i, j ∶ Velk(t + 1))
(20)

where parameters As, Bs, Cs correspond to positive values and time(i, j ∶ Velk(t + 1))
represents the time that takes to the k drop to go from the origin to the destination

node. The later is calculated as follows:



An Alternative Solution to the Software Project Scheduling Problem 507

time(i, j ∶ Velk(t + 1)) =
HUD(i, j)
Velk(t + 1)

(21)

where an heuristic function is estimated and denoted by HUD(i, j). It measures the

degree of undesirability that has a drop to move from one i node to a j node.

The soil removed and in consequence the new value of the soil of the arc that

links i node with j node is denoted soil(i, j). This is calculated as:

soil(i, j) = p0 ∗ soil(i, j) − pn ∗ 𝛥Soil(i, j) (22)

where p0 and pn are positive numbers that must be chosen in a domain between zero

and one.

We must take into account that only the best drop of the iteration updates the soil,

which is calculated with the following function:

soil(i, j) = ps ∗ soil(i, j) − pk ∗ k(Nc) ∗ SoilIBk ∀(i, j) ∈ TIB
(23)

The parameters ps and pk are positive values ∈ [0, 1]. The parameter SoilIBIWD

represents the accumulated soil by k drop with the best quality solution of the IB
iteration, the parameter k(Nc) is a positive value indicating the number of nodes.

Fig. 3 Algorithm IWD

Static parameters Iniatilization

Iteration < Max iteration

updated visited nodes  

Iteration < Max iteration

Best solution iteration  

Update path of the best 
solution

Select following path 

Update the velocity

compute the amount of soil 

compute the amount of soil to  be carried
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Fig. 4 Drop behavior Employees
e1 e1 e|E|

Column 1 Column 2    Column |E+1|
D
en

end nodeinitial node

TIB =
⎧
⎪
⎨
⎪
⎩

TIB
if q(TTB) > q(TIB)

TTB(soil(i, l)) otherwise

(24)

So we can get the best solution of all iterations during the execution.

The algorithm used shown in Fig. 3.

4 Proposed Solution

To solve SPSP through IWD, first we must read the instance with all the necessary

information, second should be created an matrix M = [E × T] where E is number of

employees and T is number of task. The elements of the matrix mi,j ∈ [0, 1] represent

the degree of dedication of the employee i to task j. Third, the solution should be

evaluated to find out if it is feasible to and its quality. Each full travel of a drop is a

solution and the dedication employees to a task is completed, a tour corresponds to

an assignment of employees to task and also determines the dedication to the task.

The movement of the drops shown in Fig. 4 the dedication is assigned for each

task and for all employees.

5 Experimental Work

In this section we present the experimental results. For our experiments we use java

language to implement the algorithm and using a Intel core i7, 2.0 GHz, 4 GB of

RAM running on Windows 7 Professional.

To evaluate our work, four instances were used similar to the occupied by [7].

Algorithm was run 30 times for each instance.

The parameters used as follows: Number of IWD NIWD = 50; Number of itera-

tions NIWDiter = 1000; positive little value to avoid division by zero 𝜖 = 0.001; IWD



An Alternative Solution to the Software Project Scheduling Problem 509

Table 1 Comparison to other techniques

Instance Algorithms Hit rate S Cost Duration Fitness

5e − 10t − 5s ACO-HC 100 0.0515 2.7750

ACS 100 3.5149

IWD-H1 87 908,143 29 3.2017

IWD-H2 82 920,582 31 3.4462

5e − 10t − 10s ACO-HC 100 0.0749 3.3449

ACS 100 3.4049

IWD-H1 98 1,057,335 29 3.5678

IWD-H2 93 1,049,235 30 3.5785

10e − 10t − 5s ACO-HC 100 0.0423 2.0967

ACS 100 2.5773

IWD-H1 98 972,225 16 2.5721

IWD-H2 90 993,823 18 2.5883

10e − 10t − 10s ACO-HC 100 0.0405 2.2660

ACS 100 2.6440

IWD-H1 98 1,097,363 15 2.6197

IWD-H2 94 1,824,824 18 2.6854

velocity updating parameters av = 1; IWD velocity updating parameters bv = 0.01;

IWD velocity updating parameters cv = 0.1; IWD soil updating parameters as = 1;

IWD soil updating parameters bs = 0.01; IWD soil updating parameter cs = 1; Pos-

itive value pn = 0.9; Positive value p0 = 0.9 (Table 1).

6 Conclusion

We proposed the IWD metaheuristic for solving the SPSP, achieving a good quality

of solutions. The results were compared with two previous works that used construc-

tive metaheuristics. Our contribution in this research was to take a problem which has

been little exploited and have proposed a new metaheuristics to solve it. For this, we

have taken two heuristics in order to guide the search for good solutions. Although

the results were no better than ACO these were promising and with the use of adap-

tation of parameters to avoid premature convergence is intended to improve results.

As future work, we propose to use a new heuristic and in addition to applying hybrid

local searches or incorporation the features from other metaheuristics.

Acknowledgments The author Broderick Crawford is supported by grant CONICYT/FOND-

ECYT/REGULAR/1140897 and Ricardo Soto is supported by grant CONICYT/FONDECYT/

INICIACION/11130459.



510 B. Crawford et al.

References

1. Crawford, B., Soto, R., Johnson, F., Monfroy, E., Paredes, F.: A maxmin ant system algorithm

to solve the software project scheduling problem. Expert Syst. Appl. 41(15), 6634–6645 (2014)

2. Chen, R.M.: Particle swarm optimization with justification and designed mechanisms for

resource-constrained project scheduling problem. Expert Syst. Appl. 38(6), 7102–7111 (2011)

3. Xiao, J., Ao, X.T., Tang, Y.: Solving software project scheduling problems with ant colony

optimization. Comput. Oper. Res. 40(1), 33–46 (2013)

4. Biju, A.C., Victoire, T.A.A., Mohanasundaram, K.: An improved differential evolution solution

for software project scheduling problem. Sci. World J. (2015)

5. Alba, E., Chicano, J.F.: Software project management with GAs. Inf. Sci. 177(11), 2380–2401

(2007)

6. Chang, C.K., Jiang, H., Di, Y., Zhu, D., Ge, Y.: Time-line based model for software project

scheduling with genetic algorithms. Inf. Softw. Technol. 50(11), 1142–1154 (2008)

7. Luna, F., Gonzlez-lvarez, D.L., Chicano, F., Vega-Rodrguez, M.A.: The software project

scheduling problem: a scalability analysis of multi-objective metaheuristics. Appl. Soft Comput.

15, 136–148 (2014)

8. Alijla, B.O., Wong, L.P., Lim, C.P., Khader, A.T., Al-Betar, M.A.: A modified intelligent water

drops algorithm and its application to optimization problems. Expert Syst. Appl. 41(15), 6555–

6569 (2014)

9. Shah-Hosseini, H.: An approach to continuous optimization by the intelligent water drops algo-

rithm. Procedia—Soc. Behav. Sci. 32(0), 224–229 (2012). In: The 4th International Conference

of Cognitive Science



Cat Swarm Optimization with Different
Binarization Methods for Solving Set
Covering Problems

Broderick Crawford, Ricardo Soto, Natalia Berrios
and Eduardo Olguín

Abstract In this paper, we present a Binary cat swarm optimization for solving the

Set covering problem. The Set covering problem is a well-known NP-hard problem

with many practical applications, including those involving scheduling, production

planning and location problems. Binary cat swarm optimization is a recent swarm

metaheuristic technique based on the behaviour of discrete cats. Domestic cats show

the ability to hunt and are curious about moving objects. The cats have two modes of

behavior: seeking mode and tracing mode. Moreover, eight different transfer func-

tions and five discretization techniques are considered for solving the binary prob-

lem. We illustrate this approach with 65 instances of the problem and select the best

transfer function and discretization technique to solve this problem.

Keywords Binary Cat Swarm Optimization ⋅ Set covering problem ⋅Metaheuristic

1 Introduction

The Set Covering Problem (SCP) [15, 16, 25] is a classic problem that consists

in finding a set of solutions which allow to cover a set of needs at the lowest cost

possible. There are many applications of these kind of problems, the main ones

are: location of services, files selection in a data bank, simplification of boolean
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expressions, balancing production lines, among others. Our proposal of algorithm

uses cat behavior to solve optimization problems, it is called Binary Cat Swarm Opti-

mization (BCSO) [31].

BCSO refers to a serie of heuristic optimization methods and algorithms based

on cat behavior in nature. Cats behave in two ways: seeking mode and tracing mode.

BCSO is based in CSO [28] algorithm, proposed by Chu and Tsai in 2006 [12]. The

difference is that in BCSO the vector position consists of ones and zeros, instead the

real numbers of CSO.

This paper is an improvement of previous work [14], this seeks to get better results

for each instance of OR-Library. We use a new method of setting parameters, which

we choose different parameters for each instances set. Moreover, we use eight transfer

functions and five discretization techniques in order to obtain binary values. These

were combined with each other and be selected to deliver the best solution. The

binarization technique usually proposed for tracing mode is change to discover if a

different one could help to improve results.

This paper is structured as follows: In Sect. 2, state of the art. In Sect. 3, a brief

description of what Set Covering Problem is. In Sect. 4, what BCSO is, the explana-

tion and algorithm of behaviors. In Sect. 5, an explanation of how was BCSO used

for solving the SCP. In Sect. 6, an analysis and results table. Finally in Sect. 7, con-

clusions.

2 State of the Art

In the field of optimization, many algorithms have been developed to solve the SCP.

Examples of these optimization algorithms include the Swarm Algorithms: Genetic

Algorithm (GA) [1, 24] that is a search heuristic that mimics the process of natural

selection, Ant Colony Optimization (ACO) [3, 29] that is based on the behavior

of ants seeking a path between their colony and a source of food, Particle Swarm

Optimization (PSO) [15, 17] that is inspired by social behavior of bird flocking or

fish schooling.

Other algorithms used for solving the SCP are: Firefly Algorithm [18, 19], this

is a metaheuristic algorithm, inspired by the flashing behaviour of fireflies. Shuffled

Frog Leaping [20] is a population-based cooperative search metaphor inspired by

natural memetic. Cultural Algorithms [16] that is a kind of evolutionary algorithm

inspired from societal evolution. Finally, Teaching Learning [13] is based on the

effect of the influence of a teacher on the output of learners in a class. From This last

technique, we make a comparison with the results obtained in this work, that is, with

Binary Teaching-Learning-Based Optimization (BTLBO). In the results section we

compare the results obtained by BTLBO and BCSO.

These are some of the techniques that have solved the SCP. Our main objective

is solve the problem with BCSO to refine the original technique to obtain the best

results.
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3 Set Covering Problem

The SCP [6, 9, 26] can be formally defined as follows. Let A = (aij) be an m-row,

n-column, zero-one matrix. We say that a column j can cover a row if aij = 1. Each

column j is associated with a nonnegative real cost cj. Let I = {1,… ,m} and J =
{1,… , n} be the row set and column set, respectively. The SCP calls for a minimum

cost subset S ⊆ J, such that each row i ∈ I is covered by at least one column j ∈ S.

A mathematical model for the SCP is

v(SCP) = min

∑

j∈J
cjxj (1)

subject to ∑

j∈J
aijxj ≥ 1, ∀ i ∈ I, (2)

xj ∈ {0, 1},∀ j ∈ J (3)

The objective is to minimize the sum of the costs of the selected columns, where

xj = 1 if column j is in the solution, 0 otherwise. The constraints ensure that each

row i is covered by at least one column.

The SCP has been applied to many real world problems such as crew schedul-

ing [2], location of emergency facilities [34], production planning in industry [33],

vehicle routing [4], ship scheduling [22], network attack or defense [7], assembly

line balancing [23], traffic assignment in satellite communication systems [30], sim-

plifying boolean expressions [8], the calculation of bounds in integer programs [10],

information retrieval [21] and other important real life situations. Because it has wide

applicability, we deposit our interest in solving the SCP.

4 Binary Cat Swarm Optimization

Binary Cat Swarm Optimization [31] is an optimization algorithm that imitates the

natural behavior of cats [11, 32]. Cats have curiosity by objects in motion and have

a great hunting ability. It might be thought that cats spend most of the time resting,

but in fact they are constantly alert and moving slowly. This behavior corresponds to

the seeking mode. Furthermore, when cats detect a prey, they spend lots of energy

because of their fast movements. This behavior corresponds to the tracing mode. In

BCSO these two behaviors are modeled mathematically to solve complex optimiza-

tion problems.
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In BCSO, the first decision is the number of cats needed for each iteration. Each

cat, represented by catk, where k ∈ [1,C], has its own position consisting of M

dimensions, which are composed by ones and zeros. Besides, they have speed for

each dimension d, a flag for indicating if the cat is on seeking mode or tracing mode

and finally a fitness value that is calculated based on the SCP. The BCSO keeps to

search the best solution until the end of iterations.

In BCSO the bits of the cat positions are xj = 1 if column j is in the solution, 0

otherwise (Eq. 1). Cat position represents the solution of the SCP and the constraint

matrix ensure that each row i is covered by at least one column.

Next is described the BCSO general pseudocode where MR is a percentage that

determine the number of cats that undertake the seeking mode.

Algorithm 1 BCSO()

1: Create C cats;

2: Initialize the cat positions randomly with values between 1 and 0;

3: Initialize velocities and flag of every cat;

4: Set the cats into seeking mode according to MR, and the others set into tracing mode;

5: Evaluate the cats according to the fitness function;

6: Keep the best cat which has the best fitness value into bestcat variable;

7: Move the cats according to their flags, if catk is in seeking mode, apply the cat to the seeking

mode process, otherwise apply it to the tracing mode process. The process steps are presented

above;

8: Re-pick number of cats and set them into tracing mode according to MR, then set the other cats

into seeking mode;

9: Check the termination condition, if satisfied, terminate the program, and otherwise repeat since

step 5;

4.1 Seeking Mode

This sub-model is used to model the situation of the cat, which is resting, looking

around and seeking the next position to move to. Seeking mode has essential factors:

Probability of Mutation Operation (PMO); Counts of Dimensions to Change (CDC),

it indicates how many of the dimensions varied; Seeking Memory Pool (SMP), it is

used to define the size of seeking memory for each cat. SMP indicates the points

explored by the cat, this parameter can be different for different cats.

The following pseudocode describe cat behavior seeking mode. In which FSi is

the fitness of ith cat and FSb = FSmax for finding the minimum solution and FSb =
FSmin for finding the maximum solution. To solve the SCP we use FSb = FSmax.

Step1: Create SMP copies of catk
Step2: Based on CDC update the position of each copy by randomly according

to PMO

Step3: Evaluate the fitness of all copies
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Step4: Calculate the selecting probability of each copy according to

Pi =
FSi − FSb

FSmax − FSmin
(4)

Step5: Apply roulette wheel to the candidate points and select one

Step6: Replace the current position with the selected candidate.

4.2 Tracing Mode

Tracing mode is the sub-model for modeling the case of the cat in tracing targets.

In the tracing mode, cats are moving towards the best target. Once a cat goes into

tracing mode, it moves according to its own velocities for each dimension. Every cat

has two velocity vector are defined as V1
kd and V0

kd. V0
kd is the probability that the bits

of the cat change to zero and V1
kd is the probability that bits of cat change to one. The

velocity vector changes its meaning to the probability of mutation in each dimension

of a cat. The tracing mode action is described in the next pseudocode:

Step1: Calculate d1kd and d0kd where Xbest,d is the dth dimension of the best cat, r1
has a random values in the interval of [0, 1] and c1 is a constant which is defined by

the user

if Xbest,d = 1 then d1kd = r1c1 and d0kd = −r1c1
if Xbest,d = 0 then d1kd = −r1c1 and d0kd = r1c1

(5)

Step2: Update process of V1
kd and V0

kd are as follows, where w is the inertia weight

and M is the column numbers

V1
kd = wV1

kd + d1kd
V0
kd = wV0

kd + d0kd
d = 1,… ,M (6)

Step3: Calculate the velocity of catk, V
′

kd, according to

V ′

kd =
{

V1
kd if Xkd = 0

V0
kd if Xkd = 1 (7)

Step4: Calculate the probability of mutation in each dimension, this is defined by

parameter tkd, tkd takes a value in the interval of [0, 1]

tkd =
1

1 + e−V
′
kd

(8)
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Table 1 Transfer functions [27]

S-Shape V-Shape

S1 T(Vd
i ) =

1

1+e−2V
d
i

V1 T(Vd
i ) =

|
|
|
|
erf

(√
𝜋

2
Vd
i

)|
|
|
|

S2 T(Vd
i ) =

1

1+e−V
d
i

V2 T(Vd
i ) =

|
|
|
tanh(Vd

i )
|
|
|

S3 T(Vd
i ) =

1

1+e
−Vdi
2

V3 T(Vd
i ) =

|
|
|
|
|

Vd
i√

1+(Vd
i )2

|
|
|
|
|

S4 T(Vd
i ) =

1

1+e
−Vdi
3

V4 T(Vd
i ) =

|
|
|
|

2
𝜋

arctan
(

𝜋

2
Vd
i

)|
|
|
|

Step5: Based on the value of tkd the new value of each dimension of cat is update

as follows where rand is an aleatory variable ∈ [0, 1]

Xkd =
{

Xbest,d if rand < tkd
Xkd if tkd < rand d = 1,… ,M (9)

Following are the new binarization techniques, these are made by combining eight

transfer functions and five discretization techniques.

4.3 Transfer Functions

In tracing mode we solve these problems with the eight transfer functions that was

proposed by Mirjalili in [27]. The transfer functions define a probability to change

an element of solution from 1 to 0, or vice versa (Table 1).

4.4 Discretization Methods

In addition to the Transfer functions, five discretization methods were used, Roulette

wheel (10), Complement (11), Set the Best (12), Standard (13), Statics probability

(14). They are defined as follows:

Roulette
pi =

fi
∑k

j=1 fj
(10)

Complement

xdi (t + 1) =
⎧
⎪
⎨
⎪
⎩

complement(xki ) if rand ≤ Vd
i (t + 1)

0 otherwise
(11)
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Set the Best

xdi (t + 1) =
⎧
⎪
⎨
⎪
⎩

xkbest if rand ≤ Vd
i (t + 1)

0 otherwise
(12)

Standard

xdi (t + 1) =
⎧
⎪
⎨
⎪
⎩

1 if rand ≤ Vd
i (t + 1)

0 otherwise
(13)

Statics Probability

xdi (t + 1) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

xdi if Vd
i (t + 1) ≤ 𝛼

xdbest if 𝛼 ≤ Vd
i (t + 1) ≤ 1

2
(1 + 𝛼)

xd1 if 1
2
(1 + 𝛼) ≤ Vd

i (t + 1)

(14)

5 Solving the Set Covering Problem

The BCSO performance was evaluated experimentally using 65 SCP test instances

from the OR-Library of Beasley [5]. For solving the SCP with BCSO we use the

following procedure:

Algorithm 2 Solving SCP()

1: Initialize parameters in cats;

2: Initialization of cat positions, randomly initialize cat positions with values between 0 and 1;

3: Initialization of all parameter of BCSO;

4: Evaluation of the fitness of the population. In this case the fitness function is equal to the

objective function of the SCP;

5: Change of the position of the cat. A cat produces a modification in the position based in one of

the behaviors. i.e. seeking mode or tracing mode;

6: If solution is not feasible then repaired. Each row i must be covered by at least one columns,

to choose the missing columns do: the cost of a column/(number of not covered row that can

cover column j);
7: Eliminate the redundant columns. A redundant column is one that if removed, the solution

remains feasible;

8: Memorize the best found solution. Increase the number of iterations;

9: Stop the process and show the result if the completion criteria are met. Completion criteria

used in this work are the number specified maximum of iterations. Otherwise, go to step 3;
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5.1 Parameter Setting

All the algorithms were configured before performing the experiments. To this end

and starting from default values, a parameter of the algorithm is selected to be turned.

Then, 30 independent runs are performed for each configuration of the parameter.

Next, the configuration which provides the best performance on average is selected.

Next, another parameter is selected so long as all of them are fixed. Table 2 shows

the range of values considered and the configurations selected. These values were

obtained experimentally.

Table 2 Parameter values

Name Parameter Instance set Selected Range

Number of cats C 4, 5 and 6 100 [10, 20, . . . , 1000]

A and B 50

C and D 30

NRE and NRF 25

NRG and NRH 20

Mixture ratio MR 4 and 5 0.7 [0.1, 0.2, . . . , 0.9]

A and B 0.65

C and D 0.5

NRE and NRF 0.5

NRG and NRH 0.5

Seeking memory pool SMP 4 and 5 5 [5, 10, . . . , 100]

A and B 5

C and D 10

NRE and NRF 15

NRG and NRH 20

Probability of mutation PMO 4 and 5 0.97 [0.10, 0.97, . . . , 1.00]

operation A and B 0.93

C and D 0.9

NRE and NRF 1

NRG and NRH 1

Counts of dimension CDC 4 and 5 0.001 [0.001, 0.01, . . . , 0.9]]

to change A and B 0.001

C and D 0.002

NRE and NRF 0.002

NRG and NRH 0.01

Weight w All 1 [0.1, 0.25, . . . , 5]

Factor c1 c1 All 1 [0.1, 0.25, . . . , 5]
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Table 3 Comparison of new and old RPD [14]

Instance set Avg. new RPD Avg. old RPD Difference

4 0.45 9.73 9.28

5 0.42 9.11 8.69

6 1.53 6.82 5.29

A 2.16 8.3 6.14

B 1.33 9.62 8.29

C 2.11 11.1 8.99

D 3.00 6.78 3.78

NRE 5.67 9.9 4.23

NRF 10.13 19.92 9.79

NRG 6.60 9.98 3.38

NRH 9.10 11.48 2.38

This procedure was performed for each set of instances, Table 2. In all experi-

ments the BCSO was executed with 40,000 iterations. Moreover, the results of the

eight different transfer functions and five discretization techniques were considered

to select the final parameter (Table 3).

6 Results

The Table 4 shows the results of the 65 instances from the OR-Library of Beasley

[5]. The Transfer and Discretization columns reports the technique which the best

results were obtained, that is, shows the best transfer function and the best discretiza-

tion technique respectively. The ZOpt column reports the optimal value or the best

known solution for each instance. The ZBest and ZAvg columns report the lowest cost

and the average of the best solutions obtained in 30 runs respectively. The quality

of a solution is evaluated in terms of the percentage deviation relative (RPD) of the

solution reached Zb and Zopt (which can be either the optimal or the best known

objective value). RPD was evaluated using Zb = ZBest. Moreover, the RPDBTLBO col-

umn reports the value of the best solution found to solve the SCP with BTLBO, work

by 2015 [13].

About the solutions obtained we reach 13 optimum, 9 of them in the 4.x and 5.x

instances. The others results are very close to optimum values. Relative to the small

problems (4, 5, 6, A, B, C, D) the best combinations were the transfer functions

S1 and S2 with the Roulette Wheel and Complement discrete method. Besides, for

huge problems (NRE, NRF, NRG, NRH) the combinations gave better results are

the transfer function S1 with the Roulette Wheel method. If we make a compari-

son between BCSO and BTLBO results, we can realize that in most instances best
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Table 4 Results

Instance Transfer Discretization ZOpt ZBest ZAvg RPDBest RPDBTLBO

scp41 S1 Roulette 429 432 443.0 0.70 0.23

scp42 S3 Statics 512 513 538.5 0.20 2.34

scp43 S3 Roulette 516 520 554.5 0.78 1.94

scp44 V1 Complement 494 495 512.5 0.20 1.42

scp45 V2 Set the best 512 512 526.5 0.00 1.17

scp46 S1 Roulette 560 560 567.5 0.00 1.07

scp47 S1 Roulette 430 430 437.0 0.00 0.70

scp48 S4 Standard 492 492 522.0 0.00 3.05

scp49 S4 Standard 641 654 675.5 2.03 2.96

scp410 S1 Complement 514 517 526.5 0.58 1.95

scp51 S1 Set the Best 253 256 262.0 1.19 1.58

scp52 V3 Roulette 302 303 315.5 0.33 2.98

scp53 S4 Set the best 226 226 232.0 0.00 0.88

scp54 S1 Standard 242 242 246.0 0.00 0.83

scp55 S1 Roulette 211 216 221.0 2.37 1.90

scp56 S1 Complement 213 213 226.0 0.00 1.88

scp57 S2 Roulette 293 293 307.0 0.00 0.00

scp58 S1 Complement 288 288 305.0 0.00 2.08

scp59 S1 Roulette 279 280 281.0 0.36 0.72

scp510 V2 Standard 265 268 276.5 1.13 1.13

scp61 S1 Set the best 138 143 148.0 3.62 3.62

scp62 S2 Complement 146 146 155.0 0.00 1.37

scp63 V3 Complement 145 147 152.0 1.38 2.07

scp64 S3 Roulette 131 132 135.0 0.76 0.00

scp65 S1 Roulette 161 164 170.5 1.86 3.73

scpa1 V2 Set the best 253 269 276.5 6.32 1.58

scpa2 S1 Set the best 252 259 265.5 2.78 4.37

scpa3 S1 Set the best 232 233 243.5 0.43 4.31

scpa4 S1 Standard 234 237 244.0 1.28 1.28

scpa5 S1 Set the best 236 236 239.0 0.00 1.27

scpb1 S1 Set the best 69 70 74.0 1.45 4.35

scpb2 V2 Standard 76 79 84.0 3.95 7.89

scpb3 S1 Roulette 80 80 83.0 0.00 0.00

scpb4 S4 Complement 79 81 84.0 2.53 3.80

scpb5 S1 Roulette 72 73 73.0 1.39 0.00

scpc1 S1 Complement 227 231 235.0 1.76 3.52

scpc2 V2 Complement 219 221 231.0 0.91 3.20

scpc3 S1 Complement 243 251 264.0 3.29 8.23

scpc4 S2 Standard 219 225 240.0 2.74 8.68

scpc5 S2 Set the best 215 219 228.0 1.86 2.33

(continued)
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Table 4 (continued)

Instance Transfer Discretization ZOpt ZBest ZAvg RPDBest RPDBTLBO

scpd1 S4 Standard 60 60 65.0 0.00 3.33

scpd2 S2 Roulette 66 69 70.0 4.55 6.06

scpd3 S1 Complement 72 76 79.0 5.56 6.94

scpd4 S1 Complement 62 63 66.5 1.61 4.84

scpd5 S1 Complement 61 63 65.0 3.28 4.92

scpnre1 S1 Roulette 29 30 30.0 3.45 3.45

scpnre2 S1 Set the best 30 32 34.0 6.67 13.33

scpnre3 V4 Complement 27 29 34.0 7.41 7.41

scpnre4 V4 Standard 28 32 33.0 14.29 14.29

scpnre5 S1 Roulette 28 30 30.0 7.14 7.14

scpnrf1 S1 Roulette 14 17 17.0 21.43 21.43

scpnrf2 S1 Set the best 15 16 18.0 6.67 13.33

scpnrf3 S1 Roulette 14 17 17.0 21.43 21.43

scpnrf4 V2 Set the best 14 15 17.0 7.14 14.29

scpnrf5 S1 Roulette 13 16 16.0 23.08 15.38

scpnrg1 S1 Standard 176 189 194.0 7.39 9.66

scpnrg2 V2 Statics 154 163 168.0 5.84 6.49

scpnrg3 S1 Standard 166 179 183.0 7.83 7.23

scpnrg4 S2 Complement 168 178 184.0 5.95 7.14

scpnrg5 V1 Complement 168 180 184.0 7.14 8.93

scpnrh1 S3 Roulette 63 69 71.0 9.52 12.70

scpnrh2 S1 Roulette 63 67 67.0 6.35 6.35

scpnrh3 S1 Roulette 59 69 69.0 16.95 15.25

scpnrh4 S2 Statics 58 64 67.0 10.34 11.86

scpnrh5 S1 Roulette 55 61 61.0 10.91 9.09

results were obtained with BCSO. In contrast to BCSO, BTLBO only 4 optimum

were obtained. Moreover, in most instances we obtained smaller RPDs.

Comparing the RPD average of each instances set with the obtained results in

previous work [14], where transfer function and discretization technique are not used,

it can be seen that in all cases the results were improved. In Table 3 the best difference

is in instance set with 9.79 RPD, where Average of the New RPD is 10.13. Other

instances set have a difference between about 3.0 and 9.0 RPD. The bad result is

in the instance set NRH, with 2.38 of difference. The most important thing is that

in all cases the results were improved. This shows that using the transfer function,

discretization technique and use the new setting parameters achieves better results.

RPD =
(Zb − Zopt

Zopt

)

∗ 100 (15)
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7 Conclusions

In this paper we use a binary version of cat swarm optimization, to solve SCP using

its column based representation (binary solutions). In binary discrete optimization

problems the position vector is binary. This causes significant change in BCSO with

respect to CSO with real numbers. In fact in BCSO in the seeking mode the slight

change in the position takes place by introducing the mutation operation. The inter-

pretation of velocity vector in tracing mode also changes to probability of change

in each dimension of position of the cats. The proposed BCSO is implemented

and tested using 65 SCP test instances from the OR-Library of Beasley. For most

instances the combinations gave better results were the transfer functions S1 and S2

with the Roulette Wheel and Complement method. Moreover, it could also better

solutions using different parameter setting for each set of instances. As can be seen

from the results, metaheuristic performs well in all cases observed according to old

RPD works [14]. This paper has shown that the BCSO is a valid alternative to solve

the SCP. The algorithm performs well regardless of the scale of the problem. Our

work shows better results than BTLBO.

We can see the premature convergence problem, a typical problem in metaheuris-

tics, which occurs when the cats quickly attain to dominate the population, con-

straining it to converge to a local optimum. For future works the objective will be

make them highly immune to be trapped in local optima and thus less vulnerable to

premature convergence problem. Thus, we could propose an algorithm that shows

improved results in terms of both computational time and quality of solution.
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Study on the Time Development
of Complex Network for Metaheuristic

Roman Senkerik, Adam Viktorin, Michal Pluhacek, Jakub Janostik
and Zuzana Kominkova Oplatkova

Abstract This work deals with the hybridization of the complex networks frame-
work and evolutionary algorithms. The population is visualized as an evolving
complex network, which exhibits non-trivial features. This paper investigates briefly
the time development of complex network within the run of selected metaheuristic
algorithm, which is Differential Evolution (DE). This paper also briefly discuss
possible utilization of the complex network attributes such as adjacency graph,
centralities, clustering coefficient and others. Experiments were performed for one
selected DE strategy and one simple test function.

Keywords Complex networks ⋅ Graphs ⋅ Analysis ⋅ Differential evolution

1 Introduction

Currently the utilization of complex networks as a tool for visualization and
analysis of population dynamics for evolutionary algorithms (EA’s) becoming an
interesting open research task. The population is visualized as an evolving complex
network, which exhibits non-trivial features. These features give a clear description
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of the population during evaluation and can be utilized for adaptive population and
parameter control during the run of EA’s. Initial studies [1–3] giving the possi-
bilities of transferring the population dynamics into complex networks were fol-
lowed by successful adaptation and control of EA’s during the run through the
complex networks framework [4–6].

This research represents the hybridization of the complex networks framework
and evolutionary algorithms.

Currently the Differential Evolution (DE) [7] is known as powerful heuristic for
many difficult and complex optimization problems. A number of DE variants have
been recently developed [8, 9].

The organization of this paper is following: Firstly, the motivation and the
concept of DE with complex network is briefly described followed by experiment
design. Results and conclusion follow afterwards.

2 Motivation

This research is an extension and continuation of the previous successful initial
experiment with transferring of the population dynamics of several variants of the
differential evolution algorithm applied e.g. to the flowshop scheduling problem [2]
and the permutative flowshop scheduling problem [3].

In this paper, the canonical DE strategy is experimentally investigated and
hybridized with complex network approach. To be more precise, this research
investigates the time development of influence of individuals selection inside DE
transferred into the complex network and briefly discuss possible utilization of the
complex network attributes such as adjacency graph, centralities, clustering coef-
ficient and others.

3 Canonical Differential Evolution

DE is a population-based optimization method that works on real-number-coded
individuals [6, 10]. DE is quite robust, fast, and effective, with global optimization
ability. There are essentially five inputs to the heuristic. D is the size of the problem,
Gmax is the maximum number of generations, NP is the total number of solutions,
F is the scaling factor of the solution and CR is the factor for crossover. F and CR
together make the internal tuning parameters for the heuristic.

The initialization of the heuristic is following: each solution xi,j,G=0 is created
randomly between the two bounds x(lo) and x(hi). The parameter j represents the
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index to the values within the solution and parameter i indexes the solutions within
the population. So, to illustrate, x4,2,0 represents the fourth value of the second
solution at the initial generation. After initialization, the population is subjected to
repeated iterations.

Within each iteration and for particular individual (solution), three random
numbers r1, r2, r3 are selected, unique to each other and to the current indexed
solution i in the population. Two solutions, xj,r1,G and xj,r2,G are selected through
the index r1 and r2 and their values subtracted. This value is then multiplied by F,
the predefined scaling factor. This is added to the value indexed by r3.

However, this solution is not arbitrarily accepted in the solution. A new random
number is generated, and if this random number is less than the value of CR, then
the new value replaces the old value in the current solution. The fitness of the
resulting solution, referred to as a perturbed (or trial) vector uj,i,G., is then compared
with the fitness of xj,i,G. If the fitness of uj,i,G is better than the fitness of xj,i,G., then
xj,i,G. is replaced with uj,i,G; otherwise, xj,i,G. remains in the population as xj,i,G+1.
Hence the competition is only between the new child solution and its parent
solution. This strategy is denoted as DE/Rand/1/bin. Trial vector for this strategy is
given in (1).

ui,G+1 = xr1,G +F ⋅ xr2,G − xr3,Gð Þ ð1Þ

4 The Concept of DE with Complex Networks

A complex network is a graph which has unique properties, usually in the domain
of real-world graphs. A complex network contains features, which are unique to the
assigned problem. It exhibits features such as degree distribution, clustering, and
community structures etc., which are important markers for population used in
Evolutionary algorithms [2]. Recently it was experimentally shown that a popula-
tion under EA’s exhibits such complex network behavior [1]. Following features
are important for quick analyze of created network.

• The degree centrality is defined as the number of edges connected to a specific
node. Degree centrality is an important distribution hub in the network as it
connects and thereby distributes the most information flowing through the
network.

• The average clustering coefficient for the entire network is calculated from the
every single local clustering coefficients for each node. The clustering coeffi-
cient of a node shows how concentrated the neighborhood of that node is.
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• Network density and Network centralization are important features showing the
effectiveness of the network. Network density is defined as a ratio of the number
of edges to the number of possible edges for particular node. Network cen-
tralization has several definitions, but for EA’s research, it shows the possibility
of creation nodes with high degree values (hubs).

In this research, we utilize the Adjacency graph approach in order to show the
linkage between different individuals in the population. Each individual in the
population can be taken as a node in the complex network graph, where its linkage
specifies the successful exchange of information in the population. In each gener-
ation, the node is only active for successful transfer of information i.e. if the
individual is successful in generating a new better individual, which is accepted for
the next generation of population.

In the case of DE algorithm, if the trial vector created from three randomly
selected individuals (DE/Rand/1/Bin) is better than active individual, we establish
connections between new created individual and three sources; otherwise no con-
nections are recorded to the Adjacency matrix.

5 Experiment Design

Simple Schwefel’s test function (2) was utilized within this initial experimental
research for the purpose of generation of complex network.

f ðxÞ= ∑
Dim

i=1
− xi sin

ffiffiffiffiffiffi

xij j
p

� �

ð2Þ

Function minimum:
Position for En: (x1, x2, …, xn) = (420.969, 420.969, …, 420.969)
Value for En: y = –418.983 • Dim; Function interval: <–512, 512>.

Experiments were performed in the environment of C language, the data from
the DE runs were analyzed and visualized in software Cytoscape.

Within this research, only one type of experiment was performed. It utilizes the
maximum number of generations fixed at 50 with the population size NP = 50.
This allowed the possibility to analyze the progress of DE within a limited number
of generations and cost function evaluations. Two DE control parameters for
mutation and crossover were set identically for the canonical DE (F = 0.5 and
CR = 0.8). Since we have executed only one run of DE for particular case study, no
statistical results related to the cost function values and no comparisons are given
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here, as it is not possible to compare heuristic algorithms only from one run. This
research encompasses of three case studies investigating the time development of
complex network for the DE:

• Case study 1: The first 10 iterations.
• Case study 2: Iterations 21–30 (i.e. middle of the max. generations).
• Case study 3: The last 10 iterations.

6 Results

The visualizations of complex networks are depicted in Figs. 1, 2, 3 containing
Adjacency graphs for particular case study. The last Fig. 4 shows the complex
network adjacency graph for all 50 generations.

Fig. 1 Complex network representation for DE dynamics—case study 1: the first 10 iterations
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Fig. 2 Complex network representation for DE dynamics—case study 2: 21–30 iterations

Fig. 3 Complex network representation for DE dynamics—case study 3: the last 10 iterations
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The value of Degree centrality is highlighted by the size of the node, and the
coloring of the node is related to the distribution of Clustering coefficient (light
color—lower values to the red colors—higher values).

Simple analyses of the networks are given in Table 1, which contains values of
total number of edges in the graph, the success rate of evolution process in per-
centage showing the ratio between maximum possible edges in graphs and the
actual one. The theoretical maximum number of edges in the graph is given by
3*NP*10 = 1500, i.e. the situation, when every active individual in population is
replaced by newly created one from three another individuals across limited number
of observed 10 generations. Furthermore the Table 1 show interesting complex
networks properties as clustering coefficient, network centralization and density;
and avg. no. of neighbors of nodes.

Fig. 4 Complex network representation for DE dynamics—complete graph, all 50 iterations

Table 1 Simple analysis of the networks for all three case studies

Case No. of
edges

Success
rate (%)

Clustering
coefficient

Network
centralization

Avg. number of
neighbours

Network
density

CS 1 558 37.20 0.390 0.117 18.48 0.377
CS 2 468 31.20 0.341 0.266 15.48 0.316
CS 3 435 29.00 0.334 0.216 14.84 0.303
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7 Conclusion

This work was aimed at the experimental investigation on the influence of time
development to the complex network analysis of the population dynamics for DE
algorithm. The population is visualized as an evolving complex network, which
exhibits non-trivial features. These features give a clear description of the popu-
lation during evaluation and can be utilized for adaptive population and parameter
control during the run of EA’s.

Presented graphical and numerical data has fully manifested the influence of
time frame selection to the features of created complex network. These features can
be used in various adaptive or learning processes.

This modern topic brings many open tasks, which will be solved in future
research. Another advantage is that this complex network framework can be used
almost on any evolutionary computation technique.
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