
Chapter 3
Continuum Approximations

Joseph E. Bishop and Hojun Lim

3.1 Introduction

In continuum mechanics, instead of using discrete sums to assemble forces and
assess equilibrium, as in molecular dynamics or dislocation dynamics, one instead
uses the machinery of differential and integral calculus to cast Newton’s second law
in the form of a set of partial-differential equations, the solution of which gives
the equilibrium configuration of the entire collection of discrete entities. While
seemingly inapplicable to nanoscale structures, the use of continuum mechanics
at the nanoscale is still a useful approximation with careful consideration of the
assumptions inherent in the theory and with the inclusion of scale-dependent
physical phenomena such as surface effects, microstructural effects, and nonlocal
phenomena. The current literature on these generalized continuum theories is large
and ever growing. Our goal in this chapter is to give a brief introduction to
continuum mechanics with a focus on nanomechanics and how the classical theory
can be modified to include phenomena such as surface effects and microstructural
effects. Numerous references are given to more detailed expositions.

Section 3.2 begins with a brief review of classical continuum mechanics, an
overview of micromorphic continuum formulations, and concludes with a discus-
sion of continuum formulations that include an explicit surface stress. This section
is also helpful in understanding the quasi-continuum method presented in Chap. 5
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of this book. At the center of continuum mechanics is homogenization theory which
provides a mathematically elegant and rigorous framework for replacing a discrete
collection of interacting entities by an equivalent homogenous continuum with
effective material properties. Furthermore, given the continuum approximation of
the system, homogenization theory provides a method for recovering the solution
of the original discrete or heterogeneous system. These concepts are discussed
in Sect. 3.3. Continuum approaches to modeling crystal-plasticity are discussed in
Sect. 3.4. These continuum crystal-plasticity models explicitly incorporate descrip-
tions of the active slip systems and hardening phenomena at the crystal scale.

Errors in a continuum approximation to a discrete system are unavoidable
whenever the introduced length scales are comparable to the length scale of
the discrete system. Generalized continuum theories may be able to reproduce
qualitatively correct physical phenomenon, such as a surface effect or optical-branch
phonon dispersion curves, but the accuracy of the continuum theory must be judged
with respect to the true behavior of the original discrete system. Two simple one-
dimensional examples are given in the Appendix to demonstrate errors induced in a
continuum approximation of a discrete system.

There are several excellent books available that include detailed discussions,
examples, and tutorials for many of the concepts presented in this chapter. The
book “Applied Mechanics of Solids” by Bower [19] gives a thorough yet accessible
coverage of numerous topics in solid mechanics including continuum mechanics,
constitutive modeling at the crystalline scale, and the finite-element method. The
book “Nonlinear Continuum Mechanics for Finite Element Analysis” by Bonet and
Woods [18] gives an introduction to tensor analysis, large deformation continuum
mechanics, inelastic constitutive modeling, and nonlinear finite-element analysis.
The book “Nonlinear Finite Elements for Continua and Structures” by Beyltschko
et al. [15] thoroughly covers these topics and contains a chapter on disloca-
tion density-based crystal-plasticity. The book “Crystal Plasticity Finite Element
Methods in Materials Science and Engineering” by Roters et al. [127] gives an intro-
duction to continuum mechanics, the finite-element method, homogenization, and
presents numerous concepts in crystal-plasticity. The book “Practical Multiscaling”
by Fish [50] covers numerous topics in homogenization and multiscale modeling.

3.2 Continuum Approximations

The continuum approximation is a mathematical idealization for modeling the
collective response, or state, of discrete systems. The continuum approximation
is extremely efficient. The very large number of degrees of freedom required
to describe the complete state of a macroscale discrete system, for example,
an Avogadro’s number, is instead approximated using differential, integral, and
functional calculus. Mathematically, the vector space of real numbers (also called
the continuum) is used to represent the physical domain of the system. The
mathematical continuum is continuous (no gaps) and infinitely divisible. Spatial
fields, such as displacement and stress, are then defined on this continuum using
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familiar notions of a function. Finite differences and finite sums within the physical
system are approximated with function derivatives and integrals, respectively. The
approximation of a discrete system using differential and integral calculus is,
operationally, the dual of approximating a continuous mathematical model using
finite differences and finite sums; errors induced in the former are similar to the
errors induced in the latter.

The classical continuum theory [90] does not contain an intrinsic length scale.
One ramification for solid mechanics is that, for a given boundary-value problem,
the stress and strain fields do not change when the physical dimensions change.
The classic example from solid mechanics is that of a “hole in a plate.” For
the case of a homogeneous isotropic linear-elastic continuum, an infinite plate
containing a circular hole subjected to far field uniaxial tension has a maximum
stress around the hole that is exactly three times larger than the far field stress [146].
In the classical continuum theory, this stress ratio is independent of the size of
the hole; a meter-sized hole for a geotechnical application gives the same stress
concentration as a nanometer-sized hole in a nanotechnology application. This
result is nonphysical. For a physical material, there is always an intrinsic length
scale, for example, either the atomic spacing, size of a unit cell, or grain size for a
polycrystalline material. When the size of the hole approaches these intrinsic length
scales, the assumptions inherent in the continuum formulation are increasingly
in error [40, 61, 101]. This error is clearly seen in the wave-propagation/phonon
dispersion curves. The classical theory predicts no dispersion, while a discrete
system will display a very complex dispersion response including both acoustical
and optical branches [26, 27, 31].

Furthermore, classical continuum theory does not predict the existence of a
surface effect. Surface effects, including edge and vertex effects, arise in atomic
systems fundamentally due to the difference in the coordination number of atoms
near the surface versus atoms in the interior and due to long-range atomic forces
beyond nearest-neighbor interactions. These in turn lead to differences in the
charge distributions, bond lengths, and bond angles near the surface versus the
interior [67, 113, 114, 152]. Manifestations of the surface effect include surface
tension in liquids as well as surface and interfacial stresses in solids [23, 57–
60, 108, 130]. Surface effects can produce exotic physical behavior of both liquids
and solids, such as capillarity, adsorption, and adhesion [24, 67]. Surface and
interface stresses can also modify the local and far field deformations of nanoscale
structures [40, 61, 96, 100, 131, 134]. Homogenization theory of periodic media
also predicts the existence of a surface effect due to the difference in material
confinement at the surface as compared to the interior [11, 39, 41]. This will be
discussed in Sect. 3.3.

Several physically motivated generalizations to classical continuum theory have
been proposed that introduce both a physical length scale and surface effects. These
include the micromorphic theory of Mindlin [102] and Eringen [45, 48, 55, 140], the
nonlocal theories [46, 47, 78] including peridynamics [136–138], and surface-stress
formulations of Gurtin [57–60]. The micromorphic theory introduces additional
microstructural degrees of freedom within a unit cell that result in a strain-gradient
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effect in the governing equilibrium equations. The classical theory is reproduced
when the size of unit cell is reduced to zero, or in the long wave-length limit.
Nonlocal theory has its foundations in the long-range interactions of interatomic
forces. These theories posit that the constitutive response at a material point is
dependent on the state in a nonlocal region around the point, unlike in classical
theories. Strain-gradient theories can be viewed as special cases of the nonlocal
formulations [3, 120, 124]. Homogenization theory of periodic media also predicts
the existence of strain-gradient effects whenever the unit cell is finite [30, 139, 149,
154]. This will be discussed in Sect. 3.3.

It is important to keep in mind that these generalized continuum theories are
still only approximations of the original discrete system. Errors in a continuum
approximation to a discrete system are unavoidable whenever the introduced length
scales are comparable to the length scale of the discrete system. The generalized
theories may be able to reproduced qualitatively correct physical phenomenon, such
as a surface effect or optical-branch phonon dispersion curves, but the accuracy of
the continuum theory must be judged with respect to the true behavior of the original
discrete system. For example, the surface effect may occur only over a few atomic
spacings normal to the surface, while the governing equilibrium equations are still in
the form of partial-differential equations. Examples are presented in the Appendix
in order to demonstrate errors in the continuum approximation.

The classical theory of continuum mechanics is very briefly reviewed in
Sect. 3.2.1. The micromorphic theories are briefly presented in Sect. 3.2.2. The
surface-stress formulations are briefly presented in Sect. 3.2.3. The nonlocal theories
are summarized in Sect. 3.2.4.

3.2.1 Classical Theory

There are many excellent texts on classical continuum mechanics [18, 19, 64, 83,
90]. In this section we give a very brief overview of the standard theory. We use
primarily index notation, but also use vector notation for clarity when needed. Thus,
xi represents the three components (i D 1; 2; 3) of the vector x. The summation
convention of repeated indices within a product or quotient will also be used, for
example, xixi D x1x1 C x2x2 C x3x3.

Consider the motion of a body B with interior domain ˝ and boundary �
subjected to a body force bi per unit volume and applied surface tractions ti. A
Lagrangian description of the motion of B is used. The current position of a material
point is given by xi, and the original position is given by Xi. The displacement field
is given by ui D xi � Xi. Since the spatial position of a material point is a function
of it’s original position xi.Xj/, we can define the (material) derivative of the current
position with respect to the original position, @xi=@Xj. This vector derivative is called
the deformation gradient, denoted by Fij, and is one of the primary quantities used
in continuum solid mechanics to describe the deformation of the body (kinematics).
In terms of displacement,
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Fij D @ui=@Xj C ıij : (3.1)

where ıij is the Kronecker delta with ıij D 1 if i D j and ıij D 0 if i ¤ j. From the
deformation gradient, one can define measures of strain, for example, engineering
strain, logarithmic strain, and Green strain [18]. For example, the Green strain tensor
Eij (also called the Lagrangian strain tensor) is defined as [18]

Eij
:D 1

2

�
FkiFkj � ıij

�
: (3.2)

The physical interpretation of Eij may be obtained by noting that it describes how
the inner product between two infinitesimal material vectors, dX1 and dX2, change
under deformation to dx1 and dx2, respectively,

1

2
.dx1 � dx2 � dX1 � dX2/ D dX1 � E dX2 : (3.3)

For the special case of dX1 D dX2 D dX, and consequently dx1 D dx2 D dx,
Eq. (3.3) becomes

1

2

�
dl2 � dL2

� D dX � E dX ; (3.4)

where .dl/2
:D dx � dx and .dL/2

:D dX � dX. Dividing by .dL/2 gives the scalar
version (uniaxial) of the Green strain,

dl2 � dL2

2.dL/2
D dX

dL
� E

dX
dL

D N � E N D NiEijNj ; (3.5)

where N is a unit material vector in the direction of dX. The full inner-product
version given in Eq. (3.3) indicates that the strain tensor E contains both shear and
normal strains, presented here in a large deformation formulation.

In order to describe the kinetics of the material, we need to derive both measures
of stress and the constitutive relations between stress and strain. In the context of
hyperelasticity, one posits a potential energy function W of the strain tensor,

W D W.E/ : (3.6)

Certain restrictions are placed on W to obtain a constitutive model that is indepen-
dent of the observer (objectivity) and to obtain a stable material. A stress tensor
S, called the second Piola–Kirchhoff stress, is defined to be work conjugate to the
derivative of W with respect to the strain E,

Sij D @W

@Eij
(3.7)

so that
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dW D S W dE D Sij dEij : (3.8)

In many macroscale constitutive models, phenomenological formulations are devel-
oped for specific classes of materials such as those for plasticity and viscoplasticity
(polycrystalline metals) [74, 83, 87, 111], hyperelasticity and viscoelasticity (poly-
mers) [29], pressure dependent plasticity (porous materials) [5, 19]. These models
use various internal-state variables to phenomenologically model physical effects
such as dislocation slip, dislocation density, porosity, and damage. Through these
constitutive models, the stress measure is related to the entire history of deformation.
Constitutive models also exist at the single-crystal level [127]. Section 3.4 gives an
overview of continuum crystal-plasticity modeling.

In the special case of small-deformation linear elasticity,

Sij D CijklEkl ; (3.9)

where Cijkl is the fourth-order elasticity stiffness tensor with 34 D 81 components.
For the special case of infinitesimal displacements, the various stress and strain
measures are equivalent, and it is common to express the linear relation between
stress and strain in Eq. (3.9) using the Cauchy stress �ij, or true stress (introduced
below), and the infinitesimal strain tensor, �ij,

�ij D Cijkl�kl ; (3.10)

where

�ij
:D 1

2
.@ui=@xj C @uj=@xi/ : (3.11)

In this special case, the potential energy function can be expressed as

W D 1

2
�ijCijkl�kl : (3.12)

Since W is a scalar, it follows that Cijkl D Cklij (major symmetry) thus reducing
the number of independent material constants to 36. Further, the symmetry of the
tensors �ij and �ij require that Cijkl D Cjikl and Cijkl D Cijlk (minor symmetry),
respectively, thus reducing the number of independent elastic constants to 21 for
a fully anisotropic crystal. Depending on the crystal symmetry, the number of
independent elastic constants is further reduced: triclinic (13), orthotropic (9), . . . ,
cubic (3). For the special case in which the material has no preferred orientation, an
isotropic material, the number of independent elastic constants is 2 (e.g., the bulk
and shear moduli, or Young’s modulus and Poisson’s ratio).

Physically, the energy stored in the material or body is related to the deformations
of the atomic and molecular bonds. For nanoscale structures, this fact can be
used to define W as a function of the history of E using the Cauchy–Born
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approximation [44, 135, 141, 142]. Interestingly, this approach can also reproduce
surface effects [113, 114]. This will be described in more detail in Sect. 3.2.3.

Using Newton’s second law, equilibrium of the body B may be expressed in
terms of the divergence of the Cauchy stress tensor in the spatial frame [18],

@�ij=@xj C bi D � Rui ; (3.13)

where Rui denotes the second derivative of ui with respect to time, and � is the mass
density. This set of equilibrium equations can also be cast in terms of other stress
tensors, the choice of which is chosen for convenience, using relations such as �ij D
J�1FikSklFjl, where J D det.Fij/ [18].

The surface tractions, both normal and shear, are related to the Cauchy stress
tensor by the relation

ti D �ijnj ; (3.14)

where nj is the unit vector normal to the surface. This relation may be derived using
Cauchy’s tetrahedron [18], for example.

The field equations of classical continuum mechanics can be solved using a
variety of numerical methods including the finite-element method [15, 18] and
the boundary-element method [14]. Numerous commercial and research-based
nonlinear finite-element solvers are available including Comsol [34], Abaqus [1],
and Ansys [6].

3.2.2 Micromorphic Theories

The micromorphic theories of Eringen [45, 48, 55, 140] and Mindlin [102] introduce
additional microstructural degrees of freedom within a unit cell or “micro-volume.”
The continuum is now thought of as a continuous collection of deformable cells or
particles. The size of this unit cell introduces a length scale into the continuum
theory. Each cell is free to deform and create a “micro-strain” in addition to
the classical macro-strain. The effects of these additional microstructural degrees
of freedom include strain-gradient effects, higher-order stresses, surface and size
effects, and optical branches of the phonon dispersion curves [26, 27, 56, 102].
Malvern [90] integrates these generalized continuum formulations within his book
on continuum mechanics.

Chen et al. [25, 28] give an overview of the hierarchy of generalized continua
starting at the most general case with the micromorphic theory of Eringen [45, 48,
140]. With the assumption of infinitesimal linear-elastic deformations, this theory
reduces to Mindlin’s microstructure theory [102]. With the additional assumption
that the unit cells are rigid, and thus ignoring internal motion within a cell, the
theory reduces to the micropolar theory [48]. With the additional assumption that
the orientations of the unit cells are fixed, the theory reduces to Cosserat theory [35].
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With the additional assumption that the micro-motion is equal to the macro-motion,
the theory reduces to the couple-stress theory [101, 105, 147, 148]. The classical
continuum theory is reproduced when the size of unit cell is reduced to zero or in the
long wave-length limit. In general, these formulations can be categorized as “strain-
gradient” continuum theories [51, 103, 104, 119]. Various researchers have used
these formulations to regularize softening and localization phenomena [92, 93, 150].

In Mindlin’s microstructure theory [102], additional deformation modes, called
micro-displacements and micro-deformations, are introduced as shown in Fig. 3.1.
The macroscopic displacement field is given by ui D xi � Xi as usual. A micro-
displacement u0

i is defined as u0
i D x0

i � X0
i where X0

i and x0
i are the reference

and current positions of a material point within the micro-volume, referred to
axes parallel to those of Xi and whose origin moves with displacement ui (see
Fig. 3.1). With the assumption of infinitesimal displacements for both the macro-
and micro-displacements, xi � Xi and x0

i � X0
i . The displacement gradient within

the micro-medium is given by

 ij
:D @u0

j=@x0
i ; (3.15)

where  ij is called the micro-deformation. In Mindlin’s theory,  ij is taken to be
constant within the micro-volume so that

u0
j D x0

i ij ; (3.16)

but  ij is allowed to vary with position in the macroscale so that  ij D  ij.x/. The
macro-gradient of the micro-deformation �ijk is given by

�ijk
:D @ jk=@xi : (3.17)

The relative deformation �ij is defined as

�ij
:D @uj=@xi � @u0

i=@x0
j D @uj=@xi �  ij : (3.18)

The usual infinitesimal strain tensor �ij is defined in Eq. (3.11). Note that while
�ij is symmetric, �ij and �ijk are not in general symmetric or minor-symmetric,
respectively.

The potential energy function per unit macro-volume is posited to be of the form

W D W.�ij; �ij; �ijk/ : (3.19)

The following stress tensors1 are defined to be work conjugate to �ij, �ij, and
�ijk [102],

1Note that the use of the symbols � and � is reversed from that of Mindlin [102] to be consistent
with our use of � for the Cauchy stress given in Sect. 3.2.1.
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Fig. 3.1 Figures reproduced from Mindlin’s original 1964 publication on his microstructure
(micromorphic) theory [102]. (a) Example components of relative stress �ij (�ij in Mindlin’s
notation), displacement gradient @ui=@xj, micro-deformation  ij, and relative deformation �ij.
(b) Example components of the double stress 	ijk, and the gradient of micro-deformation, �ijk

(Reproduced with permission from [102])

�ij D @W

@�ij
(3.20a)

�ij D @W

@�ij
(3.20b)

	ijk D @W

@�ijk
; (3.20c)
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where �ij is interpreted as the Cauchy stress tensor, �ij is the relative stress tensor,
and 	ijk is the double stress tensor. The twenty-seven components of 	ijk represent
double-forces per unit area. Example components of 	ijk are shown in Fig. 3.1. Note
that while �ij is symmetric, �ij and 	ijk are not in general symmetric or minor-
symmetric, respectively.

Developing expressions for the kinetic energy and using Hamilton’s principle
results in the following twelve equations of motion [102]:

@.�ij C �ij/=@xi C bj D � Ruj (3.21a)

	ijk;i C�jk C ˚jk D 1

3
�0d2lj R lk ; (3.21b)

with twelve traction boundary conditions,

tj D .�ij C �ij/ ni (3.22a)

Tjk D 	ijk ni : (3.22b)

Here, �0 is the mass of the micro-material per unit macro-volume, dlk is a unit-cell
moment-of-inertia tensor, ˚jk is a double-force per unit volume, and Tjk is a double-
force per unit area [102].

Similar to the expression for W for the classical continuum formulation,
Eq. (3.12), the potential energy of a microstructural continuum is taken to be a
quadratic function of the forty-two variables �ij, �ij, and �ijk,

W D 1

2
�ijCijkl�kl C 1

2
�ijBijkl�kl C 1

2
�ijkAijklmn�lmn (3.23a)

C �ijDijklmXklm C �ijkFijklm�lm C �ijGijkl�kl : (3.23b)

The constitutive equations are then,

�ij D Cijpq�pq C Gpqij�pq C Fpqrij�pqr (3.24a)

�ij D Gijpq�pq C Bpqij�pq C Dijpqr�pqr (3.24b)

	ijk D Fijkpq�pq C Dpqijk�pq C Aijkpqr�pqr : (3.24c)

As noted by Mindlin [102], only 903 of these 1764 coefficients are independent due
to the symmetry of �ij and the scalar property of W. Still, this number is vastly larger
than 21 independent elastic constants for a fully anisotropic classical linear-elastic
continuum described in Sect. 3.2.1. Even for an idealized isotropic microstructural
medium, there are 18 independent coefficients [102].

A general three-dimensional finite-element implementation of the micromorphic
continuum theory is ongoing within the Tahoe Development Project [143].
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3.2.3 Surface Stress

For nanoscale structures, surface-to-volume ratios are relatively large, and surface
effects can become significant [23, 40, 59, 134, 152]. Surface effects, including edge
and vertex effects, arise in atomic systems fundamentally due to the difference in
the coordination number of atoms near the surface versus atoms in the interior and
due to long-range atomic forces beyond nearest-neighbor interactions. These in turn
lead to differences in the charge distributions, bond lengths, and bond angles near
the surface versus the interior [67].

Gurtin et al. [57–59] have developed a general continuum theory for elastic
material surfaces and material interfaces. For solids, the concepts of surface tension,
surface stress, and surface energy are distinctly different and cannot be used
interchangeably. Only for liquids are all three the same [67]. (Chap. 17 of this book
discusses surface-tension effects in thin liquid films.) For the special case of small
deformations, these three quantities are related via the equation2 [67],

� s D � Is C @�

@�s
; (3.25)

where � s is the surface-stress tensor, � is the surface tension, Is is the identity tensor
for surfaces, � .�s/ is the deformation-dependent surface energy, and �s is surface-
strain tensor. Each tensor in this equation is defined in the surface manifold and has
2� 2 components. For the idealized case of an isotropic material (surface and bulk)
the following equilibrium and constitutive equations hold. For the bulk material, the
equilibrium equations are the same as those given in Sect. 3.2.1, Eq. (3.13), but with
the constitutive equations, Eq. (3.10), specialized for an isotropic material,

div � b D 0 (3.26a)

� b D 2	�b C 
Tr.�b/ Ib ; (3.26b)

where � b is the Cauchy stress in the bulk material, �b is the infinitesimal strain
tensor in the bulk, div.�/ is the bulk divergence operator, 
 and 	 are the Lame’
constants, Tr.�/ is the trace operator, and Ib is the three-dimensional identity tensor.
Equilibrium of the surface of the material, or interface between two materials, is
given by [59, 134],

0 D Œ� b � n�C divs � s (3.27a)

� s D � Is C 2.	s � �/�s C .
s C �/Tr.�s/ Is ; (3.27b)

2In this section, we use vector notation to simplify the representation of surface tensors.
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Z

D[X]

5.182e-03
-3.106e-03
-1.139e-02
-1.968c-02
-2.797c-02

X

Y

a b

Fig. 3.2 The x-component of the displacement vector after the relaxation of a cube as calculated
by (a) surface Cauchy–Born method and (b) molecular statics simulation (Reproduced with
permission from [114])

where divs.�/ is the surface divergence operator, 
s and 	s are the surface Lamé
constants, and the square brackets in Eq. (3.27a) represent the jump in the quantity
across the interface.

Determining the surface material constants in this continuum formulation is
nontrivial [59, 67, 100] and somewhat ill-defined. (For example, how thick is the
surface or interface?) At the nanoscale, when the surface effects are most prominent,
the surface material constants are expected to depend on the orientation of the
surface with respect to the underlying crystal lattice. Determining the material
constants for all possible orientations of a surface is a daunting prospect. For these
reasons, computational approaches based on the Cauchy–Born approximation have
been pursued to model surface effects [113, 114]. In this approach, the surface
and bulk strain energies are calculated directly using interatomic potentials, and
the constitutive response is obtained using Eq. (3.7). The continuum displacement
field is obtained by minimizing the total potential energy. An example from Park
et al. [114] is shown in Fig. 3.2. This approach has the further advantage of
incorporating edge and vertex effects that depend on the included angle of the
intersecting surfaces and edges, respectively. This “quasi-continuum” approach to
modeling nanoscale structures is described in detail in Chap. 5 of this book.

3.2.4 Nonlocal Theories

Nonlocal continuum theories were introduced by Kröner [78] in order to account
for the long-range interactions present in atomic systems. These theories were later
studied and further developed by Eringen [46, 47]. The relations between nonlocal
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theories and strain-gradient theories have been studied by several authors [2, 3, 120,
123, 124]. Nonlocal theories have been used to model nanoscale structures [7, 118,
151], and have been applied to macroscale systems in order to regularize strain-
softening behavior [69, 120]. In Eringen’s nonlocal theory, the nonlocal stress tensor
� .x/ is related to the local (fictitious) stress tensor s.x/ through an integral relation
of the form

� .x/ D
Z

V
A.x; x0/s.x0/ dV 0 ; (3.28)

where A.x; x0/ is a scalar valued attenuation function or influence function, and
s.x/ is related to the local strain via the classical relation given by Eq. (3.10),
s.x/ D C W �.x/. The attenuation function is typically defined to be nonzero
only within a certain radius R of the given point x so that A.x; x0/ D 0 when
jjx0 � xjj > R. The attenuation function must be modified near the boundary of the
domain to ensure certain consistency requirements in representing constant fields.
This boundary effect in nonlocal models may be physically desired depending on
the physical system being modeled.

An alternate nonlocal continuum formulation, called peridynamics, has been
proposed by Silling [136–138]. In this formulation, the concept of strain is avoided
all together in favor of generalized bonds connecting two disconnected points within
a domain.

Z

V
f.u0 � u; x0 � x/ dV 0 C b D � Ru ; (3.29)

where u is the displacement vector, � is the mass density, b is the body force per
unit volume, and f represents the force density per unit volume. This bond-based
formulation has been generalized to the so-called state-based formulation [138]
that allows for very general material behavior. Applications of peridynamics to the
upscaling of molecular dynamics have been studied by Seleson et al. [125] with
recent applications to nanomechanics [17, 42]. The peridynamic theory now has
been extensively developed [49, 137]. Peridynamics has been implemented in the
open-source massively parallel software LAMMPS [80, 115, 116].

3.3 Homogenization Theory

Homogenization is the mathematical process of replacing a heterogeneous material
with a fictitious homogeneous material whose macroscopic response, in an energetic
sense, is equal to that of the true heterogeneous material. The material properties
of the fictitious homogeneous material are called the effective properties [65].
Homogenization is fundamental to continuum mechanics, since all materials are
heterogeneous or discrete at some length scale and require homogenization in
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order to apply continuum principles at a higher length scale. There are several
texts that cover homogenization theory for various physics and to various levels
of mathematical rigor [16, 30, 50, 68, 95, 110, 117, 133]. The theory is well
developed for materials with periodic microstructure using perturbation theory
and the mathematical concepts of strong and weak convergence. The theory has
been extended to random microstructures by Papanicolaou and Varadhan [112]
using probabilistic definitions of convergence. Section 3.3.1 gives an overview
of the two-scale asymptotic homogenization process for linear-elastic periodic
microstructures. This mathematical approach is well developed, and leads to the
concepts of higher-order stresses or “hyperstresses.” Section 3.3.2 discusses the
mathematical concepts of strong and weak convergence. Section 3.3.3 presents
a three-dimensional homogenization example. The homogenization results of this
example are compared to direct numerical simulations (DNS) of the heterogeneous
microstructure. Section 3.3.4 discusses the concept of computational homogeniza-
tion. Additionally, Sect. 3.3.4 discusses the fast Fourier transform (FFT) method for
efficiently solving the unit-cell problem, in both the linear and nonlinear regimes.

Mean-field homogenization techniques such as the self-consistent method [106]
do not attempt to directly model the exact field of a heterogeneous microstructure,
but instead focus on modeling the response of a single inclusion within an
approximately homogeneous continuum. Mean-field methods are not discussed
here, but are covered in detail by Nemat-Nasser and Hori [110] along with other
topics in the theory of composite materials.

3.3.1 Method of Two-Scale Asymptotic Expansion

Tran et al. [149] give a succinct yet detailed presentation of the two-scale asymptotic
homogenization process for linear-elastic periodic microstructures. Their notation
and presentation is followed here. Let L represent the length scale of the macro-
structure. Let l represent the length scale of the unit cell. The ratio �

:D l=L of the two
length scales is assumed to be less than 1, but not necessarily infinitesimally small.
The existence of the small parameter � suggests the use of perturbation theory [63].
A new “fast” oscillating variable is introduced as y

:D x=l which gives the position
within an individual cell. The displacement field is now considered as a function of
the two variables x and y so that u D u.x; y/. The displacement field is expanded in
a power series in �,

u.x; y/ D u0.x; y/C �u1.x; y/C �2u2.x; y/C � � � ; (3.30)

where the fields ui.x; y/ ; i D 1; 2; 3; : : : are periodic with period l. This expansion
is then substituted into Eqs. (3.10) and (3.13). By equating terms with the same
power of �, a hierarchy of cell problems for the quantities u0.x; y/, u1.x; y/,
u2.x; y/, etc., is obtained. It transpires that u0.x; y/ is only a function of x. With
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u0.x; y/
:D U.x/, it can be shown that U.x/ D 1

V

R
V u.x; y/ dV where V is the

volume of a unit cell. U.x/ is then interpreted as the displacement of the centroid of
the unit cell [149].

The total displacement field u.x; y/ can now be written as

u.x; y/ D U.x/C ��1.y/ W E.x/C �2�2.y/ W � G.x/C � � � ; (3.31)

where �i.y/ ; i D 1; 2; 3; : : : are called localization tensors and are obtained through
the solution of the hierarchy of cell problems [149]. Here, E.x/ is interpreted as the
macroscopic strain tensor with

E.x/ D
Z

V
�.x; y/ dV ; (3.32)

and G.x/ is interpreted as the non-dimensional gradient of macroscopic strain,
G.x/ D L rE.x/. The additional terms in Eq. (3.31) consist of products of higher-
order strain-gradients and localization tensors.

Tran et al. [149] were able to derive a generalization of the classical Hill–Mandel
lemma,

1

V

Z

V
� .x; y/ W �.x; y/ dV D ˙.x/ W E.x/C T.x/ W � rE.x/C � � � ; (3.33)

where ˙.x/ is interpreted as the macroscopic stress, and T.x/ is the “first hyper-
stress.” The additional terms in Eq. (3.33) consist of products of hyperstresses and
higher-order strain gradients. It can be shown that

1

V

Z

V
�ij.x; y/ dV D ˙ij.x/ � Tijk;k.x/C � � � : (3.34)

The macroscopic balance equation is given by [149]

˙ij;j.x/ � Tijk;jk.x/C � � � C Bi D 0; (3.35)

where Bi D 1
V

R
V bi.x; y/ dV is the cell-averaged body force.

In the limit as � ! 0 or negligible strain gradients, rE.x/ ! 0, the hyperstresses
are zero, and the classical homogenization results are recovered,

1

V

Z

V
� .x; y/ W �.x; y/ dV D ˙.x/ W E.x/; (3.36a)

1

V

Z

V
�ij.x; y/ dV D ˙ij.x/; (3.36b)

˙ij;j.x/C Bi D 0 : (3.36c)
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The homogenized material properties relating the macroscopic stress ˙ij to
macroscopic strain Eij, as well as relating the hyperstresses to the strain gradients
(e.g., Tijk to Eij;k), are obtained from the unit-cell problems described previously.
These are described by Tran et al. [149]. For first-order homogenization theory
(� ! 0), the cell problem is given by

�ij;j.y/ D 0; (3.37a)

�ij.y/ D Cijkl.y/�kl.y/C pij.y/; (3.37b)

�kl.y/ D 1

2
.@uk.y/=@yl C @ul.y/=@yk/ ; (3.37c)

ui.y/ periodic;
1

V

Z

V
ui.y/ dV D 0: (3.37d)

where pij.y/ is a polarization tensor given by pij.y/ D Cijkl.y/Ekl, and Ekl is constant
over the unit cell. By applying unit values of Ekl for each of the components, the
homogenized stiffness tensor can be obtained. More complex polarization tensors
and body forces arise for the higher-order cell problems. Because of the periodic
boundary conditions, an efficient solution of this unit-cell problem can be obtained
through the use of the FFT as described in Sect. 3.3.4. These results can be extended
to the nonlinear regime using “computational homogenization” as described in
Sect. 3.3.4.

As with atomic systems, the confinement of the unit cell at the surface of a body is
different than a unit cell that is positioned within the bulk. In particular, at the surface
the unit cell does not experience periodic boundary conditions. Thus, a surface
effect will result when comparing unit-cell averages obtained from homogenization
and unit-cell averages obtained from direct numerical calculations of the full
heterogeneous material. This will be demonstrated in the example presented in
Sect. 3.3.3.

3.3.2 Convergence: Strong and Weak

One of the main mathematical results of homogenization theory is that in the limit
as � ! 0 the displacement solution of the macroscopic governing field equation
containing the heterogeneous material converges strongly to the displacement solu-
tion of the macroscopic field equation containing the homogenized material [30].
Furthermore, in the limit as � ! 0 the strain (stress) field of the macroscopic
field equation containing the heterogeneous material converges weakly to the
strain (stress) field of the macroscopic field equation containing the homogenized
material [30].
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Recall that a sequence of functions .un/, n D 1; 2; 3; : : :, with un 2 L2, converges
strongly to u 2 L2 if

lim
n!1 kun � uk D 0 ; (3.38)

and converges weakly if

lim
n!1hun; vi D hu; vi 8v 2 L2 : (3.39)

Here L2 represents the space of square-integrable functions, hu; vi represents the L2

inner product, and kuk D phu; ui is the norm induced by the inner product.
For an example illustrating strong and weak convergence, consider a one-

dimensional continuous bar of length L with variable elastic modulus, E.x/, given by

E.x/ D E0.1C a sin.2n�x=L// x 2 Œ0;L� n D 1; 2; 3; (3.40)

where a 2 Œ0; 1/ is a parameter that governs the degree of inhomogeneity. For this
problem, the spatial period or unit cell is l D L=n (cf. example problems given in the
Appendix). For a one-dimensional bar, the governing equations given in Sect. 3.2.1
reduce to the following ordinary differential equation:

d

dx

�
E.x/

du

dx

�
D 0; (3.41)

where u D u.x/ is the uniaxial displacement along the bar. This equation may
be integrated analytically using displacement boundary conditions u.0/ D 0 and
u.L/ D u0 to give the exact displacement field,

u.x/ D u0
n�

"

� bnx=L C 1=2c C tan�1
 

tan
�

n�x
L

�C ap
1 � a2

!

� tan�1
�

ap
1 � a2

�#

(3.42)

with derivative (longitudinal strain) given by

du

dx
D u0

L

p
1 � a2

1C a sin.2n�x=L/
: (3.43)

In Eq. (3.42), the function b � c is the floor function, and the inverse tangent functions
are understood to give principal values. These functions are plotted in Fig. 3.3 for
a D 0:9 and n D 5; 10; 20. The displacement field of the homogenized beam, u0.x/,
is given simply by

u0.x/ D u0
x

L
; (3.44)
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Fig. 3.3 Example of both strong (top row) and weak convergence (bottom row) using a one-
dimensional continuous bar of length L with periodic elastic modulus given by Eq. (3.40). The
exact displacement field is given by Eq. (3.42), and is shown here for the cases (a) n D 5, (b)
n D 10, (c) n D 20 (top row), with a D 0:9 and Nu :D u=u0, Nx :D x=L. This displacement converges
strongly to the displacement field Nu.x/ D Nx as n ! 1. However, the exact displacement derivative
(strain), given by Eq. (3.43), converges only weakly to the derivative of the homogenized solution
dNu=dNx D 1 as n ! 1 (bottom row)

with constant derivative

du0

dx
D u0

L
: (3.45)

These functions are also plotted in Fig. 3.3. It can be proven that u.x/ converges
strongly to u0 as n ! 1, which is clear via inspection of Fig. 3.3. What is less
clear, but still true, is that du=dx converges weakly to du0=dx as n ! 1.

It is instructive to verify the equivalency of the total energy stored using the two
descriptions of the bar, direct and homogenized. For this one-dimensional example,
the energy density given by Eq. (3.12) reduces to

W D 1

2
E.x/

�
du

dx

�2
; (3.46)

where E.x/ is given by Eq. (3.40) and du=dx is given by Eq. (3.43). The total stored
energy in the bar Wtotal is then
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Wtotal D
Z L

0

W dx D 1

2
E0.1 � a2/

�u0
L

�2 Z L

0

1

1C a sin.2n�x=L/
dx

D 1

2
E0

p
1 � a2

�u0
L

�2
L : (3.47a)

For the homogenized bar, the effective modulus E0 is simply the harmonic mean of
the modulus within the unit cell3 [30],

1

E0
D 1

l

Z l

0

1

E.x/
dx D 1

l

Z l

0

1

E0.1C a sin.2�x=l//
dx

D 1

E0

1

2�

Z 2�

0

1

1C a sin.
/
d
 D 1

E0

1p
1 � a2

: (3.48a)

Thus,

E0 D E0
p
1 � a2 : (3.49)

The energy density of the homogenized bar W0 is given by

W0 D 1

2
E0
�

du0

dx

�2
; (3.50)

where E0 is given by Eq. (3.49) and du0=dx is given by Eq. (3.45). The total stored
energy in the homogenized bar W0

total is then

W0
total D

Z L

0

W0 dx D W0L D 1

2
E0

p
1 � a2

�u0
L

�2
L ; (3.51)

which is identical to Wtotal given by Eq. (3.47a), as required.

3.3.3 Homogenization Example

For a homogenization example, consider the unit cell shown in Fig. 3.4a. This unit
cell is a cube partitioned into nine subvolumes. In the center of the unit cell is a
truncated octahedron. The remaining eight parts are the corners of the cube not
contained in the truncated octahedron. We take each subvolume of the cube to be a
crystal of stainless steel 304L (� -Fe). The FCC crystal structure of � -Fe (austenite)
possesses cubic elastic symmetry with a relatively large anisotropy ratio A, with

3This simple relation does not hold in higher-dimensional problems.
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Fig. 3.4 (a) Example unit
cell consisting of nine
subvolumes. The center
subvolume is a truncated
octahedron. (b) Conformal
hexahedral finite-element
mesh of the unit cell

Table 3.1 Cubic elasticity
constants for 304L stainless
steel (�-Fe) [81] (units are
GPa)

Material C11 C12 C44 A

304L 204:6 137:7 126:2 3:8

˛-Fe 231:4 134:7 116:4 2:4

Al 107:3 60:9 28:3 1:2

Cu 168:4 121:4 75:4 3:2

The anisotropy ratio A D 2C44=.C11 �
C12/ is also given. For an isotropic mate-
rial, A D 1. Several other cubic metals are
given for comparison [19]

A
:D 2C44=.C11 � C12/ D 3:8, where C11, C12, and C44 are the cubic elastic

constants. For an isotropic material, A D 1. The values of these constants are
given in Table 3.1 for austenite [81] along with several other cubic materials for
comparison [19]. The relatively large anisotropy ratio of austenite should produce
more pronounced surface and strain-gradient effects within a macroscale structure
containing finite microstructure.

The orientation of each crystal (subvolume) within the unit cell is chosen such
that the homogenized (first-order) material properties of the unit cell are orthotropic.
For the truncated octahedron subvolume, the crystal aligns with the axes of the unit
cell. For each corner subvolume, one axis of the crystal is in a h111i direction. The
second axis is in a h110i direction.

The homogenized elastic constants (first-order) are obtained by solving the
boundary-value problem defined in Eq. (3.37). The polyhedral algorithm within the
Cubit meshing tool [36] was used to create a hexahedral mesh of each subvolume
as shown in Fig. 3.4b. The finite-element mesh of the unit cell contained 832
hexahedral elements. Results were insensitive to further mesh refinement. The
homogenized material properties are E1 D E2 D 1:15737 � 105, E3 D 0:980940 �
105, 	12 D 5:01817 � 104, 	13 D 	23 D 5:89234 � 104, �21 D 0:26924, �31 D
�32 D 0:38072, where Ei, 	i, �ij, i; j D 1; 2; 3 are the orthotropic Young’s moduli,
shear moduli, and Poisson’s ratios, respectively. Note there is some additional
symmetry present, since there are only six independent elastic constants whereas
a fully orthotropic material has nine independent elastic constants. Additionally,
recall that for an orthotropic material, �12 D E1

E2
�21, �13 D E1

E3
�31, and �23 D E2

E3
�32.
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Fig. 3.5 Aggregates of the unit cell shown in Fig. 3.4: (a) 4�4�4, (b) 8�8�8, (c) 16�16�16
(The color of each subvolume with the unit cell is arbitrary)

Fig. 3.6 Stress component �11 resulting from the application of a uniform unit traction on the two
surfaces normal to the Œ100� direction of the crystal structures shown in Fig. 3.5. (a) 4 � 4 � 4,
(b) 8 � 8 � 8, (c) 16 � 16 � 16. Note the apparent surface effects near the two planes on which
the tractions are applied. For this simple loading case, the stress field resulting from the use of the
homogenized material properties is �11 D 1 with all other components identically zero. On the
interior, the stress field is approximately periodic

Note that E1=E3 D 1:17986. Thus, the unit cell exhibits a significantly smaller
(homogenized) anisotropy than the individual cubic crystals.

Now consider the 4 � 4 � 4, 8 � 8 � 8, and 16 � 16 � 16 aggregates of unit
cells as shown in Fig. 3.5. A uniform traction of unit value is applied to the two
surfaces normal to the Œ100� direction. The resulting stress field is shown in Fig. 3.6
(component �11). For this simple loading case, the stress field resulting from the
use of the homogenized material properties is �11 D 1 with all other components
identically zero. Note the apparent surface effects near the two planes on which
the tractions are applied. Also, the surface effect does not disappear as the size of
the unit cell gets smaller relative to the overall aggregate size. The stress field at the
surface consistently deviates from that of the interior. In the interior, the stress field
is approximately periodic.

In order to introduce macroscale strain gradients, consider the boundary-value
problem of a linear-elastic prismatic beam of length L and rectangular cross-section
of width 2a and height 2b as shown in Fig. 3.7a. The beam is fixed (weakly) on the
end x3 D L, and subjected to a transverse shear force F in the negative x2-direction
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Fig. 3.7 (a) Prismatic beam of length L and rectangular cross-section of width 2a and height 2b.
(b) Beam consisting of 16 � 16 � 32 unit cells shown in Fig. 3.4. For this case, 2a D 2b D 1,
L D 2

at the opposite end x3 D 0. At any cross-section of the beam

Z b

�b

Z a

�a
�32 dx1 dx2 D F and

Z b

�b

Z a

�a
�33x2 dx1 dx2 D Fx3 ; (3.52)

so that the beam transmits a constant shear force on each cross-section, and the
bending moment about the x1-axis increases linearly from zero at x3 D 0 to FL at
x3 D L. The transverse faces are traction free. For an isotropic material, Barber [12]
gives the exact Cauchy stress field as

�11 D �21 D �22 D 0 (3.53a)

�33 D F

I
x2x3 (3.53b)

�31 D F

I

2a2

�2
�

1C �

1X

nD1

.�1/n
n2

sin.n�x1=a/
sinh.n�x2=a/

cosh.n�b=a/
(3.53c)

�32 D F

I

b2 � x22
2

CF

I

�

1C�

"
3x21�a2

6
�2a2

�2

1X

nD1

.�1/n
n2

cos.n�x1=a/
cosh.n�x2=a/

cosh.n�b=a/

#

(3.53d)

where � is Poisson’s ratio, and I D 4ab3=3 is the second moment-of-area about the
x1-axis. An analysis of the derivation of this stress field shows that the solution also
holds for the special case of an orthotropic material with the additional symmetries
E1 D E2, 	13 D 	23, and �31 D �32. This is precisely the case for the unit cell
considered in this example. The only modification required of Eq. (3.53) is to let
� ! �31 D �32.

Figure 3.7 shows a beam consisting of 16 � 16 � 32 unit cells. For this case,
2a D 2b D 1, L D 2, and l=L D 1=16. The total size of the finite-element mesh
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Fig. 3.8 (a) Von Mises stress field of the heterogeneous beam shown in Fig. 3.7. The beam is fixed
(weakly) on the end x3 D L, and subjected to a transverse shear force in the negative x2-direction
at the opposite end x3 D 0. (b) Von Mises stress field of the same beam but instead using the
homogenized material properties (The deformed shape is shown greatly magnified)

Fig. 3.9 (a) Magnitude of the cell-averaged Cauchy stress tensor for the heterogeneous beam. (b)
Magnitude of the cell-averaged Cauchy stress tensor for the homogeneous beam. (c) Magnitude of
the difference in the cell-averaged Cauchy stress tensors

is then 832 � 8192 � 6:8 million. Tractions are applied on the surfaces x3 D 0

and x3 D L according to Eq. (3.53). The resulting Von Mises stress field is shown
in Fig. 3.8a. The Von Mises stress field of the same beam, but instead using the
homogenized unit-cell material properties, is shown in Fig. 3.8b.

To investigate the accuracy of homogenization solution for this example, we
consider the average of the stress tensor over the unit cell according to Eq. (3.34)
for both the DNS results and the homogenization results (H). Any difference can
be attributed to either surface effects or hyperstresses. Figure 3.9a, b gives the
Euclidean magnitude jjh�ijiV jj of the cell-averaged Cauchy stress tensor for the both
the DNS results and the homogenization results, respectively, where

h�ijiV
:D 1

V

Z

V
�ij.x; y/ dV ; (3.54)

and V represents the volume of the unit cell. Figure 3.9c shows the magnitude of the
difference of the cell-averaged Cauchy stress, jjh�DNS

ij iV � h�H
ij iV jj. The difference

is about 2%.
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3.3.4 Computational Homogenization

Typically, the solution of the cell problem given by Eq. (3.37) requires a numerical
approximation in all but the simplest cases, as was demonstrated in Sect. 3.3.3. For
linear materials, the cell problem is only solved once to obtain the homogenized
material properties. These homogenized material properties can then be used in
any boundary-value problem consistent with the assumptions of the homogeniza-
tion. For inelastic problems, the deformation of the unit cell is typically history
dependent, and thus cannot be homogenized a priori in general. Instead, the
homogenization step must be performed concurrently during the simulation of the
macroscale problem [75]. Within a finite-element framework, each macroscale finite
element has a unit cell (or RVE) embedded within each integration point. For
the displacement-based finite-element method, the host code sends an increment
of deformation to the material model, and the material model sends back an
increment of stress. This concurrent-multiscale process is sometimes referred to
as “computational homogenization,” or .FE/2 (finite element squared), since a
finite-element model is active at the macroscale and at the microscale (unit cell).
This computational approach is analogous to the local quasi-continuum method
discussed within Chap. 6 of this book. Fish [50] has developed a general-purpose
multiscale software [94] that includes several computational homogenization capa-
bilities.

For first-order homogenization, the main assumption is the presence of a scale
separation between the microscale and macroscale, l=L � 1, where now the
macroscopic length scale L should take into account strain gradients as well.
The assumption of a scale separation and small strain gradients typically breaks
down when the material localizes, such as when shear-banding and fracture occur.
The range of applicability of computational homogenization can be extended by
including strain-gradient effects (higher-order homogenization theory) [32, 33, 54,
76, 149].

While the unit-cell problem defined by Eq. (3.37) can be solved using standard
numerical techniques, such as the finite-element method, a very efficient numerical
algorithm has been developed by Moulinec and Suquet [107] based on the FFT.
This approach transforms the set of partial-differential equations with periodic
boundary conditions into a convolution-based integral equation that can be solved
using fixed-point iteration in Fourier space. The FFT method for solving the unit-
cell problem has proven effective for both linear and nonlinear computational
homogenization [97, 98, 107]. Eisenlohr et al. [43] have compared the finite-element
solution of the unit-cell problem to the FFT method for polycrystals in the large
deformation regime. Massively parallel implementations of the FFT algorithm exist
in three dimensions [122] as well as GPU implementations [99].

To set up the FFT-based fixed-point iteration algorithm, the concept of a linear
homogeneous reference medium with stiffness tensor C0 is introduced, along with
the polarization stress � defined by

�.y/ D � .y/ � C0 W �.y/ D .C.y/ � C0/ W �.y/ : (3.55)



3 Continuum Approximations 113

Equation (3.37) can be cast in the form of the periodic Lippmann–Schwinger
equation,

�.y/ D �
Z

V
�0.y; y0/ W �.y0/ dy0 C E; (3.56)

where � 0.y; y0/ is a fourth-order tensor related to the Green’s function of the
homogeneous reference medium [109], and here E represents a constant strain
over the unit cell. Taking the Fourier transform of Eq. (3.56) turns the nonlocal
convolution in real space into a local product in Fourier space,

O�.�/ D �b� 0.�/ W O�.�/ for all � ¤ 0 (3.57a)

O�.0/ D E ; (3.57b)

where � is the spatial frequency vector. In Fourier space, b� 0.�/ is given explicitly by

b� klij.�/ D ıki
l
j C ıli
k
j C ıkj
l
i C ılj
k
i

4	ojj�jj2 � 
o C 	o

	o.
o C 2	o/


i
j
k
l

jj�jj4 ; (3.58)

where 
0 and 	0 are the Lame coefficients of the reference medium, and ıij is the
Kronecker delta.

Since the polarization stress defined in Eq. (3.55) is a function of the unknown
strain field �.x/, an iterative solution of Eq. (3.57) can be obtained using the fixed-
point scheme

O�iC1.�/ D �b� 0.�/ W O� i.�/ i D 0; 1; 2; : : : : (3.59)

The steps in this algorithm are shown in Fig. 3.10. The convergence test in the
algorithm measures the deviation from equilibrium (divergence of stress equal to
zero) within a given tolerance. Note that the algorithm does not involve the solution
of a matrix equation. According to Banach’s fixed-point theorem [77], the fixed-
point iteration converges to a unique solution if the operator implicit in Eq. (3.56)
is a contraction. This condition has been studied extensively, and can be assured
under certain restrictions for 
0 and 	0 [98]. The number of iterations required for
convergence scales with the ratio of maximum and minimum contrasts in the elastic
moduli. For a nonlinear material, only step 6 needs to be modified to return the
stress for the given value of strain. For a history-dependent material, an incremental
version of the algorithm is used [43].

The development of numerical schemes that accelerate the basic FFT algorithm
is an active area of research. Recent improvements include using a periodic Green’s
operator instead of one based on an infinite medium [20, 21, 70, 98, 156].



114 J.E. Bishop and H. Lim

εεε0(y) = E , for all y ∈ V

σσσ0(y) = C(y) : εεε0(y) , for all y ∈ V

Initialization :

Iteration i + 1 : with εεεi and σσσi known

1. τττ i(y) = σσσi(y) − C0 : εεεi(y)

3. convergence test

4. ε̂εεi+1(ξξξ) = −̂Γ0(ξξξ) : τ̂ττ i(ξξξ) for all ξξξ �= 0 , ε̂εεi+1(0) = E

2. τ̂ττ i(ξξξ) = F(τττ i(y))

5. ε̂εεi+1(x) = F−1(εεεi+1(ξξξ))

6. σσσi+1(y) = C(y) : εεεi+1(y)

Fig. 3.10 Iterative FFT algorithm for solving the homogenization unit-cell problem given by
Eq. (3.37) [107]. F represents the FFT (in 3D), and F�1 represents the inverse FFT (in 3D).
The convergence test measures the deviation from equilibrium

3.4 Crystal-Plasticity Models

In many macroscale constitutive models, phenomenological formulations are devel-
oped for specific classes of materials such as those for plasticity and viscoplasticity
(polycrystalline metals) [74, 83, 87, 111], hyperelasticity and viscoelasticity (poly-
mers) [29], and pressure dependent plasticity (porous materials) [5, 19]. These
models use various internal-state variables to phenomenologically model physical
effects such as dislocation slip, dislocation density, porosity, and damage. Through
these constitutive models, the stress is related to the entire history of deformation.
Constitutive models also exist that describe the deformation of the grain or single-
crystal scale in metals by incorporating homogenization of discrete dislocation
slip events [127]. These constitutive models are generally referred to as “crystal
plasticity” (CP) models. Some CP models use dislocation densities explicitly as
internal-state variables, and thus incorporate additional length scales [15]. In this
section, crystal-plasticity models based on a continuum approximation will be
discussed as one class of inelastic continuum model.

3.4.1 Background

Crystal-plasticity models are based on single-crystal plastic deformation via dislo-
cation motion through a crystal lattice on specific slip systems. The applied stress
is resolved onto predefined slip systems to accommodate plastic deformation of
each grain or crystal. Figure 3.11 illustrates the Schmid law, � D � cos
 cos�,
that defines the relationship between the shear stress � resolved on the slip plane
and the uniaxial applied stress � . Here, � is the angle between the slip plane with
normal n and the loading axis, and 
 is the angle between the slip direction m and
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Fig. 3.11 Schematics of the
Schmid law. The resolved
shear stress � is described by
the applied stress � , cosine of
the angle � between the
slip-plane normal n and the
loading axis, and cosine of
the angle 
 between the slip
direction m and the loading
axis

m
n

Slip 
direction 

Slip plane 
normal 

Applied stress 

= cos cos

the loading axis. For the case of arbitrary loading, � can be represented using a
contraction between the Schmid tensor, P D 1=2.m ˝ n C n ˝ m/, and the applied
stress tensor, � .

With some simplifying assumptions of the interactions between grains, single-
crystal constitutive equations can be used to directly approximate the response
of a polycrystal. Classical polycrystal plasticity models (texture models) assume
simplified interactions between grains, e.g., the same stress state [132] or strain
state [145] for each crystal. However, these models ignore intergranular compati-
bility and equilibrium, respectively. Recently, crystal-plasticity constitutive models
implemented within nonlinear displacement-based finite-element (FEM) codes
enforce compatibility strongly and equilibrium weakly. In addition to solving the
equilibrium equations, the advantages of crystal-plasticity FEM (CP-FEM) include
the ability to handle irregular shaped domains, complex boundary conditions,
and multiple material phases. Furthermore, high performance computers enable
simulations of polycrystalline domains on macroscopic length scales, i.e., having
millions of grains. Polycrystalline simulations using CP-FEM can provide mechan-
ical properties of the polycrystalline body with consideration of microstructural
effects such as texture evolution (crystal orientations), multi-phases, defects (voids
and dislocations), and grain morphology (shapes and sizes).

The basic assumptions used in conventional crystal-plasticity models are (1)
the deformation gradient can be decomposed into elastic and plastic parts, and
(2) plastic deformation occurs by dislocation slip on the predefined slip systems.
Thus, conventional crystal-plasticity models ignore other deformation mechanisms
such as cross slip, climb, dislocation twinning, grain-boundary sliding, and non-
Schmid yield behavior. More sophisticated models have been developed to capture
these effects [71, 86, 89]. In this section, the most widely adopted crystal-plasticity
formulation by Peirce et al. [121] is outlined.
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3.4.2 Model Formulations

Crystal-plasticity models generally adopt a multiplicative decomposition of the
deformation gradient F into elastic Fe and plastic Fp parts [62, 82, 121, 126],

F D Fe Fp : (3.60)

As the crystal deforms, the lattice is rotated and elastically stretched and sheared
according to Fe. The plastic deformation gradient Fp is calculated from the crystal
slip as [9]:

Fp D I C
X

˛

�˛s˛0 ˝ n˛0 ; (3.61)

where �˛ is the amount of slip in ˛ slip system, s˛0 and n˛0 are the unit vectors in
the slip direction and slip-plane normal direction on the ˛ slip system in the original
configuration, respectively, and I is the identity tensor. The slip systems for different
crystal structures, FCC and BCC, are given in Table 3.2.

The velocity gradient in the current configuration, L
:D @v=@x, can be written as

L D PF F�1 D Le C Lp ; (3.62)

Table 3.2 Slip systems for different crystal structures

˛ Slip system ˛ Slip system ˛ Slip system ˛ Slip system

Twelve FCC slip systems

1 .01N1/Œ111� 4 .0N1N1/ŒN1N11� 7 .01N1/ŒN1N1N1� 10 .0N1N1/Œ11N1�
2 .N101/Œ111� 5 .101/ŒN1N11� 8 .N101/ŒN1N1N1� 11 .101/Œ11N1�
3 .1N10/Œ111� 6 .N110/ŒN1N11� 9 .1N10/ŒN1N1N1� 12 .N110/Œ11N1�
Twenty four f110g BCC slip systems

1 .01N1/Œ111� 7 .0N1N1/ŒN1N11� 13 .01N1/ŒN1N1N1� 19 .0N1N1/Œ11N1�
2 .N101/Œ111� 8 .101/ŒN1N11� 14 .N101/ŒN1N1N1� 20 .101/Œ11N1�
3 .1N10/Œ111� 9 .N110/ŒN1N11� 15 .1N10/ŒN1N1N1� 21 .N110/Œ11N1�
4 .N10N1/ŒN111� 10 .10N1/Œ1N11� 16 .N10N1/Œ1N1N1� 22 .10N1/ŒN11N1�
5 .0N11/ŒN111� 11 .011/Œ1N11� 17 .0N11/Œ1N1N1� 23 .011/ŒN11N1�
6 .110/ŒN111� 12 .N1N10/Œ1N11� 18 .110/Œ1N1N1� 24 .N1N10/ŒN11N1�
Twenty four f112g BCC slip systems

1 .11N2/Œ111� 7 .N1N1N2/ŒN1N11� 13 .11N2/ŒN1N1N1� 19 .N1N1N2/Œ11N1�
2 .N211/Œ111� 8 .2N11/ŒN1N11� 14 .N211/ŒN1N1N1� 20 .2N11/Œ11N1�
3 .1N21/Œ111� 9 .N121/ŒN1N11� 15 .1N21/ŒN1N1N1� 21 .N121/Œ11N1�
4 .N11N2/ŒN111� 10 .1N1N2/Œ1N11� 16 .N11N2/Œ1N1N1� 22 .1N1N2/ŒN11N1�
5 .N1N21/ŒN111� 11 .121/Œ1N11� 17 .N1N21/Œ1N1N1� 23 .121/ŒN11N1�
6 .211/ŒN111� 12 .N2N11/Œ1N11� 18 .211/Œ1N1N1� 24 .N2N11/ŒN11N1�
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where Le and Lp are elastic and plastic parts of the velocity gradient, respectively,
and are given by

Le D PFe .Fe/�1 and Lp D Fe PFp .Fp/�1 .Fe/�1 : (3.63)

The plastic part of the velocity gradient Lp is given as [121]

Lp D
X

˛

P�˛ s˛0 ˝ n˛0 ; (3.64)

where P�˛ is the slip rate on the ˛ slip system.
The critical aspect of single-crystal constitutive equations is formulating how the

slip rate is related to the applied stress. The most widely used form for a viscoplastic
formulation is based on the power-law function [66, 126],

P� D P�0
�
�

g

�1=m

sign.�/ ; (3.65)

where P�0 is the reference shear rate, m is the rate sensitivity, and g is the slip
resistance. Alternatively, the slip rate can be modeled using a thermal activation
form given by Ma et al. [89].

P� D P�0exp

�
� Q

kT

�
1 � �

g

�	
sign.�/ ; (3.66)

where Q is the activation enthalpy, k is the Boltzmann constant, and T is tem-
perature. This form is useful when the crystal slip exhibits large temperature
dependence, e.g., for body-centered cubic (BCC) crystal structure.

The slip resistance g represents strain hardening. There are different models
for g, e.g., isotropic hardening, slip-based hardening, or dislocation density-based
hardening. Classical isotropic hardening models generally assume that all slip
systems harden equally as a function of plastic strain [88]. Slip-based hardening
models are also widely used in crystal-plasticity models, and have been used to
successfully predict texture and anisotropic behaviors in polycrystals [72, 91].
In slip-based hardening models, the strain hardening term is related to the slip
increment on all slip systems through the relation [8],

Pg˛ D
X

ˇ

h˛ˇj P�˛j: (3.67)

Here, h˛ˇ is the hardening matrix that relates hardening on one slip system to
other active slip systems. Different hardening matrices that account for anisotropy
and dislocation–dislocation interactions have been proposed [13, 38, 52, 79]. The
widely used form that successfully predicts stress–strain behavior of polycrystals is
as follows [22]:

h˛ˇ D q˛ˇh0

�
1 � gˇ

gs

�a

: (3.68)
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Here, h0 is the initial hardening rate, gs is the saturated flow stress, and a is
the hardening exponent. q˛ˇ is a hardening matrix that determines the self to
latent hardening ratios. The diagonal terms of q˛ˇ , denoted by qself, describe self-
hardening while the non-diagonal terms denoted by qlat describe the latent hardening
effect. The values qself D 1 and qlat D 1:4 are commonly used in polycrystalline
simulations [10, 91, 121].

The dislocation density-based Taylor hardening law is represented as follows
[144]:

g D A	b
sX

ˇD1
�ˇ ; (3.69)

where A is a material constant, 	 is the shear modulus, b is the Burger’s vector
(magnitude), and �ˇ is the dislocation density on slip system ˇ. The evolution of
dislocation density for the ˛ slip system is obtained by a standard phenomenological
equation [73],

P�˛ D
0

@�1

vuut
24X

ˇD1
�ˇ � �2�˛

1

A � j P�˛j ; (3.70)

where �1 and �2 are hardening parameters representing generation and annihilation
of dislocations, respectively, and ultimately determine the shape of the stress–strain
curve.

Other variations of crystal-plasticity models include different types of time
integration schemes, e.g., implicit or explicit, as well as rate independent models.
Crystal-plasticity constitutive models can be implemented within the standard finite-
element formulation [127]. This is commonly done in commercial software such as
ABAQUS [1] and ANSYS [6], as well as more specialized finite-element software
such as ALBANY [4], DAMASK [37, 129], and ZEBULON [155].

3.4.3 CP and Nanomechanics

One of the strengths of the crystal-plasticity model is that it can accommodate
microstructure in simulations and provides realistic length and time scales. Modern
CP-FEM has been modified and applied to various micro- to grain-scale prob-
lems [128]:

• Texture evolution, plastic anisotropy
• Nonlocal formulations, grain boundary mechanics, grain size effects
• Metal forming, deep drawing, springback
• Surface roughening, ridging, roping.
• Damage and fracture, fatigue, void growth
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• Micromechanics: nanoindentation, micropillar testing
• Creep, high temperature deformation, diffusion mechanisms
• Deformation twinning, martensitic transformation, shape memory, phase trans-

formation, recrystallization

There are two main limitations in applying conventional CP models directly to
nanoscale materials. First, as grain sizes are reduced to nanometer sizes in nanocrys-
talline materials, the assumption of a continuous dislocation density becomes
increasingly suspect. Second, many experiments and lower length-scale simulation
results show that conventional dislocation plasticity in non-nanocrystalline metals
breaks down in nanoscale materials. For example, discrete dislocation grain-
boundary interactions and grain boundary sliding become significant deformation
mechanisms at this scale. Note that conventional CP models do not properly
incorporate these effects. To overcome these limitations, advanced CP models
have appeared in the literature [53, 84, 85, 153]. They either use quantized slip
or incorporate grain boundary effects to capture deformation mechanisms at the
nanoscale. More detailed description of the quantized crystal-plasticity (QCP)
model is discussed in Chap. 13.

3.5 Conclusions

In this chapter, we have briefly reviewed continuum mechanics, homogenization
theory, computational homogenization, and constitutive modeling including crystal-
plasticity. Our review of continuum mechanics included an overview of micromor-
phic and nonlocal theories as well as continuum formulations that include an explicit
surface stress. At the center of continuum mechanics is homogenization theory
which provides a mathematically elegant and rigorous framework for replacing a
discrete collection of interacting entities by an equivalent homogenous continuum
with effective material properties. Numerous references to much more detailed
expositions on these topics were provided throughout the chapter.

Errors in a continuum approximation to a discrete system are unavoidable
whenever the introduced length scales are comparable to the length scale of
the discrete system. Generalized continuum theories may be able to reproduce
qualitatively correct physical phenomenon, such as a surface effect or optical-branch
phonon dispersion curves, but the accuracy of the continuum theory must be judged
with respect to the true behavior of the original discrete system.
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Appendix

Example: Error in the Continuum Approximation

Discrete systems have an inherent length scale governed fundamentally by the
interaction distance between entities. The accuracy of the continuum approximation
depends critically on the size of the structure compared to the size of this intrinsic
length scale. To illustrate the continuum approximation of a discrete system and
its accuracy, consider a simple one-dimensional chain of N atoms of total initial
length L with initial atomic spacing l subjected to a body force F per atom as
shown in Fig. 3.12a. The initial position XI of each atom is given by XI D l � I,
I D 0; 1; 2; 3; : : : ;N with XN D L. For simplicity, we take the interatomic potential
to be harmonic with spring constant K, pair-wise additive, with only nearest-
neighbor interactions.

The forces between the atoms are linear with respect to the relative displacements
so that

K.uN � uN�1/ D F (3.71a)

K.uN�1 � uN�2/ D 2F (3.71b)

:::

K.uI � uI�1/ D F.N � I C 1/ (3.71c)

:::

K.u1 � u0/ D FN (3.71d)

K K K

F

I = 0 I = 1 N − 12 N

F F FF

F FF
K1

K2

K2

K2

F
K1 K1

X = 0 X = LX = l

a

b

Fig. 3.12 (a) One-dimensional chain of atoms of total initial length L with initial atomic spacing
l subjected to a body force F per atom. The initial position XI of each atom is given by XI D l � I,
I D 0; 1; 2; 3; : : : ;N with XN D L. The interatomic forces are governed by local interactions and
a spring constant K. (b) One-dimensional chain of atoms with nonlocal interatomic forces. The
nearest-neighbor spring constant is K1, and next-nearest spring constant is K2
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where uI is the displacement of atom I with u0 D 0. Since this set of equations
telescopes starting with u1 D FN=K, we have

uI D F

K

"

I � N �
IX

JD1
.J � 1/

#

D F

K

�
I � N � 1

2
I.I � 1/

	
: (3.72)

Since N D L=l and I D XI=l, we can write Eq. (3.72) as

uI D .F=l/L2

.Kl/

"
XI

L

�
1C l

2L

�
� 1

2

�
XI

L

�2#

: (3.73)

Note that the natural length-scale ratio for this problem is l=L.
To obtain the continuum version of this problem, we first use Eq. (3.13) reduced

to the one-dimensional form, along with a linear-elastic constitutive model, �xx D
Edu=dX. This results in the following equation for the continuum displacement field
in a one-dimensional bar,

d

dX

�
k

du

dX

�
C f .X/ D 0 ; (3.74)

where f is the body force per unit length along the bar, and k is the cross-sectional
stiffness. The solution to this equilibrium equation with the boundary condition
u.0/ D 0 is given by

u.X/ D fL2

k

"
X

L
� 1

2

�
X

L

�2#

: (3.75)

Note that there is no intrinsic length scale in this continuum solution. If we identify
k D K �l and F D f �l, then Eq. (3.73) converges to Eq. (3.75) in the limit as l=L ! 0.
The absolute error in the continuum approximation is given by,

eI
:D ju.XI/ � uIj D fL2

k

�
Xi

L

��
l

2L

�
(3.76)

This error is proportional to the length-scale ratio l=L. Also, the error varies linearly
along the chain, from e0 D 0 at X0 D 0 to a maximum value at XN D 0. Thus, in the
limit of infinitesimally small intrinsic length scale, the discrete solution converges
to the continuum solution.

The normalized displacement solution for the discrete atom chain, given by
Eq. (3.73) with Nu :D u=.FL2=Kl2/, is shown in Fig. 3.13a as a function of normalized
initial position, NX :D X=L, for several values of the length-scale ratio l=L. The
continuum approximation for the displacement field, given by Eq. (3.75), is also
shown. The error in the continuum approximation, given by Eq. (3.76) with Ne :D
jNu � NuI j, is shown in Fig. 3.13b, and is seen to approach zero as l=L ! 0. Only for
l=L < 0:02 (N D 50) is the maximum error less than 2% of the peak displacement.
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Fig. 3.13 (a) Normalized displacement Nu as a function of normalized initial position NX of a one-
dimensional chain of atoms subjected to a uniform body force and fixed at the end NX D 0

for various values of the ratio of atom spacing to total initial chain length, l=L. The continuum
approximation is also shown. (b) Normalized error in the continuum approximation. Only for
l=L < 0:02 (N D 50) is the maximum error less than 2% of the peak displacement

Example: Absence of a Surface Effect in Classical
Continuum Mechanics

Discrete systems can also display surface effects that are not present in classical
continuum theories. To illustrate the continuum approximation of a discrete system
and its accuracy, consider a simple one-dimensional chain of N atoms of total initial
length L with initial atomic spacing l subjected to a body force F per atom as
shown in Fig. 3.12b. The initial position XI of each atom is given by XI D l � I,
I D 0; 1; 2; 3; : : : ;N with XN D L. We take the interatomic potential to be harmonic,
pair-wise additive, with both nearest-neighbor interactions with spring constant K1,
and nonlocal interactions with spring constant K2. Note that the atoms at the end of
the chain experience a distinctly different force environment than those atoms in the
interior of the chain due to the number of interacting neighbors.

The forces between the atoms are linear with respect to the relative displacements
so that

K1.uN � uN�1/C K2.uN � uN�2/ D F (3.77a)

�K1.uN � uN�1/C K1.uN�1 � uN�2/C K2.uN�1 � uN�3/ D F (3.77b)

�K2.uN � uN�2/ � K1.uN�1 � uN�2/C K1.uN�2 � uN�3/

C K2.uN�2 � uN�4/ D F (3.77c)

:::
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�K2.uIC2 � uI/ � K1.uIC1 � uI/C K1.uI � uI�1/C K2.uI � uI�2/ D F (3.77d)

:::

�K2.u3 � u1/ � K1.u2 � u1/C K1.u1 � u0/ D F (3.77e)

where uI is the displacement of atom I with u0 D 0. This system of equations results
in a matrix equation Ku D F where K is N � N banded matrix of the Toeplitz type
and can be solved using standard methods.

The normalized displacement solution for the discrete atom chain with Nu :D
u=.FL2=K1l2/ is shown in Fig. 3.14a as a function of normalized initial position,
NX :D X=L, for several values of the length-scale ratio l=L. For this example, we
have chosen K2 D 0:5K1. In order to use the continuum approximation given by
Eq. (3.75), we must first define an effective spring stiffness, Keff. To this end, we
isolate a unit cell of length 2l surrounding one interior atom. Within each cell, there
are two K1 springs acting in series thus contributing a value of 1

2
K1 to Keff. There is

a full K2 spring acting in parallel thus contributing a value of K2 to Keff. There are
also two K2 springs that effectively act in parallel to the unit cell, thus contributing
a value of 1

2
K2 C 1

2
K2 to Keff. Thus, Keff D 1

2
K1 C 2K2, and k

:D Keff � .2l/. Also, the
effective force per unit length is f D 2F=2l D F=l. The continuum approximation
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Fig. 3.14 Illustration of the surface effect for a one-dimensional discrete chain of atoms subjected
to a body force F applied to each atom. The atoms are connected to their nearest neighbors by
linear springs with spring constant K1, and to their next-nearest neighbors by linear springs with
spring constant K2. The chain is fixed at X D 0. The total initial length of the chain is L, and
the atomic spacing is l so that the number of atoms N D L=l. (a) Normalized displacement,
Nu :D u=.FL2=K1l2/, plotted as a function of the normalized initial position, NX :D X=L. Results are
shown for l=L D 0:1, 0:05, 0:02 (N D 10, 20, 50, respectively) with K2 D 0:5K1. The continuum
approximation, l=L ! 0, is also shown with Nu :D u=.fL2=k/ where f

:D F=l, and k
:D K1 l. (b)

Error in the continuum approximation with Ne :D jNu � Nuij
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for the displacement field is also shown in Fig. 3.14a. There is some noticeable
surface effect on the atoms near the ends of the chain, particularly near NX D 0.
This effect is more noticeable if we plot the error in the continuum approximation,
Ne :D jNu� NuI j, as shown in Fig. 3.14b. Notice that the surface effect near NX D 0 affects
several atoms. The surface effect is absent in the chosen continuum approximation.
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