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Abstract In this paper, we propose a new algorithm for texture retrieval, using
clustering strategy. Indeed, it is largely noticed that in existing CBIR systems and
methods, the collection of the images similar to the query is realized on the basis of
comparison of the database images to the query solely. Hence, the results might not
be globally homogeneous. In this paper, the collection of the images most similar to
the query is realized considering the global homogeneity of the whole cluster (result).
Knowing that this is of an exponential order problem, we use a greedy solution
consisting in growing the cluster corresponding to a query, one image at a time, based
on the Mean Squared residue measure of Cheng and Church (Proceedings of the
Eighth International Conference on Intelligent Systems forMolecular Biology, 2000)
[1], originally proposed for the biclustering of gene expression data. At each stage,
the new added image to the cluster will be that that preserves most the homogeneity
of the current cluster. The texture descriptor used in this work is the uniform-LBP.
Experimentations were conducted on two texture image databases, Outext and
Brodatz. The proposed algorithm shows an interesting performance compared to the
uniform-LBP combined to Euclidean metric.
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1 Introduction

Content Based Image Retrieval (CBIR), [1] is an alternative technique which has
been proposed in the early 1980s [2] to overcome the disadvantages of the text
based retrieval (TBIR). These disadvantages are summarized into two aspects;
hardness of the annotation, especially for large databases, and subjectivity of the
attributed keywords.

CBIR systems are essentially composed of two steps: features extraction from
low level visual attributes, and the retrieval of visually similar images using one of
the similarity measures. The most exploited visual attributes in the literature are
Color, Texture and Shape. Specifically, texture is a characteristic that is ubiquitous
in objects in general, remote sensing and scenes images particularly. This puts
texture as privileged feature that captures attention of researchers in the computer
vision fields (classification, retrieval, recognition, etc.).

In the context of image characterization based on texture, the “co-occurrence
matrices” of Haralick et al. [3] is one of the earliest methods. This was specifically
proposed for texture classification. The Local Binary Pattern (LBP) of Ojala et al.
[4, 5] is another technique for texture feature extraction. Although simple, this
method is very effective technique. Particularly, the LBP operator has known great
success since its apparition in texture retrieval applications. It was also successfully
used in face recognition [6], gender and age classification [7]. For example, the
combination LBP-GLCM (Gray Level Co-Occurrence Matrix) showed interesting
results for tea leaves classification [8]. Due to its success, a significant number of
LBP variants were introduced, such as ILBP [9], LTP [10], DLBP [11], block-based
LBP [12], ElLBP [13], GLIBP [14].

Despite the success of the above mentioned methods in image retrieval by
content, these methods show generally difficulties to stay effective in all situations.
For this reason, usage of more sophisticated methods has been imposed as a
necessity, such as, the combination of different visual attributes, e.g. [15–22].

In image retrieval, the comparison step plays a crucial role. In this context, many
measures were proposed in the literatures, such as: histograms intersection of
Swain and Ballard [23], the Earth Mover’s Distance (EMD) [24], and Comparing
Histograms by Clustering (CHIC) [25]. Other more simple metrics are also widely
used, such as the Euclidean, Manhattan and Canberra metrics. Some of the above
metrics and other ones are compared by the authors of [26, 27]. Their results show
clearly the important role that the distance metrics play.

The present work proposes a contribution in the comparison step of CBIR
systems. Unlike the strategy of classical approaches in image retrieval methods by
content, that consists in selecting the resulting images matching the query, one at
time, but, by ignoring, in each step, the previous selected images; our contribution
is based on the assumption that: the feature vectors of the images which are visually
similar have the same variation (co-regulation) over the features. Following this
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assumption, we focused our attention on (Bi)-Clustering techniques. Particularly,
the Mean Squared Residue (MSR) is a measure introduced by Cheng and Church
[1] for the biclustering of gene expressions. To the best of our knowledge, no
previous works in the CBIR field have used this measure. Indeed, the proposed
algorithm is distinguished by the fact that all images in the current set of selected
images contribute in the selection of the next image, at each step.

The remaining of this paper is organized as follows. In the next section, we
address briefly materials related to our work; including biclustering and the Mean
Squared Residue (MSR). Our proposal is presented in the Sect. 3. The experi-
mentations and obtained results are discussed in the Sects. 4 and 5, respectively.
A conclusion and perspectives are expressed in the Sect. 6.

2 Materials and Methods

2.1 The Biclustering

By contrast to the clustering techniques, which classify the samples over all the
features (values), the biclustering techniques aim to cluster simultaneously the rows
and the columns. In expression data analysis, the rows correspond to the genes and
the columns correspond to the conditions. Accordingly, the biclustering of gene
expression data aims to find the subset(s) of genes which they are highly correlated
over a subset(s) of conditions.

Formally, let A be the expression data composed of the set of the genes (rows) X
and the set of conditions (columns) Y.

The biclustering techniques try to find the bicluster (sub-matrix) AIJ, where I ⊆X
and J ⊆Y such that the genes in I, are highly co-regulated over the set of conditions J.

2.2 The Mean Squared Residue (MSR)

Cheng and Church [1] introduced an efficient node-deletion algorithm for the
biclustering of the expression data. Their algorithm attempts to find the maximum
bicluster with low Mean Squared Residue.

The MSR H of the bicluster with the set of rows and columns I and J, respec-
tively, is calculated as follow:

HðI, JÞ= 1
Ij j Jj j ∑

i∈ I, j∈ J
ðaij − aiJ − aIj + aIJÞ2 ð1Þ
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where

aiJ =
1
Jj j ∑j∈ J

aij ð2Þ

aIj =
1
Ij j ∑i∈ I

aij ð3Þ

And

aIJ =
1
Ij j Jj j ∑

i∈ I, j∈ J
aij ð4Þ

More information on biclustering techniques can be found in the interesting
survey of Madeira and Oliveira [28].

3 The Mean Squared Residue for Texture Retrieval

Our proposed method is based on the MSR measure, with adaptation to the CBIR
case. The matrix (expression data) is replaced by the index (i.e. database images
feature vectors), where the rows correspond to the images and the columns cor-
respond to the features.

Since we are interested by the image retrieval based on texture, we have chosen
the LBP method for texture features extraction. Indeed, the LBP operator and its
various variants are known for their effectiveness and efficiency. However, the use
of the LBP histogram is not the only descriptor allowed in our algorithm and it can
be generalized to other descriptors, such as, color histogram.

The LBP histogram of an image is 256-valued (when 8 neighbors are consid-
ered). Therefore, for more compactness, we have used the LBP uniform (LBPu2

P,R)
[4], radius (R) equal to 1, and 8 neighbors (i.e. P = 8). This yields 58 uniform
patterns (i.e. histogram of 59 bins, one bin for the non uniform pattern). Conse-
quently, if the database is composed of M images, the matrix will be of M × 59
values.

The proposed algorithm is composed of two main steps, as follows.

Step 1 Initialization: Let I be the cluster representing the selected images
corresponding to a given query Q. In this step, the cluster is initiated to
empty. (The first step in Fig. 1)

Step 2 Growing: in this step, I is made grow by adding to it selected images from
the database, one at a time, so that the currently added image is that that
preserves most the overall homogeneity of I. For this purpose, we used a
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greedy search, where the image which causes the lowest cost is included to
the cluster (Eq. 5). By “cost”, we mean the difference between the MSR of
the cluster before and the MSR after adding the feature vector of image
i (Eq. 6). This step is repeated until satisfying a stop criterion. The criterion
we used is the number of images in the cluster (i.e. the number of cluster
rows)

ΔMSRiðQ, IÞ=HðQ∪ I,YÞ−HðQ∪ I ∪ if g,YÞ ð5Þ

argmin
i

ðΔMSRiðQ, IÞÞ ð6Þ

Fig. 1 Steps of growing set I
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A description of the proposed algorithm is given below:

Fig. 2 Example, the five vectors
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For example, let the following five vectors (Fig. 2): V1, V2, V3, V4, and V5 such
that:

V1 = [7, 8, 9, 8, 10, 7, 8].
V2 = [4, 5, 6, 5, 7, 4, 5].
V3 = [1, 3, 4, 2, 5, 1, 2].
V4 = [9, 7, 8, 9, 8, 7, 9].
V5 = [8, 7, 8, 9, 10, 9, 8].

We also assume that we have a query vector VQ, such that:

VQ = [7, 8, 9, 10, 7, 8].

If we match the vector VQ with the above five vectors using a classical distance
metric such as Euclidean distance (Eq. 7) they will be ranked according to their
distances from VQ as follow V1 (d = 0), V5 (d = 2.83), V4 (d = 3.46), V2

(d = 7.94), and V3 (d = 14.8).
Now, using the proposed method based on the MSR. At the first step (initial-

ization) we have only the query vector VQ. In the second step, we search for the
vector among the database vectors (not included yet) that has the lowest cost (MSR
difference (ΔMSR)). So, according to the vectors that we have, V1 is the one which
verifies this constraint (ΔMSRV1 = 0). We repeat the process, we have FvQ = VQ

and I = {V1}, the vector which has the lowest cost when it is included to the set I is
V2 (ΔMSRv2 = 0), then V3 (ΔMSRV3 = 0.0459), and after that V5 (ΔMSRv5 =
0.1957). In this step FvQ = VQ and I = {V1, V2, V3, V5} and the inclusion of V4

has the cost (ΔMSRV4 = 0.1926). At the end, the resulted vectors will be ranked as
follow: V1, V2, V3, V5, and V4.

deucðx, yÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
i
ðxi − yiÞ2

r

ð7Þ

4 Experimentations

Our experimentations were conducted on two databases of textured images. The
first one is Outex_tc_00000 test suite of Outex1 database. This suite is composed of
480 images, distributed on 24 classes, 20 images for each class, with a size of
128 × 128 pixels. Some samples from this database are shown in Fig. 3.

The second database is Brodatz2 database. This dataset is composed of 112
textured images, having 640 × 640 pixels size. In this paper, we have divided each
image into 16 non-overlapping sub-images (4 × 4). Thus, the total number of
images is 1792 images, 16 images in each class. Figure 4 presents some samples
from this database.

1http://www.outex.oulu.fi/db/classification/tmp/Outex_TC_00000.tar.gz.
2http://multibandtexture.recherche.usherbrooke.ca/images/Original_Brodatz.zip.
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Fig. 3 Some samples from Outex database (128 × 128 px)

Fig. 4 Some samples from Brodatz database (640 × 640 px)
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The performance evaluation is done through the Average Precision (AP) crite-
rion. The AP of texture class I, which contains m samples, within a window of
k images (the number of retrieved images), is calculated as follows:

APðI, kÞ=
∑
m

i
pði, kÞ
m

ð8Þ

pði, kÞ= Nbr Relevant Retrieved Images
k

ð9Þ

5 Results and Discussion

Table 1 presents the results of the retrieval using the proposed algorithm based on
the MSR versus Euclidean distance metric in term of the average precision of the
top 20 images retrieved (i.e. k = 20), over all database. The table shows clearly that
the MSR is more effective than Euclidean metric, where an AP of 87.68 % overall
the database is reached against 85.18 % for Euclidean distance. More of that, the
results analysis by class show that when Euclidean reaches 90 % of AP, the MSR
gives a perfect AP (100 %) (With the exception, the class C3).

The second table (Table 2) presenting the AP for the second database (Brodatz)
of the top 16 retrieved images, also shows an interesting performance for the

Table 1 Outex_tc_00000 database (precision, window = 20)

Texture Proposed Euclidean Texture Proposed Euclidean

C0 100 96.5 C12 100 95.5
C1 100 96 C13 50 50.3
C2 100 90.5 C14 40 50.5
C3 99.5 90.5 C15 74 67.5
C4 100 100 C16 56.3 57
C5 100 100 C17 58 55.3
C6 100 100 C18 100 97.3
C7 100 100 C19 78.8 74.5
C8 100 98.3 C20 100 96
C9 77.8 68.3 C21 100 99.8
C10 100 100 C22 95 89
C11 100 99 C23 75 72.5

Total 87.68 85.18
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Table 2 Brodatz database (16 sub-images * 112)

Texture Proposed Euclidean Texture Proposed Euclidean Texture Proposed Euclidean

D1 94.5 89.8 D39 25 32.8 D77 100 100

D2 43.4 44.1 D40 99.2 86.7 D78 100 85.2

D3 63.7 72.7 D41 93.8 85.2 D79 94.1 85.5

D4 74.2 73 D42 58.6 66.4 D80 100 89.1

D5 45.3 49.6 D43 13.3 17.6 D81 100 94.9

D6 100 100 D44 19.1 21.9 D82 100 95.3

D7 43 46.1 D45 14.1 23 D83 100 100

D8 39.8 41.4 D46 94.1 82.4 D84 100 99.2

D9 59.4 55.9 D47 100 96.5 D85 100 99.2

D10 94.5 85.2 D48 71.1 62.9 D86 100 98.8

D11 60.2 63.3 D49 100 100 D87 94.1 94.9

D12 89.5 78.9 D50 94.5 80.9 D88 26.2 40.6

D13 25 36.7 D51 83.6 81.6 D89 39.8 49.6

D14 94.1 94.9 D52 100 99.2 D90 48.8 50

D15 58.2 56.6 D53 100 100 D91 33.2 40.2

D16 100 100 D54 44.5 48.4 D92 98 94.1

D17 100 94.5 D55 100 100 D93 50 66

D18 100 89.5 D56 100 100 D94 61.3 62.9

D19 67.6 69.9 D57 100 100 D95 89.1 85.2

D20 100 100 D58 28.9 33.2 D96 87.9 84

D21 100 100 D59 14.8 23.4 D97 50.4 50.4

D22 53.9 52.7 D60 72.7 66.4 D98 61.7 57

D23 33.2 41.4 D61 69.1 63.3 D99 36.7 41

D24 82.8 72.3 D62 65.6 63.7 D100 36.7 39.5

D25 63.3 66.4 D63 31.3 35.5 D101 100 97.3

D26 87.5 80.9 D64 100 100 D102 100 98.8

D27 50 49.2 D65 100 100 D103 100 97.3

D28 94.1 85.2 D66 94.9 89.5 D104 94.1 87.1

D29 100 92.2 D67 88.7 80.5 D105 76.6 79.7

D30 41 48 D68 97.7 96.1 D106 60.5 70.3

D31 29.3 36.3 D69 48 49.6 D107 47.3 53.1

D32 100 100 D70 100 97.3 D108 68 67.2

D33 100 98.8 D71 71.1 68.8 D109 99.2 91.8

D34 98 86.7 D72 30.1 38.7 D110 100 99.2

D35 28.9 33.2 D73 32.8 41.4 D111 100 79.7

D36 29.7 41 D74 93 77.3 D112 83.2 74.6

D37 82 80.9 D75 92.6 86.7

D38 36.7 42.2 D76 100 93.4 Total 73.59 72.67
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proposed method against Euclidean distance. Actually, the proposed method beats
the Euclidean distance 57 times, and loses 40 times, and shows comparable per-
formance to the Euclidean distance in 15 classes.

The screenshots of the results obtained using the proposed method and Eucli-
dean distance on two different queries are shown in Figs. 5 and 6.

Fig. 5 Results obtained by querying with image #000062; top proposed method (preci-
sion = 12/12), bottom retrieval using Euclidean distance (precision = 9/12)
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6 Conclusion

In this paper, we have proposed a new algorithm for image retrieval based on
texture. Specifically, we have used the uniform-LBP for extracting texture features.
The proposed algorithm is based on the Mean Squared Residue measure, an
existing measure originally proposed for biclustering of gene expressions data. Our
algorithm starts by initialization of the result set to empty. Then, in each iteration, a
new image is selected from the database images and added to the result set, so that
the overall homogeneity of the result set is preserved most. The algorithm is dis-
tinguished by the fact that all images in the result set contribute to the selection of
the new image through the difference of the MSR measures.

Fig. 6 Results obtained by querying with image #000050; top proposed method (preci-
sion = 12/12), bottom retrieval using Euclidean distance (precision = 11/12)
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The obtained results of the conducted experimentation on Outex and Brodatz
databases show an interesting performance (Average Precision) compared to the
uniform-LBP combined to Euclidean distance.

In the future, we plan investigation of the proposed algorithm performance using
other descriptors, such as color histograms, and also combination with other
standard metrics (Canberra, Manhattan, etc.). Furthermore, the adaptation of the
proposed algorithm for features selection is also envisaged.
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