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Abstract In this article, we propose an approach to improve CBR processing
mainly in its retrieval task. A major difficulty arise when founding several similar
cases and consequently several solutions, hence a choice must be done involving an
appropriate strategy focusing the best solution. This main difficulty has a direct
impact on the adaptation task. To overcome this limitation many works related to
the retrieval task were conducted as hybridizing CBR with data mining methods.
Through this study, we provide a combining approach using CBR and clustering to
reduce the search space in the retrieval step. The objective is to consider only the
most interesting cases and the most interesting solution to support decision and
provide an intelligent strategy that enables decision makers to have the best deci-
sion aid. We also present some preliminary results and suggestions to extend our
approach.
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1 Introduction

The traditional CBR approach has been widely used for enhancing decision aid
systems. However it presents some drawbacks mainly in the retrieval task [1–3].
A major drawback is that if process found several similar cases and consequently
several solutions which involve looking for a strategy to choose the best solution.
Several works were conducted to overcome this drawbacks [2, 4–8] by using
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different strategies with the aim to impact positively the CBR process. In this work,
we experiment collaboration between CBR and clustering. Case-based reasoning
approach emerged, it was appropriated and widely used to solve problems and
support decision in health care, however it presents also some drawbacks in the two
mean tasks: the retrieval and the adaptation (reuse and revision) tasks [1–3]. Thus,
and as the two tasks are interrelated several works have been conducted on the
retrieval task using different strategies which deals with suitable solutions with the
aim to impact positively the adaptation task. These solutions are range from simple
sequential calculation to non-sequential indexing, classification algorithms such as
ID3 and Nearest Neighbor matching. For the retrieval task, a major drawback is that
if process found several similar cases and consequently several solutions, hence
choice arises for the process and involves looking for a strategy to choose the best
solution. Schmidt et al. suggested clustering cases into prototypes and remove
redundant ones to avoid an infinite growth of case base, the retrieval searches only
among these prototypes [2]. This solution can simplify the adaptation task. Missing
similar cases can also occur and may lead to less robust decision due to large
number of features. Marling et al. suggested a solution at retrieval task using a three
matching algorithms and combined three different measures and fuzzy similarity
and they also proposed another solution using a reutilisability measure to select and
retrieve a case in addition to check of constraints and a scoring. This method gives
the easiest case to adaptation task. This solution was used to propose a menu planer
system based on CBR and RBR [6]. Thus, it becomes imperative to review tradi-
tional approaches of knowledge processing and to propose new solutions based on
new paradigms.

In this work, we experiment a new method by using collaboration between CBR
and clustering to propose an available strategy at retrieval task which permits
choosing the best solution from a set of solutions found by clustering a case base.
We present some preliminary results and suggestions to extend and improve our
approach. The rest of this paper is structured as follows: in Sect. 2 we give some
notions on CBR and data mining. In Sect. 3 we give a survey on most important
related works showing particularly the use of case-based reasoning and data mining
that have contributed in decision aid. We continue by presenting our approach in
Sect. 4. In Sect. 5 we give a presentation of experimentation and interpretation of
results and finally in Sect. 6 we give the conclusion which summarizes the paper
and point out a possible trend.

2 Background

Before describing our approach we will give some notions related to decision
support to help for understanding the continuation of the paper:

Decision support: “Decision support is the activity that is supported by models
clearly explained but not necessarily completely formalized, which helps to obtain
some answers to questions asked by an intervener in a decision process,…” [9].
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This decision aid is often supported by methods such as statistics, operations
research, multi-criteria methods, etc. The decision support involves the develop-
ment of an action plan or a decision model.

CBR: Reasoning by reusing past cases is a powerful and frequently applied
approach to solve problems. The case-based reasoning uses this principle. It is
conventionally based on four tasks: retrieve, reuse, revise and retain as shown in
Fig. 1. It is widely used in medicine, because of the reasoning method used, which
is close to the physician reasoning against a pathological situation. Indeed, finding a
medical solution is based on reminding previous cases already experienced for
being guided toward a similar situation [10]. Figure 1 shows four steps that a
case-based reasoner must perform according to Aamodt and Plaza [11]:

(a) retrieve cases which are similar to the problem description from a case base,
this task involves analogy-making or case matching, it is based on reminding,

(b) reuse a solution suggested by the retrieved cases in order to make it applicable
to the current case,

(c) revise or adapt the solution to better fit the new case,
(d) retain the new solution once it has been confirmed or validated.

Data mining: Data mining uses a variety of methods and a large volumes of data in
order to discover useful knowledge for decision making. Thus, it constitutes a
decision aid support in various sectors. We mention here some data mining methods
commonly used in the medical field:

• Decision trees. These are structures that represent sets of decisions. These
decisions generate rules for the classification of a data set.

• Neural networks. They are at the origin of mathematical modeling of the human
brain. They use existing data with a known result to form a model that can later
be used to make predictions upon data with unknown result.

• Bayesian networks. They are a directed acyclic graph where each node repre-
sents a random variable and the arcs represents probabilistic dependencies
between a node and its parents.

Reuse

Retrieve

New Case

Revise

Retain

New case

Proposed solutionConfirmed solution

Ds : Data selection
Pr : Preprocessing
Tr : Transformation
DM : Data mining
I     : Interpretation

Original
Data

Pr TrDs DM I

Fig. 1 The CBR cycle and standard data mining process
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• The K-nearest neighbors. It is a case reasoning method dedicated to the clas-
sification. It allow making decisions by searching for similar cases already
resolved.

• Logistic regression. It is a method derived from statistics. It is an extension of
ordinary regression.

• Clustering. Its divides data into meaningful groups (clusters) that share common
characteristics. It is used in information retrieval.

2.1 Data Mining and CBR

Data Mining can be used for a variety of purposes in Case-Based Reasoning. Some
uses are listed here:

• Find features for a case (in a case base): It might be interest to classify the cases
for use.

• Find features for a case (in a database): A data base can be searched to complete
the information given in a case.

• Find domain knowledge: Domain knowledge might be mined from the data in
the form of functions, rules or causal graphs which can be used later by a CBR
process.

• Construct “artificial cases”: We should be able to build cases from a database.

3 Related Works

As mentioned in introduction, there is a large body of work attempting to use CBR
in medical fields particularly in the diagnosis of diseases. Many works have
addressed directly the use of CBR while other works were conducted with other
approaches and many recent works have emerged and have contributed to the
advancement of research. We notice the following concerns.

3.1 Use of Case-Based Reasoning

Many studies concerning CBR in decision support were conducted. Marling et al.
presented an approach for treatment of patients suffering from diabetes [12]. Jha
et al. presented a work for diabetes detection and care [13]. Bresson and Lieber
created CASIMIR, a system for treatment of breast cancer [14]. Shanbezadeh et al.
proposed an oriented decision support system for treatment of asthma [15]. Song
et al. proposed a system for dose planning in radiotherapy for prostate cancer [16].
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Begum et al. presented a decision support system to help physicians to diagnose the
state of stress [17]. De Paz et al. presented a decision support system for the
diagnosis of different types of cancer [18]. Schwartz et al. used also CBR to
enhance care on insulin therapy [19]. This list is not exhaustive but it shows the
diversity of utilization of CBR and underlines the interest for this approach to
improve the care of patients by providing physicians with information technology
tools for medical decision support.

3.2 Use of Data Mining

Owing to the large volume of data manipulated by health structures, it became
imperative to take into account this mass of medical data to improve medical
practice and at the same time improve the care practiced by clinicians. These
methods and particularly the decision trees and the neural networks have been used
in many studies in medicine [17, 20]. We give a non-exhaustive list of some
research works which uses data mining methods in a medical field. Sivakumar
presented a method based on the neural networks to classify subjects with diabetic
retinopathy (common complications of diabetes) [21]. This algorithm generates a
set of rules for the diagnosis and prediction of diabetes. Kiezun et al. have used
logistic regression to help clinicians in the diagnosis of myocardial infarction (heart
attack) in patients presenting chest pain [22]. Malyshevska studied the problem of
cancer diagnosis using the neural networks [20]. The aim of this study is to classify
different types of tissue that are used to determine the risk of cancer. Sung and
Seong recently done a study based on the building of a hybrid method, combining
methods of data mining (association rules, classification trees) to help clinicians to
classify more faster and more accurate chest pain diseases [23]. Xu Li used an
indexing/matching module based on retrieving only cases that match the important
indices of the new case, calculate an aggregate match score for the comparable
cases and retrieve only those comparable cases with higher aggregate match scores
[7]. Kumar et al. used two distances (Weighted Euclidean, Mahalanobis) to perform
retrieval task and eliminate bad cases with an eliminating score [8]. Macura and
Macura used a retrieval-only system to avoid the adaptation task, because the users
wish to see and interpret all specific details of the cases themselves without going
until adaptation task [24]. Bichindaritz and Marling have used combination of RBR
and model based components but this strategy can’t be seen as solution for CBR
drawbacks (for retrieval or adaptation), but as an opportunity to enhance CBR
subtasks instead of using an older technique. Recently, a major trend seems to be
the extending of CBR applications beyond the traditional diagnosis or treatment
toward the applicability of CBR to new reasoning tasks [1].
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3.3 Combining CBR with Other Approaches

Combining CBR with other approaches (Multi-Modal Reasoning) represents
another way used to avoid the adaptation problem, mainly by combining the
retrieval task with other reasoning strategies, to provide decision support. The
interest in multi-modal approaches involving CBR has reached the medical areas
[2]. This is an issue of current concern in CBR research in different fields as
medicine and others [10]. The first multi-modal reasoning system in the health care
was CASE, it integrated CBR with model-based reasoning (MBR) for diagnosis of
heart failures [6]. Araujo et al. have combined rule-based reasoning (RBR) and
CBR to recommend neuroleptic drugs for Alzheimer’s patients [25]. Althoff et al.
have integrated induction and CBR for diagnostic [4]. Janetzko and Strube also
tried to combine CBR with knowledge processing [26]. Li and Sun hybridized
multi-criteria and CBR to enhance a data mining process for improving detection of
disease [27]. Armaghan and Renaud used also combination of CBR and
multi-criteria to study diabetes [5]. Angehrn and Dutta used also this combination to
study diabetes [28]. Royes used multi-criteria and CBR for strategic planning
support [29]. Araujo de Castro et al. used a hybrid model based on multi-criteria
and CBR to diagnosis of Alzheimer’s disease [25]. Other researchers have proposed
hybrid solution by combining CBR with other techniques as reasoning by rules and
many works emerged among these studies [6, 30].

4 The Proposed Approach

The medical situation we advocate is described by the decision maker (physician) is
in front of a diagnosis of a situation and will have to explore possible options
(diagnosis) to choose the best therapy. This situation is characterized by: a problem
definition more or less complete, an exhaustive survey of possible diagnosis and the
existence of specific signs for each patient such as for example “elderly patient”,
“allergy to penicillin”, etc. these specific signs can indicates that a desired therapy
will be more or less compliant as an elderly patient may be less compliant with a
salt diet for example. Moreover, it is well recognized today that diagnosis decisions
related to each patient must take into account particular signs (drug risk, medication
side effects, dosages, etc.). Moreover, the physician reasons when searching for a
therapy such a system which uses old situations (cases) in order to propose a similar
or a best therapy.

Thus, the physician defines his medical situation with a set of symptoms and a
environmental context described by the specific signs. The medical situation
becomes a medical case composed of u specific signs, and v symptoms which are
descriptive of the case and w descriptors giving the “diagnosis/therapy” considered
for the case in question.
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Thus, the medical situation will be defined as follows:

The contribution of data mining. However, specific signs can guide search space
reduction while using a clustering technique. Clustering does not aim at labeling the
cases in a group with a specific tag (as it happens in classification), where the tag
represents a piece of generalized domain knowledge, extracted from the subsumed
cases. In clustering specific signs remains enables collecting the most similar cluster
(s) allow the identification of the cases collected under similar circumstances, and the
limitation of retrieval just to them. In result we can have exploitation of prototypes
which are a generalization from single to clustered typical cases. Their main pur-
poses are to structure the case base and to guide and speedup the retrieval process.

4.1 Processing

In this work, we experiment a new method by using collaboration between CBR
and data mining to propose an available strategy at retrieval task which permit
choosing the best solution from a set of solutions found by mining cases by a so
called constraint based clustering.

Theconstraint basedclusteringprocess:Wechose a rational approach for retrieval
task: instead of a massive retrieval of cases that is the classic recipe of reasoning, we
analyze the cases rationally andwe focus research on particular perimeterswith specific
cases that are the subject of suspicion or potential cases. Our aim is to find closest cases
on all previously treated cases in order to avoid complication at the adaptation phase and
make it arduous. Indeed, it doesn’t matter to collect all the closest cases, but it should
rather focus on a small perimeter of cases. So, we must proceed otherwise than by
classicalmethod. Thus, our approach focuses on reducing the perimeter of research, and
then retrieve. We will call it:MineR for Mining and Retrieve.

From there, the clustering operation is guided by specific signs to select a subset of
cases contained in the case base. Thus, reducing the search space solutions (diagnoses)
for the retrieval step becomes an essential operation for the CBR process. This choice
can clearly make retrieval computationally better regarding to only interesting solu-
tion for the case being processed and hopefully more meaningful, since only cases
taken under comparable circumstances are retrieved. The set of closest diagnoses
(Closest_Diags) is received from the CBR_Process to join it to proposed diagnoses
(Proposed_Diags) that the user has already defined in the medical situation as
described below (see also step C). This processwill be handled by the following steps:
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Step A: Cases selection
A this step, the specific signs help to filter the cases so as to keep only cases which
meet only those constraints, then we proceed successively by steps B and C.

Step B: Preprocessing
At this step, we will only prepare data for clustering as cleaning data or appro-
priate treatment.

Step C: Clustering
At this step, we will launch the suitable clustering method. This entire step will be
initiated by the following pseudo_algorithm which will generate the best cluster
(Best_cluster) for processing later the best diagnosis (Best_Diag) by the CBR.

The CBR process: This process has a main task: the matching. It consists in finding
the n closest cases to the proposed case by using a similarity measure. We used the
K-nn method for the simplicity of its implementation. The process will select closest
or similar cases from the best cluster (Best_cluster) proposed by clustering process,
and will extract the preliminary closest diagnoses (Closest_Diags) that have been
considered for the n similar cases, and then those preliminary closest diagnoses are
considered to determine the best diagnosis (Best_Diag).

All this two process will be handled by the following pseudo-algorithm.
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5 Implementation and Experimentation

The proposed approach has been applied to a medical datasets the Vertebral Col-
umn Data Set of orthopaedic patients, we project to use the presumptive diagnosis
of diseases of orthopaedic patients data set which is a data set containing values for
six biomechanical features used to classify orthopaedic patients into 3 classes
(normal, disk hernia or spondylolisthesis) [31]. Each patient is represented in the
data set by six biomechanical attributes derived from the shape and orientation of
the pelvis and lumbar spine (in this order): pelvic incidence, pelvic tilt, lumbar
lordosis angle, sacral slope, pelvic radius and grade of spondylolisthesis. The fol-
lowing convention is used for the class labels: DH (Disk Hernia), Spondylolisthesis
(SL), Normal (NO) and Abnormal (AB).

5.1 Data Description

This data contains information about diseases of orthopaedic patients (normal, disk
hernia or spondylolisthesis) of a patient based on his characteristics. Figure 2 gives
an overview of data set sample.

Each patient is described by seven descriptors, with the last attribute that con-
tains the results of the diagnosis. It contains [31]:

1. pelvic incidence (numerical)
2. pelvic tilt (numerical)
3. lumbar lordosis angle (numerical)
4. sacral slope (numerical)
5. pelvic radius (numerical)
6. grade of spondylolisthesis (numerical)
7. diagnosis: DH (Disk Hernia), Spondylolisthesis (SL), Normal (NO) and

Abnormal (AB).

Data Set sample

39.05695098,10.06099147,25.01537822,28.99595951,114.4054254,4.564258645,Hernia
68.83202098,22.21848205,50.09219357,46.61353893,105.9851355,-3.530317314,Hernia
83.93300857,41.28630543,61.99999999,42.64670314,115.012334,26.58810016,Spondylolisthesis
78.49173027,22.1817978,59.99999999,56.30993248,118.5303266,27.38321314,Spondylolisthesis

Fig. 2 Overview of presumptive diagnosis of diseases of orthopaedic patients sample [31]
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For the purposes of our experimentation we have transformed Presumptive
diagnosis of diseases of orthopaedic patients data set descriptors into a case base
descriptors and each case will be described by the set of variables X1, X2,…, X6,

called descriptive variables and we have associated a target attribute denoted Y
corresponding to diagnosis. The following Table 1 shows case base descriptors.

5.2 Construction of Case Base ΩN and Partial
Case Bases ΩL, ΩT

To evaluate the efficacy of our approach, we have transformed the presumptive
diagnosis of diseases of orthopaedic patients date set into a case base named ΩN. It
contains a number of cases ωi ⋅ΩN = fω1,ω2, . . . ,ωng, each case is described by
the set of variables X1, X2,…, X6, called descriptive variables. For each case ωi we
associate a target attribute denoted Y, which takes its values in the set Y = {DH,
SL, NO, AB} corresponding to diagnosis where DH = “Disk Hernia”,
SL = “Spondylolisthesis”, NO = “Normal” and AB = “Abnormal”. Table 2
shows some cases noted ω1, ω2,…, ωn of Vertebral Column Case Base.

After construction of case base ΩN, we subdivide it on a learning case base ΩL

(80 % of ΩN) and a test case base ΩT (20 % of ΩN) by separating the population ΩN

as follows in Table 3.

Table 1 Case base
descriptors

Descriptor Label

X1 Pelvic incidence
X2 Pelvic tilt
X3 Lumbar lordosis angle
X4 Sacral slope
X5 Pelvic radius
X6 Grade of spondylolisthesis
Y Diagnosis
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5.3 Implementation/Experimentation

Experiments are conducted on an interactive system developed in JAVA with an
interconnection module to JCOLIBRI system [32]. This system is essentially based
on an engine described by Fig. 3. We use the JCOLIBRI platform to build the case
base and all the relative operations for CBR process. In first step clustering process
is initiated, this operation is done under WEKA platform, helped with the specific
signs to reach the different clusters, then the results of this platform is the generation
of the best cluster (Best_cluster) that will be returned to CBR process for collab-
oration to improve the decision support. The final objective of the whole process is
to collaborate for deciding about the best diagnosis to each new case (medical
situation) given as input.

Table 3 Partial case bases

Case base ΩN Learning case base ΩL 80 % Testing case base ΩT 20 %

310 248 62

Fc (Ssv, Syp, Dk)

Reu 

Rev 

Rtn 

New_
Case 

Best_ 
Diag

Case
Base

Closest_ 
Cases 

Ret
Cases selection 

Preprocessing

Clustering

Fig. 3 Overview of the different steps involved by the approach. Rtv Retrieve similar cases, Reu
Reuse a suggested solution, Rev Revise or adapt the solution, Rtn Retain the new solution, Fc (Ssv,
Syp, Dk) Formulation_of_case (v Specific_Signs, p Symptoms, k Diagnosis)
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We have considered 20 cases randomly taken from the testing case base ΩT

without any hypothesis of diagnosis. A comparison of each case under ΩT is done
with the learning case base ΩL as follows:

∀ωi ∈ΩT

and
∀ωj ∈ΩL

if
yðXðωiÞ = yðXðωjÞÞ then goodmatching
else mismatch

�
ð1Þ

Thereafter, with the conditional structure (1), we calculate the rate of correct
matching. This rate represents the number of correctly identified cases in learning
case base ΩL and identically diagnosed in testing case base ΩT. The test results are
presented in Table 4.

5.4 Evaluation of Results

To evaluate the efficiency of our approach, a comparison of each case tested from
ΩT is made in ΩL. We calculate the error rate of each type of diagnosis. From
results presented in Table 4, we note that the error rate is relatively low (lower than
average) which indicates that our system tends to give answers close to reality.

According to these results, we note that the rate of correct matching (similar
diagnosis) is relatively high compared to the average which indicates that the
system provides results closer to the reality as declared in testing case base ΩT

answers particularly for good matching cases. We note also that the rate of good
matching is more over than the average which indicates that our system tends to
recognize and make a good matching of diagnosis.

6 Conclusion and Future Trends

This study provides the theoretical basis of an approach that tends to solve a
problem of CBR reasoning. Later, we intend to evolve our approach in another
orientation by using the concept of clustering in a form a rule and where each rule
define a cluster then make a comparative study.

Table 4 Comparison results of three data sets using the error rate (ER)

Number of Cases tested from
ΩT

Type of diagnosis for tested
cases

Misclassified
cases

ER
(%)

20 Normal 4 20

20 Disk Hernia 7 35

20 Spondylolisthesis 8 40
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