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Preface

This volume contains research papers accepted and presented at the 4th Interna-
tional Symposium on Modelling and Implementation of Complex Systems (MISC
2016), held on 7–8 May 2016 in Constantine, Algeria. As the previous editions
(MISC 2010, MISC 2012, and MISC 2014), this symposium is intended as a
tradition offering open forum and meeting space for researchers working in the field
of complex systems science.

This year, the MISC symposium received 175 submissions from 12 countries:
Algeria, Canada, Ireland, France, Luxembourg, Morocco, Oman, Portugal, Tunisia,
Saudi Arabia, UK and USA. In a rigorous reviewing process, the Program Com-
mittee selected 25 papers, which represents an acceptance rate of 15 %. However,
we have not received the camera-ready copies of two papers. So, the proceedings
include 23 papers. The PC included 115 researchers and 31 additional reviewers
from 14 countries.

The accepted papers were organized into sessions as follows: Networking and
Cloud Computing, Software Engineering and Formal Methods, Intelligent and
Information Systems, and Algorithms and Complexity.

This volume includes also the abstracts of the keynote talks presented by
Mérouane Debbah, Professor at CentraleSupélec, France; Rafael Capilla, Associate
Professor at Rey Juan Carlos University, Madrid, Spain; and Mathieu Roche,
Research Scientist at CIRAD, Montpellier, France.

We thank Dr. Nabil Belala for managing EasyChair system for MISC 2016 from
submissions to proceedings elaboration.

We are graceful to the Program Committee and Organizing Committee members
for their contribution in the success of the symposium.

Finally, we thank the authors who submitted papers to the conference.

Constantine, Algeria Salim Chikhi
March 2016 Abdelmalek Amine
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Part I
Algorithms and Complexity



A Review on Different Image Encryption
Approaches

Amina Souyah and Kamel Mohamed Faraoun

Abstract The design of image encryption schemes that make a good compromise

between sufficient level of security and execution time is one of the main directions of

research, due to their ever-increasing use in real-time Internet image encryption and

transmission applications. For such task, a variety of mathematical and biological

strategies are investigated in the literature as chaos theory, cellular automata and

DNA computing. The intend of this paper is to present a complete study of some

recent and prevalent proposed works in the literature, this study covers the analysis

of each work by giving its advantages and limitations in terms of security level and

execution time. We believe that our study within this contribution will help in the

design of new secure crypto-systems for image encryption.

Keywords Cryptography ⋅ DNA computing ⋅ Chaotic maps ⋅ Cellular automata ⋅
Known/chosen plain-text attacks

1 Introduction

Nowadays, and with the over-increasing growth in demand of transmission, storage,

distribution and processing of multimedia data such as digital images over open net-

works, lead to the need of their protection from unauthorized access that comes quite

essential especially in case of including confidential information that can be related

to military, medical or even personal interest. Cryptography as the art of science that

is more recently considered as a branch of both computer science and mathematics

[1], can be utilized as a useful scientific approach to provide image’s security, con-

fidentiality and integrity via the research of designing an efficient image encryption

scheme that can make a good compromise between satisfactory level of security and

A. Souyah (✉) ⋅ K.M. Faraoun
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4 A. Souyah and K.M. Faraoun

execution time, these purposes can’t be accomplished with the direct use of tradi-

tional encryption algorithms [2] such as DES [3], IDEA [4], AES [5] that mark their

unsuitability for encrypting digital images [6] due to their intrinsic features like bulk

data capacity, large data size, high redundancy and strong correlation of adjacent

pixels in addition to the large computational time. In this paper, a complete study of

some recent and prevalent proposed schemes in the literature are presented in detail,

this study puts a focus on analyzing each work by giving its advantages and limita-

tions in terms of security level and execution time. The rest of the paper is organized

as follows: different strategies used in image encryption schemes are given as Sect. 2.

Description of different approaches as the main objective of this contribution is pre-

sented in detail in Sect. 3. A comparative study based on the commonly used types

of attacks are performed for all the reviewed approaches as Sect. 4. A conclusion is

given in Sect. 5.

2 Different Strategies Used in Image Encryption Schemes

Several strategies are investigated in the literature to respond to the challenging issue

of designing an image cryptosystem that makes a good compromise between suffi-

cient level of security and execution time among which:

Chaos theory that is a mathematical model and a sort of discrete dynamical sys-

tem, its inherent features of dependency to initial conditions, control parameters

and ergodicity have their counterparts of confusion and diffusion as good crypto-

graphic properties [7] that should be satisfied in the design of chaotic image encryp-

tion schemes. This similarity in properties traces an interesting relationship between

chaos and cryptography. It was Fridrich [8] who designed the classical permutation-

diffusion architecture of chaos based image encryption scheme in which it composes

mainly of two stages: the first one is the permutation stage and it consists of relo-

cating the images pixels using two dimensional chaotic map, the second one is the

diffusion stage and it consists of changing sequentially these permuted pixels using

any discretized or continuous chaotic map. Figure 1 shows a detailed description of

the Fridrich’s classical architecture.

Cellular automata (CAs) are mathematical, physical and biological models and

another kind of discrete dynamical systems where time and space are discrete. Their

use in cryptography as a base to design image cryptosystems refers firstly to the

works of Steven Wolfram [9] in which cellular automata represent models of com-

plex systems [10].

More recently, the attractive properties of DNA computing such as parallelism,

huge storage and information density [11] trace its use in the field of cryptography

for designing image cryptosystems. Its hybridation with chaos theory is a top and

promising area of research that took and still does the attention of several researchers

for investigating in this way.
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Fig. 1 The block diagram of the proposed scheme

3 Description of Different Approaches

Image encryption scheme proposed by Tiegang Gao and Zengqiang in 2008
[12] (A new image encryption algorithm based on hyper-chaos), the proposed

approach is based on the use of total shuffling matrix, logistic chaotic map, hyper-

chaotic system and confusion-diffusion architecture. In the confusion stage, the

plain-image is considered as two-dimensional arrays and both image’s rows and

columns permutation are applied using two generated chaotic sequences of one

dimensional (1D) logistic chaotic map in order to de-correlate the relationship

between adjacent pixels. In the diffusion stage, a hyper-chaos and XOR operation

are performed to obtain the final ciphered-image.

3.1 Advantages

1. The superiority of using hyper-chaos system as a base to design crypto-systems

for image encryption.

2. A tiny modification in the secret key leads to a totally different ciphered image

i.e., sensitivity to secret key.

3. A large key space which leads to the immunity of the crypto-system against brute

force attacks.

3.2 Limitations

1. The use of logistic map in the confusion stage weakens more the scheme in which

sure kind of maps is clarified in [13] to not be selected as a base of chaotic crypto-

systems.
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2. The low sensitivity to plain-image’s small modifications.

3. The generated chaotic sequences that are used in both confusion and diffusion

stages are unchangeable whatever the used plain-image, this failing makes the

crypto-system vulnerable to known/chosen plain-text attacks.

Moreover, by exploiting the low sensitivity to plain image’s tiny modifications and

the non-changeable generated key-streams in both confusion/diffusion, the proposed

scheme [12] is cryptanalyzed in [14] in which three couples of plain-images/ciphered

images are sufficient to break totally the cryptosystem by chosen plain-text attack

(CPA) and chosen cipher-text attacks (CCA) and the authors suggested to modify

only the diffusion phase by making the generated key-streams plain-image related.

More recently in [15], the improvement of the cryptosystem in [14] is analyzed in

which it was found that even after the improvement [14], the cryptosystem still suf-

fer from the low plain-image change and the non-resistance to known/chosen plain-

text attacks, the authors [15] enhanced the security of the cryptosystem by making

both confusion/diffusion plain-image related, so experimented results and simula-

tions clarified that the cryptosystem becomes more sensitive to plain-image change

and CPA secure.

Image encryption scheme proposed by Zhi-liang, Wei Zhang, Kwok-wo Wong
and Hai Yu in 2011 [16] (A chaos-based symmetric image encryption scheme
using a bit-level permutation), the proposed approach is based on Arnold cat map,

logistic chaotic map, permutation at a bit level and confusion-diffusion architecture.

In the confusion stage, each plain-image’s pixel is divided into its composed 8 bits,

the positions of these bits are relocated using the generated chaotic sequences of cat

map. According to the found results of that the higher 4 bits of each pixel (i.e., 8th,

7th, 6th and 5th) hold how about 94.125 % of the whole image’s information and the

lower 4 bits (i.e., 4th, 3rd, 2nd and 1st) hold less than 6 %, two different approaches

are proposed to shuffle these two groups (i.e., the first is 4 higher bits a and the sec-

ond is 4 lower bits). At first, an independent permutation is performed for each bit

of the first group using generated sequences of cat map with different coefficients.

Then, the second group is considered as a whole in permutation to decrease the run-

time. The notable effect of this permutation is not only the location of each pixel

is changed but also its value as well making the possibility of achieving confusion

and diffusion possible in this stage. In the diffusion stage, the classical Fridrich’s dif-

fusion is adopted (i.e., the encryption of pixels is performed sequentially at a pixel

level) using generated sequences of logistic chaotic map.

3.3 Advantages

1. Large key space (i.e., the resistance to brute force attacks is verified).

2. The permutation phase is performed at a bit level leading to achieve both con-

fusion and diffusion in this phase to further enhance the diffusion effect of the

crypto-system.
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3. A good NPCR, UACI, information entropy, correlation of adjacent pixels values

are found which reflect the resistance to statistical and differential attacks.

4. High sensitivity to secret key is verified.

5. The use of higher-dimensional chaotic map (i.e., 2D cat map) that can overcome

the drawbacks of one-dimensional (1D) chaotic maps.

3.4 Limitations

1. The chaotic key-streams in both confusion and diffusion have no dependency with

the characteristics of plain-image which leads to the failing of non-resistance to

known/chosen plain-text attacks (i.e., the scheme is not CPA secure).

2. The use of logistic map in the diffusion stage weakens more the scheme in which

sure kind of maps is clarified in [13] to not be selected as a base of chaotic crypto-

systems.

3. The algorithm takes more execution time due to the use of higher dimensional

chaotic maps besides to some required number of rounds.

The security of the crypto-system is analyzed in detail in [17], so besides to the

aforementioned limitations especially that of the generated chaotic sequences in both

confusion and diffusion stages are unchanged whatever the used plain-image that is

considered quite sufficient to break the crypto-system under chosen plain-text attack,

another flaws are shown as: the first pixel (0, 0) remains unchanged during all the

permutation phase, the connectivity between pixels exists only in the same groups,

the fixed value of the parameter 𝛼 = 4 increases the insecurity of the crypto-system

and even the use of logistic chaotic map is unsuitable as a base to design crypto-

systems due to its limitations [13]. An improved scheme is proposed in [17] to over-

come the limitations of the original work [16] in which the following considerations

are taken into account: (1) The encryption procedure is introduced as the first stage

after a bit-level permutation is applied using Arnold cat map. (2) Incorporation of

the characteristics of the plain-image at the permutation stage. (3) Flipping the sub-

images that are obtained from the groups of bits is used as a solution to make the

first pixel changeable and as a last improvement. (4) In order to the parameter 𝛼 will

be changed, it is set to the value of the final parameter of the secret keys.

Image encryption scheme proposed by Yue Wu, Gelan Yang, Huixia Jin and
Joseph P. Noonan in 2012 [18] (Image encryption using the two-dimensional
logistic chaotic map), the proposed approach is based on a new spatiotemporal

chaotic system, nonlinear chaotic map (NCA) and permutation-diffusion architec-

ture. As a primary step, the plain-image is converted to a one dimensional (1D)

array of pixels in which a bitwise XOR operation is applied between pixels in order

to obtain the diffused image. In the confusion stage, the sum of plain-image’s pixels

is calculated and the results is converted to [0, 1] range and used as initial condition

to generated key-stream of NCA map as a solution to make the generated sequences

changeable and plain-image related, a pixel permutation between the diffuse image
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and the generated key-stream is performed to obtain the shuffled image. In the dif-

fusion stage, the generated spatiotemporal chaotic sequence is used to diffuse the

shuffled image using bitwise XOR operation.

3.5 Advantages

1. Large key space (i.e., the resistance to brute force attacks is verified).

2. The generated key-stream in the permutation phase is plain-image’s related (i.e.,

changeable with any change applied to plain-image).

3. A good NPCR (Number of Pixel Change Rate), UACI (Unified Average Changing

Intensity), information entropy, correlation of adjacent pixels values are found

which reflect the resistance to statistical and differential attacks.

4. High sensitivity to secret key.

3.6 Limitations

1. The generated key-stream at the diffusion phase is independent from the processed

plain-image i.e., the proposed scheme is not CPA secure.

This failing is exploited in [19] to break the security of the cryptosystem under

chosen plain-text attack and it was noticed that a total breaking is possible however

under a large number of plain-image/ciphered image pairs. So, the generated key-

streams in both the permutation and diffusion modules should have a dependency to

plain-image characteristics to avoid the commonly used attacks to break cryptosys-

tems i.e., known/chosen plain-text attacks [15].

Image encryption scheme proposed by Omid Mirzaei, Mahdi Yaghoobi and
Hassan Irani in 2012 [20] (A new Image encryption method: parallel sub-image
encryption with hyper chaos), the proposed approach is based on chaotic systems,

a total shuffling, parallel enciphering and confusion-diffusion architecture. As a pri-

mary step, the original image is subdivided into 4 equal sub-images in which the

position of each sub-image is scrambled using 4 generated chaotic numbers of logis-

tic chaotic map. In the confusion stage, both row/column permuting is carried out

using two generated sequences of logistic chaotic map to obtain the shuffled-image.

In the diffusion stage, both Lorenz and Chen’s systems are used to generate 15 groups

used in encryption, each pixel of the shuffled-image that is subdivided into four equal

blocks (sub-images) is enciphered using the matching pixel value of the plain-image,

the value of other block and the values of corresponding chosen group. The generated

chaotic sequences that are used in both confusion/diffusion stages are key-related.
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3.7 Advantages

1. Large key space (i.e., the resistance to brute force attacks is verified).

2. A good NPCR, UACI, information entropy, correlation of adjacent pixels values

are found which reflect the resistance to statistical and differential attacks.

3. High sensitivity to secret key is verified.

4. The encryption is performed in parallel.

3.8 Limitations

1. The permutation phase is performed at a pixel level that leads to just relocating

the position of the pixel without changing its value (i.e., there is no diffusion

effect) [16].

2. The chaotic key-streams in both confusion and diffusion have no dependency with

the characteristics of plain-image which leads to the failing of non-resistance to

known/chosen plain-text attacks (i.e., the scheme is not CPA secure).

Image encryption scheme proposed by Chun-Yan Song, Yu-Long Qiao and
Xing-Zhou Zhang in 2013 [21] (An image encryption scheme based on new spa-
tiotemporal chaos), the proposed approach is based on two-dimensional logistic

map and permutation-diffusion architecture under some number of rounds. In the

permutation stage, the plain-image is considered as a matrix i.e., 2D array of M

rows and N columns, using the 2D logistic map two chaotic sequences are generated

of M × N length and after they are reshaped to from two matrices in order to per-

form row/column shuffling based on these generated matrices to obtain the permuted

image. In the diffusion stage, the permuted image is divided into S × S blocks, where

S is the length of the block of pixels determined by plain-image’s format (4 × 4 for

grayscale/RGB images and 32 × 32 for binary ones), after each block is encrypted

Fig. 2 The block diagram of the proposed scheme
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with the generated sequences of 2D logistic map. A transposition step is added which

refers to shift each diffused image’s pixel using a reference image generated using

2D logistic map from the previous step as a final operation to obtain the ciphered

image. Figure 2 shows a detailed description of the proposed scheme.

3.9 Advantages

1. Large key space (i.e., the resistance to brute force attacks is verified).

2. A good NPCR, UACI, information entropy, correlation of adjacent pixels values

are found which reflect the resistance to statistical and differential attacks.

3. High sensitivity to secret key is verified.

4. The use of higher-dimensional chaotic map (i.e., 2D logistic map) that can over-

come the drawbacks of one-dimensional (1D) chaotic maps.

3.10 Limitations

1. Sufficient level of security is obtained under some number of rounds.

2. The algorithm takes more execution time due to the use of higher dimensional

chaotic maps besides to some required number of rounds.

3. The generated key-streams have no dependence with respect to the characteristics

of the plain-image that may lead to the non-resistance to known/chosen plain-text

attacks.

Image encryption scheme proposed by Safwan El Assad and Mousa Fara-
jallah in 2015 [22] (A new chaos-based image encryption system), the proposed

scheme is based on a modified version of 2D cat map, permutation at a bit level and

confusion-diffusion architecture. The proposed crypto-system belongs to the cate-

gory of block ciphers with CBC mode. In the diffusion stage, the plain-image is

divided into blocks of 32 bytes and the process is based on binary matrix of size

32 × 32 and XOR bitwise operation, the process is performed under rd number of

rounds in which a local diffusion is achieved. In the confusion stage, a conversion

from integer to binary type is performed as the first step and then a bit permutation

is carried out using a modified version of 2D cat map that are more powerful than

the usual used one, at a bit level not only the position of the bits are modified but

also the values of pixels are changed that reflect the achievement of both confusion

and diffusion at the permutation layer, the process is performed under rp number of

rounds after that a conversion type from binary to integer is handled to pass to the

next round in which the crypto-system is repeated for r rounds. The used generator

for producing the needed chaotic key-streams for the crypto-system is based on the

one proposed in [23]. Figure 3 shows the block diagram of the proposed scheme.



A Review on Different Image Encryption Approaches 11

Fig. 3 The block diagram of the proposed scheme

3.11 Advantages

1. Large key space (i.e., the resistance to brute force attacks is verified).

2. A good NPCR, UACI, correlation of adjacent pixels values are found which

reflect the resistance to statistical and differential attacks.

3. High sensitivity to secret key is verified.

4. The use of higher-dimensional chaotic map (i.e., a modified 2D cat map) that can

overcome the drawbacks of one-dimensional (1D) chaotic maps.

5. A permutation is performed at a bit level which leads to not only the bits posi-

tion is changed but also the corresponding pixel value is did (i.e., attaining both

confusion-diffusion in the permutation stage).

3.12 Limitations

1. Sufficient level of security is obtained under some number of rounds.

2. The algorithm takes more execution time due to the use of higher dimensional

chaotic maps besides to some required number of rounds and the membership to

the block cipher category.

3. The crypto-system is performed under a CBC mode (a sequential mode) i.e., any

error that affects the transmitted image at a bit level leads to the alteration of the

remaining bits after that one (i.e., the transmission of the error).

Image encryption scheme proposed by Zhongyun Hua and Yicong Zhou
in 2016 [24] (Image encryption using 2D logistic-adjusted-Sine map), the pro-

posed scheme (LAS-IES) is based on two-dimensional logistic-adjusted-Sine map

(2D-LASM), mechanism of inserting random values to plain-image and confusion-

diffusion architecture under two encryption rounds. The proposed 2D chaotic map

(i.e., 2D-LASM) is characterized by its large chaotic range, unpredictability and a

good ergodicity comparing it with several existing chaotic maps, this chaotic map is
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used as a base to construct the LAS-IES scheme. The generated chaotic sequences

that are used in the scheme are key-related however the mechanism of inserting ran-

dom values that is applied firstly to the plain-image makes the scheme performing

a randomized encryption (RE) i.e., in each time the operation of encryption is exe-

cuted with the same plain-image and that of the used secret keys, the algorithm is able

to produce a new ciphered image that leads to its resistance to both known/chosen

plain-image attacks. In the confusion stage, plain-images pixels are shuffled at a bit

level to further achieve both confusion and diffusion in the permutation phase. In

the diffusion stage, a sequential mode of encrypting pixels is adopted (i.e., for enci-

phering a new pixel, the previous one is utilized) with the generated chaotic matrix

from 2D-LASM. The crypto-system is performed under two rounds of confusion-

diffusion.

3.13 Advantages

1. Large key space (i.e., the resistance to brute force attacks is verified).

2. A good NPCR, UACI, correlation of adjacent pixels values are found which

reflect the resistance to statistical and differential attacks.

3. High sensitivity to secret key is verified.

4. The mechanism of random inserting values to the plain-image gives the pro-

posed scheme the ability to resist both known/chosen plain-text attacks (i.e., CPA

secure).

5. The scheme performs a random-like enciphering (i.e., a randomized encryption

(RE)).

6. The use of new 2D chaotic map with excellent chaotic behavior in comparison

with several existing chaotic maps in the literature.

7. A permutation is performed at a bit level which leads to not only the bits posi-

tion is changed but also the corresponding pixel value is did (i.e., attaining both

confusion-diffusion in the permutation stage).

3.14 Limitations

1. The 2D chaotic maps are slower than 1D chaotic maps in the use as bases for

designing crypto-systems.

2. The scheme is not CCA secure (i.e., the integrity of the image is not verified).

Image encryption scheme proposed by Amina Souyah and Kamel Mohamed
Faraoun in 2015 [25] (Fast and efficient randomized encryption scheme for dig-
ital images based on Quadtree decomposition and reversible memory cellular
automata), the approach is based on the use of one dimensional (1D) reversible

memory cellular automata (RMCA) in cooperation with quadtree decomposition
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Fig. 4 The block diagram of the proposed scheme

mechanism (QTD). In the first step, a mixing procedure is adopted to the plain-image

for de-correlating the relationship between neighboring pixels and accomplishing a

satisfactory level of security using just one encryption round. In the second step, a

QTD procedure is employed to the mixed-image in which it is divided consecutively

into 4 equal sub-images, these sub-images constitute the four initial configurations

of the 4th order RMCA, the encryption/decryption rules (i.e., sub-keys) are obtained

from the used secret key by using an efficient key-generation mechanism, the proce-

dure of division and employing RMCA is carried out until reaching 4 × 4 block size,

in that case a XOR operation is performed with the last generated rule to obtain the

final ciphered image. Figure 4 shows the block diagram of the proposed scheme.

3.15 Advantages

1. Large key space (i.e., the resistance to brute force attacks is verified).

2. Good NPCR, UACI, information entropy (global and local), correlation of adja-

cent pixels values are obtained that reflect the resistance to statistical and differ-

ential attacks.

3. High sensitivity to secret key.

4. A good execution time in which just one encryption round is performed.

5. The scheme performs a randomized encryption (RE) (i.e., every time the algo-

rithm is run with the same used plain-image/set of secret keys, it can produce a

totally new ciphered image), this property makes the scheme CPA secure (i.e.,

resistance to known/chosen plain-text attacks).

3.16 Limitations

1. The scheme is not CCA secure (i.e., the integrity of the image is not verified).

2. The scheme cant handle the encryption of non-square images.
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Image encryption scheme proposed by Atieh Bakhshandeh and Ziba Eslami
2013 [26] (An authenticated image encryption scheme based on chaotic maps
and memory cellular automata), the approach is based on the use of both chaos

with memory cellular automata (MCA) under permutation-diffusion architecture.

In the permutation stage, a piecewise linear chaotic map is adopted to permute the

pixels of the plain-image at the pixel level, the generated chaotic sequences are key-

related. In the diffusion stage, both logistic chaotic map and one dimensional (1D)

linear MCA are employed in which the permuted image is divided into blocks of

equal sizes. For every block, its hash value is computed to handle the authentication

purpose (i.e., verify the integrity of the original image) after it is enciphered using

both 1D LMCA and logistic chaotic map to obtain the ciphered image, it should

be mentioned that the generated chaotic sequences in this phase are both key/plain-

image related.

3.17 Advantages

1. Large key space (i.e., the resistance to brute force attacks is verified).

2. Good NPCR, UACI, information entropy, correlation of adjacent pixels values

are obtained that reflect the resistance to statistical and differential attacks.

3. High sensitivity to secret key.

4. Good execution time.

5. The scheme performs authentication (i.e., it is CCA secure).

3.18 Limitations

1. The generated key-stream in the permutation has no relation with the character-

istics of the plain-image.

This failing is exploited in [27] to break the security of the cryptosystem under

chosen plain-text attack and it was noticed that a total breaking using brute force

attacks is possible besides to the low sensitivity to plain-image that is experimented

and lead to the non-resistance to differential attacks. So, the generated key-streams

in both the permutation and diffusion modules should have a dependency to plain-

image characteristics to avoid the commonly used attacks to break cryptosystems i.e.,

known/chosen plain-text attacks [15], in addition to that some suggested improve-

ments are illustrated and experimented in [27] to enhance the sensitivity to plain-

image and withstand all the aforementioned attacks.

Image encryption scheme proposed by Qiang Zhang, Ling Guo and Xiapeng
Wei in 2013 [28] (A novel image fusion encryption algorithm based on DNA
sequence operation and hyper-chaotic system), the approach is based on DNA

sequence and Chens hyper-chaotic map. As a first step, the plain-image is encoded
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to DNA sequence matrix and the key-matrix that is generated using any random

sequence generator is encoded as well. As a second step, the plain-image DNA

matrix is scrambled using hyper-chaotic map, the generated chaotic sequences are

key-related. As the third step, the scrambled-image is Xored with the key-matrix

using DNA XOR operation to obtain the fusion image which is decoded to the cor-

responding ciphered image. Another image encryption scheme is proposed in [29]

by the first and the third previous authors, it is considered as an extension of their

previous work [28] in which the main idea around the work [29] is to rather than

enciphering one image, two images are enciphered in common. The procedure of

encryption is as follows: (1) the two plain-images are encoded using DNA encod-

ing rules, (2) the scrambling mechanism using the generated chaotic sequences of

Chen’s hyper-chaotic map is applied to each image separately in the confusion stage,

(3) DNA subsequence/addition operations are carried out for each permuted-image

using the generated chaotic sequences of both Chen’s and Lorenz chaotic systems in

the diffusion stage, (4) the decoding operation is handled for each image using DNA

decoding rules to obtain the final two ciphered-images.

3.19 Advantages

1. Large key space (i.e., the resistance to brute force attacks is verified) [28, 29].

2. Good information entropy, correlation of adjacent pixels values are obtained that

reflect the resistance to statistical attacks [28, 29].

3.20 Limitations

1. The generated chaotic sequences have no relation with the characteristics of the

plain-image [28, 29].

2. The image preserves its statistical information due to the use of a single chosen

rule during the DNA encoding process [30] in both [28, 29].

This failing is exploited in [31] to break the security of the cryptosystem [28]

under chosen plain-text attack in which 4mn∕2 + 1 (where m and n are the height

and the width of the image respectively) chosen plain-images are needed, it was

noted that even the generated key-matrix should be changed for every encryption

process besides to the generated key-streams. In [32], the security of the scheme

[28] is analyzed again in which it was found that it can be broken with less than

⌈log2 (4mn)∕2⌉ + 1 chosen plain-images. More recently, another re-evaluation for

the same scheme is studied [33] in which it was shown that the proposed scheme is

similar to confusion-only scheme without any diffusion, this later makes its security

very vulnerable as indicated in [34] in addition to the generated chaotic sequences

that are just key-related (i.e., without taking the characteristics of the plain-image
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Table 1 Comparative results of the commonly used types of attacks

Approach’s

reference

Resistance to

exhaustive key search

CPA secure CCA secure Resistance to differential/

statistical attacks

[12] Yes No No No

[16] Yes No No Yes

[18] Yes No No Yes

[20] Yes No No Yes

[21] Yes No No Yes

[22] Yes Yes No Yes

[24] Yes Yes No Yes

[25] Yes Yes No Yes

[26] Yes No Yes No

[28, 29] Yes No No Yes

into account) which leads to its broken by chosen plain-text attack. The same fail-

ing is repeated again in the new scheme [29], the generated chaotic sequences for

both confusion and diffusion stages are unchangeable in which no dependency to

the plain-image characteristics is took into account, this weakening is exploited in

[35] to break the crypto-system using some pairs of chosen plain-texts and their cor-

responding cipher-texts under chosen plain-text attack.

4 Comparison of Different Approaches

A comparative study in term of the commonly used types of attacks such as: exhaus-

tive key search, known-plaintext attack (CPA secure), chosen-ciphertext attack (CCA

secure) and differential/statistical attacks as applied on all the above reviewed

approaches. Table 1 shows the comparative results of such attacks of all the reviewed

approaches.

5 Conclusion

Several image encryption schemes are proposed in the literature based on different

strategies such as chaos theory, cellular automata, DNA computing and their hybri-

dation however great amount of them suffer from some security failings that lead to

their broken either by brute force attacks in case of small key-space, or differential

attacks in case of low diffusion effect that lead to low NPCR and UACI values, or

generated chaotic key-streams that are key-related i.e., that they are unchangeable in

each encryption process, this later is the commonly used failing even in the design
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of new chaotic schemes that conducts to the non-resistance to both known/chosen

plain-text attacks, as a solution to overcome this limitation several crypt-analyzers

notice to introduce the characteristics of the plain-image in the generation of the

chaotic key-streams in order to make them changeable in each time the algorithm

is executed even with the same set of keys. In this paper, a complete study of some

proposed works in the literature are presented and analyzed in detail in which their

advantages and limitations in terms of security level and execution time are well

clarified.
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Palmprint Image Quality Measurement
Algorithm

Fares Guerrache and Hamid Haddadou

Abstract Biometric systems proposed in the literature have reached a correct
performance level when the acquired samples are of good quality. However, the
performances fall when these samples are of poor quality. In order to face up to this
problem, integration of modules for measuring sample quality in the process of
biometric recognition is necessary. In this paper, we propose a new approach for
measuring palmprint image quality in terms of illumination, and integrate it in the
biometric system to reject the palmprint of poor illumination and to make new
session of acquisition. The proposed approach has been evaluated on PolyU
Palmprint database. The achieved results are very encouraging.

Keywords Biometric ⋅ Palmprint ⋅ Image quality ⋅ Quality measurement ⋅
Quality evaluation ⋅ Quality assessment

1 Introduction

The automatic personal identification is an important service for the physical and
logical resources security in many areas such as access control to buildings, border
control and e-commerce. Traditionally, there are two categories of automatic personal
identification: knowledge-based, such as a password and a PIN, and token-based such
as a physical key and an ID card. However, these methods have some limitations. In
the knowledge-based approach, the “knowledge” can be guessed or forgotten. In the

F. Guerrache (✉)
STIC Doctoral School, High National School of Computer Science (ESI),
BP 68 M Oued Smar, 16309 El Harrach, Algiers, Algeria
e-mail: f_guerrache@esi.dz

H. Haddadou (✉)
LCSI Laboratory, High National School of Computer Science (ESI),
BP 68 M Oued Smar, 16309 El Harrach, Algiers, Algeria
e-mail: h_haddadou@esi.dz

© Springer International Publishing Switzerland 2016
S. Chikhi et al. (eds.), Modelling and Implementation
of Complex Systems, Lecture Notes in Networks and Systems 1,
DOI 10.1007/978-3-319-33410-3_2

19



token-based approach, the “token” can be easily stolen or lost. As a result, biometric
personal identification is a best alternative. Biometrics is an automatic technique for
recognizing humans based on physiological characteristics such as fingerprint,
palmprint, face, iris pattern and retina, or behavior characteristics such as voice,
signature and gait [1]. Unlike the token and the knowledge of the traditional identi-
fication approaches, biometric characteristics cannot be lost, stolen, or easily forged,
they are also considered to be persistent and unique.

Palmprint recognition is one of the most important newly developing biometric
technologies. Palmprint recognition uses the person’s palm as a biometric for
identifying or verifying person’s identity. Palmprint personal authentication
employs two types of images: high resolution and low resolution images [2].
A wide variety of features can be extracted at different image resolutions. In low
resolution images features such as principal lines, wrinkles and textures can be
extracted with less than 100 dpi (dots per inch) [3]. However, features like minutiae
points, ridges and singular points can be obtained from high resolution images with
at least 400 dpi [3]. In general, high resolution images are suitable for forensic
applications such as criminal detection, while low resolution images essential for
civil and commercial applications such as access control. Initially palmprint
research focused on high-resolution images but now almost all research is on low
resolution images for civil and commercial applications [4–6]. Palmprint recogni-
tion approaches are categorized mainly based on structural features, statistical
features or the hybrid of these two types of features [7].

All biometric systems stages (enrolment, identification and verification), based
on physiological characteristics, need a step of image acquisition. The biometric
image acquired from this step may undergo a number of distortions such as poor
illumination on a face, cuts on a fingerprint and reflections in an iris. This may
significantly decrease the performances of the biometric systems. In order to face up
to this problem, researchers have recently defined the concept of the biometric
image quality measurement. It is useful in different settings (enrolment, identifi-
cation and verification) as well as in different processing phases (pre-processing,
matching and decision) of a biometric system [8]. The image quality measurement
constitutes a full-fledged module in biometric processes and follows the image
acquisition module. The image quality measurement module takes a biometric
image I as input, and returns a value Q called quality score. The quality score can be
used to generate feedback on image acquisition, to guard the enrollment process, to
estimate the failure-to-enroll rate (FTE), to improve the matching performance, to
enhance the classification performance and to evaluate the sensor state [7, 9–11].

During the past decades, several approaches have been proposed for the biometric
image quality measurement and the most of them are addressed to evaluate the image
quality of fingerprint [12–16], face [17–20] and iris [21–23]. However, few
researchers attempted to measure the quality of low-resolution palmprint image
owing to the complex nature of its features. To the best of our knowledge, only
Prasad et al. [11] have proposed an approach for measuring the low-resolution
palmprint image quality in terms of illumination. This approach divides the palm-
print image into non-overlapped square blocks and computed a local quality score
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for each block using the root mean square contrast. Based on this local score and a
threshold Kth, each non-overlapping block is classified either as good or bad. The
global quality score is then computed based on the number of good and bad blocks in
the palmprint. To apply this global quality score in the palmprint recognition system,
this work propose to fusion it with the score match for the recognition performance
enhancement. The analysis of experimental results of this work shows that the
proposed fusion improves the recognition performance only when the palmprint
image is of good and intermediate illumination. However, when the palmprint is of
poor illumination, the performance remains the same that without fusion.

To deal with this problem, we propose in this paper a new low resolution
palmprint quality measurement approach and we apply it in the palmprint recog-
nition system to reject the image of poor illumination and generate feedback on
image acquisition.

The rest of the paper is organized as follows. Section 2 presents the quality
measure (illumination) proposed in our approach. We indicate the details of the
proposed palmprint image algorithm in Sect. 3. Section 4 describes the application
of our quality measurement image algorithm in the palmprint recognition system.
Section 5 provides the experimental results of our work. We conclude this work in
Sect. 6.

2 Proposed Quality Measure

The acquisition process of the low resolution palmprint image begins generally with
the palm lighting using light source of biometric capture. The non-frontal exposure
of the palm to the capture light source, its overexposure or underexposure to the
light source and the imperfect lighting conditions of the room acquisition can cause
bright spots and/or dark spots in captured palmprint image as shown in Fig. 1. This
incorrect illumination affects greatly the palmprint biometric features, and thus
severely degrades the performance of a recognition system. Preprocessing methods
are among the most extended and easiest to use of all methods proposed to deal
with illumination problems. However, its complete elimination or correction using
these preprocessing methods is a complicated and difficult task. This is why we
propose the illumination as a quality measure in our new approach for measuring
low resolution palmprint image quality.

Fig. 1 Palmprints of different illumination quality from PloyU Palmprint Database [25]
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3 Proposed Palmprint Image Quality Measurement
Algorithm

The main aim of our work is to propose a new palmprint image quality measure-
ment algorithm that allows determining if the palmprint image is acquired under
good illumination conditions or not. Our quality measurement algorithm is based on
the assessment of the palmprint image area correctly illuminated by the exclusion of
the very bright spots and the very dark spots. To deal the palmprint illumination
problem, we adopt here a local approach that takes the palmprint region of interest
as input, and returns a scalar value which represents its quality. The following
sections present the four main steps of our palmprint image quality measurement
algorithm:

3.1 Palmprint Region of Interest Dividing

In the first step of our algorithm, the 128 × 128 pixel ROI (Region Of interest) of
gray level palmprint image is divided into N non-overlapped square blocks of 8 × 8
pixel everyone as shown in Fig. 2.

3.2 Reference Bloc Determining

According to Zhang et al. [24], the structural information of images (high-frequency
components) is invariant to illumination. Since the principal lines of low resolution
palmprint are biometric structural information, we can therefore justify the exis-
tence of at least one good quality illumination block located above these lines, even
if the palmprint image is of poor illumination. Based on this heuristics, we choose
among the N blocks of the ROI the one that has the best illumination and to
designate it as reference block (BR). This choice is based on the gray level his-
tograms of the palmprint image blocks. As shown in Fig. 3, the distribution of the

Fig. 2 Palmprint image
dividing
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gray level values of a block of a normal illumination is concentrated generally in the
middle of the histogram, while the distribution of the gray level values of a block of
very dark or very bright illumination is concentrated respectively in the lower or
higher end of the histogram [10]. To determine the concentration of the gray level
distribution of the histogram hB of each block, we compute its center of mass mc
(hB) as follow:

mc hBð Þ= ∑
255

i = 0
i.hBðiÞ

� �
̸ ∑
255

i = 0
hBðiÞ

� �
ð1Þ

where i and hB(i) are the gray level and the value of histogram at this level
respectively.

After having computed the centers of mass of the histograms of N blocks, we
select the one that has the closest center of mass of the value 127.5 as a reference
bloc BR.

3.3 Local Quality Score Computing

Once the reference block BR is located on the ROI of palmprint image, we proceed
in this step to calculate the degree of similarity between each block of the ROI

Fig. 3 Gray level distribution of different quality blocs
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(called test bloc BT) and the reference block BR. This degree of similarity is called
local quality score LQS. To compute the LQS, we propose to calculate the similarity
between the gray level histogram hT of the test block and the gray level histogram
of the reference block hR using the following formula:

LQS= d hT, hRð Þ= ∑
255

i = 0
min hTðiÞ, hRðiÞ½ � ð2Þ

where hT(i) and hR(i) are the values of the test and reference block histograms at the
gray level i.

The LQS takes its value in the interval [0, L] where L= ∑
255

i=0
hRðiÞ, 0 means a poor

quality block, while L means good quality block.
However, since we are interested in values in the interval [0, 1], we compute the

normalized local score quality NLQS using the following function:

NLQS =
SQL
L

ð3Þ

where L= ∑
255

i=0
hRðiÞ, 0 means poor quality block and 1 means good quality block.

3.4 Global Quality Score Computing

In order to compute the global quality score GQS of the whole palmprint image, we
propose to mark each block of the ROI palmprint image either as good or poor
based on its normalized local sore quality NLQS and a threshold α experimentally
determined. In fact, the blocks that have the normalized local quality score greater
than or equal the threshold α (NLQS ≥ α) are marked as good, while those having
the normalized local quality score less than the threshold α (NLQS < α) are marked
as poor. Hence, the global quality score GQS is computed by the percentage of
blocks marked as good as follows (see Fig. 4):

GQS=
NB

N
ð4Þ

with NB and N are the number of good blocks and the overall blocks number
respectively.
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4 Application in Palmprint Recognition

In our work, we propose to apply the proposed quality measurement algorithm in
palmprint system recognition (enrolment, identification and verification) in order to
generate feedback on image acquisition as shown in the framework of Fig. 5. In

GQS=0.9961       GSQ=0.6172  GSQ=0.0352 

Fig. 4 The global score quality computation (Blocks with white color indicate higher quality and
Blocks with black color indicate poor quality)

Fig. 5 Framework using our
palmprint image quality
measurement algorithm

Palmprint Image Quality Measurement Algorithm 25



fact, once palmprint images are preprocessed and their quality is evaluated, only
images with acceptable quality are received for recognition; others (images with
Poor Quality) are discarded and reacquired. To determine the quality of a given
palmprint image I, we propose to divide it into two classes: C1 for Acceptable
Quality and C2 for Poor Quality. Then, the palmprint image I is assigned to its class
using its global quality score computed by the proposed palmprint quality mea-
surement algorithm and a threshold β experimentally determined, as follow:

I∈
C1 if GQS≥ β
C2 otherwise

(
ð5Þ

5 Experimental Results

The presented palmprint image quality measurement approach has been tested on
the Hong Kong Polytechnic University (PolyU) palmprint database [25] using
MATLAB 7.14.0 (R2012a). The PolyU database has 7752 gray scale
low-resolution (75 dpi) palmprint images corresponding to 386 classes. Each class
has 18 to 20 images taken in two sessions. The PolyU database palmprint images
are captured using CCD-based camera under different illumination conditions. The
palmprint images of the first session are acquired under good and intermediate
illumination, while those of the second session are acquired under poor illumina-
tion. This makes PolyU palmprint as a good choice to test our palmprint image
quality measurement approach. We have carried out two experiments in our work.
The first is performed to determine the thresholds α and β of our proposed quality
measurement approach. The second experiment aims to validate and directly test
the performance of our approach.

5.1 Experiment for Determining the Thresholds α and β

To determine the optimum values of the thresholds α and β, we have selected
randomly a set of 100 poor quality palmprint images of different classes from the
images of the second session of PolyU palmprint database. Then, we have evalu-
ated the quality illumination of this image set using our quality measurement
approach at different values of α and β. We have registered for each pair of values
(α, β) the number of images judged of poor quality by our approach compared to
those randomly selected (see Table 1). The results of this experiment show that the
number of the poor quality palmprint images obtained by our approach reaches
the number of the poor quality images randomly selected where the values of the
thresholds α and β are respectively 0.3 and 0.6. Thus, the optimum values of the
thresholds α and β are respectively 0.3 and 0.6.
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5.2 Experiment to Validate and to Test the Performance

In order to validate our image quality measurement approach and to determine its
accuracy to assign a given palmprint image at its real quality class: acceptable

Table 1 Experiment results for determining the thresholds α and β

α Β Number of poor quality images obtained/randomly set

α = 0.2 β = 0.2 23
β = 0.3 42
β = 0.4 58
β = 0.5 68
β = 0.6 70
β = 0.7 82
β = 0.8 96

α = 0.3 β = 0.2 63
β = 0.3 69
β = 0.4 72
β = 0.5 89
β = 0.6 100
β = 0.7 100
β = 0.8 100

α = 0.4 β = 0.2 100
β = 0.3 100
β = 0.4 100
β = 0.5 100
β = 0.6 100
β = 0.7 100
β = 0.8 100

α = 0.5 β = 0.2 100
β = 0.3 100
β = 0.4 100
β = 0.5 100
β = 0.6 100
β = 0.7 100
β = 0.8 100

α = 0.6 β = 0.2 100
β = 0.3 100
β = 0.4 100
β = 0.5 100
β = 0.6 100
β = 0.7 100
β = 0.8 100
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(Good and Intermediate) or poor, we have exploited the separating of the image
quality in terms of illumination viewed in the database PolyU where the images of
acceptable (good and intermediate) are acquired in the first session and those of
poor quality are acquired in the second session. In fact, we have selected randomly
two sets of 100 palmprint images of different classes from PolyU palmprint data-
base. The first set (SET 1) contains palmprint images of the first session of PolyU
(palmprint of acceptable quality); while the second set (SET 2) contains palmprint
images of the second session of PolyU (palmprint of poor quality). Then, we have
applied our palmprint image quality measurement algorithm on the two sets (SET 1
and SET 2) to determine the number of palmprint images correctly assigned at its
real quality classes compared to the quality classification viewed in the database
PolyU. Comparing results are shown in Table 2. This results show that our
palmprint image quality measurement approach has a very high level accuracy.

6 Conclusions

This paper proposes a new approach for measuring low-resolution palmprint image
quality in terms of illumination. It is a local-based method that divides the region of
interest of the palmprint image into non-overlapped square blocks. A local quality
score is then computed for each bloc using the center of mass of the gray level
histogram and the best bloc of image. The global score is computed from the local
scores. This approach is integrated in the palmprint recognition system to reject the
image of poor illumination and generate feedback on image acquisition. The
acceptable palmprint images are received for recognition. The experimental results
on PolyU palmprint database confirm the effectiveness of our approach and its
usefulness in the low-resolution palmprint recognition system.
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Bioinspired Inference System for Medical
Image Segmentation

Hakima Zouaoui and Abdelouahab Moussaoui

Abstract In the present article, we propose a new approach for the segmentation of
the MRI images of the Multiple Sclerosis which is an autoimmune inflammatory
disease affecting the central nervous system. Clinical tracers are used nowadays for
the diagnosis and the Inter-observer and intra-observer therapeutic assessment.
However, those tracers are subjective and subject to a huge variability. The Magnetic
Resonance Imaging (MRI) allows the visualization of the brain and it is widely used
in the diagnosis and the follow-up of the patients suffering from MS. Aiming to
automate a long and tedious process for the clinician, we propose the automatic
segmentation of the MS lesions. Our algorithm of segmentation is composed of three
stages: segmentation of the brain into regions using the algorithm FCM (Fuzzy
C-Means) in order to obtain the characterization of the different healthy tissues
(White matter, grey matter and cerebrospinal fluid (CSF)), the elimination of the
atypical data (outliers) of the white matter by the optimization algorithm PSOBC
(Particle Swarm Optimization-Based image Clustering), finally, the use of a
Mamdani-type fuzzy model to extract the MS lesions among all the absurd data.

Keywords Multiple sclerosis ⋅ Magnetic resonance imaging ⋅ Segmentation ⋅
Fuzzy C-Means ⋅ Particle swarm optimization ⋅ Mamdani

1 Introduction

Multiple sclerosis (MS) is a chronic inflammatory demyelinating disease of the
central nervous system. Magnetic resonance imaging (MRI) detects lesions in MS
patients with high sensitivity but low specificity, and is used for diagnosis,

H. Zouaoui (✉) ⋅ A. Moussaoui
Computer Science Department, Ferhat Abbas University, Ain Taya, Algeria
e-mail: Hak-soraya@yahoo.fr

A. Moussaoui
e-mail: Moussaoui.abdel@gmail.com

© Springer International Publishing Switzerland 2016
S. Chikhi et al. (eds.), Modelling and Implementation
of Complex Systems, Lecture Notes in Networks and Systems 1,
DOI 10.1007/978-3-319-33410-3_3

31



prognosis and as a surrogate marker in MS trials [1, 2]. In this article, we are
interested in the brain MRI analysis within the context of following up the patients
suffering from Multiple Sclerosis (MS).

The segmentation of various tissues and structures in medical images in a robust
and efficient manner is of crucial significance in many applications, such as the
identification of brain pathologies in Magnetic Resonance (MR) images [3]. The
Magnetic Resonance Imaging (MRI) has widely contributed in the establishment of
new knowledge about the Multiple sclerosis that allowed the clinicians to signifi-
cantly improve effective therapeutic approaches. The Magnetic Resonance Imaging
(MRI) is one of the complementary examinations in this disease’s diagnosis
approach. It plays also a key role in the patient’s state follow-up and the quan-
tification of a response after having taken medicines. So, the automatic extraction of
quantifiers for the Multiple Sclerosis has many potential applications, in the clinical
as well as pharmaceutical fields. On the other hand, reading those images is difficult
due to the variability in size, contrast and lesions’ localization.

The appearance of new lesions or the raising of ancient patches detected by MRI
constitutes one of the acknowledged criteria for definitive diagnosis. If the MRI
provides essential information on the appearance of lesions of the white substance
(Multiple sclerosis), the evolution of the lesions and their consequences on the
clinical state of the patient remain weakly correlated. This observation has under-
lined the concept of “the clinico-radiological paradox” [4]. Besides, the paradigm of
a disease primarily inflammatory is contested at present by the hypothesis of a
neurodegenerative pathogen which is reinforced by the observation, that the bouts
do not influence the progression of an irreversible handicap. In fact, some recent
histological works [5] have clearly shown that, besides focal inflammatory and
demyelinating lesions disseminated in the white substance, there is a spread and
progressive attack of the whole CNS, in both of the white substance of normal
appearance and the grey substance, expressed in microscopic manner by the axonal
loss and the tissue atrophy.

In this paper, we focus our studies on Brain MR imaging of the brain and we
propose an automatic method of segmentation to detect the lesions of MS. Our
algorithm of segmentation is composed of three stages: segmentation of the brain
into regions using the algorithm FCM (Fuzzy C-Means) in order to obtain the
characterization of the different healthy tissues (White matter, grey matter and
cerebrospinal fluid (CSF)). In the second stage, we eliminate the atypical data of the
white matter by the Optimization algorithm PSOBC (Particle Swarm
Optimization-Based image Clustering). Finally in the third stage, a decision is made
to use of a Mamdani-type fuzzy model composed of a group of fuzzy rules “if….
then” to extract the MS lesions among all the absurd data.

We present in the second section the related work. We will present the steps of
the automatic method of segmentation of the proposed approach to detect the
lesions of MS in the third section. The fourth section will present the results
obtained on the MRI images. Finally, we will finish by a conclusion and future
work in the fifth section.
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2 Related Work

A variety of approaches to MS lesion segmentation have been proposed in the
literature. Generally speaking, they can be classified into two groups: outlier-based
and class- based methods.

In outlier-based methods [6–10], MS lesions are treated and detected as the
outliers to the normal brain tissue distribution, which is usually modelled with a
Finite Gaussian Mixture (FGM) of CSF, GM and WM classes. Van Leemput et al.
[6] pioneered this approach. Under their framework, MR field inhomogeneities,
parameters of the Gaussian distribution and membership are computed iteratively,
with the contextual information being incorporated using a Markov random field.
Observed intensity values whose Mahalanobis-distances exceed a predefined
threshold are marked as lesions. The thresholds are empirically set in this work.
Bricq et al. [11] applied neighborhood information during the inference process
using a Hidden Markov Chain model and outliers were extracted using the Trim-
med Likelihood Estimator (TLE) [12]. This approach was evaluated on real data
including MS lesions using T1 and FLAIR MR images.

Class-based methods [13–18] model the lesions as an independent class to be
extracted. In [14], a combination of intensity-based k-nearest neighbor classification
(k-NN) and a template-driven segmentation (TDS+) was designed to segment
different types of brain tissue. Lesions are modeled as one of the expected tissue
types, and the class parameters are obtained through an operator supervised voxel
sampling on two randomly selected scans. Since the manual training step is highly
data-dependent, it is expected be conducted for each study or data set. A similar
approach was proposed in [7]. The segmentation method determines for each voxel
in the image the probability of being part of MS-lesion tissue, and the classification
is conducted also based on K-NN algorithm. Voxel intensities and spatial infor-
mation are integrated as discriminative features, and voxels are classified based on
their proximity to the pre-classified samples in the feature space. It should be noted
that manual or semiautomatic training is normally a required step in k-NN based
methods, and the value of k (number of classes) has to be determined in advance,
either interactively [14] or empirically [7].

One should note that in the class-based approaches [7, 14–16, 18], a training
procedure, to either calibrate the classifier parameters or to choose the tissue class
representatives, is normally required. In order to obtain desired segmentation
results, the testing data sets are also expected to be highly similar to the training
sets, ideally from the same group. Outlier-based models [6–10] relax the training
requirement, but they usually subsume a thresholding step. Those thresholds,
critical for segmentation performance and system reproducibility, usually require
certain prior to be set up precisely, which are often difficult to be determined.

Image segmentation is the process of partitioning a digital image into
non-overlapped homogeneous regions with respect to some characteristics, such as
gray value, motion, texture, etc. Image segmentation is used in various applications
like medical imaging, locating objects in satellite images, face recognition, traffic
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control systems, and machine vision, etc. [19]. Several techniques for image seg-
mentation have been proposed [20]. They can be classified into region based
approaches [21, 22] and edge detection based approaches [23]. In the present work,
we are focused on the region based approach using fuzzy clustering algorithm (soft
clustering), instead of hard clustering strategies. In the latter, each data point is
assigned to only one cluster, while in soft clustering each data point belongs to all
clusters with different degrees of membership, thus taking a better account for poor
contrast, overlapping regions, noises, and intensity inhomogeneities [24].

3 Proposed Approach

In classical methods, each voxel of the brain is assigned to one of four following
classes: WM, GM, CSF, or MS lesions [10]. The Fig. 1 shows the processing
sequence proposed for the segmentation of MS lesions. The images are noisy, the
inhomogeneities are corrected and all images are registered in the same space. So,
our segmentation algorithm can be decomposed into three main steps:

1. Segmentation of brain tissues into three classes (WM, GM, CSF)
2. Segmentation of the white matter to extract the atypical data
3. Decision-making

Image weighted at 
ρ

Original MRI Image

Image weighted at 
T2

Image weighted at 
T1

Elimination of atypical data de 
of the WM by the PSOBC

algorithm

Segmented image

Result1 (WM, GM 
and CSF)

Result1 (WM, GM 
and CSF)

Result1 (WM, GM 
and CSF)

Decision-making

Knowledge base (Fuzzy 
inference rules (prior 
knowledge a priori to 
specify the lesions)) 

Segmentation of 
brain tissues 
by the FCM 
algorithm

Segmentation of 
brain tissues 
by the FCM 
algorithm

Segmentation of 
brain tissues 
by the FCM 
algorithm

Fig. 1 General architecture of the steps of the automatic segmentation of MS lesions
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3.1 Segmentation of the Brain Tissues

The segmentation of the brain tissues into different compartments (white matter
(WM), gray matter (SG) and cerebrospinal fluid (CSF)) is a key step in our study.
The outcome of this segmentation serves as the basis for implementing
lesion-handling based strategies.

The first question we faced in order to achieve this task is whether a supervised
or a non-supervised algorithm will be employed for this purpose.

The use of a supervised algorithm requires a learning database for each class and
each patient, which restricts applicability of no such labelled data is fully available
as reported in [25]. Given the context of our study, we have chosen a
non-supervised based approach.

Fuzzy c-means algorithm
Motivation grounds. Motivated by its reported success in various fields, i.e.,

agricultural engineering, astronomy, chemistry, geology, image analysis, medical
diagnosis [26, 27], its reduced complexity, easy implementation, especially for
large data but also its blurring (integration degree of membership) [28], we advo-
cate in this paper the use of fuzzy c-means (FCM) approach for clustering, which
consisted in our case in separating the three classes (white matter (WM), gray
matter (SG) and cerebrospinal fluid (CSF)). On the other hand, the FCM algorithm
has been widely used for segmentation brain images, regardless of the modality and
the type of acquisition (mono or multimodal) and many studies have been per-
formed including imaging magnetic resonance [24, 29, 30].

Formulating of FCM algorithm. FCM is a fuzzy clustering method based on the
minimization of a quadratic criterion where clusters are represented by their
respective centers [31]. More specifically, for a set of data patterns X = {x1, x2, …,
xN} the fuzzy c-means clustering algorithm allows us to partition the data space, by
calculating the centers of classes (ci) and the membership matrix (U), by mini-
mizing an objective function J with respect to these centers and membership
degrees

J = ∑
C

i=1
∑
N

j=1
uij
� �m

d2 xj, ci
� � ð1Þ

Under constraints:

∀j∈ 1,N½ �: ∑
C

i=1
uij =1 ∀i∈ 1,C½ �,∀j∈ 1,N½ �: uij ∈ 0, 1½ � ð2Þ

where
U = [uij] C×N is the membership function matrix,
d(xj, ci) is the metric which calculates the distance between the element xj and the

center of cluster ci,
C is the number of clusters,
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N is the number of data,
m is the degree of fuzziness (m > 1).

The problem of minimizing the objective function (1) under the constraints (2) is
solved by converting the problem to an unconstrained one using the Lagrange
multiplier. Both centers of classes and membership degrees cannot be found
directly at the same time, so an alternating procedure is used. Firstly, the prototype
of classes are fixed arbitrary to find the membership degrees, secondly, the mem-
bership degrees are fixed to find the centers corrected. These two steps are alter-
natively repeated until convergence is attained.

The fuzzy c-means clustering algorithm proceeds according to Algorithm 1.

In image segmentation, xi can represent the gray value of the ith pixel, N is the
number of pixels of the image, C is the number of the regions (clusters), d2(xi, cj) is
the Euclidean distance between the pixel xi and the center cj and uij is the mem-
bership degree of pixel xi in the jth cluster.
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3.2 Segmentation of the White Matter

Although it is not always correlated with the clinical disability as shown in other
studies [32, 33], the load lesional constitutes the primary indicator of inflammatory
phenomena. However, the infringement predominantly inflammatory present in the
WM is probably in relationship with the mechanisms of degeneration and
achievement, axonal. As well, the measurement of the load lesional informs us
about the degree of achievement of the WM in the course of the disease.

Particle swarm optimization algorithm. The next stage in our methodology is
the segmentation of the Multiple Sclerosis lesions. although the segmentation of the
multiple sclerosis lesions provides an excellent contrast for the different tissues of the
brain parenchyma (white matter, grey matter, CSF). The lesions of the multiple
sclerosis are not always well contrasted and their segmentation has become more
difficult due to the partial volume with the surrounding tissues. In order to elaborate a
segmentation system which accommodates our large variety of images, we consider
the segmentation as an optimization problem. The latter makes use of particle swarm
optimization (PSO) based algorithm. This is motivated by: its simplicity and proven
efficiency in similar other segmentation tasks as reported in [34]. Besides, its rapid
convergence and ability to deal with high dimension dataset, which enable to fly
around the solution space effectively, have been pointed out in [35, 36].

More formally, particle swarm optimization (PSO) is a population-based
stochastic optimization algorithm proposed for the first time by Kennedy and
Eberhart [37], inspired by bird flocking and fish schooling. The problem is tackled
by considering a population (particles), where each particle is a potential solution to
the problem. Initial positions and velocities of the particles are chosen randomly. In
the commonly used standard PSO, each particle’s position is updated at each
iteration step according to its own personal best position and the best solution of the
swarm. The evolution of the swarm is governed by the following equations:

V k +1ð Þ =w.V kð Þ + c1.rand1. Pbest kð Þ −X kð Þ
� �

+ c2.rand2. Gbest kð Þ −X kð Þ
� �

ð3Þ

X k+1ð Þ =X kð Þ +V k+1ð Þ ð4Þ

where

X is the position of the particle,
V is the velocity of the particle,
W is the inertia weight,
Pbest is the best position of the particle,
Gbest is the global best position of the swarm,
rand1, rand2 are random values between 0 and 1,
c1, c2 are positive constants which determine the impact of the person al best
solution and the global best solution on the search process, respectively,
k is the iteration number.
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PSO-Based Image Clustering. In the context of clustering, a single particle
represents the C cluster centroid vectors. That is, each particle xi is constructed as
follows:

Xi = ðxi1, . . . , xij, . . . , xiC Þ ð5Þ

where xij refers to the j-th cluster centroid vector of the i-th particle in cluster Cij.
Therefore, a swarm represents a number of candidate clustering’s for the current
data vectors. The fitness of particles is easily measured as the quantization error,

Je =

∑
C

j=1
∑

∀xi ∈Cj

d xi, cj
� �" #

N̸j

C
ð6Þ

where

dðxi, cjÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
Nd

k=1
xik − cjk
� �2s

ð7Þ

And

• Nd denotes the input dimension, i.e. the number of parameters of each data
vector

• N denotes the number of WM image pixels
• C denotes the number of cluster centroids (as provided by the user)
• xi denotes the coordinates of pixel i
• cj denote the means of cluster j.
• Nj is the number of pixels in Cj

The PSO based image clustering algorithm is summarized below

where tmax is the maximum number of iterations.
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3.3 Decision-Making

The last step consists in the decision-making concerning the belonging of a voxel of
the white matter to a class of the MS disease. The MS lesions appear in hypo and
hyper-signal in comparison to the WM according to the MRI methods. The
weighted images in T2 and PD underline the myelin component in the lesions
characterized by the edemas with hyper-intense appearance in comparison to the
white matter. Furthermore, the method T1 underlines the irreversible destruction of
the tissues with the appearance in the white matter of persistent “black holes”
(Hypo-signal) [38]. For this purpose, we propose the use of the Mamdani’s fuzzy
inference process. This fuzzy model is composed of:

Fuzzification stage (Fig. 2). The system has two inputs, the weighting contrast of
MRI and the type of the voxels’ signal. And a signal of output which diagnose the
Multiple Sclerosis disease.

The steps of fuzzification consist in setting the belonging functions, the steps of
which are:

1 To set the linguistic variables
2 To set the fuzzy quantifiers (Number of the linguistic values);
3 To assign a digital signification to each fuzzy quantifier: belonging function

For the fuzzification of the contrast, we choose three fuzzy intervals and belonging
functions of the Gaussian types. Figure 3 shows the fuzzy repartition of contrast
input variable.

For the fuzzification of signal’s type, we choose two fuzzy intervals and
belonging functions of Gaussian types. Figure 4 shows the fuzzy repartition of the
input variable of signal’s type.

For the output variable, we choose three fuzzy intervals and Gaussian mem-
bership functions, which define predicates: low, normal and high of the MS disease
in comparison to the white matter. Figure 5 shows the fuzzy repartition of the
output variable of the decision of the MS disease.

Fuzzy rule base. In the view of intuitive interpretation of the input variables,
some fuzzy rules can be set up manually, for instance:

Fuzzy 

System

Contrast

Signal's Type  

Decision of the MS 
disease 

Fig. 2 Diagram of fuzzy system of the MS disease
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Fig. 4 Fuzzy repartition of input variable of signal’s type

Fig. 3 Fuzzy repartition of contrast input variable

Fig. 5 Fuzzy repartition of the output variable giving the decision of the MS disease
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Here are ten examples of the rules’ base represented in a linguistic form:

1. If [(the contrast weighted at T1) and (the zones are of high intensity)] then (the
MS is low).

2. If [(the contrast weighted at T1) and (the zones are of high intensity)] then (the
MS is normal in comparison to the white matter).

3. If [(the contrast weighted at T2) and (the zones are of high intensity)] then (the
MS is high).

4. If [(the contrast weighted at PD) and (the zones are of high intensity)] then (the
MS is high).

5. If [(the contrast weighted at T1) and (the zones are of low intensity)] then (the
MS is low).

6. If [(the contrast weighted at T2) and (the zones are of low intensity)] then (the
MS is high).

7. If [(the contrast weighted at PD) and (the zones are of low intensity)] then (the
MS is high).

8. If [(the contrast weighted at T1) and (the zones are of high intensity after
injection of gadolinium)] then (the MS is normal in comparison to the WM).

9. If [(the contrast weighted at T2) and (the zones are of high intensity after
injection of gadolinium)] then (the MS is high).

10. If [(the contrast weighted at PD) and (the zones are of high intensity after
injection of gadolinium)] Then (the MS is high).

Table 1 summarizes the set of exhibited fuzzy rules.
The selected inference method is Mamdani’s method. Consequently, the oper-

ator is realized by the calculation of the minimum, whiles the operator OR is
realized by the calculation of the maximum.

The defuzzification step is done using the method of calculating the center of
attraction.

4 Results and Discussion

To validate the developed method, we relied on the BrainWeb database (http://
www.bic.mni.mcgill.ca/brainweb/). This database was chosen as it is frequently
used in the literature and thus allows providing an easier comparison with alter-
native methods proposed in literature.

Table 1 Fuzzy rule base Signal/Sequence T1 T2 PD

High Low/Normal High High
Low Low High High
High after injection of
gadolinium

Normal High High
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The actual images on which we worked were acquired as part of the collabo-
ration between LSI laboratory (Laboratory Intelligent Systems: image and signal
team) Ferhat Abbas University of Setif and LAMIH UMR CNRS 8201 (Laboratory
of Industrial and Human Automation control, Mechanical engineering and Com-
puter Science) University of Valenciennes Cedex 9 France (Figs. 5 and 6).

4.1 Analysis of the Results

It concerns the images weighted at T1, T2 and Proton density (Pd) for different old
patients (Pixel size = 1 mm, matrix size 512 × 512). The images are in the form of
DICOM (Digital Imaging and Communications in Medicine). The selection of the
proposed noise on site BrainWeb is between 0 and 9 % and that of the heterogeneity
of the setting values between 0 and 40 %. The brain segmentation was successfully
applied on some real images, the results are shown in the following figures

Step 1: segmentation of tissues (WM, GM and CSF)
The Fig. 7 show the segmentation by the FCM algorithm for the T2 weighted

image in order to obtain a characterization of the different healthy tissues (White
matter, Grey matter and cerebrospinal fluid)

To compare the performance of these images, we compute different coefficients
reflecting how well two segmented volumes match. We used different performance
measures:

PD weighted RM Image          T1 weighted RM Image T2 weighted RM Image

Fig. 6 Original Images

T2 weighted RM Image               WM                         GM                                  CSF 

Fuzzy C-Means (FCM)

Fig. 7 Image T2 segmented by FCM
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Overlap ðovrlÞ= TP
TP+FN +FP

ð8Þ

Similarity ðSIÞ= 2.TP
2.TP+FN +FP

ð9Þ

where TP and FP stand for true positive and false positive, which were defined as
the number of voxels correctly and incorrectly classified as brain tissue by the
automated algorithm. TN and FN stand for true negative and false negative, which
were defined as the number of voxels correctly and incorrectly classified as
non-brain tissue by the automated algorithm. The comparative results are presented
in Table 2 below:

The results in Table 2 show a considerable improvement for all tissues using T2
than T1 and PD.

Step 2: segmentation of the white matter by PSOBC
The use of PSOBC allows us to eliminate the atypical data of the white matter

for each image (T1, T2, PD) as exhibited in Fig. 8 for image T2.
Table 3 summarizes the segmentation outcome by PSOBC
The results obtained by PSOBC are very satisfactory and well confirm the validity

of the algorithm, its ease of implementation gives it a substantial advantage. We have
made an improvement in optimizing the white matter and atypical data (Table 4).

Table 2 Comparison of
segmentation results

T1 T2 PD

SI ovrl SI ovrl SI ovrl

WM 0.93 0.90 0.96 0.93 0.83 0.76
GM 0.86 0.83 0.95 0.92 0.80 0.70
CSF 0.83 0.67 0.94 0.90 0.78 0.58

(WM) en T2 WM Atypical Data

PSO-based image clustering (PSOBC) 

Fig. 8 WM of the image T2 segmented by PSOBC
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Step 3: Decision-making
However, in complex structure, we can not make a final decision because of the

blur. For this, the selected inference method is Mamdani’s method. Consequently,
the operator is realized by the calculation of the minimum, whiles the operator OR
is realized by the calculation of the maximum.

The following table presents the results of defuzzification:
The decision-making depends always on the expertise, the patient suffers from

the multiple sclerosis and the MS lesions are detected in all the sequences by a
normal or a high characterization.

4.2 Experimental Results

The Fig. 9 shows the results obtained after segmentation of the images (a) weighted
T2 on axial plane. The images (b), (c), (d) and (e) are the results of segmentation
realized by the expert, FCM, PSOBC and the approach successively proposed.

The results of each stage of the segmentation are presented on a sectional level
(Fig. 6) in which the localization allows distinguishing three separated classes of
the tissue:

• GM (Pallidum, Putamen, caudate nucleus, thalamus and cortex)
• WM (brain parenchyma).
• CSF (subarachnoid space, lateral ventricles and V3).

The interpretation of our results is done by an expert (hospital center of Ain
Naadja Algiers) on simulated and real images. By analyzing the images of the
Fig. 9, the expert has established the following statement:

• Image (b): The interpretation of the classes is totally improved in relation to
(FCM, PSOBC), we notice the distinction between the 03 classes of the brain
and the class of the pathology SEP.

• Image (c): The class CSF does not conform to the class of the original image.
The lack of information about the small grooves (image (a)) and the poor

Table 3 Comparative results T1 T2 PD

SI ovrl SI ovrl SI ovrl

Atypical
Data

0.92 0.93 0.97 0.94 0.95 0.93

WM 0.90 0.87 0.96 0.93 0.91 0.81

Table 4 Result of the
defuzzification of the atypical
data of the different sequences

T1 T2 PD

MS
lesions

MS is
normal

SEP is high SEP is
normal
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discrimination CSF/GM make that the segmented CSF class does not well
represent the fluid distribution. The distributions of the WM and GM get closer
to those given by the original image. The detection of the pathology is indicated
according to the expert but the details are not well expressed.

• Image (d): PSOBC is unsuitable in this segmentation in relation to the image
(o).

• Image (e): the proposed approach brings a great performance to the segmen-
tation for the three classes and especially for the fourth one which is the
pathology that specifies well the size and the details about this later.

We compare the T2 weighted RM Images between the segmentation by the seg-
mentation realized by the expert, FCM and PSOBC for a given time of acquisition
and the segmentation by the proposed approach.

The results of the Table 5 and the Fig. 10 underline the advantages of the
proposed approach in comparison to the segmentation by FCM and PSOBC for all
tissues CSF, WM, GM and MS lesions.

Fig. 9 Pathological image (a) and its segmentation gotten by (b) segmentation by the expert;
c FCM; d PSOBC and e Proposed approaches

Table 5 Comparison of the results gotten by different algorithms

GM (%) CSF (%) WM (%) Lesions (%)

Segmentation by the expert 93 69 95 97
FCM 71 55,9 79.6 74
PSOBC 80,2 64 85 68
Proposed approach 88,7 66 90,5 95,8
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5 Conclusion

In this article, we have proposed a new automatic approach of segmentation of the
MS lesions’ images. Two reasons explain their difficulties:

1. The first is that there is a very wide variety of abnormal tissues which are
different in their size, shape, position and composition.

2. The second reason is that the datum issued from the MRI acquisition is sensitive
to the noise background noise and to the sampling collection.

We have firstly split up the process of automatic segmentation of the MS lesions
into three fundamental stages:

Firstly, we segmented the brain into regions by using the algorithm FCM (Fuzzy
C-Means) in order to obtain the characterization of the different healthy tissues
(White matter, Grey matter and cerebrospinal fluid (CSF). Secondly, we eliminated
of the atypical data of the white matter by the optimization algorithm PSOBC
(Particle Swarm Optimization -Based image Clustering). Finally, in the framework
of our application on the MS disease, we used a Mamdani-type fuzzy model to
make decision of the MS disease. We presented the results of our work consisting in
the use of an algorithm for the segmentation if medical images in order to improve
the quality of the MS lesions’ detection. The good quality of our solutions depends
on the fact that:

• It is a method totally automatic due to the modeling of the prior knowledge of
the neuroradiology experts. the fuzzy theory is important for modeling the
human knowledge using the mathematical functions and to solve the effect of
the partial volume of the MRI.

• It satisfies the application’s constraints due to the automaticity and the different
final results which may be provided by the fuzzy 3D reconstruction.

• Its performance is better than the performance of the supervised method.
• It is a system based on fuzzy and optimization theory
• It is efficient on 2 types of tissues at least.

0%

20%

40%

60%

80%

100%

GM CSF WM lesions

Segmentation by the expert

FCM

PSOBC

Proposed approach

Fig. 10 Performance measures of the results gotten by different algorithms
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Realization of Gymnastic Movements
on the Bar by Humanoid Robot Using
a New Selfish Gene Algorithm

Lyes Tighzert and Boubekeur Mendil

Abstract This paper proposes a new selfish gene algorithm called the Replaces
and Never Penalizes Selfish Gene Algorithm (RNPSGA). This new variant of
selfish gene algorithm replaces the alleles of the less fit individual by the alleles of
the fittest rather than penalizing them. The intensification of the search is then
increased. The proposed algorithm is tested under some famous benchmark func-
tions and compared to the standard selfish gene algorithm. We analyzes also the
quality of convergence, the accuracy, the stability and the processing time of the
proposed algorithm. We design by Solidwork a new virtual model of the humanoid
robot hanging on the bar. The model is controlled using Simscape/Matlab. The
proposed algorithm is then applied to the designed humanoid robot. The objective is
to realize the gymnastic movements on the bar. An intelligent LQR controller is
proposed to stabilize the swing-up of the robot.

Keywords Selfish gene ⋅ Computational intelligence ⋅ Humanoid ⋅ Robots ⋅
Gymnastic ⋅ Solidworks/Simmechanic ⋅ LQR ⋅ Optimal control

1 Introduction

The evolutionary algorithms are a stochastic search and optimization algorithms
inspired from the Darwinian theory of evolution. This kind of computing started in
the middle of twentieth century by means of the influence of several works [1, 2]. In
the last decades this field have motivated many researchers and scientists who had
contributed to its amazing progress. The evolutionary algorithms can be subdivided
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into four subfields: evolution strategies [3], evolutionary programming [4], genetic
programming [5] and genetic algorithms [6]. As genetic algorithms imitate the
process of natural selection of the survival of the fittest, they use a population of
individuals that generates offspring by means of crossover and mutation operators.
In each generation the algorithm selects the fittest individuals to survive for the next
generation. Several variants have been developed and proposed in the literature
[7–9]. The basic differences between them is in their representation of chromo-
somes, their crossover operators, their mutation operators and their selection
strategy. In evolutionary algorithms, we are principally interested by the intensifi-
cation and the diversification of the search process [10]. The crossover operator
allows the transfer of genetic information between individuals, hence it helps for the
intensification of the search. The mutation adds new information into genotypes and
helps the algorithm to explore different regions of search space and to avoid local
optimums. The mutations diversify the search process and are indispensable to
guaranty the convergence of the algorithm [11]. On 1989, the British biologist
Richard Dawkins reformulates the theory of evolution in terms of genes rather than
individuals [12]. We call his theory: the selfish gene theory. Dawkins suggests that
evolution of spaces is based on genes. The body that have the biological spaces is
created by genes to assure their duplication (their own survival).

En 1998 Corno et al. developed a new genetic algorithm based on the theory of
Richard Dawkins. The algorithm is called the Selfish Gene Algorithm (SGA) [13].
This algorithm is focalized on genes and uses a pool of genes called the virtual
population rather than a population of individuals. As this algorithm is central for
our study we give a formal precise definition. Its pseudo code is shown in Fig. 1.

In SGA, the alleles compete for loci. It has each one a probability of selection
that measures the chances that has an allele to be selected to form one of the
individuals used in the tournament selection. The algorithm uses tournament
selection to compare two individuals between them. The alleles of the winner of the
tournament are rewarded by incrementing their selection probabilities. And the
alleles of the failed individual are penalized by decreasing their selection proba-
bilities. If one of the individual selected is fitter than the best ever found, it replaces
it.

In this paper we propose a novel selfish gene algorithm called the Replaces and
Never Penalizes Selfish Gene Algorithm (RNP-SGA). This algorithm does not
penalize the alleles. The idea behind this variant is to replace the alleles of the fit
less individual by the alleles of the fittest (the winner of the tournament). The rest of
this paper is organized as fallow. In the next section we introduce the proposed
algorithm. In section three we analyze and compare the RNP-SGA and the SGA in
terms of quality of convergence, accuracy, stability and the time consumption. The
fourth section is devoted to studying, modeling and controlling of a gymnastic
humanoid robot on the bar. We use the proposed algorithm to optimize an LQR
controller designed to assure the movement of swing-up on the bar. Section five
conclude this paper.
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2 The Replaces and Never Penalize Selfish Gene
Algorithm

In this section we introduce the algorithm called the Replace and Never Penalize
Selfish Gene Algorithm (RNP-SGA). This algorithm is a variant of selfish gene
algorithm. The RNPSGA uses also the tournament selection but it does not penalize
alleles. It rewards the alleles of the winner of the tournament and replaces the alleles
of the failed individual by the alleles of the winner. This action of replacing allows
a duplication of the genes of the winner in the virtual population. Hence, the
intensification of the search process is increased. Actually, the proposed algorithm
by rewarding the “good” alleles through increasing their selection probabilities will
automatically penalize the “bad” ones; their selection probabilities will be relatively
less significant. To assure a good exploration of the search space we increment the
mutation probability. The mutation in RNP-SGA occurs randomly and can affect

__________________________________________________ 
Algorithm1: Selfish Gene Algorithm 
___________________________________________________
1. VP = uniform initialization of the virtual population  
2. P = initialize all probabilities pij to l/ni

3. B = select (VP)  / * assume the best */ 
4. Repeat 
5. / * tournament  */ 
6. G1 = select-individual ( VP,P) ; 
7. G2 = select-individual ( VP,P) ; 
8. if (fitness(G1) > fitness(G2)) then
9.     reward-alleles (G1) ; 
10.     penalize-alleles (G2) ; 
11. / * update best */ 
12. if (fitness(G1) > fitness(B))  then  
a.      B = G1 ; 
13. End if  
14. Else  
15.     reward-alleles (G2) ; 
16.     penalize-alleles (G1) ; 
17. / * update best */ 
18. if (fitness(G2 > fitness(B)) then
19.        B = G2 ; 
20.      End if 
21. End if 
22. until termination condition 
23. return B  

Fig. 1 The pseudo code of SGA [13]
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any gene in the virtual population. The pseudo code of the proposed algorithm is
shown in Fig. 2.

The proposed algorithm uses a virtual population of genes. Each of them has a
probability of selection that measures the chances of the given allele to be selected
into the chromosomes of the individuals selected to compete in the tournament. The
alleles of the winner (the fitter) are duplicated in the virtual population by over-
writing (replacing) those of the failed. This action of overwriting ameliorates the
intensification of the search. To avoid duplication of the same genes in the entire
virtual population long before finding the optimal solution we increment the
probability of mutation.

_________________________________________________________ 
Algorithm 2: Replaces and never penalizes Selfish Gene Algorithm
_________________________________________________________
1. VP = uniform initialization of the virtual population  
2. P = initialize all probabilities pij to l/ni

3. B = select (VP)  / * assume the best  */ 
4. Repeat 
5. / * tournament  */ 
6. G1 = select-individual ( VP, P) ; 
7. G2 = select-individual ( VP, P) ; 
8. if (fitness(G1) > fitness(G2)) then
9.       reward-alleles (G1) ; 
10. / * replace alleles of G2 by those of G1 in VP  */ 
11.     VP(G2)= VP(G1) ; 
12. / * update best */ 
13. if (fitness(G1) > fitness(B))  then  
14.         B = G1 ; 
15.       End if  
16. Else  
17.      reward-alleles (G2) ; 
18. / * replace alleles of G1 by those of G2 in VP  */ 
19.      VP(G1)= VP(G2) ; 
20. / * update best */ 
21. if (fitness(G2 > fitness(B)) then
22.
23.

B= G2 ;
End if

24. End if 
25. / * mutation */ 
26. VP=mutate(VP)
27. until termination condition 
28. return B  
_________________________________________________________ 

Fig. 2 The pseudo code of the proposed RNP-SGA
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Generally, in evolutionary computing we are aimed to give a dynamic change to
the parameters governing the algorithms [11]. So we propose the decreasing of the
probability and step size of mutations to assure good accuracy and quality of
convergence. Now we propose benchmarking of the proposed algorithm. The
results of the simulation tests are shown in next section.

3 Benchmarking of the RNPSGA

3.1 Mathematical Functions

We propose in this section the benchmarking of the proposed algorithm under some
famous benchmark functions. We choose from literature [8, 9] a set of seven
functions. The Table 1 gives the mathematical form of the used benchmark func-
tions. The value of the optimal of all those functions is zero and its position is on
the origin of the D dimensions space.

Table 1 Mathematical form of the test functions

Name and type Mathematical form Interval

Uni modal functions
F1: Sphere function

∑
D

i=1
x2i

[−100,100]

F2: Schwefel’s problem
∑
D

i=1
jxij2 + ∏

D

i=1
jxij2

[−100, 100]

F3: Generalized Rosenbrock function
∑
D− 1

i=1
½100ðxi+1 − x2i Þ2 + ðxi − 1Þ2� [−5.12, 5.12]

Multimodal functions
F4: Generalized Rastrigin function

∑
D

i=1
½x2i − 10 cos 2πxið Þ+10� [−5.12, 5.12]

F5: Generalized Griewank function 1
4000 ∑

D

i=1
x2i − ∏

D

i=1
cosð xiffi

i
p Þ+1

[−600, 600]

F6: Ackley function
− 20 exp − 0.2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
D

∑
D

i=1
x2i

s !

− expð1
D

∑
D

i=1
cosð2πxiÞÞ+ e+1

[−32, 32]

Composite functions
F7: Composite function Composite function CF2 in [14] [−5, 5]
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3.2 Simulation Settings

In order to compare the SGA and the proposed algorithm we give the parameters
used in our experiments:

• The maximum number of iteration N = 40000
• Dimension: three case D = 10, D = 30 and D = 50
• Dimension of VP is set to 50 × D (VP is a matrix)
• Normal distribution mutation: x= x+ σ Nð0, 1Þ
• Probability of mutation μ = 0.01 for SGA and μ = 0.1 for RNPSGA
• segma=0.5ðMax−MinÞ
• segma dump initial=1;
• segma dump final=0.992;

•
segmadump =

N −K
N − 1

� �2

× ðsegma dump initial

− segma dump finalÞ+ segma dump final;
• Dynamic of the standard deviation: segma= segma× segma dump
• Rewording of genes: additive function +0.01
• Penalizing of the genes: subtractive function −0.01

The algorithms are implemented in Matlab 2014a code source. The computer
used for our simulations is Intel® Core™ i5-2350M CPU 2.30 GHz and 8 GB of
RAM. The results and the discussion are on the next subsection.

3.3 Results and Discussion

We experiment the two described algorithms with the functions listed above. The entire
mathematical benchmarks are tested with dimensions 10, 30 and 50. Each function had
been tested for 50 independent runs for the different dimensions shown above.

1. Convergence study: the algorithms used for comparison are stochastic. This
means that their results differ from one run to another. Hence we need to repeat
the same experiment for several times and then we compare the averaged values
found. The detailed results are shown in Table 2. The results given in bold style
mean that the corresponding algorithm has found a better solution, the averaged
value of 50 independent runs, compared to the other. The table give the aver-
aged optimal values found, the standard deviation and the processing time. It
indicates also how many times the algorithm is executed for each instance (N).
The results given in bold style mean that the corresponding algorithm performs
the problem more than the other. We conclude from Table 2 that RNPSGA is
batter that SGA. It gives 90.4762 % of good results. The proposed algorithm can
be compared to more recent and efficient algorithms to measure objectively its
quality (see the results shown in [15–17]).
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2. Algorithms’ stability: the standard deviation is the most used indicator of sta-
bility. It measures the distribution of the results found around the averaged value
of 50 independent runs. We conclude through this measure the accuracy of the
proposed algorithm.

3. Computational time: the time that makes an evolutionary algorithm to generate
the solution is an important factor. In real word applications we search for fast
algorithms. The evolutionary algorithms are not recommended for online

Table 2 Average, standard deviation, number of success for each instance (N) and time
processing of the best fitness values found by RNP-SGA and SGA

Algorithms Function D
F1 F2 F3
10 30 50 10 30 50 10 30 50

RNP-SGA Avr. 0 0 0.001 0 2.E−6 0.94 10.46 65.41 166.2
St. d 0 0 0.006 0 7.E−7 1.51 11.81 36.59 64.49
N 50 50 500 50.0 50.0 50.0 48.0 50.0 50.0
T 3.54 6.58 9.55 3.642 6.726 9.723 3.847 6.912 9.926

SGA Avr. 89.7 4350 14355 1.224 24.04 60.38 98.65 4532. 19768
St. d 91.1 2004. 3301. 0.764 5.726 10.71 61.39 2130. 7089.
N 0.0 0.0 0.0 0.0 0.0 0.0 2.0 0.0 0.0
T 3.57 5.91 8.22 3.605 6.071 8.408 3.807 6.232 8.6

Algorithms Function D
F4 F5 F6
10 30 50 10 30 50 10 30 50

RNP-SGA Avr. 6.72 34.16 76.77 0.012 6.E−4 0.023 0.399 19.11 19.50
St. d 2.49 9.850 14.90 0.015 0.002 0.017 2.794 3.902 2.754
N 37.0 50.0 50.0 50.0 50.0 50.0 49.0 39.0 50.0
T 3.63 6.691 9.699 3.954 6.926 9.914 3.865 6.857 9.823

SGA Avr. 9.24 86.35 212.3 1.700 39.86 137.0 4.825 19.05 17.02
St. d 3.79 16.69 28.35 0.960 13.42 28.85 1.592 1.607 0.046
N 13.0 0.0 0.0 0.0 0.0 0.0 1.0 11.0 0.0
T 3.60 6.091 8.431 3.960 6.278 8.673 3.830 6.181 8.540

Algorithms Function D
F7
10 30 50

RNP-SGA Avr. 108.9 0.040 0.175
St. d 28.88 0.279 0.328
N 44.0 50.0 50.0
T 33.81 39.08 44.92

SGA Avr. 154.6 169.7 226.4
St. d 32.57 14.84 14.47
N 6.0 0.0 0.0
T 34.03 38.66 43.77
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problems in many applications. Add to this that real applications need high time
for an algorithm to generate their solutions. If we compare the time processing
of the proposed algorithm and the SGA, we can conclude that there are no
difference between them. As SGA had been used in real-world applications, the
RNP-SGA can be also used.

4 Realisation of Gymnastic Movement on the Bar
by Humanoid Robot

In this section we propose the utilization of the RNPSGA to realize the swing-up
movement on the bar by a humanoid robot. Firstly we need the dynamic model of
the humanoid robot on the bar. Secondly, we derivate the linear model around the
swing-up position. Then the RNPSGA can be applied to compute the matrix Q and
R for the designing of the optimal LQR controller.

4.1 Virtual Model

We present here the virtual model designed using Solidworks 2014. The complete
model of the humanoid robot hanging on a high bar is represented in Fig. 3. To
control the humanoid robot, we combine between Solidwork and Simscape/Matlab.
The model of the designed robot on Simmechanics/Matlab is shown in Fig. 4.
Therefore, the exact mechanical properties of the humanoid are copied directly from
Solidworks. The details are shown in Table 3.

Fig. 3 Virtual model of the humanoid designed with Solidworks
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4.2 The Nonlinear Dynamic Model of the Gymnastic
Humanoid Robot

The Gymnastic humanoid robot can be seen as being compound of three main links
[15, 18]. The first link represents the arms, the second represents the torso and a
third represents the legs. The joints of the robot are therefore the hands, the
shoulders and the hips. Both shoulders and hips are actuated by two servos in each
side. The hands are not actuated indeed, and therefore the system can be approx-
imated by a three link underactuated pendulum. The dynamic behavior of this
multi-body robotic system can be derived from the classical Euler-Lagrange
equations. The model is represented in Fig. 4.

We precise here the used notations:

• θi is the angle of joint i in respect to the previous link.
• mi is the mass of link i.
• Ii is the inertia of link i.
• τi is the torque actuated on the active joint i.
• Li is the length between joint i and joint i + 1.
• Lci is the length between joint i and the center of gravity of the mass i.

Fig. 4 The humanoid as a
three link underactuated
pendulum

Table 3 Parameters of the
humanoid robot

The link M I lc l

Link 1 8.0076 0.505 0.39874 0.50542
Link 2 31.8146 1.52895 0.23665 0.57
Link 3 21.2453 3.10134 0.48835 0.9767
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The direct cinematic model of the center of mass of each link is:

x1 =Lc1 cosðθ1Þ ð1Þ

y1= Lc1 sin θ1ð Þ ð2Þ

x2 =L1 cosðθ1Þ+ lc2 cosðθ1 + θ2Þ ð3Þ

y2 = L1 sin θ1ð Þ+ Lc2 sin θ1 + θ2ð Þ ð4Þ

x3 = L1 cos θ1ð Þ+L2 cos θ1 + θ2ð Þ+ Lc3 cos θ1 + θ2 + θ3ð Þ ð5Þ

y3 =L1 sin θ1ð Þ+L2 sin θ1 + θ2ð Þ+ Lc3 sin θ1 + θ2 + θ3ð Þ ð6Þ

The Lagrangian of the system is given by:

L= ∑
3

i=1
ðTi −UiÞ ð7Þ

where the kinetic energy T and the potential energy U of links are given by:

T1 =
1
2

m1 x ̇ 21 + y ̇ 21
� �

+ I1θ ̇
2
1

h i
ð8Þ

T2 =
1
2

m2 x ̇ 22 + y ̇ 22
� �

+ I1 θ1̇ + θ2̇Þ
2�

�h
ð9Þ

T3 =
1
2

m2 x ̇ 23 + y ̇ 23
� �

+ I1 θ1̇ + θ2̇ + θ3̇Þ
2�

�h
ð10Þ

U1 =m1gy1 ð11Þ

U2 =m2gy2 ð12Þ

U3 =m3gy3 ð13Þ

The nonlinear model is then derived from Euler-Lagrange equations. We found the
model given by Eq. 14

d11 d12 d13
d21 d22 d23
d31 d32 d33

2
4

3
5 θ ̈1

θ2̈
θ3̈

2
4

3
5+

G1

G2

G3

2
4

3
5+

C1

C2

C3

2
4

3
5=

0
τ1
τ2

2
4

3
5 ð14Þ
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where the inertial terms are:

d11 =A1+ 2m2L1Lc2 cos θ2ð Þ+2m3L1L2 cos θ2ð Þ+2m3L2Lc3 cos θ3ð Þ
+m3L1Lc3 cosðθ2 + θ3Þ

d12 =A2+m2L1Lc2 cosðθ2Þ+m3L1L2 cosðθ2Þ+2m3L2Lc3 cosðθ3Þ
+m3L1Lc3cosðθ2 + θ3Þ

d13 = A3 +m3L2Lc3 cosðθ3Þ+m3L1Lc3 cosðθ2 + θ3Þ

d21 = d12

d22 = A2 + 2m3L2Lc3 cosðθ3Þ

d23 = A3 +m3L2Lc3 cosðθ3Þ

d31 = d13

d32 = d23

d33 = A3 + m3L2Lc3 cos θ3ð Þ

A1 =m1Lc21 + m2L21 +m2Lc22 +m3L21 +m3L22 +m3Lc23 + I1 + I2 + I3

A2 =m2Lc22 +m3L22 +m3Lc23 + I2 + I3

A3 =m3Lc23 + I3

The gravitational terms are:

G1 = B1cosðθ1Þ+B2cosðθ1 + θ2Þ+B4 cosðθ1 + θ2 + θ3Þ

G2 =B3cosðθ1 + θ2Þ+B4 cosðθ1 + θ2 + θ3Þ

G3 =B4 cosðθ1 + θ2 + θ3Þ

B1 = ðm1lc1 +m2l1 +m3l1Þg

B2 = ðm2lc2 +m3l2Þg

B3 = ðm2lc2 +m3l2Þg

B4 =m3lc3g
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And the Corriolis:

C1 = F4 θ2̇ + θ3̇ð Þ 2θ1̇ + θ2̇ + θ3̇ð Þsin θ2 + θ3ð Þ
+F1θ2̇ 2θ1̇ + θ2̇ð Þsin θ2ð Þ+F2q2̇ 2θ1 + θ2ð Þsin θ2ð Þ
+F3θ3̇ 2θ1̇ + 2θ2̇ + θ3̇ð Þsin θ3ð Þ

C2 = −F1θ
2̇
1 sin θ2ð Þ− F2θ

2̇
1 sin q2ð Þ+F3θ3̇ð2θ1̇ + 2θ2̇ + θ3̇Þ sinðθ3Þ

−F4q ̇41 sin θ2 + θ3ð Þ

C3 = − F3 θ1̇ + θ2̇ð Þ2sinðθ3Þ− F4θ
2̇
1 sin θ2 + θ3ð Þ

F1 = −m2L1Lc2, F2 = − m3L1L2, F3 = − m3L2Lc3, F4 = − m3L1Lc3,

4.3 Linearization of the Model

We are interested by the realization of the gymnastic movement. In the literature we
talk about the swing-up control problem [14]. The objective is to realize and to
stabilize the humanoid at the vertical unstable equilibrium position. As the model
derived from Euler-Lagrange equations is highly nonlinear, we derive here the
linearized model around the vertical position.

θ= π
2 0 0
� 	T and θ ̇= 0 0 0½ �T

The linearized model of the humanoid for the vertical unstable equilibrium is
given by the fooling equations:

Dq
..
+Gq=Tτ ð15Þ

d11 d12 d13
d21 d22 d23
d31 d32 d33

2
4

3
5 θ ̈1

θ ̈2
θ ̈3

2
4

3
5+

g11 g12 g13
g21 d22 g23
g31 g32 g33

2
4

3
5 θ1 − π

2
θ2
θ3

2
4

3
5=

0 0
1 0
0 1

2
4

3
5 τ1

τ2


 �
ð16Þ

where:

d11 =A1 + 2m2L1Lc2 + 2m3L1L2 + 2m3L2Lc3 + 2m3L1Lc3

d12 =A2 +m2L1Lc2 +m3L1L2 + 2m3L2Lc3 +m3L1Lc3

d13 =A3 +m3L2Lc3 +m3L1Lc3
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d21 = d12

d22 =A2 + 2m3L2Lc3

d23 =A3 +m3L2Lc3

d31 = d13

d32 = d23

d33 =A3 +m3L2Lc3

g11 =B1 +B2 +B4

g12 =B3 +B4

g12 =B4

g22 = g21 = g12

g33 = g31 = g32 = g23 = g13

4.4 The State Space Model of the Humanoid

The state vector is constituted by the position vector q and q ̇, hence we have:

X = ½ q1 − π
2 q2 q3 q1̇ q2̇ q3̇ �T ð17Þ

The state space model is given by:

x ̇ tð Þ=Ax tð Þ+Bu tð Þ ð18Þ

y tð Þ=Cx tð Þ+Du tð Þ ð19Þ

The matrix A, B, C and D are given by:

A=
0n× n In× n

D− 1G 0n× n


 �
,B=

0n×m

D− 1T


 �
,C= In× n andD=0
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The numerical values of the state space matrix A and B are:

A=

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

18.8797 − 21.4186 − 5.1879 0 0 0
− 18.3221 46.7787 8.3809 0 0 0
− 0.2202 − 10.0165 6.1066 0 0 0

2
6666664

3
7777775B=

0 0
0 0
0 0

− 0.2169 0.0326
0.4124 − 0.1147
0.1147 − 0.1410

2
6666664

3
7777775

4.5 Realization of the Gymnastic Movement
by the Humanoid Robot

We propose in this subsection the designing of an intelligent optimal controller to
stabilize the humanoid robot on the vertical unstable position (swing-up control).
Therefore, we design firstly the LQR controller and then we optimize its parameters
(the Q and R) by the RNP-SGA algorithm proposed in this paper and we compare
the results given by RNPSGA and the results found by SGA. The optimization
criterion is derived from the error between the trajectory of the variables X and the
position of the swing up movement. The mathematical formula of this criterion is:

J =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ tf

t0
X tð Þ−X ̂
� �2s

ð20Þ

where X tð Þ is the trajectory of the state is space and X ̂ is the desired position. We

note that bX = π
2 0 0 0 0 0
� 	T . The matrix Q and R are assumed diagonal.

We propose here to compute them using the SGA and the proposed RNPSGA. The
Simscape model is shown in Fig. 5. The result are shown in the next subsection.

4.6 Results and Discussion

We present here the results given by the SGA and the RNPSGA. The algorithms
search for the diagonal elements of the matrix Q and R that minimize the criterion J.
Once Q and R are known, we calculate the feedback K that stabilizes the robot on
the vertical position. In LQR control, we search for K that minimizes the cost
function given by:

C= ∫ x′Qx+ u′Ru+2*x′Nu
� 


dt ð21Þ
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The feedback K is calculated using the algebraic Riccati equation. The low for
the LQR controller is known to be: u tð Þ= − k tð Þx

The results found by SGA and RNP-SGA are summarized in Table 4. The
results found by RNPSGA are better than those found by SGA. The Fig. 6 gives the
allure of the obtained gymnastic movement in virtual 3D space. The allures of the
evolution of optimization process is shown in Fig. 7.

Fig. 5 Simscape model of the gymnastic humanoid robot

Fig. 6 The swing-up
movement obtained

Table 4 The results found by SGA and RNP-SGA

Algorithm Average of J Q R

RNPSGA 0.205 Diag 595.85 0.02 2.00E− 4½
0.013 0.05 972.9751 �

Diag[1.0E−5 1.0E−5]

SGA 0.431 Diag 494 1.0E− 5 1.0E− 5½
1.0E− 5 39.175 968.3 �

Diag[1.0E−5 1.0E−5]
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5 Conclusion

This paper purposes a new variant of selfish gene algorithm called the Replaces and
Never Penalizes Selfish Gene Algorithm (RNP-SGA). The algorithm uses tourna-
ment selection and overwrites the genes of failed individual by the alleles of the
winner of the tournament. As the algorithm duplicates the genes of the winners of
the tournament in the virtual population, then it allows more intensification. The
proposed algorithm is tested firstly for unconstrained optimization problem using
unimodal and multimodal benchmark functions. A statistical study shows its high
performance compared to standard SGA in terms of quality of convergence,
accuracy, stability and processing time. Secondly we test the algorithm on a
humanoid robot. The objective is to stabilize the movement of the swing-up control.
The model of the humanoid robot is designed using Solidwork specifically to do the
movements of the gymnastic on horizontal bar. The results given by RNP-SGA are
compared to those found by SGA.
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Reduction of Solution Space
in the Automotive Safety Integrity
Levels Allocation Problem

Youcef Gheraibia, Khaoula Djafri and Habiba Krimou

Abstract Automotive Safety Integrity Levels (ASILs) are a key concept of ISO

26262, the new automotive functional safety, tasked with ensuring that new auto-

motive systems provide the required safety. This is largely accomplished by allo-

cating safety requirements as ASILs to components that may cause the failure of

critical functionalities. Assigning appropriate ASILs to components is a major design

issue, and due to the combinatorial nature of the problem, a huge number of solu-

tions is available in the search space. However, searching though this space may

become impracticable in large and complex systems and, therefore, research efforts

to develop techniques that find optimal ASIL allocations in reasonable time are ongo-

ing. In this paper, we introduce a couple of strategies to reduce the solution space.

These strategies have been applied on different cases studies where we demonstrate

their efficacy in reducing the solution space.

Keywords Solution space reduction ⋅ Optimization ⋅ ASIL ⋅ Safety requirement ⋅
ISO 26262

1 Introduction

ISO 26262 is an adapted version of the functional safety standard IEC 61508 released

in 2011 [1]. It represents a functional safety standard applicable to automotive

safety related systems [2]. The standard proposes the concept of Automotive Safety
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Integrity Levels (ASILs) to represent the strictness of safety requirements. ASILs

are an adaptation of SILs (Safety Integrity Levels) proposed in IEC1508 [2].

In the course of development of a system, ISO26262 requires an early hazard

analysis to identify a set of hazards caused by system malfunctions. Based on analysis

of controllability, severity and exposure, an ASIL is assigned to the hazard and a

safety goal is defined [2]. Safety goal represent top-level safety requirements that

reduce risk to acceptable levels.

ASILs allocated to subsystems and components describe the safety requirement

to be met during the development life cycle of the system. Developing a system

or component to a certain ASIL implies a certain costs which gets higher as the

ASIL increases. In order to reduce the ASIL of an element and make sure that the

safety requirements are still met, ASILs can be decomposed over the components that

implement the element. The standard proposes an algebra allowing such decompo-

sition.

ASILs are assigned integer values: ASIL(QM) = 0, ASIL(A) = 1, ASIL(B) = 2,

ASIL(C) = 3, ASIL(D) = 4 [3]. As the ASIL value increases the safety requirement

becomes more stringent. The decomposition rules define that when an element is

implemented by a number of independent components which must all fail for the

element to fail then the ASIL of the element can be decomposed in a way that the

sum of the ASILs of components equals the ASIL of the element. For instance,

if component C is allocated ASIL(D), and C is implemented with three indepen-

dent sub-components SC1,SC2,SC3these can be allocated ASIL(A), ASIL(A)and

ASIL(B)respectively. Such decomposition allows reducing the cost required for

safety requirements to be met.

For each ASIL there are many possibilities of decomposition, e.g. ASIL(C) =

ASIL(A) + ASIL(A) + ASIL(A) or ASIL(C) = ASIL(A) + ASIL(B), or ASIL(C)

= ASIL(QM) + ASIL(C). For a system with n components, where each compo-

nent is assigned an ASIL, there are many different ways to meet the system safety

requirements, i.e. there is typically a very large number of feasible allocations of

requirements to components that defines a space within which one needs to look for

a cost-optimal solution. The process of finding an optimal ASIL allocation is an NP-

hard problem, which requires the intervention of optimization methods to reach an

optimal, economic ASIL allocation in reasonable time.

In this paper we propose a couple of strategies to reduce the dimension of solution

space. These strategies reduces the space of solutions which will help algorithms

dedicated to solve ASILs allocation to converge to an optimal solution in a faster,

more efficient way.

In section two a brief description of ASIL allocation problem is presented, fol-

lowed with a background study of algorithms used to solve the ASIL allocation prob-

lem. Section three describes the proposed strategies to reduce the solution space.

Section four provides an experimental study and section five presents conclusions

and further work.
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2 The ASIL Allocation Problem

ASIL allocation can be presented and formulated as the problem of finding the opti-

mal set of ASILs that corresponds to the hazardous events of a system regarding the

given constraints while minimizing the overall cost.

min f =
n∑

i=1
C(ASIL[i]). (1)

Subject to: ( mk∑

j=1
ASIL[j]

)

≥ kASIL1 ≤ k ≤ l (2)

ASILi, kASIL ∈ Z ∩ ASILi, kASIL ∈ [0, 4]
where:

n: number of the hazardous events.

l: number of ASIL allocation constraints.

mk: number of hazardous events in the kth ASIL allocation constraint.

C(ASILi): cost of the ASIL allocated to the ith Hazardous event.

kASIL: ASIL requirement for the kth ASIL allocation constraint.

The work presented in [4] proposes a fault propagation logic based algorithm to

automatically allocate and decompose SILs using a safety analysis tool called HIP-

HOPS (Hierarchically Performed Hazard Origin and Propagation Studies).

In [2] ASILs allocation is defined as a system of linear equations. The idea is

to use a set constraints based on fault tree cut-sets as a basis of constructing the

equations, and then provide an augmented matrix which has been undergone Gauss

Jordan elimination and transform it to the Row Reduced Echelon Form. The solution

of the system, grants an exact ASILs allocation to system components, otherwise

the algorithm is re-executed after applying some changes to the preferences of the

algorithm.

Another exact algorithm is described in [5] where ASIL allocation and decom-

position is transformed into an integer linear programming problem, the approach

uses a framework equipped with a solver designed to solve integer linear

programming problems. An EAST-ADL (Electronic Architecture and Software

Technology-Architecture Description language) model is created by the framework

to automatically generate fault trees, from which constraints are extracted. Con-

straints which are represented in the form of cut sets are used by the solver to provide

a solution to the ASILs allocation problem.

Exact solvers are dedicated to find exact, i.e. verifiably optimal, solutions but take

long time while searching for the solution. As a consequence the urge for solvers that

find near optimal or optimal solutions in reasonable time has appeared. These solvers

use optimization algorithms which do not exhaustively search the entire solution

space but can still grand near-optimal or optimal solutions in reasonable time.
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The work presented in [6] uses a Penguins-inspired algorithm to solve ASILs allo-

cation. The idea is to reach an optimal allocation of ASILs by imitating the hunting

behaviour of Penguins [7], The algorithm uses priority classes to assign high prior-

ity to failure modes with low cost, in order to reduce the solution space. The process

starts with a population of penguins divided into groups of n penguins. Each pen-

guin generates neighboring solutions regarding its oxygen reserve, for each neigh-

boring solution the algorithm checks for its feasibility and calculates its fitness. If

the fitness of the new solution is higher than the current best solution, then the algo-

rithm replaces the current one with the neighboring solution and updates the oxygen

reserve of the penguin, then the population of penguins is redistributed according to

probabilities. The stopping criterion is reached when cost stops decreasing i.e. the

optimal ASIL allocation is found.

A Tabu search algorithm was also used to allocate ASILs in the work presented

in [8]. The key idea was to use the Steepest Ascent Mildest Descent (SAMD) method

to solve ASIL allocation. The SAMD is a maximization method, so it was inverted

to the Steeped Decent Mildest Ascent (SDMA) to suit this particular problem where

cost is minimized. This means that in each iteration the algorithm changes the solu-

tion by taking the steepest descent until a local minima is reached, then takes the

mildest ascent to avoid getting trapped in the local minima. The algorithm stops

when the termination criteria is met.

In the work presented in [3] a Genetic Algorithm (GA) was used. The algorithm

was equipped with a penalty method to get a handle of constraints. The algorithm

starts with generating a population of candidate solutions, then check for their feasi-

bility and penalizes the infeasible candidates. Candidates are selected based on their

fitness to undergo mutation and recombination to create new candidate solutions.

For each new candidate, the algorithm checks whether its a feasible solution or not,

if feasible the new candidate is added to the population and the algorithm proceeds

until a stopping criterion is reached.

3 The Proposed Strategies for Solution Space Reduction

Due to the combinatorial nature of the problem, the solution space is typically very

large, making the process of finding an optimal allocation even harder. The objective

of this work has been to reduce the dimension of solutions space using two strategies,

where the solutions space undergoes the first strategy, then the resulting solution

spaces goes through the second strategy which grants a considerable reduction in

the dimension of solution space.

3.1 CutSet Based Reduction

A cut set is a minimal combination of failures of components, which if they occur

in conjunction lead to a hazard. Cut sets are determined using Fault Tree Analysis

(FTA) of a system architecture [9]. In this strategy cut sets are used for reducing the
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Fig. 1 CutSet based reduction

solution space where cut sets with different orders are formulated as trees. Roots and

nodes of the tree are the cut sets while leafs are the basic events (see Fig. 1).

The cut set based strategy provides a considerable reduction in the solution space

by imposing constraints to the ASILs values that a basic event may hold regarding

the ASIL of the cut sets that include that basic event.

The idea is to restrict the ASIL of each and every basic event in the trees between

two values 𝛼 and 𝛽, where 𝛼 and 𝛽 are deduced from the set of cut sets that the basic

event belongs to, which leads to reduce the solution space by limiting the SILs that

a basic event may hold.

In theory, if the problem is left unconstrained the ASIL that a basic event may

hold is within the range of [0, 1, 2, 3, 4]. All combinations of those values of different

events then become candidate solutions. However if the basic event is involved in a

set of specific cut sets, then its maximum value cannot exceed the value of the highest

ASIL of those specific cut sets. In addition, its minimum value is not unconstrained.

If for example the event participates in a cutset of order one, its value cannot be less

than the value of this cut set.

As an example, suppose the basic event BE and that BE is involved in the set of

cut sets M = CS1,CS2,CS3. Let us assume that the ASILs of the M cut sets are 1, 3,

3 respectively. According to the proposed strategy, the ASIL of BE, i.e. ASIL(BS),

is restricted between 𝛼 and 𝛽, where 𝛼 is equal to ASIL(QM) = 0 and 𝛽 is equal

to ASIL(C) = 3. This eliminates the ASIL(D) = 4 from the solution space, and by

doing so, the solution space is reduced. The second strategy is presented next.

3.2 Heuristic Cost Based Reduction

Cost heuristics are functions that determine the cost of associating the ASILs to

each component of the system. This cost of fulfilling the requirements by assigning
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Table 1 ASIL cost heuristics

Cost heuristics QM A B C D

Linear 0 10 20 30 40

Logarithmic 0 10 100 1000 10000

Experiential-I 0 10 20 40 50

Experiential-II 0 5 30 35 50

ASILs to the hazardous events is represented by the sum of all components ASILs.

Cost heuristic are defined in Table 1. The distance between different ASILs cost is the

reason why several solutions with the same costs can vary. For instance, as it is shown

in Table 1, the linear cost heuristic which is the based model, defines costs for the

ASILs where the difference between any ASIL and its successive is equal. From here,

if solutions that have the same cost like (ASIL 2, ASIL 2),(ASIL 4) and (ASIL 1,

ASIL 3) are considered equivalent, the solution space is reduced. This is not the case

where steps between ASILs costs are not equal, the solution space will be larger

where solutions with different costs can be found [6]. In order to reduce the solution

space, equivalent classes are defined to prioritise which combination of ASILs is

the most appropriate for a given set of hazardous events. These classes can provide

the same safety but yet, not the same cost. Elements with the classes that give lower

cost are given higher priorities, therefore classes and their priorities are computed to

deduce the most cost-effective combinations. ASIL preference extraction process is

as follows [6].

∙ Equivalent classes construction: Construct all possible combinations of ASILs

allocations to fulfill a safety requirement.

Class (ASIL S2) = (ASIL 2); (ASIL 1, ASIL 1)

Class (ASIL S3) = (ASIL 2, ASIL 1); (ASIL 3) ;( ASIL 1, ASIL 1, ASIL 1)

Class (ASIL S4) = (ASIL 4); (ASIL 2, ASIL 2); (ASIL 3, ASIL 1); (ASIL 2,

ASIL 1, ASIL 1); (ASIL 1, ASIL 1, ASIL 1, ASIL 1)

∙ Compute cost of elements for each class: Here the cost of classes’ elements is

calculated and depends on the cost heuristic used.

Class (ASIL S2) = Cost (ASIL2); 2 x Cost (ASIL1)

Class (ASIL S3) = Cost (ASIL3); Cost (ASIL2) + Cost (ASIL1); 3 x Cost

(ASIL1)

Class (ASIL S4) = Cost (ASIL4); 2 x Cost (ASIL2); Cost (ASIL3) + Cost

(ASIL1); Cost (ASIL2) + 2 x Cost (ASIL1); 4 x Cost (ASIL1)

∙ Priority generation: In each class, after calculating the elements costs, they will

be ordered in ascending order. High priority is assigned to the least cost and vice

versa. The following example shows how this works using Experiential-II heuristic

function. Let F = (5, 30, 35, 50) be a cost heuristic allocated to (ASIL 0, ASIL 1,

ASIL 2, ASIL 3, ASIL 4) respectively.
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The classes of equivalent solutions and the solution cost in each case within a class

are:

Class (ASIL s2) = Cost (ASIL2); 2 x Cost (ASIL1) = 30, 10

Class (ASIL s3) = Cost (ASIL3); Cost (ASIL2) + Cost (ASIL1); 3 x Cost (ASIL1)

= 35, 35, 15

Class (ASILs4) = Cost (ASIL4); 2 x Cost (ASIL2); Cost (ASIL3) + Cost (ASIL1);

Cost (ASIL2) + 2 x Cost (ASIL1); 4 x Cost (ASIL1)

This way, priorities will be assigned to elements according to following process:

If (Cost(ASIL1) + Cost(ASIL1)≤Cost (ASIL2)) Then ASIL1 has a higher priority
than ASIL2
Else

ASIL2 has a higher priority than ASIL1

If (Cost (ASIL2) + Cost(ASIL1) ≤ Cost (ASIL3)) Then

ASIL2 has a higher priority than ASIL3
Else

ASIL3 has a higher priority than ASIL2

If (Cost(ASIL3) + Cost(ASIL1) ≤ Cost (ASIL4)) Then

ASIL3 has a higher priority than ASIL4
Else

ASIL4 has a higher priority than ASIL3
High priorities assigned to each ASIL can vary from low that is equal 4 to the

high equals 1. For instance, from the given example above, it is extracted that ASIL

1 has the highest priority of 1, and ASIL 4, ASIL 2, ASIL 3, ASIL 4 are given the

priorities 2, 3, 4 respectively [6].

4 Experimental Study

4.1 Hybrid Braking System Description

Hybrid braking systems (HBS) was introduced, studied and detailed in [10]. It is

intended to serve the purpose of both normal and anti-lock braking strategies for

electrical vehicles of 4 In Wheels Motors (IWMs) i.e. one motor per wheel. HBS is

a brake-by-wire system which means that there is no mechanical or hydraulic con-

nection between the braking pedal and the actuators. It is called “hybrid” because

it combines the actions of both Electromechanical brakes (EMBs) and In-Wheel

Motors (IWMs) [11]. The HBS is composed of a two pedals, one mechanical brake

pedal, and one electronic pedal, a bus system, a local control unit, power electronics,

the powertrain battery, the auxiliary battery, friction and electric braking solution

(Electrohydraulic Braking System, In-Wheel Motor Braking System). The required

braking is achieved by joining the efforts of the two braking devices: electric and

frictional braking. As the driver’s action on the mechanical pedal is sensed at the

electronic one, the later processes the action and acts as a central control unit that
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Table 2 Characteristics of the case studies

Case study Failure modes AAC Max AAC size Size search space

HBSM1 24 31 2 5.96 × 1016

HBSM2 60 94 2 8.67 × 1041

HBSM3 60 11573 8 8.67 × 1041

NYTT60 185 8218 4 2.04 × 10219

Table 3 Results of applying reduction strategies

Case study Initial size search space Reduced size search space

HBSM1 5.96 × 1016 2.50 × 1012

HBSM2 8.67 × 1041 2.49 × 1030

HBSM3 8.67 × 1041 8.67 × 1041

NYTT60 2.04 × 10219 2.40 × 10111

coordinated the four local wheel controllers. The interconnection of all units is

achieved through a communication network composed of buses that allows exchang-

ing information. The characteristics of different HBSs that were used in this paper

as case studies are described in Table 2.

4.2 Experimentation of Different Strategies

Results presented in Table 3 show that the application of the proposed strategies on

the case studies has led to a considerable reduction in the search space, where the

initial search space with the original size has undergone cut sets based reduction

which reduces the range of SILs that a basic event may hold from [0,4] to a dynamic

interval of [𝛼,𝛽] for each failure mode, the resulting search space goes through the

second strategy, that is, cost based reduction which reduces the search spaces by

using the concept of equivalent classes and grant low cost classes a high priority,

when applied to the HBSM1, HBSM2, NYTT60, results were very promising, the

search space of the HBSM1 was reduced from 5.96 × 1016 to 2.50 × 1012, while the

size of the search space of HBSM2 was reduced up to 2.49 × 1030 after it used to be

equal to 8.67 × 1041, then comes the largest case study NYTT60 with an original size

of 2.04 × 10219 which has gone through an appreciable reduction up to 2.40 × 10111.

The reduced size search space of HBSM3 remained the same because the all SILs

of the cut sets that belong to the HBSM3 was equal to 4, which means that in the cut

sets based reduction alpha and beta were equal to 0 and 4 respectively and the range

of SILs that a basic event may hold was kept the same as the original, the reason that

the second strategy couldnt perform any reduction to the size of search space was due

to the absence of equivalent classes in the HBSM3. The resulted space search after
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reduction can offer a great deal of help to solvers dedicated to reach an economic,

optimal ASILs allocation in a reasonable time.

5 Conclusion

Automotive Safety Integrity Levels are classes proposed by the ISO26262 Standard

to represent the stringency of safety requirement in the automotive field, to reduce the

risk to acceptable level ASILs are decomposed and allocated to different sub-systems

and components of the system. ASILs allocation as a combinatorial problem admits a

huge number of feasible solutions, which make the process of finding an appropriate

allocation a tough task using both exact and optimization solvers. In this paper, we

introduced two strategies to reduce the dimension of the solution space of ASILs

allocation problem, a cut set based strategy that reduces the solution space regarding

the ASIL of each cut set and a cost based strategy that reduces the solution space

regarding the cost of ASILs. When applied on HBSM1, HBSM2, HBS3, NYTT60,

the proposed strategies have proven their efficiency in reducing the solution space.
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Abstract Since the first birth of computers, a lot of works had done in many fields of

computer science and inspired generations and generations of researches. Alan Tur-

ing pioneered researches by its works in heuristics, and now, hundreds of algorithms

and approaches are developed in this field. The last two decades witnessed a very

huge movement in field of artificial intelligence. Researchers went far than inven-

tion of algorithms based on calculation, they created Bio inspired algorithms which

are sort of implementation of natural solutions to solve hard problems so called NP

problems. This paper presents a new bio inspired algorithm based in the echolocation

behaviour of bats for seismic hazard prediction in coal mines. The implementation

of the algorithm includes three fields of studies, data discovery or so called data

mining, bio inspired techniques, and seismic hazards predictions.

Keywords Seismic hazards detection ⋅Data mining ⋅Meta heuristic ⋅ Bio inspired

algorithm ⋅ Bat echolocation ⋅ Machine learning

1 Introduction

Mining hazards is a subfield of mining activities connected to the dangers. They are

the causes of disasters and accidents, mining hazards plays an important role in shap-

ing industrial safety in coal mines. Similar to an earthquake, detection and predic-

tion of seismic hazards present the hardest issue of natural hazards detection. Seismic

activity and seismic hazard in underground coal mines occur in case of specific struc-

ture of geological deposit and the way of exploitation of coal. The nature of these

hazards is influenced by a large number of factors which causes a complex and insuf-

ficiently recognized relationships among them. One example of a situation, with a
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particularly strong intensity, occurs in the Upper Silesian Coal Basin where there are

additional conditions connected with: multi-seam structure of deposit, consequences

of the long history of exploitation of this area and complex surface infrastructure.

In almost all mines of this area there are systems which detect and assess a current

degree of seismic hazard [1].

Hazard of high-energy destructive tremor which may result in a rock burst is a

particular case of one of the major studies of coal mine geophysical stations work.

As a phenomena related with mining seismicity, Rock bursts pose a serious hazard

to miners and can destroy long walls and the equipment.

Nature contains a lot of sub-disciplines, a very big number of complex mecha-

nisms that help life keep going on. Understanding these mechanisms is a principal

source to inspire different algorithms and solution for problems in technology era.

Over the last few decades, it has stimulated many successful algorithms and compu-

tational tools for dealing with complex and optimization problems. The real beauty

of nature inspired algorithms lies in the fact that it receives its sole inspiration from

nature. With their ability to solve hard problems by describing the complex rela-

tionships from intrinsically very simple initial conditions and rules with little or no

knowledge of the search space Nature is the perfect example for optimization, all

kinds of features or phenomenon in nature, always find the optimal strategy to solve

different problems. Computer networks, security, robotics, bio medical engineering,

control systems, parallel processing, data mining, power systems, production engi-

neering and many more, covering all fields of computer science, bio inspired algo-

rithm presents a mapping of different strategies exist in nature, it come up as a new

era in computing encompassing a wide range of researches and applications.

Speaking about bio inspired algorithms, we speak about heuristics because bio

inspired algorithms are such heuristics that mimics/imitate the strategy of nature

since many biological processes can be thought of as processes of constrained opti-

mization. Heuristics are superior and better than classical methods such as logical,

mathematical programming in solving complex optimization problems. Literally, it

exist a huge number of bio inspired approaches for solving an impressive array of

problems, and that is clear regarding to the number of researches and studies pub-

lished recently. Bio inspired algorithms are divided to three main types, evolution-

ary algorithms inspired from the evolution behaviour of animals, swarm intelligence

based on the collective life in colonies, ecological approaches inspired from some

bio geological phenomenon.

This paper discusses a novel bio inspired algorithm based on the echolocation

phenomenon of bats for seismic hazards detection.

The organisation of the paper is as follow, Sect. 2 presents some recent works on

seismic hazards prediction. Section 3 we give a summary of [2], which presented a

view of literature about bat algorithm. Section 4, we discuss the proposed approach,

we gave the artificial model of bats algorithm. Section 5 illustrates a discussion of

the obtained results. Finally, Sect. 6 provides a summary and suggestions for further

work.
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2 Related Works for Seismic Hazards Detection

According to [3], advanced seismic and seismoacoustic monitoring systems allow a

better understanding rock mass processes, so [4] defined a seismic hazards prediction

methods, but these methods required a non-standard measuring apparatus, for this

reason they are not used in seismic mining. Kornowski [5] proposed a linear method

to predict seismoacoustic energy in a given time horizon. Works on seismic predic-

tion continued with [6] that gave clustering methods to predict the energy of future

seismic tremors emitted in a given time horizon based on probabilistic analysis, in

which fuzzy numbers and Markov chains were applied. However, the accuracy of all

those methods is so far from prefect. Neural Networks also appeared in many stud-

ies for prediction of seismic tremors, beginning with [7] in which an application to

mining tremor prediction has been tested and methodological conditions have been

obtained by treatment of induced seismic activity prediction that was treated as a

problem of time series extrapolation of maximum cumulative amplitudes and num-

bers of seismic events recorded per day, the treatment was done using multilayer

perceptron, [8] is another work that presented an approach using neural network for

determining an influence of the type and shape of the input data on the efficiency of

such a prediction. The considerations are based on a selected example of the seismic

activity recorded during long wall mining operations conducted in one of the Polish

mines. And also [9] gave a study that demonstrated the potential of the clustering

technique in evaluation of the increment of the seismic hazard over a limited area.

All mentioned works reported their methods in form of bi-class problem for pre-

diction of Hazardous and Non-Hazardous seismic, and they are the based works in

seismology for prediction of earthquake occurrences [10, 11] in which two of the

most known methods in data mining were applied, decision trees and rules induction.

3 A View of Literature About Bat Algorithm

3.1 Bat Echolocation Behaviour

Bats are a special fascinating kind of mammals with their wings and their lifestyle,

as we know bats are active only at night and in the dark places. They estimated

about 996 species of bats, more than half rely on sounds for navigation while they

fly, the use of this trick is to detect obstacles and forage for food. This mechanism

is called Echolocation or SONAR (SOund Navigation And Ranging). It gives to a

bat the ability to generate signals that bounce off surrounding objects and using a

processing of the returning echoes with extraordinary acuity, the bat can determine

the direction, the distance and the features of these objects.
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The echolocation mechanisms are different and correlated with the hunting strate-

gies of each species; the most of bats use short, frequency-modulated signals to

sweep through about an octave. In this strategy, a pulse only lasts a few thousandths

of a second (up to about 8–10 ms)in the frequency range of 25–150 kHz, The typical

range of frequencies for most bat species are in the region between 25 and 100 kHz,

though some species can emit higher frequencies up to 150 kHz. During hunting,

the rate of pulse emission can be sped up to about 200 pulses per second when hom-

ing on their prey. Studies show the integration time of the bat ear is typically about

300–400 µs, which give to the bats a fantastic ability to process the signal. Taking

in mind that the speed of sound in air is typically v= 340 m/s, the wavelength 𝜆 of

the ultrasonic sound bursts with a constant frequency f is given by 𝜆= v/f [2].

Such echolocation behaviour of bats can be formulated mathematically in such

a way that it can be associated with many problems solving objective, for that and

based on the original work of [12], we are interested in some features of the echolo-

cation of bats to formulate a mathematical implementation for seismic assessment.

3.2 Bat Algorithm

In order to benefit of the amazing power of echolocation of bats in hunting to solve

one of the major problems in seismology, we took in consideration three features or

so called rules cited by [12] to implement a bat-inspired algorithm as follow:

1. All bats use echolocation to sense distance, and they also know the difference

between food/prey and background barriers in some magical way;

2. Bats fly randomly with velocity vi at position xi with a fixed frequency fmin, vary-

ing wavelength 𝜆 and loudness A0 to search for prey. They can automatically

adjust the wavelength (or frequency) of their emitted pulses and adjust the rate of

pulse emission r ∈ [0, 1], depending on the proximity of their target;

3. Although the loudness can vary in many ways, we assume that the loudness varies

from a large (positive) A0 to a minimum constant value Amin.

4 Proposed Approach

As mentioned above, we were interested by the three rules of bat algorithm given

by [12] to create a new model for classification of seismic data; Fig. 1 shows the

architecture of the global system.

As shown in the diagram, our proposed approach is constructed for 6 steps in

which 5 of them represents one iteration. Before beginning the treatment, we have

to initialize two parameters, initial loudness A0 that decrease in each iteration, and

learning parameter that is used to adjust the frequency of emitted pulses. In our

approach, we considered that one bat is represented by one vector from test set, which
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Fig. 1 Architecture of the global system
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will look for neighbours to enjoy their class, in other words, this is a distance based

approach similar to K-Nearest Neighbours algorithm with additional parameters.

To classify a bat, we first calculated the mean of each vector elements in training

set as frequency of a bat (fbat) to catch that prey (vector of the training set). After that,

the bat calculates the frequency of emitted pulses (fep), which initially presents the

average of the bat elements. Using the two frequencies, we calculated the frequency

f based on Doppler Effect of sounds, f is calculated as follow:

f = |fbat − fep| (1)

After getting the frequency, we calculated a velocity as distance between the bat

and the prey, in the implementation we tested the Euclidean distance as follow:

D(X,Y) =
∑√

(xi − yi)2 (2)

The final step before prediction of seismic hazards, we calculated a similarity

between bats and preys using the velocity and the frequency. The similarity is simply

the wavelength 𝜆 that each bat in real life uses it during hunting to echolocate preys,

from that we conclude the formula of classification as follow:

𝜆 = v
f

(3)

Prediction of seismic hazards presents the step of classification, in which, from

all wavelengths resulted, we selected only A0 wavelengths, where A0 is an integer

defined in the beginning, in other words, we selected theA0 most similar vectors from

training set to classify the test vector and to use them in the next iteration. A0 presents

the initial loudness. Finally, we took the maximum class appears in all selected vec-

tors, and we associated the bat (test vector) to that class. The whole process men-

tioned presents one iteration. The stop criterion we tested is the loudness. According

to [12], the loudness varies from a large (positive) A0 to a minimum constant value

Amin, so we chose the loudness to stop the algorithm. By passing from iteration to

another, the algorithm chooses the incorrectly classified vectors from test set and

adjusts their frequencies by multiply it by the learning parameter, and decreases the

loudness. The training set of an iteration i+1 will be the chosen vectors from the

iteration i. We chose the initial loudness based on simple heuristic, because we deal

here with a Bi-class problem, we gave the initial loudness an impair number, and it

decreases by two in each iteration, that is to assure that we have always a majority

neighbours that present a class than the those who present the other class.

In the end of each iteration, we evaluated the classification of seismic hazards

and we saved the parameters. And in the end of the algorithm, we took the best

parameters as a model for seismic prediction, the model is defined by: vectors of the

training set, their frequencies and loudness.
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4.1 Evaluation of Classification

To calculate different metrics used for evaluation of classification, we have to intro-

duce other measures:

1. True Positive (TP): present the average of the vectors that are correctly predicted

relevant obtained in each iteration

2. True Negative (TN): present the average of the vectors that are correctly predicted

as not relevant obtained in each iteration

3. False Positive (FP): present the average of the vectors that are predicted relevant

but they are not relevant obtained in each iteration

4. False Negative (FN): present the average of the vectors that are correctly predicted

not relevant but they are relevant obtained in each iteration

Using these four measures, we calculated the most famous measures that are used

to evaluate classification algorithms:

1. For classification, the accuracy estimates is the overall number of correct classi-

fications from the 10 iterations, divided by the total number of tuples in the initial

data [13].

Accuracy = TP + TN
TP + FP + TN + FN

(4)

2. Precision and recall are the measures used in the information retrieval domain to

measure how well an information retrieval system retrieves the relevant elements

requested by a user. The measures are defined as follows [14]:

Precision = TP
TP + FP

(5)

Recall = TP
TP + FN

(6)

3. Instead of two measures, they are often combined to provide a single measure of

retrieval performance called the F-measure as follows [14]:

Fmeasure = 2 ∗ Recall ∗ Precision
Recall + Precision

(7)

4. ROC Curve: ROC Curve (receiver operating characteristic) is a graph in which

for a binary classifier, each points is characterized by the FPRate in the x axis

and TPRate in the y axis The ROC curve is independent of the P:N ratio and is

therefore suitable for comparing classifiers when this ratio may vary [15].

The FPRate and TPRate are calculated as follow:

FPRate = FP
TN + FP

(8)
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TPRate = TP
TP + FN

(9)

for precision, recall, fmeasure, FPRate and TPRate are weighted measures calculated

two times, first to evaluate the prediction of hazardous states (hazardous_measure)

and second to evaluate the prediction of non-hazardous states (non_hazardous_

measure). Then we calculated the finale measures (final_measure) using weights as

follow:

Final_measure = (93.4 ∗ non_hazardous_measure) + (6.6 ∗ hazardous_measure)
100

(10)

The choice of the weights was according to percentage of examples that present

a class (93.4 % for non_hazardous states and 6.6 % for hazardous states), we chose

this method for evaluation because we deal with an unbalanced data which presents

a big issue in the domain of classification and prediction, so we tried to evaluate the

prediction of the two states, then combine the measures.

5 Results and Discussion

After describing the proposed approach, we discuss in this section the results obtained

by the approach, before that, we describe the used data set in our experiments.

5.1 Used Dataset (Seismic Bumps Dataset)

In the data set each row contains a summary statement about seismic activity in

the rock mass within one shift (8 h). If decision attribute has the value 1, then in

the next shift any seismic bump with energy higher than 104 J was registered. That

task of hazards prediction bases on the relationship between the energy of recorded

tremors and seismoacoustic activity with the possibility of rock burst occurrence.

Hence, such hazard prognosis is not connected with accurate rock burst prediction.

Moreover, with the information about the possibility of hazardous situation occur-

rence, an appropriate supervision service can reduce a risk of rock burst (e.g. by

distressing shooting) or withdraw workers from the threatened area. Good predic-

tion of increased seismic activity is therefore a matter of great practical importance.

The presented data set is characterized by unbalanced distribution of positive and

negative examples. In the data set there are only 170 positive examples representing

class 1.
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Attribute of the data set are:

1. seismic: result of shift seismic hazard assessment in the mine working obtained

by the seismic method (a—lack of hazard, b—low hazard, c—high hazard, d—

danger state);

2. seismoacoustic: result of shift seismic hazard assessment in the mine working

obtained by the seismoacoustic method;

3. shift: information about type of a shift (W—coal-getting, N—preparation shift);

4. genergy: seismic energy recorded within previous shift by the most active geo-

phone (GMax) out of geophones monitoring the long wall;

5. gpuls: a number of pulses recorded within previous shift by GMax;

6. gdenergy: a deviation of energy recorded within previous shift by GMax from

average energy recorded during eight previous shifts;

7. gdpuls: a deviation of a number of pulses recorded within previous shift by

GMax from average number of pulses recorded during eight previous shifts;

8. ghazard: result of shift seismic hazard assessment in the mine working obtained

by the seismoacoustic method based on registration coming from GMax only;

9. nbumps: the number of seismic bumps recorded within previous shift;

10. nbumps2: the number of seismic bumps (in energy range [102, 103)) registered

within previous shift;

11. nbumps3: the number of seismic bumps (in energy range [103, 104)) registered

within previous shift;

12. nbumps4: the number of seismic bumps (in energy range [104, 105)) registered

within previous shift;

13. nbumps5: the number of seismic bumps (in energy range [105, 106)) registered

within the last shift;

14. nbumps6: the number of seismic bumps (in energy range [106, 107)) registered

within previous shift;

15. nbumps7: the number of seismic bumps (in energy range [107, 108)) registered

within previous shift;

16. nbumps89: the number of seismic bumps (in energy range [108, 1010)) registered

within previous shift;

17. energy: total energy of seismic bumps registered within previous shift;

18. maxenergy: the maximum energy of the seismic bumps registered within previ-

ous shift;

19. class: the decision attribute—“1” means that high energy seismic bump occurred

in the next shift (“hazardous state”), “0” means that no high energy seismic

bumps occurred in the next shift (“non-hazardous state”).

5.2 The Obtained Results

Taking in mind that seismic dataset is an unbalanced data; we chose a balanced data

as training set, in which we took 100 examples that present “hazardous state”, and
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100 examples present “non-hazardous state”, and for evaluation we took the rest of

data (70 examples presents hazardous state and 2313 presents non-hazardous state).

The obtained results are presented in Table 1 where the first column presents

the initial value of loudness the second one presents the accuracy, the third shows

the error, the fourth and fifth show the obtained precision and recall respectively, the

sixth shows the values of fmeasure, and the last column presents the best loudness

in which we got these results for each case.

The results presented in Table 1 are the best results got beginning from initial

loudness A0 down to minimum loudness Amin that equals to 1. As we see in the table,

the obtained results are very good results. The interpretation of results is done as

follow:

∙ In terms of Accuracy and Error: Accuracy measures how well the system can

predict correctly the state of seismic hazards, in Table 1; we see that the prediction

rate is high (from 89.87 to 93.41 %) which proves that our system is very efficient.

∙ In terms of Precision: the precision gives a value of correctly prediction of the

relevant states of seismic hazards among all predicted states. More it converges to

1, more is the system considered as efficient system. In our case, we see that the

value of precision converges to 1 (0.87), here we can say that our system proves

its efficiency, even if it is not very efficient.

∙ In terms of Recall: the recall gives a value of correctly prediction of the relevant

states of seismic hazards among all states in the initial dataset. Like precision,

more it converges to 1, more is the system considered as efficient system. The

Bat algorithm shows a high recall (more than 0.9); this means that the proposed

approach can predict more than 90 % of relevant states for seismic hazards.

∙ In terms of Fmeasure: the fmeasure is a metric used to combine the precision and

the recall in one metric as an average of the two. More it converge to one, more

the system is efficient. The Bat algorithm shows a high fmeasure (about 0.9). In

general, our proposed bat echolocation based algorithm proves a high efficiency

for prediction of seismic hazards.

Table 1 The obtained results using our approach according to the initial value of loudness

Loudness Accuracy (%) Error (%) Precision Recall Fmeasure Best loudness

1 89.87 10.13 0.878 0.9 0.887 1

3 93.21 6.79 0.873 0.933 0.902 3

5 93.33 6.67 0.873 0.933 0.902 3

7 93.41 6.59 0.875 0.936 0.905 7

9 93.41 6.59 0.875 0.936 0.905 7

11 93.41 6.59 0.875 0.936 0.905 9
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Fig. 2 The ROC curve that shows the influence of initial loudness on the results

∙ In terms of Initial Loudness: because the initial weights (frequency of a bat is the

average of values of its attributes) are the same in all cases whatever is the initial

loudness. The changes are summarized in the adjustment of these weights (fre-

quencies). For that, we tested many values of initial loudness to study its influence

in the final results. The Table 1 shows that beginning with initial loudness equals

to 1 gives the worst results, and then the results increase when we increased the

initial loudness until it fixed at the value of 7. To see that clearly, we presented the

influence of the initial loudness by the ROC curve.

The roc (Fig. 2) curve shows the effect of the initial loudness on the final results

of prediction of seismic hazards. In the curve, the x-axis presents the FPRate, the

y-axis presents the TPRate, and each point presents the initial loudness (1, 3, 5, 7,

9 and 11). It is clear here that from loudness equals to 1–7, more it is higher, more

we get better results, and that is because of the adjustment of weights, for initial

loudness equals to 1, there is only one iteration, so the bat echolocation approach

did not adjust the weights, and for loudness from 3 to 7, it was adjusted loudness 1

times, then the approach defined the suitable loudness according to the best results.

And then results became stable for loudness higher than 7.

6 Conclusion

The paper has presented a novel approach inspired from the echolocation behaviour

of bats for prediction of seismic hazards in coal mines. It presents the intersection of



88 M.E. Rahmani et al.

two research domains bio inspired algorithms and machine learning algorithms. The

proposed approach is a simple bio inspired algorithm that uses distance calculation

based on representative examples from previous experiences in seismic hazards to

predict new states.

Our algorithm shows many advantages: easy to understand and easy to imple-

ment, although there are parameters defined in the beginning, the algorithm gener-

ates the best parameter from experiences which allows using it as model to predict

the new states. The main advantage of this approach is its efficiency; it gives very

good results in terms of accuracy, precision, and recall.

For future work, we plan to use this approach for other ecological problems like

plant leaves classification, land cover clustering, and why not, use it on different

areas such as information retrieval. We also plan to combine this approach with other

approaches to optimize the results. But the main future work is developing news

approaches that deal with unbalanced data of the seismic hazards, because this kind

of dataset presents a big issue in the domain of data mining in general.
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Enhanced Chemical Reaction Optimization
for Multi-objective Traveling Salesman
Problem

Samira Bouzoubia, Abdesslem Layeb and Salim Chikhi

Abstract The multi-objective traveling salesman problem (MOTSP) is an essential

and challenging topic in the domains of engineering and optimization problems. In

this paper we propose new variant of multi-objective chemical reaction optimization

(MOCRO) called Enhanced MOCRO (EMOCRO) for solving MOTSP. The key idea

of the proposed variant is the use of the dominance strategy and chemical reaction

concepts. Compared to MOCRO, EMOCRO has a reduced number of parameters

and a simplified general scheme. In order to give the quality of the algorithm, several

MOTSP instances taken from the TSP library are used. The proposed approach is sta-

tistically compared with MOCRO and NSGA2. Results indicate that the EMOCRO

outperformed other approaches in most of the test instances.

Keywords Chemical reaction optimization ⋅ Multi-objective optimization ⋅
Bio-inspired algorithm ⋅ Multi-objective traveling salesman problem

1 Introduction

The multi-objective traveling salesman problem (MOTSP) is widely studied

combinatorial optimization problem that belongs to the class of NP-hard problems.

The MOTSP has many applications in different engineering and optimization prob-

lems. Formally, a MOTSP is formulated as follows.
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Given N cities and p costs Ck
(i,j)(k = 1,… , p) to travel from city i to city j, the

MOTSP consists in finding a Hamiltonian cycle of the N cities that optimizes the

following minimization problem [1]:

Zk(p) =
N−1∑

i=1
(ck

(p(i),p(i+1)) + ck
(p(N),p(1))), k = 1,… , p. (1)

Since the objectives in Eq. 1 usually conflict with each other. Consequently, there is

not a single tour that can minimize all the objectives simultaneously. The optimality

of a multi-objective optimization problem (MOP) as MOTSP is a set of tradeoff

solutions, called Pareto optimal set (PS) in the decision space or Pareto front (PF) in

the objective space [2].

Considering the difficulty of the MOTSP, several methods were proposed to solve

this problem in the literature. The most popular ones among them include the bio-

inspired meta-heuristics as well as non-dominated sorting based genetic algorithm

2 (NSGA2) [3] and Strength Pareto Evolutionary Algorithm 2 [4]. These methods

were developed first in the mono-objective and then generalized to tackle the MOP.

Examples of the bio-inspired meta-heuristics include, but are not limited to, genetic

algorithm [5], simulated annealing [6], and recently chemical reaction optimization

(CRO). It imitates the interactions of molecules in chemical reactions to reach the

global optimum, is proposed by Lam and Li [7]. This algorithm has many advan-

tages such as its variable population size that allows to the system the ability to

adapt to the problems automatically. Moreover, CRO combines the main advantages

of Genetic Algorithm and Simulated Annealing. However, the main limitation of

CRO is the high number of parameters that influence the effectiveness of the algo-

rithm. However, the real-life problems require the consideration of several criteria

simultaneously. That is why, it is necessary to generalize CRO to the multi-objective.

In this work, a multi-objective CRO variant is proposed, called Enhanced Multi-

objective Chemical Reaction optimization (EMOCRO). It simplifies the structure of

CRO and uses some NSGA2 concepts [3].

Consequently, the rest of this paper is organized as follows. Section 2 describes

some MOTSP related works. Section 3 presents the basic scheme of CRO, and some

interesting works using this algorithm. Section 4 presents the framework of proposed

algorithm. Section 5 contains the adaptation of EMOCRO for MOTSP. Section 6

describes the benchmark problems, the parameter settings, and the metrics used to

measure the performance of the proposed algorithm. Moreover, it gives the simula-

tion results, a comparative study. Finally, our conclusions are provided in Sect. 7.

2 Related Works

A large number of methods were proposed to solve the MOTSP that can be classi-

fied in two categories, exact and approximation techniques. Exact approaches like

multi-objective dynamic programming branch and bound [8]. These methods have
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been shown to be very successful in achieving the optimal PF. Unfortunately, they

require considerable computational efforts. This limitation is the reason why the

approximation techniques were developed to tackle the MOPs. Multi-objective meta-

heuristics represents interesting subclass of these techniques. Two major classes of

meta-heuristics are widely used in the literature: multi-objective local search algo-

rithm and multi-objective population based algorithms.

2.1 Multi-objective Local Search Algorithms

Several algorithms were applied to deal with MOTSP. Paquete and Stutze [9] have

analyzed algorithmic components of stochastic local search algorithms for the multi-

objective travelling salesman problem. On the other hand, Hansen [10] applied Tabu

Search algorithm based scalarizing functions for a Multi-Objective TSP. Two-phase

Pareto local search is developed by Lust and Teghem to solve the bi-objective trav-

eling salesman problem (2PPL) [1]. 2PPL has two steps, the first one generates an

initial population composed of a good approximation of the extreme supported effi-

cient solutions. Then in the second step, 2PPL applied a Pareto Local Search method

to each solution in the initial population.

Despite the simplicity of these algorithms and their ease of implementation, these

methods have a high computational time and give a poor quality PF [11].

2.2 Population Based Multi-objective Algorithms

A number of works for MOTSP have been proposed. Gao et al. [12] introduced a

multi-objective estimation of distribution algorithm based on decomposition which

combines the multi-objective evolutionary algorithm based on decomposition [13]

with probabilistic model based methods for MOTSP. Later, Ke et al. [14] have pro-

posed a multi-objective evolutionary Algorithm using ant colony and decomposition

to solve MOTSP. Experimental study proved that this approach surpasses bi-criterion

ant algorithm [15] in all the given instances of MOTSP. Recently, Membrane algo-

rithm is used to solve multi-objective multiple traveling salesman problem in [16].

Moreover, multi-objective chemical reaction optimization (MOCRO) is presented

in [11]. MOCRO employs the chemical reaction concepts and the NSGA2 strate-

gies to solve the MOTSP. Two variants in MOCRO are proposed, MOCRO-Dom

and MOCRO-WS. The first one used the amount of domination and the second one

applied the weighted sum to tackle MOTSP.

Compared to multi-objective local search algorithms, the multi-objective meta-

heuristics take a reasonable computation time. Moreover, these methods give a good

quality of PF.
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3 Chemical Reaction Optimization

Chemical reaction optimization (CRO) is new developed mono-objective meta-

heuristic. It mimics the transition from a higher energy state to lower by collisions

among the molecule, and the reaction process follows the law of conservation of

energy [17]. Each molecule has several attributes that are, Molecular structure 𝜔,

Potential energy PE, Kinetic energy KE, number of hits and some other optional

attributes. More precisely, 𝜔 represents the solution of the problem, the Potential

energy is the objective function value. KE corresponds to the tolerance of a mole-

cule to accept a worse solution than the existing one. This attribute allows to CRO

the ability to escape from local optima.

The basic chemical reaction algorithm has four reaction operators, including on-

wall ineffective collision, decomposition, inter-molecular ineffective collision and

synthesis.

3.1 On-wall Ineffective Collision

On-wall ineffective collision is uni-molecular collision. It occurs when a molecule

collides with a wall of the container and then bounces away remaining in one single

unit. In this collision, CRO only perturbs the existing 𝜔 to produce 𝜔

′
[7].

3.2 Decomposition

Decomposition is uni-molecular operator and allows the system to explore other

regions of the search space through the generation of solutions. It represents the

situation when a molecule hits a wall and then breaks into several parts [7].

3.3 Inter-molecular Ineffective Collision

This inter-molecular operator occurs when two or more molecules collide with each

other and then separate. The number of molecules involved in this collision remains

unchanged after the collision [7].

3.4 Synthesis

Synthesis is the opposite of the decomposition, it refers to the situation when multiple

molecules collide with each other and form one new single molecule. This process

implies that the search regions are expanded. This inter-molecular operator gives

diversification of solutions [7].
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Several variants of CRO were proposed to solve a variety of optimization prob-

lem. Sun et al. combined Lin-Kernighan local search and CRO to deal with the mono-

objective traveling salesman problem [18]. CRO has also been applied for the 0–1

knapsack problem in [19]. Moreover, CRO has been adapted for the multi-objective

optimization. Li and Pan have proposed a discrete CRO for solving the flexible job-

shop scheduling problems [20]. Recently, a new multi-objective extension of CRO

named Multi-objective chemical reaction optimization (MOCRO) was developed to

solve the multi-objective traveling salesman in [11]. MOCRO is based on NSGA2

techniques and the elementary reactions of CRO. It combines dominance and crowd-

ing distance with the concepts of CRO like conservation energy strategy and collision

operators. The general scheme of MOCRO is in Fig. 1.

Fig. 1 General scheme of MOCRO
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Despite the effectiveness of MOCRO, it has a high number of parameters which

reduces its adaptation to the problems. In this paper we propose an enhanced variant

of MOCRO to solve MOTSP. EMOCRO has the purpose to reduce the number of

parameters and simplify the general scheme of MOCRO.

4 Enhanced Multi-objective Chemical Reaction
Optimization

Here we introduce the enhanced multi-objective chemical reaction optimization

meta-heuristic algorithm EMOCRO, and we describe how it is implemented. As

EMOCRO is based on MOCRO, it employs dominance features and characteris-

tics of chemical reaction as well as the chemical operators, the tolerance to accept

the worse solutions and energy conservation conditions. In order to tackle several

criteria, EMOCRO energy conservation conditions are based on the weighted sum

method. In the following part, we present in more detail the scheme of EMOCRO.

4.1 EMOCRO Scheme

The step-wise procedure for the implementation of EMOCRO can be summarized

as follows.

Algorithm: EMOCRO

MOP; Stopping criterion; (Input)
Pareto set; (Output)

begin
Step 1 Initialize the population P(t) of N molecules

and initialize algorithmic parameters;
Step 2 If the stopping criterion is satisfied

then output the Pareto front set;
else perform Step 3;

Step 3 Create offspring population Q(t) of size N
Step 3.1 Select sub-population Q(t) from P(t);
Step 3.2 Chemical collisions

For t=1,..., N
If (Synthesis condition is met) then

Perform Synthesis and update M1 and M2
according to the conservation energy
condition of synthesis;

Else
Perform On-wall ineffective collision,
update M according to conservation energy
condition of on-wall ineffective collision;
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End
End

Step 4 Form the combined population R(t) of size 2N where
R(t)=Q(t)+ R(t);

Step 5 Sort R(t) according domination strategy;
Step 6 Choose the best solutions to produce the next

population P(t+1) by using domination and KE
of each molecule; Go back to Step 2;

end.

In the initialization step, a population P(t) of N molecules is randomly created.

Each molecule has mainly five attributes: the kinetic energy KE initialized by the ini-

tial kinetic energy (InitialKE), the vector of potential energy PE that corresponding

to the m objective functions values, the molecular structure 𝜔 that contains a solu-

tion to the problem. Moreover, we initialize the algorithmic parameters including:

Popsize, number of neighbors T and synthesis threshold 𝛽.

In the second stage of the algorithm, we construct an offspring population Q(t)
as follows. First, we select N molecules by using binary tournament selection. Sec-

ond, we apply chemical reaction to Q(t). The molecules can either hit on a wall of

the container or collide with each other according to the synthesis condition. If the

synthesis criterion is met (KE ≤ 𝛽) then the system has two molecules. Therefore,

we have an inter-molecular collision, i.e., synthesis. Otherwise, a uni-molecular col-

lision (On-wall ineffective collision) is applied. After each elementary reaction, we

check if the energy conservation condition is satisfied and Q(t) is updated.

In the next step, we combine the two populations P(t) and Q(t) in new one R(t).
The combined population is sorted according dominance technique. In order to form

the next population P(t + 1), we select the N Non dominated molecules from R(t).
However, we often have some molecules with the same domination rank. In this

case, the kinetic energies of these molecules are used to decide between two non-

dominant molecules. When a molecule has too little KE, it loses potentially its ability

to escape from a local minimum [7]. Hence, we prefer those having more ability to

escape from a local minimum, i.e., the molecules with the largest KE values. The

process is looped until the stopping criterion is met. At the end of process the algo-

rithm gives the first non-dominated front found in the last generated population. The

EMOCRO’s scheme is shown in Fig. 2. It has the same general scheme of NSGA2

except the crowding distance step which is replaced by comparison of KE values of

the molecules. Thus, the major computational costs are in Step 5. In this step, we

have used the same dominance strategy of NSGA2 which takes O(MN2) computa-

tions, where M represents the number of objectives and N the population size [3].

Consequently, the overall computational complexity of EMOCRO is O(MN2), which

is governed by the non-dominated sorting part of the algorithm.
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Fig. 2 General scheme of EMOCRO

4.2 Diversification/Intensification Preservation

EMOCRO keeps good balance between exploration and exploitation for producing

a set of representative solutions. For that, it employs the On-wall ineffective colli-

sion operator to tackle the local search. However, it ensures the diversification by

applying the synthesis. Moreover, the conservation energy conditions have a toler-

ance to accept worse solutions than the existing ones that give the system the ability

to escape from the local minima. In order to produce the next population P(t + 1),
EMOCRO uses dominance strategy. When we have to choose between non domi-

nated molecules, EMOCRO prefers molecules with largest KE values to maintain

diversity of population members.
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4.3 Conservation Energy Conditions

Likewise in MOCRO [11], the energy conservation conditions ensure the selection

of the new solutions. In other words, elementary reaction can only take place when

the energy conservation condition is satisfied. In the basic mono-objective CRO, the

following energy conservation condition is used [7].

k∑

i=1
(PE

𝜔i
+ KE

𝜔i
) ≥

l∑

i=1
PE

𝜔
′
i
. (2)

where l and k represent the number of molecules involved before and after a par-

ticular elementary reaction, and 𝜔, 𝜔
′

are the molecular structures of an existing

molecule and the one to be generated from the elementary reaction, respectively.

Unfortunately, we cannot apply this formula directly to deal with multiple criteria.

Similarly to MOCRO, the energy conservation conditions of EMOCRO are imple-

mented according the aggregation technique. Consequently, the general formula of

these conditions in the multi-objective is as follows.

M∑

i=1

k∑

j=1
(wiPEi(𝜔j) + KE

𝜔j
) ≥

M∑

i=1

l∑

j=1
wiPEi(𝜔

′

j). (3)

where M is the number of objectives. Similarly, l, k, 𝜔 and 𝜔

′
represent the same

attributes as in condition (2). wi represents the weight of the ith objective function

with
∑M

i=1 wi = 1 and wi ≠ 0. Each molecule has its own weight vector. In the case of

bi-objective optimization problem, we generate wi by using the following formulas

(Eq. 4).

(w1,w2) =
(

j
popsize

,

popsize − j
popsize

)

(4)

where j ∈ 1,… , popsize and popsize is the number of molecules. It is important to

notice that EMOCRO uses the weighted sum strategy only in the step of conservation

energy conditions which decide if elementary reactions can take place. The rest of

process of EMOCRO uses the non-dominance strategy to deal with multiple criteria.

4.4 Comparison of the EMOCRO Algorithm and MOCRO

EMOCRO is multi-objective population-based meta-heuristic as well as the

MOCRO. The general scheme of the two algorithms is similar. In the case of

EMOCRO, we have reduced the number of operators to two, i.e. on-wall ineffec-

tive collision and synthesis, instead of four in MOCRO which are on-wall
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Table 1 Comparison of EMOCRO and MOCRO

Characteristics EMOCRO MOCRO

Operators Two operators Four operators

Conservation energy

conditions

Weighted sum with variants

weights

Weighted sum with fixed

weights

Selection of best solutions Dominance strategy + KE

values

Dominance strategy +

crowding distance

Parameters of algorithm Popsize, initialKE, T , 𝛽,

KElossRate
Popsize, molecoll, buffer,𝛼, 𝛽,

KElossRate, initialKE, wi, T
Popsize = Population size; intialKE = Initial kinetic energy value; T = Number of neighborhood;

𝛽 = Synthesis threshold; buffer = Initial energy buffer; wi = Weight vector; 𝛼 = Decomposition

threshold; molecoll = Molecular Collision Rate

ineffective collision, decomposition, intermolecular ineffective collision and synthe-

sis. The weighted sum technique is used in the both algorithms, but in EMOCRO we

use variable values of the weight vectors while in MOCRO these values are fixed.

Moreover, MOCRO uses crowding distance and dominance to select the next popu-

lation but EMOCRO uses for that the kinetic energy of each molecule and the domi-

nance technique. Table 1 summarizes the major differences between EMOCRO and

MOCRO.

5 EMOCRO for MOTSP

To evaluate the performances of the proposed variant, the bi-objective traveling

salesman problem is used. This one is known as a hard combinatorial optimization

problem, it has two objectives to optimize, i.e., the minimization of two tour lengths.

In our study, each molecule M
𝜔

represents a feasible solution of MOTSP. The main

attributes of M
𝜔

include:

∙ Molecular structure 𝜔 defines a feasible solution of MOTSP. Considering that the

number of cities is n, Fig. 3 represents a possible MOTSP solution; it is permuta-

tion of n cities.

∙ Potential energy PE represents costs vector of the tour. The length of PE is equal

to the number of objectives.

∙ Kinetic energy KE is the tolerance to accept a worse solution than the existing one.

∙ Number of hits is a record of the total number of collisions that the molecule has

taken.

∙ Weight vector wi = (w1,… ,wm) where wj ≥ 0 and
∑m

j=1 wj = 1.

Fig. 3 Molecular structure scheme
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5.1 EMOCRO Operators for MOTSP

In EMOCRO, we have used two operators that are the synthesis and on-wall inef-

fective collision. These operators are similar to those applied in MOCRO [11]. The

exploration is enhanced by the synthesis and the intensification is provided by the

on-wall ineffective collision operator.

Synthesis The synthesis is used to produce a new molecule by combining two mole-

cules. EMOCRO uses the same synthesis operator of MOCRO [11]. To have a new

𝜔

′
from 𝜔1 and 𝜔2, we have to generate randomly two points [P1,P2]. 𝜔

′
takes the

part between [P1,P2] from 𝜔1 and obtain the rest from 𝜔2. At the end of the opera-

tion, 𝜔
′

must form a Hamiltonian cycle.

On-wall ineffective collision This operator is applied to change the state of the

selected molecule. We have to perturb the selected solution 𝜔 and generate 𝜔

′
.

EMOCRO uses the same on-wall ineffective collision operator of MOCRO [11]. For

that, we generate randomly N neighbors of 𝜔 by swapping the positions of two com-

ponents in 𝜔. Then, we sort the N neighbors according to the dominance relation, 𝜔
′

is one of the non-dominated neighbors.

6 Computational Study and Results

In order to evaluate the performances of our proposed variant, we have compared

EMOCRO with multi-objective chemical reaction optimization algorithm, MOCRO

[11] and a non-dominated sorting based genetic algorithm, NSGA2 [3] in MOTSP

test instances. The MOTSP benchmarks are taken from the TSPLIB [21]. In each

MOTSP instance is constructed using the distance of two single TSP tests with the

same number of cities. For example, EuclidAB100 is the combination of the first

objective EuclidA100 and EuclidB100 as the second objective.

6.1 Performance Metrics

In order to evaluate the performance of EMOCRO, the C-metric [22] and D-metric

[23] are used in the experiments.

Set coverage metric (C-metric) Let A and B be two approximations to the PF of a

MOP, C(A,B) is defined as the percentage of the solutions in B that are dominated

by at least one solution in A, i.e.

C(A,B) = (∣ {u ∈ B ∣ ∃v ∈ A ∶ v dominates u} ∣)
∣ B ∣

(5)
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C(A,B) is not necessarily equal to 1 − C(A,B). C(A,B) = 1 means that all solutions

in B are dominated by some solutions in A, and C(A,B) = 0 means that no solution

in B is dominated by a solution in A.

Distance from representatives in the PF (D-metric) Let P∗
be a set of uniformly

distributed points along the PF. Let A be an approximation to the PF, the average

distance from A to P∗
is defined as:

D(A,P∗) =
∑

v∈P∗ d(v,A)
|P∗|

(6)

where d(v,A) is the minimum Euclidean distance between v and the points in A. If

|P∗| is large enough to represent the PF very well, D(A,P∗) could measure both the

diversity and convergence of A. To have a low D(A,P∗) value, P∗
must be close to

the PF and cannot miss any part of the whole PF. In our experiments, all P∗
are taken

from the TSPLIB [21].

6.2 Parameters Setting

In our experimental study, EMOCRO, MOCRO and NSGA2 are implemented by

Matlab 7.10.0 and executed in the same environment. For all the algorithms, the

population size is set to be 80, and the number of generations is 200 for all bench-

marks instances. All the algorithms have been independently run for 10 times for

each test instance on the same computer (2.5 GHZ, 4.00 GB RAM).

After several trial runs, the parameter values of EMOCRO and MOCRO are set as

follows: initialKE = 1000, KELossRate = 0.2, number of neighborhood T = 30, and

Synthesis Threshold 𝛽 = 100. Moreover, MOCORO has additional parameters that

are, Initial energy buffer = 0, Molecular Collision Rate MoleColl = 0.47, wi which

is set to be 0.5, and Decomposition Threshold 𝛼 = 50. It should be noted that, the

MOCRO and EMOCRO parameter values are problem-dependent. Thus, to have a

good performance of these algorithms for a particular problem, the user may perform

some parameter tunings to determine a good combination of the parameter values.

6.3 Experimental Studies and Comparisons

In this section, we compare the proposed variant to MOCRO and NSGA2 for nine

MOTSP test instances taken from TSPLIB. Table 2 represents the means and stan-

dard deviations results of C-metric values of each algorithm for 10 independent runs.

It reveals that on the average, 77.03 % and 99.03 % solutions obtained by MOCRO

and NSGA2 respectively are dominated by those obtained by EMOCRO. On the

contrary, only 14.13 % of final solutions generated by EMOCRO are dominated by
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Table 2 Statistical results (MEAN ± STD) of EMOCRO (A), MOCRO (B), and NSGA2 (D) over

10 runs

Instances C-metric

C(A, B) C(B, A) C(A, D) C(D, A)

EuclidAB100 0.542 ± 0.327 0.351 ± 0.298 0.962 ± 0.072 0 ± 0
EuclidCD100 0.568 ± 0.326 0.365 ± 0.398 0.996 ± 0.008 0 ± 0
EuclidEF100 0.497 ± 0.276 0.416 ± 0.337 0.955 ± 0.052 0 ± 0
EuclidAB300 0.859 ± 0.142 0.022 ± 0.065 1 ± 0 0 ± 0
EuclidCD300 0.837 ± 0.176 0.014 ± 0.039 1 ± 0 0 ± 0
EuclidEF300 0.866 ± 0.135 0.016 ± 0.031 1 ± 0 0 ± 0
EuclidAB500 0.956 ± 0.125 0 ± 0 1 ± 0 0 ± 0
EuclidCD500 0.841 ± 0.308 0.088 ± 0.279 1 ± 0 0 ± 0
EuclidEF500 0.967 ± 0.052 0.003 ± 0.012 1 ± 0 0 ± 0

Fig. 4 The approximations obtained by the three algorithms. The red stars are with EMOCRO,

the black points are with MOCRO, and the green crosses are with NSGA2
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Fig. 5 D-metric versus number of iteration in the instance with 100, 300 and 500 cities. The red
circles are with EMOCRO, the green circles are with NSGA2 and the blue circles are with MOCRO

MOCRO and any solution obtained by EMOCRO is dominated by those obtained by

NSGA2. Moreover, we note that the effectiveness of EMOCRO increases comparing

to the results obtained by MOCRO and NSGA2 in the large instances test. On other

hand, the different Pareto approximations of EMOCRO, MOCRO and NSGA2 are

plotted in Fig. 4. It shows that EMOCRO surpasses NSGA2 and MOCRO in all the

benchmarks.

Figure 5 represents the D-metric evolution of the algorithms versus the number of

iterations. It can be seen from Fig. 5 that our proposed variant outperforms the two

comparison algorithms in all the instances in term of D-metric. Moreover, Fig. 6

show the box plots of the values of D-metric obtained by the three algorithms. We

can observe that EMOCRO is more close to PF than MOCRO and NSGA2.

Deleting decomposition and intermolecular ineffective collision operators has

slight impact on the diversity of the final PF approximation. However, the gain

acquired in this modification is the easier adaptation of the algorithm to the prob-

lems due to the minimization of the parameters number. Moreover, the elimination

of these operators has not degraded the effectiveness of the algorithm according to

the statistical results analysis in the experimental study.
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Fig. 6 Comparison of EMOCRO, MOCRO, and NSGA2 in term of D-metric over 10 runs

7 Conclusion

In this paper we have proposed a new variant of CRO, named enhanced multi-

objective chemical reaction optimization. EMOCRO combines the chemical reaction

concepts and dominance strategy. It simplifies the scheme of CRO and reduces con-

siderably the high number of parameters of CRO which gives to the system more abil-

ity to be adapted to problems. To validate our proposed variant, we apply EMOCRO

to solve MOSTP. The statistical results demonstrate that our proposed approach sur-

passes NSGA2 and MOCRO in the most of given test in term of C-metric and D-

metric. To improve the effectiveness of our approach we will be focused our future

work to ameliorate the distribution of the Pareto optimal solution set obtained by

EMOCRO algorithm. Moreover, apply it to solve multi-objective dynamic optimiza-

tion problems.
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Adaptive Cuckoo Search Algorithm
for the Bin Packing Problem

Zakaria Zendaoui and Abdesslem Layeb

Abstract Bin Packing Problem (BPP) is one of the most difficult NP-hard com-
binatorial optimization problems. For that, an adaptive version of Cuckoo Search
(CS) is used to deal with this problem. This algorithm has proved to be effective in
solving many optimization problems. The idea of the adaptive CS (ACS) is based
on integer permutations based levy flight and a decoding mechanism to obtain
discrete solutions. The ranked order value (ROV) rule is the key to any passage
from a continuous space to a combinatorial one. The experimental results show that
ACS can be superior to some metaheuristics for a number of BPP instances.

Keywords Combinatorial optimization ⋅ Cuckoo search ⋅ First fit algorithm ⋅
Bin packing problem

1 Introduction

The combinatorial optimization plays very important role in operational research,
discrete mathematics and computer science. The objective of this field is to solve
several combinatorial optimization problems that are NP-hard because the number
of combinations increases exponentially with the size of the problem. Conse-
quently, searching for every possible combination is computationally expansive and
not practical. Bin packing problem (BPP) is known to be NP-Hard optimization
problem. There are three main variants of BPP: one, two and three dimensional
BPP. They have several real applications such as container loading, cutting stock,
packaging design and resource allocation, etc. In this paper, we deal with the
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one-dimensional Bin Packing Problem (BPP-1) [1–3]. As NP-hard optimization
problem, not all existing algorithms are able to find the optimum solution within a
reasonable time. In fact, several approximate methods have been proposed to solve
this problem, which are generally based on heuristics or metaheuristics.

Metaheuristic algorithms are among the efficient optimization tools used for
solving hard optimization problems. Metaheuristics present two important advan-
tages which are simplicity and flexibility [4, 5]. In recent years, Most of meta-
heuristic algorithms are nature inspired, mimicking the successful features of the
underlying biological, physical, or sociological systems. Not all algorithms perform
equally well, some may obtain better results than others for a given problem, and
there is no universally efficient algorithm to deal with all problems. So many
challenges remain, especially for solving tough, NP-hard optimization problems [6].

Many heuristics have been used to solve the BPP like the First Fit algorithm
(FF), the Best Fit algorithm (BF), etc. [7–9]. Moreover, many kinds of meta-
heuristics have been used too like genetic algorithms [10], Ant colony [11], etc.

CS is an optimization algorithm developed by Yang and Deb in 2009 [12]. It
was inspired by the obligate brood parasitism of some cuckoo species by laying
their eggs in the nests of other host birds (of other species). The cuckoo’s behavior
and the mechanism of Lévy flights [13, 14] have leading to design of an efficient
inspired algorithm performing optimization search [15, 16]. In this paper, we
present an adaptive CS algorithm, called ACS, by combining CS and decoding
mechanism for solving bin packing problem. In the ACS, Ranked-Order-Value
(ROV) technique is employed to convert continuous solutions into discrete ones.
Results show that ACS obtains better performance than four other meta-heuristic
algorithms on the bin packing problem.

This paper is organized as follows: Sect. 2 briefly introduces the CS. Section 3
present briefly the BPP. Section 4 describes the ACS. Section 5 shows the experi-
mental results on a set of benchmarks of BPP-1. Finally, Sect. 6 concludes the paper.

2 Cuckoo Search Algorithm

In the standard CS, a cuckoo searches for a new nest via Lévy flights [17], rather
than by simple isotropic random walks. Lévy flights essentially provide a random
walk while their random steps are drawn from a Lévy distribution for large steps
which has an infinite variance with an infinite mean. Here the consecutive
jumps/steps of a cuckoo essentially form a random walk process which obeys a
power-law step-length distribution with a heavy tail [18]. CS is based on the
following three idealized rules [19]:

• Each cuckoo lays one egg at a time, and dumps it in a randomly chosen nest.
• The best nests with high quality of eggs will carry over to the next generations.
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• The number of available host nests is fixed, and a host can discover an alien egg
with a probability pa ∈ ½0, 1�. In this case, the host bird can either get rid of the
egg, or simply abandon the nest and build a completely new nest.

In the last rule, the parameter pa is named switching probability. A fraction pa of
the n host nests are replaced by new nests (with new random solutions at new
locations).

The pseudo-code of CS algorithm can be summarized in Algorithm 1 from
which can see that the parameter pa control the balance between local and global
explorative random walks.

The local random walk can be written as

xt+1
i = xti + α s⊗H pa − εð Þ⊗ ðxtj − xtkÞ ð1Þ

where xtj and xtk are two different solutions selected randomly, HðuÞ is a Heaviside
function, ε is a random number drawn from a uniform distribution, and s is the step
size.

On the other hand, the global random walk is carried out by using Lévy flights

xt+1
i = xti + αL s, λð Þ ð2Þ

where

L s, λð Þ= λΓðλÞsinðπλ 2̸Þ
π

1
s1+ λ , ðs≫ s0 > 0Þ ð3Þ

here α>0 is the scaling factor, which should be related to the scales of the problem
of interest, and L s, λð Þ determines the characteristic scale.
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3 The Bin Packing Problem (BPP)

The BPP-1 [8, 20] consists to pack a set of items having different weights into a
minimum number of bins which may have also different capacities. Among the
most popular heuristics used to solve the bin packing problem, the First Fit algo-
rithm (FF) which places each item into the first bin in which it will fit. The second
popular heuristic algorithm is the Best Fit (BF) which puts each element into the
filled bin in which it fits. Moreover, the FF and BF heuristics can be improved by
applying a specific order of items like in First Fit Decreasing (FFD) and Best Fit
Decreasing (BFD), etc. [9, 21].

Formally, the bin packing problem can be stated as follows:

Min z yð Þ= ∑
n

j=1
yj ð4Þ

Subject to constraints:

∑
n

i=1
wi xij ≤Cyj , j=1..n ð5Þ

∑
n

j=1
xij =1, i=1..n ð6Þ

where,

yj =
1, if bin j is used
0, otherwise

�
ð7Þ

xij =
1, if item i is placed in bin j
0, otherwise

�
ð8Þ

In the above model, the objective minimizes the total number of bins used to pack
all items. We assumed here that all the bins have the same capacity C. The first
constraint guarantees that the weights of items (wi) filled in the bin j do not exceed the
bin capacity. The second constraint ensures that each item is placed only in one bin.

It appears to be impossible to obtain exact solutions in polynomial time. The
main reason is that the required computation grows exponentially with the size of
the problem. Therefore, it is often required to find near optimal solutions to these
problems in reasonable time. Efficient heuristic algorithms offer a good alternative
to accomplish this goal. Within this perspective, we are interested in applying a CS
to solve this problem.
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4 Solving the BPP with CS

Now, the cuckoo search adaptation for solving the BPP is presented in detail.

4.1 BPP Solution Representation

The CS algorithm was designed for continuous optimization problems, while BPP
is a discrete problem. Thus, standard CS cannot be directly adopted for the BPP. So,
the most important issue to apply CS for the BPP is to find a suitable relationship
between the real number solutions and the item permutations. For this issue, dif-
ferent techniques have been proposed, such as the largest ranked value (LRV) [22],
the smallest position value (SPV) [23], the largest order value (LOV) [24], and
ranked order value (ROV) [25]. By sorting the position values of a continuous
solution in different order, different item permutations are obtained. Figure 1 pre-
sents an example of the four rules. It can be seen from Fig. 1 that ROV rule give the
closest integer solution to continuous solution.

In this paper, the ROV rule is used [25]. The ROV is a simple method based on
random key representation [26] with guarantees feasibility of new solutions without
creating additional overhead.

We assume that a cuckoo lays a single egg in one nest, and each nest contains
only one egg. This egg is a solution represented by an item permutation, and we use
a decoding mechanism that reveals the actual assignment of the items to bins
corresponding to this solution. Since the FF and BF methods are easily imple-
mented, we have adapted them in our algorithm as a decoding mechanism.

For the sake of clarity, let’s consider an instance of BBP-1. Table 1 contains 6
items to pack, numbered 1 through 6. The capacity of each bin is equal to 8.

To generate a BPP solution from a permutation of the items, we can take the
items one by one in the order given by the permutation, and assigning them to the
available bin according to the FF or BF method. In the current example, we use FF

Continuous solution 3.29 1.00 4.59 5.00 2.00 5.10

LRV 4 6 3 2 5 1
SPV 2 5 1 3 4 6
LOV 6 4 3 1 5 2
ROV 3 1 4 5 2 6

Fig. 1 An example for the four rules

Table 1 An instance of BBP Items 1 2 3 4 5 6

wi 2 2 2 3 3 4
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method, so the result is a partition of items, with indicates that the item i is packed
in the bin j as showed in Fig. 2.

4.2 Objective Function

The objective function is an important parameter in any optimization algorithm.
Indeed, a good objective function helps the search process to find the optimal
solution. In the context of the bin packing problem, using the number of bins as
objective function can make the algorithm suffer from stagnation because there can
be several arrangements which have the same number of bins. Though, this
information will be better if it is integrated with other information like the fullness
of the bins. That’s why we have used the objective function defined by Falkenauer
and Delchambre in [27], which contains both item’s weight and bin capacities
information. This objective function is given by the Eq. (9)

Max f = ðsumi C̸Þk n̸bin ð9Þ

where,

sumi is the sum of all weight items packed in the bin i;
C is the capacity of bin;
nbin is the number of used bins;

k is the parameter that defines equilibrium of the filling bins. By increasing k, we
give a higher fitness to solutions that contain a mix of well-filled and less well-filled
bins, rather than equally filled bins.

4.3 Moving in the Search Space

In this ACS to solve BPP, we have two moves that generate a new solution from an
existing solution by changing the order of assigned items. The first move is the local
random move (Fig. 3) that is given by the Eq. (1). The second move is the global
random move that is carried out by using Lévy flights (Fig. 4) given by the Eq. (2).
Both move give real values, so, the smallest value of a solution is firstly picked and
assigned a rank value 1. Then, the second smallest position value will be assigned
rank value 2. In a similar way, the new solution can be obtained.

Step 1: Permutation of numbers 4 3 1 5 6 2

Step 2: FF method
4 3 1 5 6 2

bin 1 bin 2 bin 3

Fig. 2 Procedure of generation a random initial solution
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The pseudo-code of ACS algorithm can be seen in Algorithm 2.

Existing solution 4 1 6 5 2 3

Result of Eq. (1) 3.29 1.00 4.59 5.00 2.00 5.10

New solution 3 1 4 5 2 6

Fig. 3 Local random move

Existing solution 4 1 6 5 2 3

Result of Eq. (2) 3.74 5.41 5.63 5.08 2.46 2.98

New solution 3 5 6 4 1 2

Fig. 4 Global random move
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5 Experimental Results

In order to test our approach and show the performance, The ACS to BPP is
implemented and tested on some instances (benchmarks) of BPP-1 taken from the
site http://www.wiwi.uni-jena.de/Entscheidung/bin-pp/. The benchmark data sets
are divided into three classes: easy, medium and hard class instances. We have
implemented our approach in Matlab 8.3 under the 32 bits Seven Operating System.
Experiments are concluded on a laptop with the configurations of Intel(R) CoreTM
2 Duo 2.00 GHz, and 2 GB of RAM.

The parameters used in the experiments are shown in Table 2. The selected
parameters are those values that gave the best results for both the solution quality
and the computational time. Table 3 shows that the maximum number of iterations
can be set to 200.

The obtained results are summarized in Tables 4, 5 and 6, where the first column
is the name of the instance. The column ‘Best Known’ contains the best known
results. The column ‘FFD’ contains the results of the first fit decreasing heuristic.
The column ‘AS’ contains the results of the Ant System algorithm [28]. The column
‘FCO’ contains the results of the firefly algorithm based ant colony optimization
[28]. The column ‘QICS’ contains the results of the quantum cuckoo search algo-
rithm [29], and the column ‘ACS’ contains the results of our approach. Moreover,
we have used the Friedman test for comparing statistically the obtained results.

Table 2 Parameter settings Parameter Value Meaning

n 20 Population size
pa 0.2 Portion of bad solutions
N IterTotal 200 Maximum number of iterations
α 0.01 Step size
Lb 1 Lower bounds
Ub Number of items

Table 3 Average of best
solutions of 10 runs for
HARD0, N4W2B1R0 and
N4C1W4_A

Instance Best known Iteration
1 2 90 185 500

HARD0 56 59 59 58 58 58
N4W2B1R0 101 107 106 106 105 105
N4C1W4_A 368 368 368 368 368 368

114 Z. Zendaoui and A. Layeb

http://www.wiwi.uni-jena.de/Entscheidung/bin-pp/


Table 4 Results of
algorithms for the easy class

Instance Best
known

FFD AS FCO QICS ACS

N1C1W1_A 25 25 25 25 25 25
N1C1W1_D 28 28 28 28 28 28
N1C1W1_G 25 25 25 25 25 25
N1C1W1_B 31 31 31 31 31 31
N1C1W1_E 26 26 26 26 26 26
N1C1W1_F 27 27 27 27 27 27
N1C1W1_I 25 25 25 25 25 25
N2C1W2_P 68 68 68 68 68 68
N2C1W2_N 64 64 64 64 64 64
N2C1W2_O 64 64 64 64 64 64
N2C1W2_R 67 67 67 67 67 67
N4C1W2_T 323 323 323 323 323 323
N4C1W4_C 365 365 365 365 365 365
N4C1W4_A 368 368 368 368 368 368
N4C1W4_D 359 359 359 359 359 359
N4C1W4_B 349 349 349 349 349 349

Table 5 Results of
algorithms for the medium
class

Instance Best
known

FFD AS FCO QICS ACS

N1W1B2R1 17 18 18 17 17 17
N1W1B1R9 17 19 17 17 18 17
N1W1B1R2 19 20 20 19 20 19
N1W1B2R0 17 18 18 18 18 17
N1W1B2R3 16 17 17 17 17 17
N2W1B1R0 34 37 37 35 36 34
N2W1B1R3 34 38 36 36 37 35
N2W1B1R1 34 37 36 36 37 35
N2W1B1R4 34 37 35 35 37 34
N2W3B3R7 13 13 13 13 13 13
N2W4B1R0 12 12 12 12 12 12
N4W2B1R0 101 109 107 106 109 105
N4W2B1R3 100 109 106 105 108 104
N4W3B3R7 74 74 74 74 74 74
N4W4B1R0 56 58 58 57 58 57
N4W4B1R1 56 58 58 58 58 57
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In Table 4, the experimental results of the first series of easy instances are given.
From this table we see that the results obtained by FFD, AS, FCO, QICS, and ACS
are completely identical to the best know solutions.

In Table 5, the experimental results of the second series of medium instances are
given. It can be seen from this table and Fig. 5 that ACS outperforms the other

Table 6 Results of
algorithms for the hard class

Instance Best known FFD AS FCO QICS ACS

HARD0 56 59 59 59 59 58
HARD1 57 60 60 59 60 59
HARD2 56 60 60 59 60 59
HARD3 55 59 59 59 59 58
HARD4 57 60 60 60 60 59
HARD5 56 59 59 59 59 58
HARD6 57 60 60 59 59 59
HARD7 55 59 59 58 59 58
HARD8 57 60 60 59 59 59
HARD9 56 60 59 59 59 59

Fig. 5 Friedman test for medium instances
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algorithms in solving all the sixteen tested instances. The ACS obtains nine best
known solutions while FFD/AS/FCO/QICS only obtains three/four/six/four best
known solutions among sixteen instances.

In Table 6, the experimental results of the third series of hard instances are
given. It can be seen from this table and Fig. 6 that ACS outperforms the other
algorithms in solving all the ten tested instances. The ACS is better, in term of
solution quality, than FFD/AS/FCO/QICS in ten/nine/four/seven instances.

As it is well seen from the results presented in Fig. 7 of Friedman test for the
three types of instances (Tables 4, 5 and 6), our ACS succeeds in finding the near
optimal solutions compared to the other methods.

Fig. 6 Friedman test for hard instances
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6 Conclusion

In this paper, we have adapted Cuckoo Search algorithm to solve the
one-dimensional bin packing problem (BPP-1). In our Adaptive Cuckoo Search
(ACS) to BPP, the ROV technique is used to transform continuous solutions into
discrete integer permutations. ACS has been implemented and its performance has
been tested on three classes benchmark BPP-1 instances. Its performance has been
compared with the FFD, AS, FCO and QICS algorithms. The results of the com-
parison have shown that the ACS outperforms all four methods for solving BPP-1
instances. ACS has few numbers of parameters and thus it is easier to implement
and to tune these parameters. Furthermore, further studies can be fruitful when
focusing on the improvement of ACS by introducing local search strategy, and the
use of parallelism techniques.

Fig. 7 Friedman test for all instances
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Greedy Mean Squared Residue
for Texture Images Retrieval

Salah Bougueroua and Bachir Boucheham

Abstract In this paper, we propose a new algorithm for texture retrieval, using
clustering strategy. Indeed, it is largely noticed that in existing CBIR systems and
methods, the collection of the images similar to the query is realized on the basis of
comparison of the database images to the query solely. Hence, the results might not
be globally homogeneous. In this paper, the collection of the images most similar to
the query is realized considering the global homogeneity of the whole cluster (result).
Knowing that this is of an exponential order problem, we use a greedy solution
consisting in growing the cluster corresponding to a query, one image at a time, based
on the Mean Squared residue measure of Cheng and Church (Proceedings of the
Eighth International Conference on Intelligent Systems forMolecular Biology, 2000)
[1], originally proposed for the biclustering of gene expression data. At each stage,
the new added image to the cluster will be that that preserves most the homogeneity
of the current cluster. The texture descriptor used in this work is the uniform-LBP.
Experimentations were conducted on two texture image databases, Outext and
Brodatz. The proposed algorithm shows an interesting performance compared to the
uniform-LBP combined to Euclidean metric.
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1 Introduction

Content Based Image Retrieval (CBIR), [1] is an alternative technique which has
been proposed in the early 1980s [2] to overcome the disadvantages of the text
based retrieval (TBIR). These disadvantages are summarized into two aspects;
hardness of the annotation, especially for large databases, and subjectivity of the
attributed keywords.

CBIR systems are essentially composed of two steps: features extraction from
low level visual attributes, and the retrieval of visually similar images using one of
the similarity measures. The most exploited visual attributes in the literature are
Color, Texture and Shape. Specifically, texture is a characteristic that is ubiquitous
in objects in general, remote sensing and scenes images particularly. This puts
texture as privileged feature that captures attention of researchers in the computer
vision fields (classification, retrieval, recognition, etc.).

In the context of image characterization based on texture, the “co-occurrence
matrices” of Haralick et al. [3] is one of the earliest methods. This was specifically
proposed for texture classification. The Local Binary Pattern (LBP) of Ojala et al.
[4, 5] is another technique for texture feature extraction. Although simple, this
method is very effective technique. Particularly, the LBP operator has known great
success since its apparition in texture retrieval applications. It was also successfully
used in face recognition [6], gender and age classification [7]. For example, the
combination LBP-GLCM (Gray Level Co-Occurrence Matrix) showed interesting
results for tea leaves classification [8]. Due to its success, a significant number of
LBP variants were introduced, such as ILBP [9], LTP [10], DLBP [11], block-based
LBP [12], ElLBP [13], GLIBP [14].

Despite the success of the above mentioned methods in image retrieval by
content, these methods show generally difficulties to stay effective in all situations.
For this reason, usage of more sophisticated methods has been imposed as a
necessity, such as, the combination of different visual attributes, e.g. [15–22].

In image retrieval, the comparison step plays a crucial role. In this context, many
measures were proposed in the literatures, such as: histograms intersection of
Swain and Ballard [23], the Earth Mover’s Distance (EMD) [24], and Comparing
Histograms by Clustering (CHIC) [25]. Other more simple metrics are also widely
used, such as the Euclidean, Manhattan and Canberra metrics. Some of the above
metrics and other ones are compared by the authors of [26, 27]. Their results show
clearly the important role that the distance metrics play.

The present work proposes a contribution in the comparison step of CBIR
systems. Unlike the strategy of classical approaches in image retrieval methods by
content, that consists in selecting the resulting images matching the query, one at
time, but, by ignoring, in each step, the previous selected images; our contribution
is based on the assumption that: the feature vectors of the images which are visually
similar have the same variation (co-regulation) over the features. Following this
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assumption, we focused our attention on (Bi)-Clustering techniques. Particularly,
the Mean Squared Residue (MSR) is a measure introduced by Cheng and Church
[1] for the biclustering of gene expressions. To the best of our knowledge, no
previous works in the CBIR field have used this measure. Indeed, the proposed
algorithm is distinguished by the fact that all images in the current set of selected
images contribute in the selection of the next image, at each step.

The remaining of this paper is organized as follows. In the next section, we
address briefly materials related to our work; including biclustering and the Mean
Squared Residue (MSR). Our proposal is presented in the Sect. 3. The experi-
mentations and obtained results are discussed in the Sects. 4 and 5, respectively.
A conclusion and perspectives are expressed in the Sect. 6.

2 Materials and Methods

2.1 The Biclustering

By contrast to the clustering techniques, which classify the samples over all the
features (values), the biclustering techniques aim to cluster simultaneously the rows
and the columns. In expression data analysis, the rows correspond to the genes and
the columns correspond to the conditions. Accordingly, the biclustering of gene
expression data aims to find the subset(s) of genes which they are highly correlated
over a subset(s) of conditions.

Formally, let A be the expression data composed of the set of the genes (rows) X
and the set of conditions (columns) Y.

The biclustering techniques try to find the bicluster (sub-matrix) AIJ, where I ⊆X
and J ⊆Y such that the genes in I, are highly co-regulated over the set of conditions J.

2.2 The Mean Squared Residue (MSR)

Cheng and Church [1] introduced an efficient node-deletion algorithm for the
biclustering of the expression data. Their algorithm attempts to find the maximum
bicluster with low Mean Squared Residue.

The MSR H of the bicluster with the set of rows and columns I and J, respec-
tively, is calculated as follow:

HðI, JÞ= 1
Ij j Jj j ∑

i∈ I, j∈ J
ðaij − aiJ − aIj + aIJÞ2 ð1Þ
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where

aiJ =
1
Jj j ∑j∈ J

aij ð2Þ

aIj =
1
Ij j ∑i∈ I

aij ð3Þ

And

aIJ =
1
Ij j Jj j ∑

i∈ I, j∈ J
aij ð4Þ

More information on biclustering techniques can be found in the interesting
survey of Madeira and Oliveira [28].

3 The Mean Squared Residue for Texture Retrieval

Our proposed method is based on the MSR measure, with adaptation to the CBIR
case. The matrix (expression data) is replaced by the index (i.e. database images
feature vectors), where the rows correspond to the images and the columns cor-
respond to the features.

Since we are interested by the image retrieval based on texture, we have chosen
the LBP method for texture features extraction. Indeed, the LBP operator and its
various variants are known for their effectiveness and efficiency. However, the use
of the LBP histogram is not the only descriptor allowed in our algorithm and it can
be generalized to other descriptors, such as, color histogram.

The LBP histogram of an image is 256-valued (when 8 neighbors are consid-
ered). Therefore, for more compactness, we have used the LBP uniform (LBPu2

P,R)
[4], radius (R) equal to 1, and 8 neighbors (i.e. P = 8). This yields 58 uniform
patterns (i.e. histogram of 59 bins, one bin for the non uniform pattern). Conse-
quently, if the database is composed of M images, the matrix will be of M × 59
values.

The proposed algorithm is composed of two main steps, as follows.

Step 1 Initialization: Let I be the cluster representing the selected images
corresponding to a given query Q. In this step, the cluster is initiated to
empty. (The first step in Fig. 1)

Step 2 Growing: in this step, I is made grow by adding to it selected images from
the database, one at a time, so that the currently added image is that that
preserves most the overall homogeneity of I. For this purpose, we used a
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greedy search, where the image which causes the lowest cost is included to
the cluster (Eq. 5). By “cost”, we mean the difference between the MSR of
the cluster before and the MSR after adding the feature vector of image
i (Eq. 6). This step is repeated until satisfying a stop criterion. The criterion
we used is the number of images in the cluster (i.e. the number of cluster
rows)

ΔMSRiðQ, IÞ=HðQ∪ I,YÞ−HðQ∪ I ∪ if g,YÞ ð5Þ

argmin
i

ðΔMSRiðQ, IÞÞ ð6Þ

Fig. 1 Steps of growing set I
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A description of the proposed algorithm is given below:

Fig. 2 Example, the five vectors

128 S. Bougueroua and B. Boucheham



For example, let the following five vectors (Fig. 2): V1, V2, V3, V4, and V5 such
that:

V1 = [7, 8, 9, 8, 10, 7, 8].
V2 = [4, 5, 6, 5, 7, 4, 5].
V3 = [1, 3, 4, 2, 5, 1, 2].
V4 = [9, 7, 8, 9, 8, 7, 9].
V5 = [8, 7, 8, 9, 10, 9, 8].

We also assume that we have a query vector VQ, such that:

VQ = [7, 8, 9, 10, 7, 8].

If we match the vector VQ with the above five vectors using a classical distance
metric such as Euclidean distance (Eq. 7) they will be ranked according to their
distances from VQ as follow V1 (d = 0), V5 (d = 2.83), V4 (d = 3.46), V2

(d = 7.94), and V3 (d = 14.8).
Now, using the proposed method based on the MSR. At the first step (initial-

ization) we have only the query vector VQ. In the second step, we search for the
vector among the database vectors (not included yet) that has the lowest cost (MSR
difference (ΔMSR)). So, according to the vectors that we have, V1 is the one which
verifies this constraint (ΔMSRV1 = 0). We repeat the process, we have FvQ = VQ

and I = {V1}, the vector which has the lowest cost when it is included to the set I is
V2 (ΔMSRv2 = 0), then V3 (ΔMSRV3 = 0.0459), and after that V5 (ΔMSRv5 =
0.1957). In this step FvQ = VQ and I = {V1, V2, V3, V5} and the inclusion of V4

has the cost (ΔMSRV4 = 0.1926). At the end, the resulted vectors will be ranked as
follow: V1, V2, V3, V5, and V4.

deucðx, yÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
i
ðxi − yiÞ2

r
ð7Þ

4 Experimentations

Our experimentations were conducted on two databases of textured images. The
first one is Outex_tc_00000 test suite of Outex1 database. This suite is composed of
480 images, distributed on 24 classes, 20 images for each class, with a size of
128 × 128 pixels. Some samples from this database are shown in Fig. 3.

The second database is Brodatz2 database. This dataset is composed of 112
textured images, having 640 × 640 pixels size. In this paper, we have divided each
image into 16 non-overlapping sub-images (4 × 4). Thus, the total number of
images is 1792 images, 16 images in each class. Figure 4 presents some samples
from this database.

1http://www.outex.oulu.fi/db/classification/tmp/Outex_TC_00000.tar.gz.
2http://multibandtexture.recherche.usherbrooke.ca/images/Original_Brodatz.zip.
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Fig. 3 Some samples from Outex database (128 × 128 px)

Fig. 4 Some samples from Brodatz database (640 × 640 px)
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The performance evaluation is done through the Average Precision (AP) crite-
rion. The AP of texture class I, which contains m samples, within a window of
k images (the number of retrieved images), is calculated as follows:

APðI, kÞ=
∑
m

i
pði, kÞ
m

ð8Þ

pði, kÞ= Nbr Relevant Retrieved Images
k

ð9Þ

5 Results and Discussion

Table 1 presents the results of the retrieval using the proposed algorithm based on
the MSR versus Euclidean distance metric in term of the average precision of the
top 20 images retrieved (i.e. k = 20), over all database. The table shows clearly that
the MSR is more effective than Euclidean metric, where an AP of 87.68 % overall
the database is reached against 85.18 % for Euclidean distance. More of that, the
results analysis by class show that when Euclidean reaches 90 % of AP, the MSR
gives a perfect AP (100 %) (With the exception, the class C3).

The second table (Table 2) presenting the AP for the second database (Brodatz)
of the top 16 retrieved images, also shows an interesting performance for the

Table 1 Outex_tc_00000 database (precision, window = 20)

Texture Proposed Euclidean Texture Proposed Euclidean

C0 100 96.5 C12 100 95.5
C1 100 96 C13 50 50.3
C2 100 90.5 C14 40 50.5
C3 99.5 90.5 C15 74 67.5
C4 100 100 C16 56.3 57
C5 100 100 C17 58 55.3
C6 100 100 C18 100 97.3
C7 100 100 C19 78.8 74.5
C8 100 98.3 C20 100 96
C9 77.8 68.3 C21 100 99.8
C10 100 100 C22 95 89
C11 100 99 C23 75 72.5

Total 87.68 85.18
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Table 2 Brodatz database (16 sub-images * 112)

Texture Proposed Euclidean Texture Proposed Euclidean Texture Proposed Euclidean

D1 94.5 89.8 D39 25 32.8 D77 100 100

D2 43.4 44.1 D40 99.2 86.7 D78 100 85.2

D3 63.7 72.7 D41 93.8 85.2 D79 94.1 85.5

D4 74.2 73 D42 58.6 66.4 D80 100 89.1

D5 45.3 49.6 D43 13.3 17.6 D81 100 94.9

D6 100 100 D44 19.1 21.9 D82 100 95.3

D7 43 46.1 D45 14.1 23 D83 100 100

D8 39.8 41.4 D46 94.1 82.4 D84 100 99.2

D9 59.4 55.9 D47 100 96.5 D85 100 99.2

D10 94.5 85.2 D48 71.1 62.9 D86 100 98.8

D11 60.2 63.3 D49 100 100 D87 94.1 94.9

D12 89.5 78.9 D50 94.5 80.9 D88 26.2 40.6

D13 25 36.7 D51 83.6 81.6 D89 39.8 49.6

D14 94.1 94.9 D52 100 99.2 D90 48.8 50

D15 58.2 56.6 D53 100 100 D91 33.2 40.2

D16 100 100 D54 44.5 48.4 D92 98 94.1

D17 100 94.5 D55 100 100 D93 50 66

D18 100 89.5 D56 100 100 D94 61.3 62.9

D19 67.6 69.9 D57 100 100 D95 89.1 85.2

D20 100 100 D58 28.9 33.2 D96 87.9 84

D21 100 100 D59 14.8 23.4 D97 50.4 50.4

D22 53.9 52.7 D60 72.7 66.4 D98 61.7 57

D23 33.2 41.4 D61 69.1 63.3 D99 36.7 41

D24 82.8 72.3 D62 65.6 63.7 D100 36.7 39.5

D25 63.3 66.4 D63 31.3 35.5 D101 100 97.3

D26 87.5 80.9 D64 100 100 D102 100 98.8

D27 50 49.2 D65 100 100 D103 100 97.3

D28 94.1 85.2 D66 94.9 89.5 D104 94.1 87.1

D29 100 92.2 D67 88.7 80.5 D105 76.6 79.7

D30 41 48 D68 97.7 96.1 D106 60.5 70.3

D31 29.3 36.3 D69 48 49.6 D107 47.3 53.1

D32 100 100 D70 100 97.3 D108 68 67.2

D33 100 98.8 D71 71.1 68.8 D109 99.2 91.8

D34 98 86.7 D72 30.1 38.7 D110 100 99.2

D35 28.9 33.2 D73 32.8 41.4 D111 100 79.7

D36 29.7 41 D74 93 77.3 D112 83.2 74.6

D37 82 80.9 D75 92.6 86.7

D38 36.7 42.2 D76 100 93.4 Total 73.59 72.67
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proposed method against Euclidean distance. Actually, the proposed method beats
the Euclidean distance 57 times, and loses 40 times, and shows comparable per-
formance to the Euclidean distance in 15 classes.

The screenshots of the results obtained using the proposed method and Eucli-
dean distance on two different queries are shown in Figs. 5 and 6.

Fig. 5 Results obtained by querying with image #000062; top proposed method (preci-
sion = 12/12), bottom retrieval using Euclidean distance (precision = 9/12)
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6 Conclusion

In this paper, we have proposed a new algorithm for image retrieval based on
texture. Specifically, we have used the uniform-LBP for extracting texture features.
The proposed algorithm is based on the Mean Squared Residue measure, an
existing measure originally proposed for biclustering of gene expressions data. Our
algorithm starts by initialization of the result set to empty. Then, in each iteration, a
new image is selected from the database images and added to the result set, so that
the overall homogeneity of the result set is preserved most. The algorithm is dis-
tinguished by the fact that all images in the result set contribute to the selection of
the new image through the difference of the MSR measures.

Fig. 6 Results obtained by querying with image #000050; top proposed method (preci-
sion = 12/12), bottom retrieval using Euclidean distance (precision = 11/12)
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The obtained results of the conducted experimentation on Outex and Brodatz
databases show an interesting performance (Average Precision) compared to the
uniform-LBP combined to Euclidean distance.

In the future, we plan investigation of the proposed algorithm performance using
other descriptors, such as color histograms, and also combination with other
standard metrics (Canberra, Manhattan, etc.). Furthermore, the adaptation of the
proposed algorithm for features selection is also envisaged.
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Clustering to Enhance Case-Based
Reasoning

Abdelhak Mansoul and Baghdad Atmani

Abstract In this article, we propose an approach to improve CBR processing
mainly in its retrieval task. A major difficulty arise when founding several similar
cases and consequently several solutions, hence a choice must be done involving an
appropriate strategy focusing the best solution. This main difficulty has a direct
impact on the adaptation task. To overcome this limitation many works related to
the retrieval task were conducted as hybridizing CBR with data mining methods.
Through this study, we provide a combining approach using CBR and clustering to
reduce the search space in the retrieval step. The objective is to consider only the
most interesting cases and the most interesting solution to support decision and
provide an intelligent strategy that enables decision makers to have the best deci-
sion aid. We also present some preliminary results and suggestions to extend our
approach.

Keywords Decision ⋅ Support ⋅ Case-based reasoning ⋅ CBR ⋅ Clustering

1 Introduction

The traditional CBR approach has been widely used for enhancing decision aid
systems. However it presents some drawbacks mainly in the retrieval task [1–3].
A major drawback is that if process found several similar cases and consequently
several solutions which involve looking for a strategy to choose the best solution.
Several works were conducted to overcome this drawbacks [2, 4–8] by using
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different strategies with the aim to impact positively the CBR process. In this work,
we experiment collaboration between CBR and clustering. Case-based reasoning
approach emerged, it was appropriated and widely used to solve problems and
support decision in health care, however it presents also some drawbacks in the two
mean tasks: the retrieval and the adaptation (reuse and revision) tasks [1–3]. Thus,
and as the two tasks are interrelated several works have been conducted on the
retrieval task using different strategies which deals with suitable solutions with the
aim to impact positively the adaptation task. These solutions are range from simple
sequential calculation to non-sequential indexing, classification algorithms such as
ID3 and Nearest Neighbor matching. For the retrieval task, a major drawback is that
if process found several similar cases and consequently several solutions, hence
choice arises for the process and involves looking for a strategy to choose the best
solution. Schmidt et al. suggested clustering cases into prototypes and remove
redundant ones to avoid an infinite growth of case base, the retrieval searches only
among these prototypes [2]. This solution can simplify the adaptation task. Missing
similar cases can also occur and may lead to less robust decision due to large
number of features. Marling et al. suggested a solution at retrieval task using a three
matching algorithms and combined three different measures and fuzzy similarity
and they also proposed another solution using a reutilisability measure to select and
retrieve a case in addition to check of constraints and a scoring. This method gives
the easiest case to adaptation task. This solution was used to propose a menu planer
system based on CBR and RBR [6]. Thus, it becomes imperative to review tradi-
tional approaches of knowledge processing and to propose new solutions based on
new paradigms.

In this work, we experiment a new method by using collaboration between CBR
and clustering to propose an available strategy at retrieval task which permits
choosing the best solution from a set of solutions found by clustering a case base.
We present some preliminary results and suggestions to extend and improve our
approach. The rest of this paper is structured as follows: in Sect. 2 we give some
notions on CBR and data mining. In Sect. 3 we give a survey on most important
related works showing particularly the use of case-based reasoning and data mining
that have contributed in decision aid. We continue by presenting our approach in
Sect. 4. In Sect. 5 we give a presentation of experimentation and interpretation of
results and finally in Sect. 6 we give the conclusion which summarizes the paper
and point out a possible trend.

2 Background

Before describing our approach we will give some notions related to decision
support to help for understanding the continuation of the paper:

Decision support: “Decision support is the activity that is supported by models
clearly explained but not necessarily completely formalized, which helps to obtain
some answers to questions asked by an intervener in a decision process,…” [9].
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This decision aid is often supported by methods such as statistics, operations
research, multi-criteria methods, etc. The decision support involves the develop-
ment of an action plan or a decision model.

CBR: Reasoning by reusing past cases is a powerful and frequently applied
approach to solve problems. The case-based reasoning uses this principle. It is
conventionally based on four tasks: retrieve, reuse, revise and retain as shown in
Fig. 1. It is widely used in medicine, because of the reasoning method used, which
is close to the physician reasoning against a pathological situation. Indeed, finding a
medical solution is based on reminding previous cases already experienced for
being guided toward a similar situation [10]. Figure 1 shows four steps that a
case-based reasoner must perform according to Aamodt and Plaza [11]:

(a) retrieve cases which are similar to the problem description from a case base,
this task involves analogy-making or case matching, it is based on reminding,

(b) reuse a solution suggested by the retrieved cases in order to make it applicable
to the current case,

(c) revise or adapt the solution to better fit the new case,
(d) retain the new solution once it has been confirmed or validated.

Data mining: Data mining uses a variety of methods and a large volumes of data in
order to discover useful knowledge for decision making. Thus, it constitutes a
decision aid support in various sectors. We mention here some data mining methods
commonly used in the medical field:

• Decision trees. These are structures that represent sets of decisions. These
decisions generate rules for the classification of a data set.

• Neural networks. They are at the origin of mathematical modeling of the human
brain. They use existing data with a known result to form a model that can later
be used to make predictions upon data with unknown result.

• Bayesian networks. They are a directed acyclic graph where each node repre-
sents a random variable and the arcs represents probabilistic dependencies
between a node and its parents.

Reuse

Retrieve

New Case

Revise

Retain

New case

Proposed solutionConfirmed solution

Ds : Data selection
Pr : Preprocessing
Tr : Transformation
DM : Data mining
I     : Interpretation

Original
Data

Pr TrDs DM I

Fig. 1 The CBR cycle and standard data mining process
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• The K-nearest neighbors. It is a case reasoning method dedicated to the clas-
sification. It allow making decisions by searching for similar cases already
resolved.

• Logistic regression. It is a method derived from statistics. It is an extension of
ordinary regression.

• Clustering. Its divides data into meaningful groups (clusters) that share common
characteristics. It is used in information retrieval.

2.1 Data Mining and CBR

Data Mining can be used for a variety of purposes in Case-Based Reasoning. Some
uses are listed here:

• Find features for a case (in a case base): It might be interest to classify the cases
for use.

• Find features for a case (in a database): A data base can be searched to complete
the information given in a case.

• Find domain knowledge: Domain knowledge might be mined from the data in
the form of functions, rules or causal graphs which can be used later by a CBR
process.

• Construct “artificial cases”: We should be able to build cases from a database.

3 Related Works

As mentioned in introduction, there is a large body of work attempting to use CBR
in medical fields particularly in the diagnosis of diseases. Many works have
addressed directly the use of CBR while other works were conducted with other
approaches and many recent works have emerged and have contributed to the
advancement of research. We notice the following concerns.

3.1 Use of Case-Based Reasoning

Many studies concerning CBR in decision support were conducted. Marling et al.
presented an approach for treatment of patients suffering from diabetes [12]. Jha
et al. presented a work for diabetes detection and care [13]. Bresson and Lieber
created CASIMIR, a system for treatment of breast cancer [14]. Shanbezadeh et al.
proposed an oriented decision support system for treatment of asthma [15]. Song
et al. proposed a system for dose planning in radiotherapy for prostate cancer [16].
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Begum et al. presented a decision support system to help physicians to diagnose the
state of stress [17]. De Paz et al. presented a decision support system for the
diagnosis of different types of cancer [18]. Schwartz et al. used also CBR to
enhance care on insulin therapy [19]. This list is not exhaustive but it shows the
diversity of utilization of CBR and underlines the interest for this approach to
improve the care of patients by providing physicians with information technology
tools for medical decision support.

3.2 Use of Data Mining

Owing to the large volume of data manipulated by health structures, it became
imperative to take into account this mass of medical data to improve medical
practice and at the same time improve the care practiced by clinicians. These
methods and particularly the decision trees and the neural networks have been used
in many studies in medicine [17, 20]. We give a non-exhaustive list of some
research works which uses data mining methods in a medical field. Sivakumar
presented a method based on the neural networks to classify subjects with diabetic
retinopathy (common complications of diabetes) [21]. This algorithm generates a
set of rules for the diagnosis and prediction of diabetes. Kiezun et al. have used
logistic regression to help clinicians in the diagnosis of myocardial infarction (heart
attack) in patients presenting chest pain [22]. Malyshevska studied the problem of
cancer diagnosis using the neural networks [20]. The aim of this study is to classify
different types of tissue that are used to determine the risk of cancer. Sung and
Seong recently done a study based on the building of a hybrid method, combining
methods of data mining (association rules, classification trees) to help clinicians to
classify more faster and more accurate chest pain diseases [23]. Xu Li used an
indexing/matching module based on retrieving only cases that match the important
indices of the new case, calculate an aggregate match score for the comparable
cases and retrieve only those comparable cases with higher aggregate match scores
[7]. Kumar et al. used two distances (Weighted Euclidean, Mahalanobis) to perform
retrieval task and eliminate bad cases with an eliminating score [8]. Macura and
Macura used a retrieval-only system to avoid the adaptation task, because the users
wish to see and interpret all specific details of the cases themselves without going
until adaptation task [24]. Bichindaritz and Marling have used combination of RBR
and model based components but this strategy can’t be seen as solution for CBR
drawbacks (for retrieval or adaptation), but as an opportunity to enhance CBR
subtasks instead of using an older technique. Recently, a major trend seems to be
the extending of CBR applications beyond the traditional diagnosis or treatment
toward the applicability of CBR to new reasoning tasks [1].

Clustering to Enhance Case-Based Reasoning 141



3.3 Combining CBR with Other Approaches

Combining CBR with other approaches (Multi-Modal Reasoning) represents
another way used to avoid the adaptation problem, mainly by combining the
retrieval task with other reasoning strategies, to provide decision support. The
interest in multi-modal approaches involving CBR has reached the medical areas
[2]. This is an issue of current concern in CBR research in different fields as
medicine and others [10]. The first multi-modal reasoning system in the health care
was CASE, it integrated CBR with model-based reasoning (MBR) for diagnosis of
heart failures [6]. Araujo et al. have combined rule-based reasoning (RBR) and
CBR to recommend neuroleptic drugs for Alzheimer’s patients [25]. Althoff et al.
have integrated induction and CBR for diagnostic [4]. Janetzko and Strube also
tried to combine CBR with knowledge processing [26]. Li and Sun hybridized
multi-criteria and CBR to enhance a data mining process for improving detection of
disease [27]. Armaghan and Renaud used also combination of CBR and
multi-criteria to study diabetes [5]. Angehrn and Dutta used also this combination to
study diabetes [28]. Royes used multi-criteria and CBR for strategic planning
support [29]. Araujo de Castro et al. used a hybrid model based on multi-criteria
and CBR to diagnosis of Alzheimer’s disease [25]. Other researchers have proposed
hybrid solution by combining CBR with other techniques as reasoning by rules and
many works emerged among these studies [6, 30].

4 The Proposed Approach

The medical situation we advocate is described by the decision maker (physician) is
in front of a diagnosis of a situation and will have to explore possible options
(diagnosis) to choose the best therapy. This situation is characterized by: a problem
definition more or less complete, an exhaustive survey of possible diagnosis and the
existence of specific signs for each patient such as for example “elderly patient”,
“allergy to penicillin”, etc. these specific signs can indicates that a desired therapy
will be more or less compliant as an elderly patient may be less compliant with a
salt diet for example. Moreover, it is well recognized today that diagnosis decisions
related to each patient must take into account particular signs (drug risk, medication
side effects, dosages, etc.). Moreover, the physician reasons when searching for a
therapy such a system which uses old situations (cases) in order to propose a similar
or a best therapy.

Thus, the physician defines his medical situation with a set of symptoms and a
environmental context described by the specific signs. The medical situation
becomes a medical case composed of u specific signs, and v symptoms which are
descriptive of the case and w descriptors giving the “diagnosis/therapy” considered
for the case in question.

142 A. Mansoul and B. Atmani



Thus, the medical situation will be defined as follows:

The contribution of data mining. However, specific signs can guide search space
reduction while using a clustering technique. Clustering does not aim at labeling the
cases in a group with a specific tag (as it happens in classification), where the tag
represents a piece of generalized domain knowledge, extracted from the subsumed
cases. In clustering specific signs remains enables collecting the most similar cluster
(s) allow the identification of the cases collected under similar circumstances, and the
limitation of retrieval just to them. In result we can have exploitation of prototypes
which are a generalization from single to clustered typical cases. Their main pur-
poses are to structure the case base and to guide and speedup the retrieval process.

4.1 Processing

In this work, we experiment a new method by using collaboration between CBR
and data mining to propose an available strategy at retrieval task which permit
choosing the best solution from a set of solutions found by mining cases by a so
called constraint based clustering.

Theconstraint basedclusteringprocess:Wechose a rational approach for retrieval
task: instead of a massive retrieval of cases that is the classic recipe of reasoning, we
analyze the cases rationally andwe focus research on particular perimeterswith specific
cases that are the subject of suspicion or potential cases. Our aim is to find closest cases
on all previously treated cases in order to avoid complication at the adaptation phase and
make it arduous. Indeed, it doesn’t matter to collect all the closest cases, but it should
rather focus on a small perimeter of cases. So, we must proceed otherwise than by
classicalmethod. Thus, our approach focuses on reducing the perimeter of research, and
then retrieve. We will call it:MineR for Mining and Retrieve.

From there, the clustering operation is guided by specific signs to select a subset of
cases contained in the case base. Thus, reducing the search space solutions (diagnoses)
for the retrieval step becomes an essential operation for the CBR process. This choice
can clearly make retrieval computationally better regarding to only interesting solu-
tion for the case being processed and hopefully more meaningful, since only cases
taken under comparable circumstances are retrieved. The set of closest diagnoses
(Closest_Diags) is received from the CBR_Process to join it to proposed diagnoses
(Proposed_Diags) that the user has already defined in the medical situation as
described below (see also step C). This processwill be handled by the following steps:
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Step A: Cases selection
A this step, the specific signs help to filter the cases so as to keep only cases which
meet only those constraints, then we proceed successively by steps B and C.

Step B: Preprocessing
At this step, we will only prepare data for clustering as cleaning data or appro-
priate treatment.

Step C: Clustering
At this step, we will launch the suitable clustering method. This entire step will be
initiated by the following pseudo_algorithm which will generate the best cluster
(Best_cluster) for processing later the best diagnosis (Best_Diag) by the CBR.

The CBR process: This process has a main task: the matching. It consists in finding
the n closest cases to the proposed case by using a similarity measure. We used the
K-nn method for the simplicity of its implementation. The process will select closest
or similar cases from the best cluster (Best_cluster) proposed by clustering process,
and will extract the preliminary closest diagnoses (Closest_Diags) that have been
considered for the n similar cases, and then those preliminary closest diagnoses are
considered to determine the best diagnosis (Best_Diag).

All this two process will be handled by the following pseudo-algorithm.
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5 Implementation and Experimentation

The proposed approach has been applied to a medical datasets the Vertebral Col-
umn Data Set of orthopaedic patients, we project to use the presumptive diagnosis
of diseases of orthopaedic patients data set which is a data set containing values for
six biomechanical features used to classify orthopaedic patients into 3 classes
(normal, disk hernia or spondylolisthesis) [31]. Each patient is represented in the
data set by six biomechanical attributes derived from the shape and orientation of
the pelvis and lumbar spine (in this order): pelvic incidence, pelvic tilt, lumbar
lordosis angle, sacral slope, pelvic radius and grade of spondylolisthesis. The fol-
lowing convention is used for the class labels: DH (Disk Hernia), Spondylolisthesis
(SL), Normal (NO) and Abnormal (AB).

5.1 Data Description

This data contains information about diseases of orthopaedic patients (normal, disk
hernia or spondylolisthesis) of a patient based on his characteristics. Figure 2 gives
an overview of data set sample.

Each patient is described by seven descriptors, with the last attribute that con-
tains the results of the diagnosis. It contains [31]:

1. pelvic incidence (numerical)
2. pelvic tilt (numerical)
3. lumbar lordosis angle (numerical)
4. sacral slope (numerical)
5. pelvic radius (numerical)
6. grade of spondylolisthesis (numerical)
7. diagnosis: DH (Disk Hernia), Spondylolisthesis (SL), Normal (NO) and

Abnormal (AB).

Data Set sample

39.05695098,10.06099147,25.01537822,28.99595951,114.4054254,4.564258645,Hernia
68.83202098,22.21848205,50.09219357,46.61353893,105.9851355,-3.530317314,Hernia
83.93300857,41.28630543,61.99999999,42.64670314,115.012334,26.58810016,Spondylolisthesis
78.49173027,22.1817978,59.99999999,56.30993248,118.5303266,27.38321314,Spondylolisthesis

Fig. 2 Overview of presumptive diagnosis of diseases of orthopaedic patients sample [31]
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For the purposes of our experimentation we have transformed Presumptive
diagnosis of diseases of orthopaedic patients data set descriptors into a case base
descriptors and each case will be described by the set of variables X1, X2,…, X6,

called descriptive variables and we have associated a target attribute denoted Y
corresponding to diagnosis. The following Table 1 shows case base descriptors.

5.2 Construction of Case Base ΩN and Partial
Case Bases ΩL, ΩT

To evaluate the efficacy of our approach, we have transformed the presumptive
diagnosis of diseases of orthopaedic patients date set into a case base named ΩN. It
contains a number of cases ωi ⋅ΩN = fω1,ω2, . . . ,ωng, each case is described by
the set of variables X1, X2,…, X6, called descriptive variables. For each case ωi we
associate a target attribute denoted Y, which takes its values in the set Y = {DH,
SL, NO, AB} corresponding to diagnosis where DH = “Disk Hernia”,
SL = “Spondylolisthesis”, NO = “Normal” and AB = “Abnormal”. Table 2
shows some cases noted ω1, ω2,…, ωn of Vertebral Column Case Base.

After construction of case base ΩN, we subdivide it on a learning case base ΩL

(80 % of ΩN) and a test case base ΩT (20 % of ΩN) by separating the population ΩN

as follows in Table 3.

Table 1 Case base
descriptors

Descriptor Label

X1 Pelvic incidence
X2 Pelvic tilt
X3 Lumbar lordosis angle
X4 Sacral slope
X5 Pelvic radius
X6 Grade of spondylolisthesis
Y Diagnosis
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5.3 Implementation/Experimentation

Experiments are conducted on an interactive system developed in JAVA with an
interconnection module to JCOLIBRI system [32]. This system is essentially based
on an engine described by Fig. 3. We use the JCOLIBRI platform to build the case
base and all the relative operations for CBR process. In first step clustering process
is initiated, this operation is done under WEKA platform, helped with the specific
signs to reach the different clusters, then the results of this platform is the generation
of the best cluster (Best_cluster) that will be returned to CBR process for collab-
oration to improve the decision support. The final objective of the whole process is
to collaborate for deciding about the best diagnosis to each new case (medical
situation) given as input.

Table 3 Partial case bases

Case base ΩN Learning case base ΩL 80 % Testing case base ΩT 20 %

310 248 62

Fc (Ssv, Syp, Dk)

Reu 

Rev 

Rtn 

New_
Case 

Best_ 
Diag

Case
Base

Closest_ 
Cases 

Ret
Cases selection 

Preprocessing

Clustering

Fig. 3 Overview of the different steps involved by the approach. Rtv Retrieve similar cases, Reu
Reuse a suggested solution, Rev Revise or adapt the solution, Rtn Retain the new solution, Fc (Ssv,
Syp, Dk) Formulation_of_case (v Specific_Signs, p Symptoms, k Diagnosis)
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We have considered 20 cases randomly taken from the testing case base ΩT

without any hypothesis of diagnosis. A comparison of each case under ΩT is done
with the learning case base ΩL as follows:

∀ωi ∈ΩT

and
∀ωj ∈ΩL

if
yðXðωiÞ = yðXðωjÞÞ then goodmatching
else mismatch

�
ð1Þ

Thereafter, with the conditional structure (1), we calculate the rate of correct
matching. This rate represents the number of correctly identified cases in learning
case base ΩL and identically diagnosed in testing case base ΩT. The test results are
presented in Table 4.

5.4 Evaluation of Results

To evaluate the efficiency of our approach, a comparison of each case tested from
ΩT is made in ΩL. We calculate the error rate of each type of diagnosis. From
results presented in Table 4, we note that the error rate is relatively low (lower than
average) which indicates that our system tends to give answers close to reality.

According to these results, we note that the rate of correct matching (similar
diagnosis) is relatively high compared to the average which indicates that the
system provides results closer to the reality as declared in testing case base ΩT

answers particularly for good matching cases. We note also that the rate of good
matching is more over than the average which indicates that our system tends to
recognize and make a good matching of diagnosis.

6 Conclusion and Future Trends

This study provides the theoretical basis of an approach that tends to solve a
problem of CBR reasoning. Later, we intend to evolve our approach in another
orientation by using the concept of clustering in a form a rule and where each rule
define a cluster then make a comparative study.

Table 4 Comparison results of three data sets using the error rate (ER)

Number of Cases tested from
ΩT

Type of diagnosis for tested
cases

Misclassified
cases

ER
(%)

20 Normal 4 20

20 Disk Hernia 7 35

20 Spondylolisthesis 8 40
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Improving the Method of Wrist
Localization Local Minimum-Based
for Hand Detection

Sofiane Medjram, Mohamed Chaouki Babahenini,
Mohamed Ben Ali Yamina and Abdelmalik Taleb-Ahmed

Abstract Nowadays, hand detection and gestures recognition have become very
popular in human computer interaction systems. Several methods of hand detection
based on wrist localization have been proposed but the majority work only with
short sleeves and they are not efficient in front of all the challenges. Hand detection
based on wrist localization proposed by Grzejszczak et al. (Proceedings of the 8th
International Conference on Computer Recognition Systems CORES 2013
439–449, 2013), Nelpa et al. (Man Mach Interact 3(242):123–130, 2014) [3, 4] use
the property of local minima along the contour of the skin mask obtained in the first
stage to detect the wrist position. Although this technique provides good results
where the skin mask contains the hand and the forearm, it still sensitive to the short
contour where the skin mask contains the hand region only which generate false
detection of the hand. We present in this paper an assessment of this method where
the skin mask contains the hand region only. The main idea is based on the 2D
shape properties of the hand and its components. Using 134 color images with their
ground- truth, we evaluated the method enhanced and the results obtained were
very satisfactory compared to the original one.

Keywords Hand detection ⋅ Wrist localization ⋅ Skin detection ⋅ Gestures
recognition
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1 Introduction

Human-computer interaction aims to provide a better communication with a
computer system. Furthermore, hands are spontaneous mean for a user to com-
municate with his environment, they are easy to use and correspond to the human
nature. The use of hands in the human computer interaction domain may greatly
improve the communication between the user and the computer.

Several methods of hand detection have been proposed; we can divide them in
two categories: material- and vision-based approaches. The first methods [1, 2]
impose to the user to wear a device on his hand for interaction. Effectively, these
methods offer high detection results, but they are unnatural and not suitable for
daily applications. The second methods [3–14] apply one or more techniques of
computer vision on the acquired images, the skin segmentation is usually the first
step and the skin mask obtained contains the hand region only or the hand and the
forearm.

Among the vision-based methods of hand detection, they exist a number of
methods based on wrist localization incorporating: local minima analysis and
method width-based. The method using the local minima concept [3, 4] detects the
hand of the user without imposing constraints on the length sleeves or background
color, but it remains sensitive where the skin mask contains the hand region only. In
this paper, we propose an enhancement for this method in order to detect well the
hand where the skin mask contains the hand region only.

The paper is structured as follows. Section 2 introduces the different techniques
of wrist localization presented in the literature. Section 3 presents the main con-
tribution of the paper. Section 4 illustrates the experimental results and Sect. 5
concludes the work.

2 Related Work

Hand detection based on wrist localization has been widely studied recently in order
to facilitate the interaction between the user and its machine.

In [1, 15], the authors proposed a wrist localization method for hand detection
where the skin-mask contains the hand and the forearm. They localized the wrist by
analyzing the forearm width with respect to the mask orientation. The minimum
distances between symmetric contour points will represent the wrist location, and
the side which contains several value changes of width-distance will be the side of
the hand region (Fig. 1). The hand is well detected in these two methods but the
width property loses its efficacy with the change of gestures and it does not work
where only the hand region is presented in the scene.

In [4], the authors proposed a new method of hand detection based on wrist
localization that works without any constraints on the sleeves length. After rotating
the skin mask horizontally (using the longest cord of contour points) (PQ Fig. 2),
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they determined the position of the wrist by finding the local minimum (UV Fig. 2)
of the contour of the skin mask. And the hand region is detected by finding the side
which contains the high number of local minimum from the points UV of the wrist
(Fig. 3).

Although this method detects the hand well where the skin mask contains the
hand and the forearm, it still sensitive to the case of hand region only.

Fig. 1 The method of wrist localization proposed in [1, 15]

Fig. 2 The method of wrist localization proposed in [4]
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Step – 1 –  Step – 2 –  

Step – 3 –  Step – 4 –   

Step – 5 -   Step – 6 -  

Fig. 3 Different steps used by the enhanced method for hand detection
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3 Enhancement Proposed

The main idea of our proposed method is inspired from the 2D shape properties of
the hand. A hand is a deformable object composed of fingertips, wrist and a hand
palm that represents the majority of the hand area. This last property was used for
the enhancement of the wrist localization local minima-based method where the
skin mask contains the hand region only.

After the skin region segmentation and its rotation horizontally, we used the area
property of hand palm to verify if this skin mask contains the hand with or without
the forearm. The algorithm of the hand region verification is presented as follow:

Begin

1 – Skin region segmentation SkinReg.

2 – Rotate the skin mask SkinReg horizontally.

3 – Get out the width SkinWidth of the skin mask SkinReg.

4 – Draw a rectangle RecPalm with a length = SkinWidth
and with same center as the skin mask SkinReg.

5 – Remove the skin mask SkinReg from the rectangle 
RecPalm and save the result in SkinRes.

SkinRes = SkinReg - RecPalm.

6 – Calculate the ratio SkinARatio between the initial 
area SkinRegA of the skin mask and the skin area SkinResA
resulted after subtraction.  

SkinARatio = SkinResA / SkinRegA.

7 – If SkinARatio < RatioThresh, then the SkinReg
contains the hand region only, hand detected.

Elsewhere, the SkinReg contains the hand and the forearm 
region; apply the original algorithm of hand detection 
based on wrist localization (local minimum)

End.
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4 Implementation Test and Results

Our experimental results are conducted on HP G62 notebook equipped with an Intel
processor Core ™ i3 CPU 2.27 GHz, 4G of RAM and windows 7 OS. The method
of wrist localization based on local minima was re-implemented on Matlab2013a
and assessed using the database1 of hand gesture recognition created by [4].

We defined the threshold RatioThresh = 0.4, the corresponding results of
hand detection are showed in the Figs. 4 and 5 the results of the original method are
presented.

Fig. 4 Hand detection result by the enhanced method
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5 Evaluation

The database used for the evaluation contains 899 color images of hand gestures
with both cases (hand, hand and forearm). However, as our method improve the
detection of the hand where the skin mask contains the hand region only, we chosen
from this database only the images containing the case studied. In result, we
obtained 134 images with their ground-truth (Figs. 6, 7 and 8).

We compared the results of the original method of hand detection by wrist
localization with the enhanced one using these 134 color images in measures of
time processing, wrist error statistics and rate of correct hand detection (Table 1).

The time-processing results obtained by the method of wrist localization before
and after the enhancement are very close. From the corresponding graphs, we can
notice that the majority of the images in the original method have been executed in
0.2 s only, and in the enhanced method, the majorities are distributed between 0.2
and 0.3 s.

Fig. 5 Hand detection result by the original method of wrist localization
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Fig. 6 Histogram of time processing for the 134 color images of the database using the enhanced
method
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Fig. 7 Histogram of time processing on the 134 color images of the database using the original
method
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The Table 2 shows the rate of the correct hand detection obtained by both
methods. For the original method, we consider a correct hand detection if the error
wrist localization E compared to the annotated ones are inferior to E < 0.8. For the
second method, we consider a correct hand detection if the RatioThresh < 0.4.

-1 -0.5 0 0.5 1 1.5 2 2.5 3
0

5

10

15

20

25

Error Wrist Localization

N
um

be
r 

O
f O

cc
ur

en
ce

s

Original Method

Normal Distribution

Fig. 8 Error statistics of wrist localization resulted by the original method

Table 1 Time processing comparison between the original method of hand detection and the
enhanced method

The original method of wrist
localization [4] (s)

The original method after
enhancement (s)

Processing
Time

time_avg 0.1786 ± 0.0716 0.2192 ± 0. 0934
time_max 0.6103 0.7206

Table 2 The rate of the successful hand detection and error statistic for the original and the
enhanced methods of hand detection

The original method of wrist
localization [4]

The original method after
enhancement

Correct hand
detection

46 86
34.41 % 64.17 %

Error statistic 88 48
65.67 % 35.82 %
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We can notice from the results obtained that the enhanced method recovers 30 %
of the misclassified hand images from the original one.

6 Conclusion

We presented in this paper an enhancement of the method of hand detection by
wrist localization based on local minimum. We confirmed in the experiments that
the proposed method performs in short times and recovers 30 % of the misclassified
hand images of the original method. We conclude form the results obtained that
there is no need to localize the wrist where the hand region is presented in the scene
only.
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Parkinson’s Disease Recognition
by Speech Acoustic Parameters
Classification

D. Meghraoui, B. Boudraa, T. Merazi-Meksen and M. Boudraa

Abstract Thanks to improvement of means of communication performance and
intelligent systems, research works to detect speech disorders by analysing voice
signals are very promising. This paper demonstrates that dysarthria in people with
Parkinson’s disease (PWP) can be diagnosed using a classification of the charac-
teristics of their voices. For this purpose, we have experimented two types of
classifiers, namely Bernoulli and multinomial naïve Bayes in order to select the
most pertinent features parameters for diagnosing PWP. The prediction accuracy
achieved by using multinomial naive Bayes (NB) classifier model reaching 95 % is
very encouraging.

Keywords Speech analysis ⋅ Parkinson’s disease recognition ⋅ Naïve Bayes ⋅
Bernoulli naïve Bayes ⋅ Multinomial naïve Bayes

1 Introduction

Parkinson’s disease (PD) is progressive neuro-degenerative disorder that involves
the death of neurons. It results in compromised muscular coordination as well as a
specific form of dysarthria [1]. Because of the existence of large disparity between
subjective voice problem reports and those resulting from clinical examination,
acoustic analysis has become a promising approach for providing an objective
evaluation [2, 3].
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It is generally observed in elderly people and causes speech disorders of ninety
percent of the Parkinson’s patients [4]. These patients suffer from hypokinetic
dysarthria that manifests itself in all aspects of speech production, respiration,
phonation, articulation, nasality and prosody. They have also dysphonia problem
which include impairment in the normal production of vocal sounds [1, 2]. To
discriminate these pathological states, clinicians have always payed attention to
perceptive and objectives evaluation methods of acoustical analysis [3, 5]. However,
these analytical methods are generally unpractical for routine clinician usage and do
not always yield correct diagnosis [3]. For these reasons, recent studies have shown
promising results of voice disorders detection with machine learning techniques
using acoustic measurements (features) of dysphonia which could be useful to
evaluate speech disorders [2, 3, 6, 7]. Little et al. [2] aimed to extract PD dysphonia
measures from the phonations to analyze stage of the disease by telemonitoring.
Rahan et al. have compared sustained vowel phonations of PD subjects with those of
control subjects by quantifying the standard perturbation of voice parameters such
that jitter and shimmer using nonlinear dynamic analyses [6]. Hernandez et al. [3]
applied neural networks techniques using several acoustic parameters to distinguish
between pathologic and non-pathologic voices. Support Vector Machine (SVM) and
K-Nearest Neighbors (k-NN) have also been exploited in classification methods to
discriminate the healthy subjects from subjects with PD [7].

This research aims to give a help in diagnosing the patients with Parkinson’s
disease (PWP). In a first step, acoustic features have been extracted from voice
samples by using Praat acoustic analysis software [7, 8]. Then, in a learning stage,
pertinent ones that allowed PWP detection with high accuracy were selected in
order to be used as inputs for a model containing both normal and pathological
acoustic parameters using Bernoulli and multinomial naive Bayes (NB) classifiers.
In order to evaluate the performance of these models in discriminating healthy
subjects from people with PD, we calculated both error rate and accuracy scores.

In the second section of this paper an overview of the voice features charac-
terizing a speech signal is presented. The third section describes the classifiers
tested in this work. Methodology and results are presented in Sect. 4 and conclu-
sions are given in Sect. 5.

2 Voice Features

The main parameters that characterize human voices are:
(A) Jitter
The jitter in a person’s voice corresponds to how much one period differs from

the next in the speech signal. This is a useful measure in speech pathology, because
pathological voices often have a higher jitter than healthy voices [9, 10].
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There are five different jitter measurements [8]:

• Jitter (local) is the average absolute difference between consecutive periods,
divided by the average period for the precise procedure, expressed as.

• Jitter (local, absolute) represents the cycle-to-cycle variation of fundamental
frequency. It is computed as the average absolute difference between consecu-
tive periods, in seconds.

• Jitter (rap) represents the relative average perturbation, computed as the average
absolute difference between a period and its average when considered with its
two neighbours, divided by the average period.

• Jitter (ppq5) represents the five-point period perturbation quotient, defined as the
average absolute difference between a period and its average of and its four
closest neighbours, divided by the average period.

• Jitter (ddp) is the average absolute difference between consecutives periods,
divided by the average period. The value is three time rap.

(B) Shimmer
The Shimmer is similar to jitter, but instead of looking at periodicity, it measures

the difference in amplitude from cycle to cycle. Once again, this is a useful measure
in speech pathology, as pathological voices will often have a higher shimmer than
healthy voices [11, 12].

Praat calculates six different measurements of shimmer:

• Shimmer (local) is the average absolute difference between the amplitudes of
consecutive periods, divided by the average amplitude, expressed as percentage.

• Shimmer (local, dB) represents the variability of the peak-to-peak amplitude in
decibels, computed as the average absolute base-10 logarithm of the difference
between the amplitudes of consecutive periods, multiplied by 20.

• Shimmer (apq3) is the three-point amplitude perturbation quotient, it is
expressed as the average absolute difference between the amplitude of a period
and the average of the amplitudes of its neighbours, divided by the average
amplitude.

• Shimmer (apq5) is the five-point amplitude perturbation quotient, represents the
average absolute difference between the amplitude of a period and the average of
the amplitudes of its four closest neighbours, divided by the average amplitude.

• Shimmer (apq11) represents the 11-point amplitude perturbation quotient,
defined as the average absolute difference between the amplitude of a period,
and the average of the amplitudes of it, and its ten closest neighbours, divided
by the aver-age amplitude.

• Shimmer (ddp) is the average absolute difference be-tween consecutive differences
between the amplitudes of consecutive periods. The value is three times apq3.

(C) Harmonicity
The harmonics-to-noise, and noise to-harmonics, ratios are derived from the

signal-to-noise estimates from the autocorrelation of each cycle. The harmonic to
noise ratio (HNR) is expressed as the degree of acoustic periodicity, and is cal-
culated by the ratio of the energy of the periodic part, related to the noise energy [8].
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(D) Pitch
The pitch is the rate of the vibration of vocal folds of the larynx during

phonation of voiced sounds [13]. The set of pitch variations during an utterance is
defined as intonation. Typically, men pitches’ are lower than those of women, who
have a lower pitch than children [11]. Pratt calculates five measures of pitch:
Median, Mean, Standard deviation, Minimum and Maximum pitch [8].

(E) Pulse
The glottal pulse is a single period, corresponding to a puff of air at the glottis.

Praat calculates four pulse measurements: number of pulses, number of periods,
mean period, standard deviation of period (in seconds) [8].

(F) Voicing
The fraction of locally unvoiced pitch frames represents the fraction of pitch

frames that are analysed as unvoiced. The normative value for the fraction of
unvoiced frames is 0, which means that the normal healthy voices should have no
trouble maintaining voicing during a sustained vowel. Every non-zero value can be
considered as a sign of pathology [8, 10].

• Number of voice breaks is the number of distances between consecutive pulses
that are longer than 1.25 divided by the pitch floor [8].

• Degree of voice breaks is the total duration of the breaks between the voiced
parts of the signal, divided by the total duration of the analysed part [8].

3 Classification

A. Principle
Classification is a data meaning task of predicting the value of target. This is done
by building a model based on one or more predictors’ variable or features. The data
for a classification project is typically divided into two data sets: one for training the
model, the other for testing the model.

Classification models are tested by comparing the features values to known
target values in a set of test data. There are tested by applying them to test data with
known target values and comparing the predicted values with the known ones [12].

Figure 1 shows a simplified diagram of the general model building procedure for
classification.

Classification algorithms use different techniques for finding relationships
between the values of the predictors and the values of the target.

In this paper we used the NB classifier because of its simplicity and stability.
The NB model is based on the conditional independence model of each predictor
given the target class [14, 15]. It classifies data in two steps: The first step uses the
training data which estimates the parameters of a probability distribution, assuming
that predictors are conditionally independent given the class. In the second step, the
method computes the posterior probability of that sample belonging to each class.
The test data is classified according to the largest posterior probability.
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The Bayes theorem allows the inversion of the generative model and compu-
tation of posterior probabilities. The final classification is performed by selecting
the model yielding the maximum posterior probability [14]. By Bayes theorem, the
posterior probability of class c given predictor x is:

P cjxð Þ= PðxjcÞPðcÞ
PðxÞ ð1Þ

P cjxð Þ=Pðx1jcÞ×⋯×PðxnjcÞ× pðcÞ ð2Þ

where P cjxð Þ is the posterior probability of class of given predictor and P(c) is the
prior probability of class. PðxjcÞ is the likelihood which is the probability of pre-
dictor, given class. PðxÞ is the prior probability of predictor [15].

The multinomial and Bernoulli Naive Bayes Classifiers differ mainly by the
assumptions they make, regarding the distribution of PðxjcÞ:
B. Multinomial Naive Bayes
Multinomial NB is a specialised version of NB where each P xijcð Þ is multinomial
distribution. This distribution is parameterized by vectors θc = θc1, . . . , θcnð Þ for
each class c, where n is the number of features and θci is the probability P xijcð Þ of
feature i appearing in a sample belonging to class c [16].

The parameter θc is estimated by a smoothed version of maximum likelihood:

θci =
Nci + α

Ni + αn
ð3Þ

where Nci Count of observing feature i appears in a sample of class c in the training
set, and Ni is the total count of all features for class c, and the additive smoothing

Data
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Training
Data

Test 
Data 

Features
Extraction

Features
Extraction

Classifier Prediction

Fig. 1 Process of data classification
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parameter α which can be used in order to avoid the problem of zero probabilities.
The most common variants of additive smoothing are the Lidstone smoothing
(α < 1) and (α = 1) for Laplace smoothing.

C. Bernoulli Naive Bayes
Bernoulli NB is used for the NB training classification algorithms for data that are
distributed according to multivariate Bernoulli distributions. This class requires
samples to be represented as binary-valued feature vectors [15]. The decision rule
for Bernoulli NB is given by:

P xijcð Þ=P ijcð Þxi + 1−P ijcð Þð Þ 1− xið Þ ð4Þ

Which differs from multinomial Naive Bayes’ rule is that it explicitly penalizes
the non-occurrence of a feature i which is an indicator for the class c. The multi-
nomial variant would simply ignore a non-occurring feature.

4 Application and Results

Described approaches of automatic classification have been tested in this work in
order to compare their performances in decision making for Parkinson disease
recognition.

A. Data sets
The dataset used was created by Olcay Kursun et al. from the Department of

Computer Engineering at Istanbul University, Istanbul (Turkey) who recorded the
speech signals. All the recordings were made in stereo-channel mode and saved in
WAVE format [7]. Figure 2 illustrates an example of speech signal of respectively
sustained vowel /a/ of PWP and healthy subject extracted from this data base. It can be
observed on the Parkinson’s acoustic signal that an additional noise is superimposed.

Praat acoustic analysis software is exploited for the measurements of jitter,
shimmer, harmonicity, pitch, pulse, and voicing features [8].

B. Methodology
The data are constituted by training and test groups of signals. The training data

belongs to 20 patients with Parkinson (6 female, 14 male) and 20 healthy subjects
(10 female, 10 male).The sound recordings include: sustained vowels (/a/, /o/, /u/),
numbers, words and short sentences.

The different features values described in Sect. 2 have been used as inputs for
the classification.

Both optimized feature selection algorithm and NB classification method have
been implemented in MATLAB environment.

Figure 3 shows that harmonicity, pulse and pitch features give a higher accuracy
than other acoustics features.

As best classification has been obtained by using harmonicity, pitch, and pulse
features. These pertinent features will be used for training Bernoulli and
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Multinomial NB classifiers for Parkinson’s disease diagnosis with two groups (PD
and healthy).

To verify the accuracy of a classification that uses only these three pertinent
features, a test had been performed by using 28 voicing samples of patients with PD
who were asked to pronounce only the sustained vowels /a/ and /o/.

In order to measure the accuracy of those classifiers, Mean Squared Error
(MSE) and accuracy measures have been calculated [17]:

MSE=
1
n
∑
n
ðyî − yiÞ2 ð5Þ

Time(s)

A
m

pl
itu

de
 

Fig. 2 Waveforms of a sustained vowel /a/ belonging to a healthy individual (top) and PWP
(bottom)
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Accuracy %ð Þ=100× 1−MSEð Þ ð6Þ

where y ̂ i is a vector of n predictions, and y i is the vector of observed values
corresponding to the inputs to the function which generated the predictions. The
results are summarised in Table 1.

The results seen from Table 1 show that a classification accuracy of 95. 23 %
has been achieved using NB multinomial classifier.

Considering the research results, it is reported in Ref. [7] that a classification
accuracy of 85 % has been achieved for 26 features using SVM and K-NN clas-
sifiers. Other results from this research include 91.4 % of classification accuracy
with introducing pitch period entropy (PPE) as new feature using kernel support
vector machine [2]. It is clearly seen that the multinomial NB algorithm outper-
forms this method by selecting the best features that have had the most influence on
data classification process between both healthy and PD data.

5 Conclusion

Parkinson’s disease is known as the second common neurological disorder after
Alzheimer. It influxes several aspects of human’s functions in which speech dis-
order is the most prominent. In this paper, Parkinson’s disease recognition based on
voice analyses has been experimented. The principle consists in classifying various
features of voice signals corresponding respectively to healthy people and people
with Parkinson in order to develop a valid model for diagnosing other subjects
independently and give a help in the decision making.

Two approaches of automatic classification have been tested, namely Multino-
mial and Bernoulli NB. It has been seen that the most pertinent features are the
harmonicity, the pitch and the pulse that allowed the highest accuracy by using
Multinomial NB classifier. It is observed that, this method outperforms the SVM
based one, described in reference [7], in terms of accuracy. In future works the
stability and reliability of this method will be studied.

Acknowledgment We thank Mr Benba Achraf, from the university Mohamed five, Rabat,
Morocco, and Miss Hadjaj Hassina from the university of Science and Technology Houari
Boumediene, Algiers, Algeria for helpful discussions.

Table 1 Bernoulli and
multinomial NB accuracies

Classifiers MSE Accuracy (%)

Bernoulli NB 0.375 62.5
Multinomial NB 0.047 95.23
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The Finger-Knuckle-Print Recognition
Using the Kernel Principal Components
Analysis and the Support Vector Machines

S. Khellat-Kihel, R. Abrishambaf, J. Cabral, J.L. Monteiro
and M. Benyettou

Abstract In the computer networks explosion’s time, the need to identify indi-
viduals increasingly becomes necessary to perform various operations, such as
access control and secure payments. So far, inputting alphanumeric code remains
the most used solution. This solution, in spite of having the merit to be very simple,
has the disadvantage to certify only the individual who enters the correct code.
Another possibility that is open to us is to use biometric identification, by identi-
fying directly the physical traits of the user. Biometric identification is defined as a
science allowing the identification of people using their behavioral or physiologic
characteristics. It seems like an evident solution to the problem explained previ-
ously: the identity of a person is then related to who he/she is and not to what he/she
possesses or knows. In this work, we propose a biometric system based on a very
recent biometric trait, which consists in the finger-Knuckle-Prints. This recognition
is based on a mathematical model.
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1 Introduction

Recently, it has been discovered that the outer part of the finger or the Finger-
Knuckle-Print, which refers to the inherent forms of the outer surface around the
finger and especially the high part of the finger, is unique and can be used as a
distinctive biometric modality. The Finger-Knuckle-Print is still in the development
phase and can be considered as a new trend in biometrics. The Finger-Knuckle-
Print can add new information to the texture of the finger. This biometric trait has
the merit of a great acceptance from the user part.

Previously, many researchers were interested in the Finger-Knuckle-Print bio-
metrics modality. The systems that were developed were based on the Subspace
reduction methods, Coding methods, and fusion methods. The main methods used
in the systems based on the Subspace are the PCA (Principal Component Analysis),
LDA (Linear Discriminant Analysis), ICA (Independent Component Analysis) [1],
OLDA (Orthogonal Linear Discriminent Analysis) [2], KPCA (Kernel Principal
Analysis) [3], and also Fisher Analysis which consists of the fusion of the PCA with
LDA [4]. The multimodality has found great results and performances comparing to
the unimodal systems, for that we found in the literature that researchers have done
the multimodality not only in terms of the fingers fusion but also in terms of
algorithms fusions. In [5], the researchers proposed a multiple algorithm for the
feature extraction. The algorithms are LG (Log Gabor filters), LPQ (Local phase
Quantization), PCA (Principal Components Analysis), and LPP (Locality Pre-
serving Projections). Hence, the best fusion was the LG with the LPP.

In this paper we do not propose only the space reduction by different methods
(PCA, LDA and KPCA) but also we propose the application of the Gabor filter that
have shown a good performances on the veins’ recognition [6], and we propose the
use of Mahalanobis distance, the KNN (K Nearest Neighbors) and the SVM
(Support Vector Machines) for the classification.

2 Definition, Characteristics

The Finger-Knuckle-Print one of the physical biometrics that refers to the inherent
skin in the outer part of the finger. This modality catch big researchers’ attention for
the last period. Even if the Finger-Knuckle-Print is one of the hand based biometrics
that has a high acceptability from the user, but this new trait has an added advantage
of not getting the damage easily since the normal use necessitates the inner part or
the fingerprint. It is not easy to be forged since people do not leave traces of their
FKP on the objects touched [7]. The finger-Knuckle-Print has a high textured
characteristic, easily accessible at the same time it is non-criminal stigma like the
fingerprint.
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3 Finger-Knuckle-Print Acquisition

The first FKP sensor developed by the Woodard and Flynn [7] was used for the 3D
FKP. This sensor captures both 640 × 480-range image and a registered 640 × 480
24-bit color intensity image nearly simultaneously. The sensor dimensions are
213 mm × 413 mm × 271 mm and it weights 11 kg. These previous characteris-
tics less the practical use of this sensor. From the next Fig. 1, we remarked that the
quality of the obtained finger image are very weak and necessitate a huge
preprocessing.

Kumar and Ravikanth [1], developed a system, Fig. 2, for acquiring the Finger-
Knuckle-Print that uses a digital camera. The camera was set and fixed about 20 cm
from the imaging space, non-uniform illumination and this distance can reduce the
images quality.

The biometric research center at Hong Kong Polytechnic University has
developed a real time device for capturing the FKPs. They provide a big database
for the research, which contains 7920 images in total with 165 individuals. For each
individual four fingers with 12 catches for each finger. Therefore, it is a big
available database for this modality. Most of the newest works on this modality
works on this database. For that, we used in our work this database.

Fig. 1 a Intensity image, b range image, c range

Fig. 2 a Acquisition sensor, b the acquired image
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4 Proposed Method, Databases

Since the biometric system is a pattern recognition system, then it consists of
different parts. In our approach, we tried to improve each part, Fig. 3 shows the
general architecture of the proposed Finger-Knuckle-Print recognition system:

In the first, we used two different databases, the first one is composed of 165
individual, each individual has 12 catches of the index. This data base is available
on the internet (PolyU FKP database) [8]. However the second is composed of 158
individual, each individual has 5 caches, available on the internet (Delhi FKP
database). Figure 4 represents examples for images from the different FKP
databases.

Fig. 3 The general architecture of the Finger-Knuckle-Print recognition system

Fig. 4 Examples of the acquired FKP images
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4.1 Pre-processing

In our system the pre-processing consist of the application of the Gabor filter 2D:
This Bi-dimensional filter has shown great efficiency for the finger vein images
enhancement in [6]. Also this filter has been used for the different images on a
multimodal system that combined the fingerprint, finger vein and also the
Finger-Knuckle-Print [9]. Fusing the phase and direction features to identify the
Finger-Knuckle-print. Because the finger-knuckle-print consists of many lines, it
has stable and obvious direction which makes it suitable to be viewed as a texture
image. 2-D Gabor filter is widely used in extracting the features of textured images.
This version of the 2D Gabor filter is basically a bi-dimensional Gaussian function
centered at origin (0,0).

4.2 Codification

For the feature extraction or the codification of the preprocessed images the Bank of
Gabor filters was used. The latter had already shown a great performance on the
facial images [10] by constructing a bank of 40 Gabor filters. For implementation
we used the PhD toolbox [11]. These codes are used in the next stage that represent
the reduction dimension or the feature selection. The Gabor filter used by [10] is
presented by the following mathematical formula:

ψ 𝔵, 𝔶ð Þ= f 2u
πkη

e
− f 2u

k2

� �
x′2 +

f 2u
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ej2πfux

′
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In this stage of feature extraction with the Gabor_bank filter, we obtained 640
features; so for a database of 165 individuals with 12 catches a feature selection is
indispensible, based on the existing works in the literature we used the PCA, LDA
and the KPCA.

4.3 Feature Selection

It is a crucial step in pattern recognition system, more importantly; it is one of data
preparation steps. It provides certain number of characteristics or parameters (most
important) i.e. describes each form with the smallest of relevant attributes. There are
two principal reasons to keep the number of attributes as small as possible: costs of
measurement and precision of classification. A small group of selected attributes
simplifies the patterns representation as well as classifiers, which are built around
them. Consequently, the resulting classifier will be faster and will use less resources
memories. In addition, The FKP database require feature selection or space
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reduction because of its big size. For this reason, we propose the use of the most
common methods on the uni-modal traits that is LDA (Linear Discriminant Anal-
ysis) the PCA (Principal Components Analysis) and the KPCA (Kernel Principal
Components Analysis).

Despite the fact that the PCA reduces the redundancy and minimizes the noise, it
doesn’t take into consideration whether these features are in the same database.
However the LDA covers this point by focusing on the discrimination between the
classes for the feature selection. So the LDA doesn’t reduce only the space but also
it preserves the class information discrimination as much as possible.

4.4 Classification

In the phase of the classification that give the biometric system decision, we pro-
posed the use of a mathematical method that has a solids mathematic tools, that
consists of the Support Vector Machines. The general idea of the SVM is to find the
best hyper plan that separate perfectly the classes, and achieves maximum sepa-
ration between the classes. In this system a Gaussian kernel has been used for
resolve the problem of the non-linearity. The SVM has shown their efficiency on
the finger vein recognition [6], also on multimodal biometric system [9].

We proposed also a distance calculation for the FKP recognition. That is the
Mahalanobis (or within cosine) similarity measure and the KNN (K Nearest
Neighbors). The following formula represents the distance calculation between two
vectors X = (x1, x2,…, xn) and Y = (y1, y2,…, yn):

D X n,Ynð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXn −YnÞTcovðX n −YnÞ− 1

q
, ð2Þ

where, Xn and Yn are the normalized or the means of two groups of data. cov is the
covariance.

5 The Results

In this part the different obtained results on the different databases are presented.
The results presentation was with the ROC (Receiver Operating Characteristics)
and also the recognition rate obtained by the SVM and the KNN.

The Figs. 5 and 6 consist of curves that correspond to the obtained results on the
different databases, with the features obtained by the Gabor filter, PCA, LDA and
the KPCA.

The recognition rates obtained by the distance calculation, the SVMs and also
the KNN were presented on the Tables 1 and 2:
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Fig. 5 The ROC curve for the Gabor filter, PCA, LDA and KPCA features, PolyU database

Fig. 6 The ROC curve for the Gabor filter, PCA, LDA and KPCA features, Delhi database
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The DB1 consists of the PolyU database, the DB2 consist of the Delhi database.
The Gabor features was reduced from 640 features to 211 by the PCA however
more reduction is done by applying the LDA which gives only 105 features. The
characteristic vectors obtained after the KPCA application are vectors with only 90
features.

The results obtained have clearly seen that the characteristics of KPCA gave
good performance by comparing to the features without selection or just the attri-
butes obtained by the Gabor filter codification and the characteristics obtained by
other selection methods (PCA and LDA). The curves and the tables presented
ensure the robustness of this biometric method as a modality with a reliable texture.

6 Conclusion

In this work one of the most recent biometric traits have been presented, which
consists of the Finger-Knuckle-Print. Different methods have been applied in the
paper with various curves and tests presentations. Two large databases have been
used to test the robustness of this method and the proposed algorithm for recog-
nition. Different methods for the space reduction (PCA, LDA, KPCA) were applied
in the feature selection phase and a small comparison between these methods was
represented. We suggest the use of bio-inspired methods for the selection of the best
attributes.

Table 1 The recognition rates DB1

The recognition rate SVM (%) KNN (%) Distance Mahcos (%)

Gabor filter’s features 91.92 94.24 42.59
The PCA features 91.62 94.24 68.18
The LDA features 90.81 91.01 94.24
The KPCA features 86.26 87.07 94.39

Table 2 The recognition rates DB2

The recognition rate SVM (%) KNN (%) Distance Mahcos (%)

Gabor filter’s features 85.76 87.97 96.20
The PCA features 86.71 85.76 80.06
The LDA features 83.33 78.80 86.39
The KPCA features 83.23 77.53 87.03
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An Intelligent Management of Lighting
in an Ambient Environment
with a Multi-agent System

Aouatef Chaib, Boussebough Imen and Chaoui Allaoua

Abstract The home automation is one of the most customers of electrical energy

after the industry. Lighting represents on average about 15 % of the annual elec-

tricity bill excluding gas and hot water. Different studies have been made to reduce

the electrical energy consumption like automatic switching and time programming.

But all these techniques have not an important rate in reducing the electrical energy

consumption. So we note that an intelligent lighting which varies with the users

need remains important source of economy of the energy. The intelligent lighting

is obtained by using ambient intelligence (AmI). Multi agent System (MAS) have

become the important paradigm to develop an ambient system because they have

important characteristics like autonomy, proactivity and mobility to respond better

to the main characteristic of ambient intelligence like the adaptability to the context.

In this area, we propose an adaptive and intelligent lighting system in which each

light source is represented by a software agent and the set of agents compose and

coordinate their competences in order to illuminate a region with minimum energy

consumption.
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1 Introduction

Ambient intelligence (AmI) [1] is defined like an environment having the ability to

perceive, reason, act and interact to provide services improving the quality of life

of persons [2]. The main characteristic of an AmI system is the ability to take into

account the context aware of the users and adapt her functionality on this context

information [3, 4].

The General mended of AmI is the integration of computer science technolo-

gies in the objects of our environment in order to assist person in their everyday

activities. It is situated in a junction of different and important fields like: artificial

intelligence and distributed artificial intelligence, electronic architecture and nan-

otechnology, Networks and telecommunications and HMI.

The main objective of AmI is to make our environment [5, 6]:

∙ Attentive to the specific characteristics of each one;

∙ Able to adapt her behavior to the users needs;

∙ Able to respond intelligently to spoken or gestural indications and even to engage

in dialogue.

Ambient intelligence is used in several areas like: Crisis management [7], the

assistance of the elderly [7–11], intelligent transport, Home Automation: [12–14].

The Home automation includes all techniques and technologies, electronic, com-

puter science and telecommunication means to automate tasks and improve in a

house [15]. This automation is carried out with the integration of communicating

sensors in the home. This allows knowing the status of the objects of the home at any

time: the lamps are lit, the temperature in each room, the state of openings/closures

(doors, windows) The main objectives of home automation are:

∙ Comfort (lights, automation housework...)

∙ Security (smoke detectors, alarms, video surveillance...)

∙ Energy savings (heating management, consumption analysis...).

Multi Agent System (MAS) [16] are the more adequate paradigm to develop a

context-aware ambient environment. Mainly because they respond more to the main

characteristic of ambient intelligence concerning: the adaptability to the context.

MAS allows realizing multiple device agents that obtain the context information

and they perform their own context inferences to rapidly detect context information

changes [4, 17]. More of that, softagents offer several useful characteristics to AmI

like: autonomy, reactivity, proactively, reasoning and coordination.

Coordination is one of the main characteristics of MAS for developing an ambient

environment. It implements a combination of organizations, interactions, agents and

environmental models [16]. Each agent uses its knowledge and resources to solve a

sub-problem. The cooperative agents need to avoid as much as possible the conflict-

ing position to solve a problem. Negotiation is a conflict resolution technique. It is

considered as a process for improving the agreements.
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In this area, we propose an adaptive multi agent system to automate an intelligent

lighting system in which each light source is represented by a software agent and

the set of agents compose and coordinate their competences in order to illuminate a

region with minimum energy consumption. Our system is a context aware, because

it take into aucount some context information of the environment like: the location

of the user and the intensity of ambient lighting.

The rest of this article is organized as follows: Sect. 2 presents some related works.

In Sect. 3 we present our proposed system and the general structure of agents. In

Sect. 4 we introduce a case study going from scenario description to it actual execu-

tion. Finally, we draw the conclusions and we present some perspectives to extend it

in Sect. 5.

2 Related Works

Several projects use MAS in the field of AmI for home automation:

In [12] the authors present a project called MavHome that aims to build a smart

home with various functions such as adaptive control of temperature, water, light,

clean and multimedia (audio and video) leisure. The authors use a soft ware agent

to control the devices in the home. The organization of agents is dynamic because it

may change. Agents predict the movements and activities of habitants of the house

to automate their activities, assist the elderly, detect anomalies, predict problems and

make decisions to solve them. The main inconvenient of this project relates to the

structure of agents is not modular (addition or suppression difficult to make) which

makes the system closed. Moreover, there is no cooperation between agents then no

auto organization in the system.

iDorm [14] is a room for several purposes to: to sleep, to leisure, to work, etc.

The piece includes several objects and more sensors are integrated in the room as

temperature sensor, occupancy sensor, humidity sensor, etc... iDorm make life easier

for residents. The project uses two types of agents. The first one is embarked on static

objects; it receives the sensor values, learns user preferences and control actuators.

Controlled parameters are the date, the level of indoor and outdoor light, indoor and

outdoor temperature, the activities and movements of user and the status of each

object in the room. The second one is embarked on a robot that learns and adapts

the needs of user. The agents of this project cooperate between them but the system

is not fully distributed because the chief agent must wait until the robot has finished

its tasks; The system risk of inter locking situation.

In [13], the authors proposed a multi-agent system for intelligent management

of home automation context. This intelligent system can fully manage the habitat

or simply make proposals for action he thinks is best for management of the real

environment. The authors use the approach centered interactions for cognitive agents

located. These agents have goals they must solve by acting in simulated environment.

These actions are then reflected in the real environment. Three types of agents are

used: Active agent: capable of performing interactions, liabilities agent: may undergo
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Table 1 The comparison between projects

Project Dynamicity Adaptability MAS Distribution Context aware

[12] − + + + −
[14] + ++ + − −
[13] − + + − +

Our project ++ ++ ++ ++ ++

interactions and Artifact agent who can neither suffer nor make any interaction. This

project is context aware, because the system is able to plan and perform actions based

on the context data; but it is not distributed because there’s always access to a central

simulator.

Table 1 summarizes and compares these different projects with our proposed

system.

3 Proposed System

3.1 General Presentation

We proposed an intelligent lighting system. This later contains several and different

light sources. The main objective of our system is to illuminate a region where a user

is situated with the desired lighting intensity to satisfy the users lighting need with

minimum energy consumption. For example; if we want to light up a region with

certain intensity; this intensity can be obtained in different ways.

∙ 1st way: with a single source light that is close to the region to be illuminated and

it has this intensity;

∙ 2nd way: by the combination of several source lights that are capable together to

produce the desired intensity.

Our system must give a solution that should save energy consumption. The system

must:

1. Perceive the ambient lighting intensity to calculate the missing need of light to

satisfy the user need light;

2. Locate the user to obtain the region to be illuminated and the set of light sources

which can contribute to supply the missing need of light.

Figure 1 presents the general representation of our system.
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Fig. 1 The general representation of the system

3.2 The Agents of Our System

Each light source is represented by a software agent, the set of agent coordinate

between them and compose their competences in order to satisfy the users light need.

We have two types of agents:

1. The initiator agent: represent the closest light source to the user.

2. The ambient agent: represent the rest of light sources which can coordinate with

the initiator agent to give de desired light.

The initiator agent sent message to the ambient agents contains her need to supply the

desired lighting. Each ambient agent tries to answer favorably alone, if its capacity is

insufficient, he becomes another initiator and it sent a message to ambient agent con-

tains as parameters the capacity which misses to satisfy the need of the first initiator.

The process of sending messages is terminated if the initial need is satisfied. The

ambient agents sent their propositions to the initiator; this later evaluate this propo-

sition and the select the proposition witch satisfy the desired lighting with minimum

energy consumption. Figure 2 represents the structure of the agents of our system.

∙ Perception module: this module perceives the ambient environment, it contains

two sub modules and a data bases:

– The Sensor captures the localization of the user and the ambient lighting inten-

sity and it transmits these values to the interpreter;

– The interpreter: it interprets the context values and it saves them in a data bases;

– Context information: it is a data bases for storage of context information for a

later use.

We define the context-aware information by a set of (Var
i
, Val

i
) pairs, Var

i
is the vari-

able name and Val
i
is the value of Var

i
. For example, the context aware information

of our ambient environment at a given moment is {(AmbInt, 45 lux), (Loc, D3)}.



192 A. Chaib et al.

Fig. 2 The structure of the agents

(AmbInt, 45 lux) indicates that the ambient lighting intensity of an environment

is 45 Lux.

(Loc, D3) indicates that the user is in the desktop D3.

∙ Communication module: if this agent is a trigger; this module is responsible for

sending/receiving messages to/from the agents of the system.

∙ Evaluation module: Evaluates the proposals of ambient agents and it selects the

best one. The evaluation is done according to certain criteria.

∙ Decision module: choose the adequate action according to the competences of the

agent.

∙ Competences module: it contains all the services that this agent can perform it.

∙ Calculation module: calculate the need of the agent.

∙ Action module: performs the adequate action decided by Decision module.

∙ Aquaintances: This data base defines the list of the ambient agents which are in

the proximity of this agent and which can cooperate with him.

Figure 3 details the operation of the initiator agent and Fig. 4 details the operation of

the ambient agent.

4 Case Study

We propose an intelligent lighting system of a room office. This later has the concep-

tion showing in Fig. 5 it contains 8 lamps, 2 roof lights and a neon of different power

lighting. Table 2 summarizes the dimensions of the room office. Table 3 summarizes
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Fig. 3 The operation of the initiator agent

Fig. 4 The operation of the ambient agent
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Fig. 5 The conception of the room office

Table 2 The dimension of the room office

Length (m) Width (m) Length of

desktop (m)

Between

desktops (m)

Between

lamps (m)

Between roof

lights (m)

13.5 5 1.5 2.5 3.3 8

Table 3 The characteristics of the lamps, the roof lights and a neon

Lighting intensity

(Lm)

Surface to be

illuminated (m
2
)

Amount of light

(Lux)

Energy

consumption (W)

Lamp: L1, L2,

L3, L4, L5, L6,

L7, L8

1000 10 100 75

Roof light: R1,

R2

1500 50 30 100

Neon: N 2800 70 40 150

the characteristics of the lamps, the roof lights and a neon. Each lamp, roof light and

a neon are represented by an agent called a LampAgent, RoofAgent and NeonAgent.

Lumen(Lm): is a luminous power unit indicate the flow of light emitted by the

lamp.

Lux: indicate the amount of light received by a surface 1Lux=1Lm/m2
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Assume the following scenario: The user is in the second desktop (D2) and the

ambient intensity is 250 lux, According to the NF EN 12464-1 norm, the recom-

mended minimum value for Writing, typing, reading and data processing is 500 lux.

The context information: {(AmbInt, 250lux), (Loc, D2)} The initiator agent is:

AgentLamp2 Missing intensity = Need intensity (AmbInt +MyCapacity) = 500

− (250 + 100) = 150 lux

∙ Missing intensity: the intensity wich mises AgentLamp2 to complete the need of

the user;

∙ Need intensity: the intensity needed by the user;

∙ AmbInt: the value of the ambient intensity;

∙ MyCapacity: the value of the intensity offered by AgentLamp2.

The founded plans are:

1. Plan1: LampAgent2, LampAgent1, RoofAgent1, LampAgent3.

Energy consumption = 75 + 75 + 100 + 75 = 325 W.

2. Plan 2: LampAgent 2, LampAgent 1, RoofAgent1, RoofAgent2.

Energy consumption = 75 + 75 + 100 + 100 = 350 W.

3. Plan 3: LampAgent 2, LampAgent 1, RoofAgent1, NeonAgent.

Energy consumption =75 + 75 + 100 + 150 = 400 W.

The system must execute Plan 2 because it has the minimum of energy consumption.

4.1 The Implementation of the System

We have chosen Java Agent DEvelopment framework (JADE) platform to implement

our system because:

∙ Jade facilitates the development of multi agent systems

∙ Jade is easy to use

∙ Jade runs on all operating systems

∙ Jade realize the applications conform to the FIPA standard to facilitate communi-

cation of Jade agents with non JADE agents.

We have simulated our system by a graphic interface, where a user can indicate

her localization and the ambient intensity Fig. 6.

Figure 7 shows the class diagram of the lamp agent if it is an initiator agent and

Fig. 8 shows the class diagram of the lamp agent if it is an ambient agent.

Sniffer agent of JADE is useful to sniff, monitor and debug conversations between

agents [9]. Figure 9 shows the sniffer agent at the moment of sending of the first

message and the sending the propositions.
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Fig. 6 The interface of our system

Fig. 7 The class diagram of the initiator agent
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Fig. 8 The class diagram of the ambient agent

Fig. 9 The sniffer agent at the moment of sending of CFP and resaving of propositions
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Table 4 Some obtained results

Localization Ambient intensity

(Lux)

Needed intensity

(Lux)

Operates lamps Energy

consumption (W)

D2 250 250 P1: L2, L1, R1,

R2

350

P2: L2, L1, R1,

L3

325

P3: L2, L1, R1, N 400

D1 450 50 P1:L1 75

P2: R1, R2 200

P3: L2 75

P4: N, R1 250

D8 70 430 P1: L8, L7, L3,

L4, R1, R2

500

P2: L8, L7, L3,

L4, N

550

D5 300 200 P1: L5, L1 150

P2: L5, L6 150

P3: L5, R1, R2, N 425

D6 0 500 P1: L6, L5, L1,

L2, L7

375

P2: L6, L5, L7,

N, R1, R2

575

D3 20 480 P1: L3, L4, L2,

L7, L8

375

P2: L3, L4, L2,

L7, N, R1, R2

650

D7 360 140 P1: L7, L8 150

P2: L7, R1, R2 275

P3: L7, L6 150

P4: L7, N 225

4.2 Results and Discussion

We have executed our system and we have obtained the encouraging results. Table 4

summarizes some obtained results.

We assume that the desired intensity is 500 lux. Figure 10 presents a histogram

that shows schematically the obtained results of the execution of the system.

In each localization of the user and in accordance with the ambient intensity; the

system provides several combination of light sources but it executes the combination

which consumes less. Whatever light sources used and whatever their characteristics;

our system select the combination that uses electrical energy.
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Fig. 10 The energy consumption

5 Conclusion

This paper illustrated how a Multi Agent System can be used in a smart field such as

ambient environment. MASs became the principal paradigm for developing an ambi-

ent system because they offer several useful characteristics like: reactivity, proactiv-

ity, reasoning, autonomy and coordination to create an adaptive environment.

We presented here a MAS for an intelligent management of lighting. The main

objective of our contribution is to provide the desired lighting intensity to satisfy the

users lighting need with minimum energy consumption.

Our system is context awareness. It uses several contextual information. It must

perceive the environment to get the ambient lighting intensity to calculate the missing

light and the localization of the user to obtain the region to be illuminated.

Each light source is represented by an agent and the set of agents coordinate and

cooperate between them to give the best lighting with minimum consumption of

energy.

We have taken the example of the intelligent lighting of a room office to validate

our proposition. The room office has several light sources (Lamp, Roof light, Neon)

of different power lighting and different energy consumption. We have implemented

our system in JADE platform because it facilitates the development of multi agent

systems. We have executed the system and we have obtained encouraging results.

As future work, we plan to adapt our system to other complex domains like a

health-care, compare the obtained results and create a general framework for service

composition in ambient environment using the paradigm of Multi Agent System.
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A Proposal for Shared VMs Management
in IaaS Clouds

Sid Ahmed Makhlouf and Belabbas Yagoubi

Abstract The progress of Cloud computing as a new model of service delivery

in distributed systems encourages researchers to study the benefits and drawbacks

about scheduling scientific applications such as workflows. Cloud computing allows

users to scale their workflow applications dynamically according to negotiated ser-

vice level agreements (SLA). However, the resources available in one cloud data

center are limited, e.g. in Amazon 20 VMs is available. So if a high demand for a

workflow Application is observed, a cloud provider will not be able to deliver con-

sistent quality of service to process the application and the SLA can be violated. Our

approach to avoid such a scenario is to allow the growing of resource requests by

scaling Workflows applications on multiple independent data centers. Our approach

is achieved by the installation of agents called CloudCoordinators and a special agent

called CloudExchange. These agents follow economic market policies to get virtual

machines across multiple data centers. In our approach, a user can offer his resources

already obtained while waiting the end of an input/output operation in a Workflow.

The discovery of offers and requests is done via the specific services offered by the

CloudExchange agent. Clouds providers and users access the CloudExchange via

there CloudCoordinator.

Keywords Cloud computing ⋅Workflow ⋅DAG ⋅Resources brokering ⋅Resources

sharing ⋅ Distributed system ⋅ Workflow management system

S.A. Makhlouf ⋅ B. Yagoubi (✉)

Department of Computer Sciences, University of Oran 1-Ahmed Ben Bella,

Oran, Algeria

e-mail: byagoubi@gmail.com

S.A. Makhlouf

e-mail: sidahmed.makhlouf@gmail.com

© Springer International Publishing Switzerland 2016

S. Chikhi et al. (eds.), Modelling and Implementation
of Complex Systems, Lecture Notes in Networks and Systems 1,

DOI 10.1007/978-3-319-33410-3_15

201



202 S.A. Makhlouf and B. Yagoubi

1 Introduction

Cloud Computing is one of the latest technology in the literature distributed systems

that provides software and hardware infrastructure as a service. Users can con-

sume these services on the basis of a service level agreement (SLA) that defines

the required quality of service (QoS), following the “pay-as-you-go” pricing model.

The multi-objective nature of the scheduling problem in the Clouds is difficult to

solve, especially in the case of complex applications such as Workflow. In addition,

the pricing model of the most common commercial Clouds, makes the scheduling

problem more complex.

Workflows constitute a common model to describe a wide range of scientific

applications. Typically, a workflow is described by a directed acyclic graph (DAG)

in which each computer task is represented by a node, and each set of data or control

dependency between tasks is represented by a directed edge between the correspond-

ing nodes.

Currently, there are several commercial Clouds, such as Amazon, which provide

computing power and virtualized storage hardware, so users can deploy their own

applications and services. This new service model in distributed systems, which is

known as Infrastructure as a Service (IaaS), has potential benefits for the execution

of scientific workflows [6]. First, users can get the resources dynamically on demand,

and will be billed on the basis of pay-as-you-go system. This allows the workflow

management system to increase or decrease its purchased resources according to the

needs of workflow and user budget. The second advantage of the Clouds is the direct

provisioning of resources compared to the best-effort method to provide resources

in the grids. This feature can significantly improve the scheduling performance of

the workflow interdependent tasks. The third advantage is the illusion of unlimited

resources [9]. It means that the user can request a resource whenever he needs it.

Scheduling workflow is the problem of assigning each task to a suitable resource

and control tasks in each resource to meet performance criteria. The task scheduling

is NP-complete problem [8], many heuristics have been proposed for heterogeneous

distributed systems such as grids [5, 11]. These methods of scheduling attempt to

minimize the Workflow execution time (makespan). The most of current workflow

management systems uses such planning methods. However, in the Clouds, there

is another important parameter other than the execution time, namely, the execu-

tion cost. Generally, the fastest resources are more expensive than slower, so the

scheduler is faced with a time-cost trade-off to choose the appropriate services. The

resources in a cloud can be acquired in different levels of abstraction. On this paper,

we are interested at the “Infrastructure as a Service” (IaaS). However, the resources

available in a single data center is limited even if the data center may contain thou-

sands of physical machines capable of hosting tens of thousands of virtual machines

each. High demand put pressure on the capacity of the Cloud data center and its

resources are overloaded; resulting in a degradation of data center performance and

SLA violations from the workflow applications.
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One approach to avoid the situation above is to allow Workflow applications to

scale across multiple independent data centers. This approach, proposed in Inter-

Cloud [2] project includes data centers and brokers trading the resources to meets

transparently the application requirements. InterCloud offers policies based on the

economic market for the provisioning of virtual machines across multiple data cen-

ters. Key elements of the InterCloud are CloudCoordinators, which represent the

providers and users of the market economy and the CloudExchange which acts as a

system of resource discovery and publication of resources offers/requests.

2 Related Works

Works that share the vision and goals of the InterCloud are in the research domain

of computational grids, and grids/clouds federation.

2.1 Federation of Grids and Cloud

The Intergrid [7] project uses virtualization technology to allow the sharing of

resources between the grids. Resources are sought in remote grids whenever an

incoming allocation request cannot be served by local resources. Resources grids

and clouds are usually assigned differently. While grids federation is usually based

on cooperation and resource sharing with allocations limited time, clouds alloca-

tions are not limited time; customers can explicitly request resources at any time

because in the Clouds customer financially compensate resource providers. There-

fore, solutions for the federation to the grid cannot be directly applied to the Clouds,

and therefore cannot be directly applied in the context of InterCloud project.

Several Federation Cloud platforms have recently been proposed. Reservoir [12]

has a modular and extensible architecture that supports cloud management enterprise

services and federation of Cloud. Claudia [13] provides an abstract layer for running

applications through a transparent federation of cloud providers. OpenCirrus [1] is

a closed association between universities and research centers to facilitate research

into design, procurement and management of services across multiple data centers.

Sky Computing [10] introduced a virtual site of distributed resources dynamically

provisioned from multiple data centers and managed by a model of closed federation,

where resource sharing is based on cooperation as in the grids.

2.2 Workflow and Cloud Computing

One of the most recent work in this field was introduced by Byun et al. [3, 4].

They first proposed algorithm BTS (Balanced Time Scheduling) [3], which plans the
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workflow in resource provisioning system on demand in a Cloud. The BTS algorithm

attempts to estimate the minimum number of resources required to run the workflow.

The algorithm has three main phases: (i) initialization, in which it calculates the ini-

tial values of some basic parameters, (ii) the placement of tasks in which calculates

a preliminary schedule for the tasks of the workflow, (iii) and redistribution of tasks

in which refines the preliminary schedule by moving tasks in the areas that require

more resources.

The BTS algorithm has two main drawbacks: (i) considers the environment as

homogeneous, i.e., all resources have the same task performance, (ii) it uses a fixed

number of resources throughout the execution of the workflow, i.e., it does not use

the elastic characteristics of current resources provision systems. In [4], Byun et al.

propose the PBTS algorithm (Partitioned Balanced Time Scheduling) which is an

extension of the BTS algorithm for elastic resources, i.e., they eliminate the second

gap. The algorithm considers the billing policy of the time intervals of the current

trade Clouds. This algorithm aims to find the minimum number of resources required

for each time interval, so that the entire workflow is completed before the deadline

set by the user.

3 Proposed Model

3.1 Workflows Model

A workflow

wf(c) =
⟨

X,U, StageNb, Stage(i,n)|i = 1, StageNb,VmNb
⟩

is a set of tasks X oriented by a set of dependencies U and organized in number of

stages StageNb which each stage Stage(i,n) =
{

Task(j,d)|j = 1, n
}

contains n parallel

tasks, see Fig. 1. Each task j has an execution time d. Di is the execution time of stage

i which

Di = dMax
(
Task(j,d)

)
|j = 1, n|i = 1, StageNb.

In our approach, the VmNb is the number of VM created for the execution of each

Workflow.

Consider the Workflow of Fig. 1, X contains 20 tasks, U contains 29 dependen-

cies, StageNb = 9. The main idea in our work is the possibility that workflow can

share its VM with other workflow while waiting the end of an I/O operations; or get

temporarily free VMs from other workflow to accelerate its execution. Example; for

the execution of workflow in Fig. 1, if we create 04 VMs, then the workflow will be

executed according to the following stages:
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Fig. 1 Execution of workflow stages

∙ Stage(1,4): The number of created VMs is sufficient to complete the execution of

the 04 tasks as fast as possible.

∙ Stage(2,6): The number of VMs is insufficient to complete the execution of the 06

tasks as fast as possible because it lacks 02 VMs. In our approach, Workflow can

call other Workflows find at most 02 other free VMs to speed up its execution.

∙ Stage(3,1): During this stage, the workflow requires only one VM to perform the

execution of one task. In our approach, the workflow is allowed to propose to other

workflow the using of its free VM, namely 03 VMs, but for determined period

D3 = d. d is the execution time of the unique tasks of the stage 3 and D3 is the

execution time of the stage 3.

3.2 CloudExchange Model

Figure 2 shows the general organization of our approach. This is an implementation

of market economy to allow brokers and providers the execution of workflow appli-

cations by exploiting resources from multiple Clouds.
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Fig. 2 System model

The CloudExchange is at the heart of the model. This component acts as the

exchange of the economic market by providing a register for negotiation between

the various parties of the economic market. Resource providers query the CloudEx-
change to discover other parts of the economic market components. In our approach,

we assume that providers have dynamic billing policies.

3.3 CloudCoordinator Model

Resource providers communicate with the CloudExchange and other component of

the economic market via CloudCoordinator, Fig. 2. The CloudCoordinator is a ser-

vice oriented agent for sending to CloudExchange offers and receive requests from

other parts of the economic market component. No specific economic mechanism
is imposed by our model to resource providers. Therefore, each provider defines

its own resource usage price and applies its own billing mechanisms. The resources

exchanged on the market are virtual machines.

This paper focuses on the operation of CloudCoordinator as an agent in charge

of workflow applications in the cloud, so users do not need to discover and acquire

direct resources from multiple data centers for their workflows. In our model, the

CloudCoordinator must be present at each data center and each user in the cloud. The

CloudCoordinator is used by users and brokers who want to acquire resources; in this

case, the CloudCoordinator can be considered as a data center that has no available

local resources, so its always buys resources on the market in response to changes

in the workflow application. The CloudCoordinator also offers services to enter into

communication with other CloudCoordinators to share resources according to the

billing mechanisms of the data center and to access the services of CloudExchange.
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In this sense, the CloudCoordinator acts as a commercial agent. CloudCoordina-
tor is the component of our system that implements the communication with other

CloudCoordinators.

In our approach, the CloudCoordinators may propose the sharing of VMs that

are temporarily IDLE. For example, a user can share VMs already obtained via its

CloudCoordinator while waiting the completion of an I/O operation in a workflow.

Figure 3 shows the publishing process of VMs in our model. The CloudCoordinators
who want to publish a VMs offer (DC1 in Fig. 3) or a resource request (User in Fig. 4)

publish their offer/request via CloudExchange. Optionally, the CloudCoordinators
query the CloudExchange about the availability of offers that match their needs.

Offer O(s,D)
(c,m) of CloudCoordinator c is a list of Virtual Machines (VM) such as

O(s,D)
(c,m) =

{
VM(s,D)

(i,c,p)|i = 1,m
}

, Where s is the offer submission time, m is the number

of offers, D the offer duration time and p is the price of the virtual machine i. In the

case of a resource provider, the duration D is unlimited but in the case of a single

workflow broker it is limited.

Offers for resources are described in terms of numbers, characteristics and prices

of available virtual machines. Providers and users send their own offerings or requests

of resources to CloudExchange containing the following information:

Fig. 3 Resource publication process
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Fig. 4 Virtual machine creation process

∙ Number of available or required virtual machines

∙ Amount of memory virtual machines

∙ Number of cores per virtual machine

∙ computing capacity of each core

∙ Price of each virtual machine (per hour for the resource provider)

The discovery of offers and requests is available via specific services offer by the

CloudExchange.

In our model, we suppose that the Cloud Data Center review the prices of their

resources every 3600 s (1 h), and contact the CloudExchange to update their new

prices. These can increase or decrease depending on offers and query.

In Fig. 4, the user (workflow) request CloudExchange for the list of available

offers

OfferList =
N⋃

c=1
O(s,D)

(c) .

The user sort the OfferList by price in ascending order SortedOfferList =
Sort↑price (OfferList). Then it selects the VmNb cheapest offers cheapestOffer ⊆

SortedOfferList that meet its needs for the creation of virtual machines.

Figure 5 models the submission of a subset of workflow (Algorithm 1, Appen-

dix A). The CloudCoordinator starts by checking if the number of its idle virtual

machines is sufficient to makes a direct allocation of tasks. If the number of idle

virtual machine is not sufficient, then the user request CloudExchange for a list of
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Fig. 5 Tasks submission process

available virtual machines offered temporarily by other CloudCoordinator. This last

one will sort the offer list by price in ascending order (Algorithm 2, Appendix A).

It then selects the cheapest virtual machines offered that meet its needs. In this case,

allocation of virtual machine to the tasks is done during a period of time (Delay in

Fig. 5). The Delay is period during which Offer is valid before it expires. It is possi-

ble that the Delay expires before the end of the execution of the task. If the number

of idle virtual machine is sufficient, then the user do a local allocation by using its

VMs (Algorithm 3, Appendix A).

Figure 6 models the return of a task after the expiration of the offer Delay (Algo-

rithm 4, Appendix A). If the job has not finished, then, the user re-execute the dia-

gram of Fig. 5. Figure 7 models the offer mechanism implemented by the CloudCoor-
dinator that represent a user. After allocating set of tasks in set of virtual machines,

the user checks if he has already an idle virtual machines to offers, to do, its call

CloudExchenge to offer his idle virtual machines during a period of time (Delay in

Fig. 5) while waiting the return of previously submitted tasks.
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Fig. 6 Tasks return process

Fig. 7 Virtual machines offers process
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4 Implementation and Experimentation

In order to validate the proposed model, we implemented a discrete event simulator

using CloudSim. The simulator has a general architecture of IaaS Cloud.

We simulated the arrival of 100 Montage workflows each of them contains 1000

tasks. Figure 8 describe the most used scientific workflows [3]. The arrival of work-

flow follows the Poisson distribution with lambda = 1800 s. For each workflow we

have varied the number of VMs between 4 and 16 VM and measure the time and cost

of workflows execution. We implemented in the CloudSim simulator the architecture

of virtual machines offered by the Amazon EC2 Cloud. As in the EC2 Cloud, the

prices of virtual machines dynamically change every 3600 s. We conducted our sim-

ulation in a server with 48 GB of RAM, an Intel Xeon E5-2620 processor 2.10 GHz

and Windows Server 2012. We have compared our “Vm Sharing” model with the

“No Vm Sharing” model that does not share the idle virtual machines.

In Table 1, we have varied the number of VM for each workflows and calculate

the average execution time. We can see that as the number of VM increases more

execution time decreases. And we can see that between 4 and 8 VM, our model gives

a good result. It can reduces the execution time by 1 h.

Fig. 8 Structure of five scientific workflows [3]

Table 1 Average workflows

execution time (hours)
Number of VMs Vm sharing No Vm sharing

4 83.22 84.25

8 46.5 47.42

16 28.6 28.67
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Fig. 9 Average execution cost

Table 2 Average workflows

execution cost
Number of VMs Vm sharing No Vm sharing

4 7336 7416

8 8469 8677

16 10811 10771

In Fig. 9, we varied the number of VM for each workflows and calculate the aver-

age execution cost. We can see that as the number of VMs increases more the cost

increases. And we can see that between 4 and 8 VM, our model gives a good result;

it can reduce cost of 200 unit (e.g. 200 e). Table 2 shows the detailed costs of Fig. 9.

5 Conclusion

One of the most difficult problems in the Clouds Computing is workflow schedul-

ing. In this paper, we proposed a model of interCloud workflow management system

based on a CloudExchange agent and a set of CloudCoordinators agents. The Cloud-
Coordinator represents data centers and brokers in a Cloud market, and is responsi-

ble of offers, publishing and requests of resources and discovery of potential resource

providers. To do this, the CloudCoordinator interacts with CloudExchange.
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CloudExchange is a directory service that receives requests and offers of Cloud-
Coordinator to be published in the system. CloudExchange does not impose any

billing mechanism to Cloud providers. The main idea of our approach is to allow

users to execute their workflow applications across multiple providers via their

CloudCordinator. Our model is based on the principle of virtual machines sharing,

for example, a user can temporarily offer its resources pending the completion of an

I/O operation via its CloudCordinator.

In order to show the efficiency of our proposed approach, we have built in a sim-

ulator adapted to the simulation of workflows applications. We made a series of

simulations and the results show that it is possible to reduce the time and cost of

execution with sharing idle virtual machines.

The Clouds IaaS offer various pricing options on different types of instances (vir-

tual resources) such as Reserved Instances. The problem of users using the cloud-

based services is to minimize the costs of the allocations instances choosing from

the different pricing options according to their needs. So, as future work, we plan to

develop resource allocation policies that support advance reservation.

Appendix A: Algorithmic Modelisation

Algorithm 1 Task Submission

1: procedure TASKSUBMISSION(wf =
⟨

X,U, StageNb, Stage(i,n)|i = 1, StageNb,VmNb
⟩

)

2: for i = 1; i ≤ StageNb; i ← i + 1 do
3: Stage(i,n) ← getStage (wf )
4: if |

|Stage(i,n)|| ≤ IDLE (VmList [VmNb]) then ProcedureCall ∶
localVmAllocation

(
Stage(i,n),VmList [VmNb]

)

5: end if
6: if |

|Stage(i,n)|| ≥ IDLE (VmList [VmNb]) then ProcedureCall ∶
sharedVmAllocation

(
Stage(i,n),VmList [VmNb]

)

7: end if
8: end for
9: end procedure
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Algorithm 2 Shared VMs Allocation

1: procedure SHAREDVMALLOCATION(Stage(i,n), VmList[VmNb])
2: offerList ← getCurrentOffer ()
3: if offerList = 𝜙 then
4: for j = 1; j ≤ VmNb; j ← j + 1 do
5: Task(j,d) ← get

(
Stage(i,n)

)

6: if IDLE (VmList [VmNb]) > 0 then
7: taskSubmit

(
Task(j,d),VmList

[
j
])

8: else
9: taskWaitingList ← taskWaitingList ∪

{
Task(j,d)

}

10: end if
11: end for
12: else
13: SortedOfferList ← Sort↑price (OfferList)
14: for j = 1; j ≤ VmNb; j ← j + 1 do
15: if IDLE (VmList [VmNb]) > 0 then
16: taskSubmit

(
Task(j,d),VmList

[
j
])

17: else
18: if SortedOfferList ≠ 𝜙 then
19: O(s,dx)

(x,1) ← min (SortedOfferList)price

20: SubmitTaskMig
(

Task(j,d),O(s,dx)
(x,1) , dx, x

)

21: SortedOfferList ← SortedOfferList −
{

O(s,dx)
(x,1)

}

22: else
23: taskWaitingList ← taskWaitingList ∪

{
Task(j,d)

}

24: end if
25: end if
26: end for
27: end if
28: end procedure

Algorithm 3 Local VMs Allocation

1: procedure LOCALVMALLOCATION(Stage(i,n), VmList[VmNb])
2: Di ← 0
3: for j = 1; j ≤ n; j ← j + 1 do
4: Task(j,d) ← get

(
Stage(i,n)

)

5: if d > Di then
6: Di ← d
7: end if
8: taskSubmit

(
Task(j,d),VmList

[
j
])

9: end for
10: m ← IDLE (VmList [VmNb])
11: if m > 0 then
12: O(CurrentTime,Di)

(c,m) ← getIDLE (VmList [VmNb])

13: putVmOffer
(

O(CurrentTime,Di)
(c,m)

)

14: end if
15: end procedure
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Algorithm 4 Task Return

1: procedure TASKRETURN(Task(j,n), VmList[VmNb])
2: if

NotFinished
(
Task(j,d)

)

then
3: taskWaitingList ← taskWaitingList ∪

{
Task(j,d)

}

4: end if
5: if |taskWaitingList| ≤ IDLE (VmList [VmNb]) then
6: Procedurecall ∶ localVmAllocation (taskWaitingList,VmList [VmNb])
7: end if
8: if |taskWaitingList| > IDLE (VmList [VmNb]) then Procedurecall ∶

sharedVmAllocation (taskWaitingList,VmList [VmNb])
9: end if

10: end procedure
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Cloud Simulation Model Based on Large
Numbers Law for Evaluating Fault
Tolerance Approaches

Oussama Hannache and Mohamed Batouche

Abstract Cloud computing is an emerging paradigm that consists of hosting and
delivering computing services across the web. The availability is one of the security
features such as integrity and confidentiality. Certainly endorsing high availability
by the improvement of fault tolerance techniques is one of the major concerns of the
cloud. Elsewhere we cannot afford to directly evaluate new approaches for cost
reason. For this reason we introduce in this paper a probabilistic model for simu-
lation based on the principle of “Large Numbers Law”. The idea is to simulate a
scenarios of cloud virtual environment in which faults can occur in a random way
following failure occurrence probabilities. The global unavailability measured is
faithful to unavailability average known of Cloud providers. The model allows live
virtual machine migration in order to evaluate proactive fault tolerance approaches
based on preemptive migration.

Keywords Cloud computing ⋅ High availability ⋅ Fault tolerance ⋅ Proba-
bilistic model ⋅ Simulation ⋅ Large numbers law ⋅ Virtual machine migration

1 Introduction

In this last few years, cloud computing has been one of the new emerging topics
representing the ability to consume computing services across the large web, it
refers to the delivery of computing resources on demand [1]. The cloud itself is not
a new technology but a new way of seeing due to the mobility of the consumers and
flexibility and scalability of the computing resources. The cloud has no place to be
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without previous technologies on which he is based, we quote mainly web 2.0, open
source software and virtualization. Of course, virtualization techniques bid to the
cloud the aptitudes to be flexible and scalable allowing high availability by
mutualizing physical resources [2]. Increase the availability is very essential, it
represents one of the main features of cloud security such as integrity and confi-
dentiality. Multicore processing, virtualization, distributed storage systems and an
overarching management framework that enable the cloud offer a plethora of
possibilities to provide high availability using commodity systems [3]. Besides that,
critical processes can be lost over the time compromising the availability of some
critical services, for this reason, fault tolerance and load balancing technics used
must be effective. Researches in fault tolerance aim to increase the failure prediction
accuracy or to decrease the recovery time, but we cannot afford to directly
implement and evaluate new approaches for cost and time reasons. Elsewhere,
existing cloud simulation tools for evaluating algorithms do not take into consid-
eration the fault occurrence which makes the evaluation inaccurate. The lack of
benchmarks or standard models for evaluating fault tolerance approaches in the
cloud brings us to think more about modeling the cloud environment for evaluating
reactive and proactive fault tolerance approaches. For this purpose, we propose in
this work a probabilistic model for simulation based on “Law of large Numbers” for
evaluating fault tolerance approaches. The proposed model illustrates multi-layer
virtual environment allowing live virtual machine migration.

The paper is organized as follows: First, we introduce in Sect. 2 cloud concept.
In Sect. 3 we provide a review of virtualization technics used in the cloud illus-
trating live virtual machine migration. In Sect. 4 we speak about the role of VM
migration for increasing high availability in the cloud. Section 5 is devoted to the
cloud benchmarking works. Section 6 we introduce our simulation model followed
by results obtained in Sect. 7. Finally, conclusions and future directions of the work
are drawn.

2 Cloud Computing

In this last decade, a debate took place within the computer science community
between those who think that the cloud is just “the natural evolution of computing”
and those who consider the cloud itself a new model. But incontestably the cloud
computing emerges like one of the hot topics nowadays. The real question is: what
is the cloud computing? That is what we will see in this section.

Cloud Computing has recently emerged as new paradigm for hosting and
delivering services over the Internet. Cloud Computing is the use of computing
resources such as hardware and software that are delivered as service over the
internet [4]. A special publication by the US National institute of standard and
technology has given a complete definition of the cloud computing. According to
NIST [5] “Cloud computing is a model for enabling ubiquitous, convenient,
on-demand network access to a shared pool of configurable computing resources

218 O. Hannache and M. Batouche



(e.g., networks, servers, storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort or service provider
interaction. This cloud model is composed of five essential characteristics, three
service models, and four deployment models”.

Again according to NIST there are 3 service models and 4 deployment models.
The users interact with the cloud through services: Software as a Service (SaaS),
Platform as a Service (PaaS) and Infrastructure as a Service (IaaS). The SaaS layer
is devoted to the large users offering a plethora of applications which are running in
the cloud infrastructure. These applications can be accessible from any location and
the consumers does not care about managing or controlling the underlying cloud
infrastructure including network, servers, operating systems, storage, or even
individual application capabilities [5]. The PaaS layer concern mainly developers,
the capability provided to the consumer is to deploy onto the cloud infrastructure
consumer-created or acquired applications created using programming languages
and frameworks supported by the cloud provider [5]. In the IaaS cloud provider
provide infrastructure services in term of processing, storage, networks, and other
fundamental computing resources where the consumer is able to deploy and run
arbitrary [6]. The consumer does not manage or control the underlying cloud
infrastructure but has control over operating systems, storage, and deployed
applications; and possibly limited control of select networking components [5]
(Table 1).

The NIST publication brings out also 4 deployment models: Private cloud,
Community cloud, Public cloud and the Hybrid cloud. In the private cloud the
infrastructure is reserved for the exlusive use of a single organization. In the
community cloud The cloud infrastructure is provisioned for exclusive use by a
specific community of consumers from organizations that have shared concerns. In
the public cloud the infrastructure can be used by the general public, on the pre-
mises of the providers it can be operated, owned or managed by d by a business,
academic, or government organization. In the hybrid cloud the infrastructure is

Table 1 The cloud computing according to NIST [5]

Five essential characteristics 1. On demand self-service
2. Broad network access
3. Resource pooling
4. Rapid elasticity
5. Measured services

Three service models 1. Software as service (Saas)
2. Platform as service (Paas)
3. Infrastructure as service (Iaas)

Deployment models 1. Public cloud
2. Private cloud
3. Hybrid cloud
4. Community cloud
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composed by of two distinct or more cloud infrastructure (private, community, or
public) [5].

3 Virtualization in the Cloud

As stated before, the virtualization concept bid to the cloud the ability to dynam-
ically scale as the demand grow, A virtualized server environment allows com-
puting resources to be shared among multiple performance isolated platforms called
virtual machines (VM) [7]. The efficiently managing server hardware and system
resources leads to an effective use of IT infrastructure. VM is an essential com-
ponent in most of the cloud/data-center system software stacks. By employing
virtualization platform, the cloud provides virtualized computing hardware archi-
tecture (IaaS) employing so flexible and scalable virtualization platform. Virtual-
ized environments are usually implemented with the use of a Hypervisor, which is a
software layer located below the VMs and above physical hardware layer. The
Hypervisor allocates resources to the VMs, such as main memory and peripherals.
It is in charge of providing each VM with the illusion of being run on its own
hardware, which is done by exposing a set of virtual hardware devices (e.g. CPU,
Memory, NIC, Storage) whose tasks are then scheduled on the actual physical
hardware [8]. Hypervisors can be classified into two types—Type 1 and Type 2
hypervisors. Type 1 hypervisors run directly above the host hardware and monitor
operating systems that run above the hypervisor. These are also called bare metal
hypervisors [9], this type of virtualization offers logically a better performance
because of the direct interaction with the physical layer, for this reason the Type 1
hypervisors are the most use in the cloud environment. One of the major advantages
too is that any fault that can occur in any VM does not affect the other VMs running
on the hypervisor. In Type 2 hypervisors, the hypervisor is installed on an operating
system and then supports other operating systems above it [9], this type of virtu-
alization unlike the Type 1 hypervisors offers less performance. Any problems in
the base operating system affects the entire system as well even if the hypervisor
running above the base OS is secure [9] (Fig. 1).

Fig. 1 Types of hypervisors [9]
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The virtualized environment of the cloud computing has the aptitude to be
flexible and scalable as stated before, and that is likely due to the live virtual
machine migration between physicals hosts achieving so load balancing, fault
tolerance and energy efficiency increasing by the way the high availability of the
cloud [10]. Live virtual machine migration is a technique that consists of migrating
the whole operating system and all the applications running on it from one physical
machine to another. The process runs lively without disrupting the global system.
This process can be performed by two techniques: Pre-copy and Post-copy
migration [10].

In Pre-Copy migration technique majorities of memory pages are copied from
source to destination while the process is executing on the source machine, the
newly written pages are transferred in each iteration and this process is repeated
until either the limit on iteration reaches or the final data is too small for causing any
network transfer overhead [11, 12].

1. Memory and VCPUs are reserved on the destination host.
2. When the migration is issued, a check on page writes is initiated and all the

RAM contents are transferred to the destination. This is the first iteration.
3. In the subsequent steps, only the pages that have been dirtied since the last

iteration are transferred until the iteration limit is reached or the memory of dirty
pages in an iteration is low enough.

4. The execution of VM on source is stopped and CPU state, registers, Virtual
devices state and last memory pages are transferred to the destination.

5. VM is resumed at the destination.

In Post-copy migration technique, initially the processor state and minimal memory
pages that are required to operate the VM at the destination server are copied in
contrary to pre-copy [11, 13].

1. Stop the VM at the source.
2. VCPU registers and states of devices are copied to the destination VM.
3. Resume the execution at the destination.
4. If the VM tries to access a not yet fetched page, then a network page fault occurs

and the page is transferred to the destination (on-demand paging).

4 Live Migration and Fault Tolerance

The live migration of virtual machines mechanism aims to endorse the cloud high
availability by achieving mainly fault tolerance and load balancing. Of course, in
order to balance the load among servers VMs are migrated following policies that
vary from a method to another. Besides that, one of the most interesting aspect of
the live migration is Fault tolerance. Fault tolerance is a major concern to guarantee
availability and reliability of critical services as well as application execution, it
permits a system to keep performing actually when one of its parts falls flat [14].
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Based on fault tolerance policies, there are two types of fault tolerance: reactive
fault tolerance and proactive fault tolerance.

• The reactive fault tolerance techniques are used to reduce the impact of failures
just after their occurrence, in other terms, the processes are triggered reactively.
The most classic known techniques are: Check pointing/Restart, Replication,
Job migration, User defined exception handling [15].

• The proactive fault tolerance techniques aim to avoid the recovery from faults
that can occur by predicting them. Based on what we call failure predictor
module, the process of avoiding faults is triggered according to predictions
provided by the failure predictor [15]. Techniques based on this policy are:
Software Rejuvenation-It with a periodic reboots, self-healing and mainly
Preemptive Migrations

As shown in the Figs. 2 and 3, the physical server 2 is about to fail, the failure
predictor module predicts that fail few times before it occurrence and triggers the
migration of all the VMs running on it to physical server 1 and 3 while maintaining
load balancing.

5 Benchmarking in the Cloud

In order to assess the performance of the cloud computing in terms of availability,
benchmarks are more necessary than ever, by the increasing of the adoption of the
cloud we cannot afford to directly implement and evaluate new fault tolerance or
load balancing algorithms in real cloud infrastructure for evident cost reasons. For
this purpose, we need more initiatives for benchmarking the cloud in order to know
what are the best rules, the best policies to follow in order to have the best

Physical server 1 Physical server 3Physical server 2

VM 1 VM 4
VM 2 VM 3

Fig. 2 Proactive fault tolerance with preemptive VM migration [migration decision]

Physical server 1 Physical server 3Physical server 2

VM 1 VM 4VM 2 VM 3

Fig. 3 Migration of VM 2 and VM 3 before server 3 failure
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performances [16]. The major task of a benchmark is to give us the best system in a
given domain which is the cloud in our context, Benchmarks pick a representative
scenario for the given domain. They define rules how to setup and run the scenario,
and how to obtain measurement results [16]. We talk also about SUT (System
Under Test), a SUT is a collection of components necessary to run the benchmark
scenario. In the cloud the basic idea is to determine the main actors defining with
them a complete application architecture. After that, the benchmark proceeds to
evaluate the complete behavior of the SUT (Figs. 4, 5 and 6).

Fig. 4 Cloud Actors and their Value Network [16]

Physical host

Hypervisor

VMVM FG

Availability Average 

Module

Fig. 5 Global system architecture

CPU RAMCPU RAM

CPU RAM

CPU RAM

VMs

Hypervisor

Physical layer

α

γ

β β

Fig. 6 Virtual environment with α, β and γ resources vectors
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6 Proposed Work

In this section, we introduce our proposed simulation model of the cloud com-
puting. The basic idea is to simulate a scenario in a virtual environment in which
faults can occur in the physical nodes or hypervisors over the time causing
downtimes, and the unavailability of the global system during the simulation can be
measured and should be faithful to “n-nine” availability metrics (90, 99, 99.9, 99.99
and 99.999 % of availability) known in the SLAs for cloud providers as shown in
the following table.

We had advanced in a previous work [17] a similar model for evaluating a
proactive fault tolerance approach. The aim of this model is to permit evaluating of
fault tolerance approaches especially proactive fault tolerance approaches based on
preemptive virtual machine migration. This is possible because our simulation
model allow live migration of virtual machines during the simulation and the
downtime of nodes whose VMs have migrated to another physical nodes is not
recorded. On top of that, we have introduced in this work for the model the notion
of the load related to each physical node that can increase the probability of fail
occurrence.

6.1 Description

The model aims to implement a minimalist system of the cloud computing in which
fails can occur and the availability average can be measured [17].

The model includes many physical nodes. Each node is modeled according to
type-2 virtualization. (i.e., physical layer, Hypervisors and VMs) Each node is
provided with a failure generator. The failure generator has as task to generate faults
that cause downtimes. All the unavailability time is measured by the availability
average module.

6.2 Virtual Environment

The virtual environment contains for each node

• Physical host
• Hypervisor
• VMs

Each component is provided with a vector containing information about resources
in term of CPU and Memory utilization. For load management we use a metric
proposed by Emmanuel and David [18] for load balancing. The proposed idea is to
assign weight to all the resources utilized by the servers. The resources utilized by
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virtual machines are known only by the hypervisor layer. The Virtual Server Load
(VSL) is metric that is computed (Eq. 1) using the resources utilized at the
hypervisor layer.

VSL= ∑ α
∑ β
∑ γ

ð1Þ

where α indicates the weight allotted to resources of physical server, β indicates the
utilization of resources by virtual machines running in a physical server and γ
indicates the resource capacity of a physical server. The VSL value is calculated for
each Server in the cloud Data center. Based on the VSL values the virtual machines
are migrated from highly utilized servers to less utilized servers. The VSL metric in
this work is not used for migration decision for load balancing. The idea is that the
Failure Occurrence Probability (FOP) that we will describe in the next section is
influenced by VSL of each physical node. We have also based our resources
measurements on a study from Li et al. [19] called “Performance Overhead Among
Three Hypervisors: An Experimental Study using Hadoop Benchmarks” the work
done by Jack li et al. is to conduct experimental measurements of several bench-
marks using Hadoop MapReduce to evaluate and compare the performance impact
of three popular hypervisors. They also proceeded to run four benchmarks Word
Count, KMeans Clustering, Hive aggregate and Hive join) and compared the
obtained results in term of CPU and memory utilization as shown in Fig. 7.

In order to compute VSL, we have used this results such us, for each benchmark
algorithm we know the resources utilizations in hypervisor and VM level.

6.3 Failure Generator

The objective of this module is to generate fails randomly following a fault
occurence probability (FOP). Based on “Law of large Numbers” we can be sur to
reaches a very high accuracy with the correlation of all the fails occurring in the

Fig. 7 CPU and Disk utilization recorded for CVM, Xen and KVM hypervisors [19]
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physical nodes even if they are totally random. FOP is calculated from a “n-nine”
availability of the cloud. We suppose that the system contains N nodes and K is the
the minimal number of fail nodes required for the unavailability of all the system. In
order to calculate FOP we have to consider all the possible combinations (Eq. 2) of
K nodes among total nodes N (Figs. 8 and 9).

All combinations =CK
N =

N!
N−Kð Þ!K! ð2Þ

The degree of availability “n” expresses also the probability of unavailability
such as:

In 2 nines availability for example, at time t: there is a probability of 0.01 for
unavailability. In general, at time t there is a probability of 1

10n for unavailability
while n is the availability degree. The probability that K nodes generates faults at
the same time is: FOPK. considering all the combinations, the probability of
unavailability at time t is:

CK
N * FOPK =

1
10n

ð3Þ

Running state Failure state
FOP

1 − − FOP 

Fig. 8 Failure generator automat

N= 18

K= 5

All the possible

combinations  

= 8568

Fig. 9 Illustration of four examples of combinations of 5 nodes from 18 nodes
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So the FOP value is:

FOP=
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

CK
N*10n

K
p ð4Þ

As stated before, FOP can be influenced by the load related to physical server. The
idea is that the fail probability increase with the increasing of the load measured by
VSL. If VSL reaches maximum value MVSL then FOP will be:

FOP
0
=FOP+VSL−FOP *VSL ð5Þ

The failure generator pseudo code is as follows:

6.4 Availability Average Module

The main role of this module is to calculate availability metrics during the simu-
lation and the golable unavailability time. This module calculates:

• MTBF (Mean time Between failure): The value of this indicator shows, how
long it takes before the service delivery is interrupted. Because there are no
100 % available components to build IT systems, this value is always a positive,
finite amount of time.

• MTBR (Mean time Between recover): Shows how long it takes, to recover from
a complete service outage back to normal operations. This value can be infinite,
but is mostly a finite, positive amount of time.

Availability average =
MTBF

MTBF+MTBR
ð6Þ
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The pseudo code related to availability average module is as follows:

7 Results

The model aims to reaches the “n-nine” availability of the cloud as described in the
SLAs. In another words for a year simulation for example the simulation should
achieve around 90 % of availability for n = 1, 99 % for n = 2 and so on (Eq. 7).

input n, simun timeð Þ→ ð100− 10
10n− 1Þ ð7Þ

After several executions of a year simulation, with a different variation of number of
nodes N and fails nodes requierd K we have obtained results for parameters (n = 1,
2, 3) reaching a high accuracy as shown in the Tables 2 and 3.

The Figs. 10 and 11 shows the availability average measured for each parameter
(n = 1, 2, 3). As we can see a high accuracy is reached for several combination of
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physical node number N and minimal number of fail nodes required for the
unavailability of all the system K.

Table 2 High availability “n-nine”

Availability in % Unavailability per year

90 % (one nine) 36.5 days
99 % (two nines) 3.65 days
99,9 % (three nines) 8.76 h
99,99 % (four nines) 52.56 min
99,999 % (five nines) 5.26 min
99,9999 % (six nines) 31.5 s

Table 3 Availability average obtained

N K FOP AA n = 1 (%) AA n = 2 (%) AA n = 2 (%)

10 4 0.147 88.06 99.06 99.906
10 5 0.208 87.75 99.18 99.920
10 6 0.279 89.02 99.04 99.912
20 8 0.173 89.62 98.98 99.901
20 10 0.236 89.18 99.03 99.903
20 14 0.368 89.72 99.06 99.901
100 40 0.156 89.51 99.78 99.905
100 60 0.281 88.90 98.64 99.908

4

6

10
40

86.5

87

87.5

88

88.5

89

89.5

90

10 10 10 20 20 20 100 100
N

K

Fig. 10 Availability average with n = 1 illustrated with organ pipes
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8 Conclusion

In this paper we have proposed a simulation model of the distributed and virtual
cloud environment based on “the law of large numbers”. The principle of the large
numbers law is that the correlation of random behaviors of a large population
invidious will certainly converge into a predictable result. We know that cloud
providers has a known availability average, based on that we have proposed a
probabilistic model with different virtualization layers. The model includes failure
generator that generates randomly faults following a failure occurrence probability
(FOP). In addition to that, FOP can be influenced by the load on each physical node
which can increase the failure probability. After the simulation we have reached
unavailability times which are very faithful to “n-nine” availability know in the
SLAs (90, 99, 99.9 %…) as the large numbers principle states. The simulation
model allows live virtual machine migration in order to evaluate proactive fault
tolerance approaches based on preemptive virtual machine migration. The possi-
bility of evaluation proactive fault tolerance approaches is the main aim of this
model. The model presented and described in this work can lead to design and
evaluate as future work proactive fault tolerance approaches base on live VM
migration and failure prediction (Table 4).
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Fig. 11 Availability average with n = 2 and n = 3 (99 and 99.9 %)

Table 4 Global accuracy

n Global accuracy (%)

1 98.90
2 99.21
3 98.34
4 98.46
5 97.48
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Towards an Inter-organizational
Collaboration Network Characterization

Kahina Semar-Bitah and Kamel Boukhalfa

Abstract Nowadays in the international trade, there are many aspects that influ-
ence the interactive relationships between several types of organizations. Modeling
such kinds of organizational interactions needs the consideration of a maximum of
concepts related to the inter-organizational collaboration in general, in order to
cover any kind and any case of collaboration. For this purpose, we present in this
paper an inter organizational collaboration Meta Model dedicated to the generation
of a knowledge-based used for inter organizational collaborative process modeling.
The purpose is to build an inter-organizational collaboration Meta-model which
covers the majority of the aspects and the concepts related to the
inter-organizational collaboration, found in the literature. At this level it’s necessary
to identify and extract the objectives and knowledge about the collaboration
environment. These knowledge can be acquired from many different sources in
many different ways such as interview, conversation, software, documentation,
experiences, professional social web, etc. This knowledge acquisition is done to
define the collaboration Meta-Model. At the end of this paper we are going to
present the instantiation of our meta-model through a case study.
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1 Introduction

Now days, the trend is to be organized into one or several kinds of industrial
networks, in which interact many organizations. In order to have access to a broader
range of opportunities (e.g. Canada Business Network, US Corporate Networks,
etc.). The capacity of partners to collaborate in an efficient way becomes an
important factor for their evolution and their ability to survive. The heterogeneities
of partners (e.g. location, language, politic, information system) and of knowledge
which can be exchanged between them make it difficult to achieve this collabo-
ration. This collaboration must be well planned and well modeled, so that orga-
nizations engage in it and seek to maintain it. The partners have no prior idea about
how this collaboration will be done. This means that they can express informally
and partially, their requirements but how can they formalize and achieve this
collaboration?

In this paper, we focused on how we can characterize and model the
inter-organizational collaboration. Many studies have been conducted, these last
years, in order to propose a solution for the inter-organizational collaboration
modeling.

All the research works found in literature do not take into account all the
concepts and the all aspects related to the inter-organizational collaboration, but
only combined a few of them. Therefore, the problem is not completely solved and
remains topical.

For example according to [2–13] collaboration has an individual and collective
aspect. The individual aspects concern the actors who accomplish the collaboration
tasks such as role. The collective aspect concerns the strategies, goals, relationships,
such as typology. As show in (Fig. 1), no concept according to the resource or to
the collaboration process are introduced in this model. Therefore, to cover all
collaboration concepts, it is necessary to gather all knowledge about partner, col-
laboration and the collaborative process.

In our previous work [8–12] we presented a general approach (Fig. 2) to model
the inter-organizational collaborative process. In [8–12] we proposed an approach,
which allows afterward creating an inter-organizational platform composed of three
parts (Fig. 2): (1) the gathering of information concerning partners, collaboration
and inter-organizational collaborative process (presented in detail in this paper),
(2) the generation of a knowledge base and (3) the reasoning process to model the
inter-organizational collaborative process.

In [8–12] a general approach allowing the inter-organizational collaborative
process modeling was presented in a global way. In [8–12] we presented the
relationship between the three parts of our approach. In this paper, we deal only
with the knowledge gathering step (part bordered with red dotted in Fig. 2). In our
ingoing works we will present our contribution according to the second and the
third step.

So, in this paper, we will present the first step in detail, beginning with the
proposal of a meta-model that characterizes the inter-organizational collaboration
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until the instantiation of this one with a graphical editor of collaboration models
(which is based on this meta-model). This meta-model is generic and covers a large
number of concepts related to inter-organizational collaboration. The editor allows
the design and the graphical modification of collaboration models according to the
knowledge gathered from the collaboration network.

We start our work by gathering knowledge about partner, collaboration and
collaborative process. As we have already said these knowledge can be acquired
from many different sources in many different ways such as interview, conversa-
tion, software, documentation, experiences, professional social web, etc. The ability
to capture this knowledge and seamlessly share them between different partners is
often limited by the heterogeneity, the organization and the structure of data and
technologies. Therefore, it is necessary to make this knowledge homogeneous in a
single meta-model, which include all concepts. For that we combine the majority of
the factors, found in the literature, related to the organization, collaboration and to
the collaborative business process (such as the nature of the relationship between
the partners, the network topology, the common goal, etc.).

We considered necessary the introduction of the collaborative business process
concepts because the objective in our ingoing works is the inter-organizational
collaborative process modeling. So that, we allow partners to give, if they want,
parts of their detailed or abstract process; according to their role and the common
goal to achieve. In the next sections of this paper, we will present our
inter-organizational collaboration meta-model.

The paper is structured as follows: Sect. 2 discusses some related works dealing
with the modeling of the inter-organizational collaboration, Sect. 3 presents the
collaboration concepts taken into count in this work. In Sect. 4 a detailed
description of all the aspects included in our meta-model is presented. Section 6
concludes this paper and presents our in-going works.

2 Related Works

As shows the (Fig. 2), we present our global approach, it’s a model-driven
approach used to design the inter-organizational collaborative process. Our col-
laborative platform is constructed so that at each level the associated models are
used to build the models of the next level. We should provide the transformation of
models from the collaboration network model (knowledge about collaborative
environment) until we obtain an inter-organizational collaborative processes model.
The MDA (Model Driven Architecture) is an approach of software design, based on
models and favors the approach of transforming a model to another. It is designed
for complex systems. This approach seems most adapted to the work we want to
achieve [22]. The MDA proposed by the OMG (Object Management Group) [4],
support the development of complex and distributed systems. The approach pro-
poses to divide the development process into three distinct layer, and transform
(automatically or semi-automatically) the models from a layer to the other [5].
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The inter-organizational collaboration is a very complex system (Voluminous,
Scalable, Heterogeneous) that changes frequently. A considerable research work
where interested in the collaboration concept, it illustrates the big variety of the
possible designs of the collaboration. From methods of management until the
engineering of the processes, there is a rich range of conceptualizations which affect
various aspects of the inter-organizational collaboration.

We are interested in the research works those are close to our work, using MDA
to transfer the collaboration knowledge from a model to the other. Since the MDA
allows guaranteeing, a high level of flexibility and a great capacity for re-use [11].

The approach, which we have already proposed in [8–12], is an enrichment of
two existing approaches Rajsiri [2] and Saib [9], the choice was justified in detail in
[8–12].

According to Mertins [21], the deduction of the collaborative process of Rajsiri
[2] has an important lack; it considers only some characteristics of collaboration and
does not care about the possible options in the collaborative process.

In [2], Rajsiri affirmed that they may need to enrich their inter-organizational
collaborative process modeling by taking into account some missing elements that
they have to include for example: event.

In the next section of this paper, we focus first on gathering a maximum number
of knowledge from collaboration environment, second characterizing and modeling
this knowledge into a collaboration network and finally instantiate collaboration
models via a graphical collaboration models Editor.

The characterization and the modeling of the collaboration network is done in, as
generic as possible, way; including a maximum of concepts found until now in the
literature according to the inter-organizational collaboration. In the next sections we
deal with concepts we used to model the inter-organizational collaboration model.

3 The Inter-organizational Collaboration Network
Characterization

To cover all collaboration concepts, we consider necessary the gathering of all
knowledge about Partners, Collaboration and the Collaborative Process.

In order to take in count the maximum of aspects related to the
inter-organizational collaboration, our approach focused on collaboration in general
including its definitions and classifications.

The main contribution in this work is to propose a characterization for meta
modeling the collaboration networks which supports and combines a maximum of
aspects found in the literature, related to the inter-organizational collaboration.

So to deal with that we propose that our meta model must support a maximum of
concepts relating to: (1) the inter-organizational collaboration, (2) the organiza-
tions and (3) the collaborative process.
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As we have demonstrated in our previous works [8–12], that we adopt MDA for
models transformation in our collaboration platform. We said that our approach is
an enrichment of two existing approaches Rajsiri [2] and Saib [9].

Now we present in Tables 1, 2 and 3 the concepts included in our collaboration
network characterization and those used by Rajsiri [2] Saib [9] related to collab-
oration, organization and collaborative process respectively.

Table 1 presents the concepts of inter-organizational collaboration: its structure,
the collaborative network and its topology.

Table 2 presents the concepts related to the organization: the profile, types,
resources and inter-organizational relationships.

And finally Table 3, which presents aspects related to the collaborative process,
those we have include to allow partners, if they want, the sharing of parts of their
business processes, according to their respective roles and their collaboration goal.
So that we can include these parts of business process, in our future works, in order
to model the collaborative process.

According to these three tables (Tables 1, 2 and 3) we notice that in the case of
Rajsiri [2], they take in count only the case of “the virtual enterprise”. Therefore,
they considered only concepts related to this collaboration structure. Saib [9],
proposed a collaboration between business processes of enterprises systems, so they
take into count aspects related to “network of enterprises” collaboration structure.
We notice that [2, 9], take into account the concepts according to their collaboration
needs.

Table 1 Collaboration aspects taken in count at the gathering knowledge stage

Research works concepts Rajsiri [2] Saib [9] Our work

Collaboration
The collaboration structures X

− Virtual organization VO [14] X
− Virtual dynamic organization VDO [14] X
− Virtual enterprise [6] X X
− Extended enterprise [7] X
− Network enterprise [10] X
− Network of enterprises [3] X X
Collaboration network [2] X X
− Common goal X X X
− Relationship X X X
− Duration X X
− Stability
Collaborative network topologies pologies [13] X X

− Chain topology X X
− Star topology X X
− Peer-to-peer topology X X
− Decision making power X X X
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In our research work, since that in our approach [8–12] the purpose is to design,
as an output, an inter-organizational collaborative process, we considered necessary
the introduction of the collaborative business process concepts in our collaboration
network meta model. Some partners accept to communicate, in an abstract or a
detailed way, a few portion of their process, it seems necessary to take in count
these knowledge.

In our case, we want to support several types of collaboration structures, so we
tried to take into count a maximum of concepts. So that our collaboration meta
model will be as generic as possible, supporting a maximum of inter-organizational
collaboration case.

Thus, to realize our meta-model we have make a state of the art study, in which
we listed and counted the concepts relative to organizations types; different col-
laboration structures, relations, topology and types; and also business processes
concepts to enable partner to share parts of their business processes (those which
can be included in the collaborative process).

Table 2 Organization aspects taken in count at the gathering knowledge stage

Research works concepts Rajsiri
[2]

Saib
[9]

Our
work

Organizations [15]
The types of organization X

− Enterprise X X X
− Public organization X
− Non-profit organization X
General criteria X X
− A name X X X
− A description X
− A location (city, state, country) X X
− A nationality X

− A constitution (individual organization or group) X
− The size (number of employees) X X
− A business X
− A business sector X X
Resources X
− Financial resources X

− Human resources X X
− Hardware resources X X X
− Software resource X X X
Inter-enterprise relationships [16, 17] X
− Competition or horizontal relationship X X X
− Subcontracting, supplier-customer, or vertical
relationships

X X X

− Group interests or transversal relationships X X X
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We also would like to say that at this stage we don’t support network “stability”
factor. Because we start our research work from the hypothesis that all partners are
previously selected in professional social networks.

In the next section we will present the meta model including these aspects.

4 Inter Organizational Collaborative Meta-Model

We present in this section our inter-organizational Meta-model (see Fig. 3). It is
oriented business process, describing the collaborative system and the interactions
between partners.

Table 3 Collaborative
process concepts taken in
count at the gathering
knowledge stage

Research works concepts Rajsiri
[2]

Saib
[9]

Our
work

(C) Collaborative process [1, 9, 18–20]
Activities X
Role X X
Task X
Transition controls X
Resources X
An event X

− An internal event X
− A temporary even X
− An external event X

A specialization of the event X
− A trigger event X
− An interrupter event X
− A modifier event X

A result X
An entry X
A scenario X
A condition X
A global process X X
A detailed process X
Process type X

− The main process X
− The secondary process X
− The management

process
X
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Our Meta Model will include all the concepts described in the last section. These
concepts are presented according the three aspects above mentioned: organization,
collaboration and collaborative process.

Fig. 3 Collaboration Meta model
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4.1 The Organization

The aim is to specify the nature of the partners and the relationships between them
(according to their collaboration). The organization is described by the following
classes:

• The participant class: describes the nature of the partners: enterprise, public
organization or non-profit organization.

• The relationship class: describes the type of relationship between each two
partners. Three types are considered: horizontal (collaboration between com-
panies that are in the same sector or the same industry), vertical (collaboration
between the company with its partners, supplying it a necessary complementary
service) or transverse (combines horizontal and vertical relationship).

• The role class: describes the functions performed by each participant.

A participant can supply several processes; it plays several roles (seller, pro-
ducer, executor, negotiator, coordinator, buyer, etc.). The Collaboration must have
at least two participants (two different organizations); each two participants are
linked by a relationship (customer-supplier/vertical competition/horizontal, interest
groups/cross).

4.2 The Collaboration

In the meta model we include all characteristics related to the collaboration in a
generic way. It is described by the following classes:

• The collaboration class: represents the collaborative network. This class is
defined by two main attributes: duration and rules. The attribute duration
describes the period duration, for which the partners will stay in collaboration in
the same network, to achieve the common goal of the collaboration. A network
can have a short (in the case of a collaboration activated by an collaboration
opportunity, e.g.: virtual enterprise VE) or a long (e.g.: supply chain collabo-
ration case) life cycle. The attribute rules refers to measures, which regulate the
relationship between partners (taken from collaboration contracts between
partners).

• The structure class describes the form of the collaboration which can be:

– virtual enterprise VE: enterprises form a temporary alliance their skills and
resources,

– virtual organization VO: like VE but partners are public organizations or
non-profit organization,

– virtual dynamic organization VDO: it is a VE where the alliance is disso-
ciated when the common goal is accomplished,
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– extended enterprise EE: an enterprise extends its boundaries to encompass
its suppliers, customers, and other business partners),

– enterprise networks EN: is a vertical collaboration characterized by the
dependence of the lower level on the upper level, with a pivot firm: pyramid
shape,

– network of enterprises NOE: It is a kind of horizontal agreements between
enterprises in diverse forms according, to the partner type. In this network
the decision-making is not centralized. For example alliance between big
multinational groups.

– Several other types of organizations cited in [23], have been taken into
consideration.

• The resource class refers to various means necessary to make successful the
collaboration. It can be hardware, software, methods, information, human,
financial, etc….

• The common goal class: describes the reason why the collaboration exists; it
can be a service or a product.

• The topology class describes the shape of the collaboration network. It can be a
chain (or process-oriented) depends essentially on its superiors and inferiors
hierarchical, a star (or main contractor) in which one enterprise pilots the
collaboration, peer to peer where there are several relations between all the
knots without hierarchy, it can be also a combination of these three structures.
The attribute power (take a decision): every topology has a concept of
decision-making which can be central, equals or hierarchic.

• A topology can contain one or several relations which can be
provider/costumer (vertical), concurrence (horizontal) or groups of interests
(transversal).

4.3 The Collaborative Process

The collaborative process class describes the characteristics of business process and
its collaborative concepts. This part modeled the abstract or detailed business
process, which can be provided by partners in their respective roles in order to
achieve the common goal. It is represented by the following classes:

• The process class represents the execution of a set of instructions to achieve a
common goal. The purpose of the process is primary, secondary or
management.

• Several processes can form a global process. A process can be described by a
detailed process. It can be simulated by a scenario, which is a text describing
the execution of a process instance.

• The activity class: represented the functional decomposition unit of a process, it
expresses the transformation of an input to an output. It describes the purpose
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that a detailed process can achieved. It can be made in several tasks. An activity
can have inputs and results and can be a set of activities.

• The transition class: the set of transitions of a process is the scheduling of its
activities. It can be used simultaneously with or instead of the event concepts

• The condition class: the condition expresses a restriction of the task execution,
or the starting of the transition. It can be associated to an event.

• The event class: the event is a stimulus which provokes a reaction in an activity.
The event can be divided into three categories: internal, external or temporary
events. The effect provoked by an event is the release of the corresponding
activity. However, in certain cases, the type of event may be taken into account
in the implementation of the activity. Therefore, that leads to a second spe-
cialization of the event according to its goal purpose: modifier, trigger or
interrupter.

• The result stemming from the execution or a system state change can become an
input, a resource or an internal event for an activity.

In this section we tried to present in details the meta model that we have
proposed. It includes the maximum of concepts related to the inter-organizational
collaboration; in order to have as generic as possible model, modeling several
possible collaboration cases.

In the next section we will introduce a tool allowing users to graphically
instantiate this meta model so that they can characterize many particular
inter-organizational collaboration cases.

The main reason for developing the Network Editor (NE) is to support the
knowledge gathering and formalization functionality for collecting the essential
knowledge, and modeling the collaboration network graphically.

Our editor has as an input knowledge gathered from collaboration environment
and provided as an output collaboration models in XML format (Fig. 4), these files
will be transformed and imported into the Knowledge Base afterwards (Fig. 2).

Knowledge
extraction from

professional social web

Interview partner’s 
representatives

Collaboration
Editor

Based on our meta model

In put Out put Collaboration
Models 

Knowledge

instances
in

xml format 

Fig. 4 Collaboration Network editor operating
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5 Collaboration Editor: Example Scenario

Our Collaboration Editor (CE) is a collaboration models design tool based on our
meta model. It is created with GMF (Graphical Modeling Framework), it provide a
sort of design space with tools which allow users to create, and characterize their
collaboration in a graphic way. This editor support the knowledge gathering, for-
malization functionality and modeling collaboration.

To illustrate principles of knowledge representation, in this section, we introduce
a sample example scenario taken from customer-supplier use case.

We will start, in the scenario (Table 4), by describing the collaborative situation
which is our input knowledge.

In this scenario, we have two participants Org A and Org B. They perform a
supply chain network so that partners are in customer-supplier relationship: Org A
is a seller and Org B is the buyer.

Table 4 represent the collaboration network customer-supplier. The structure of
this collaboration is Virtual Enterprise; the resources used are human and software.
The duration of this collaboration is 6 months.

The diagram (Fig. 5) is a graphical representation of our collaboration model
through the CE. The details on relationships and on some collaboration aspects are

Table 4 Interpretation of the
supplier-customer
collaboration

Participant Org A Org B

Role Seller Buyer
Common goal Buy products
Topology Chain
Relationship Customer-supplier
Duration 6 months
Resources Human, software
Structure Virtual enterprise VE
Abstract process Resources transformation

Fig. 5 Collaborative network diagram of the supplier-customer collaboration
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accessed via the properties view (Fig. 5). The (Fig. 6) represents the collaboration
model in XML schema. The associated XML file (Fig. 7) will be transformed and
imported into the Knowledge Base afterwards (Fig. 2), in our future works. The
definition of the collaborative network depends mostly on the interpretation and
experience of the CE’s users. For the same knowledge (e.g.: captured by interview),
users may interpret it differently. Thus, it is possible to define more than one
potential collaborative model in order to obtain an appropriate collaborative process
that satisfies the partners as much as possible.

<xmlns:collaboration.editor.collabedit="http:///collaboration/editor/collabedit" intitulé="Supplier 

Customer" description="supplier customer collaboration">

<topologies nom="Chain"/>

<participants nom="Org A ">

<rôles nom="Seller"/>

</participants>

<participants nom="Org B" fournir="//@processus.0">

<rôles nom="Buyer ">

<relations source="//@participants.1/@rôles.0" cible="//@participants.0/@rôles.0" 

nom="Supplier Customer"/>

</rôles>

</participants>

<ID>3000</ID>

<structure nom="Virtual entreprise"/>

<durée nom="6 Months"/>

<ressources nom="Human"/>

<ressources nom="Software"/>

Fig. 7 Collaboration XML file (text Editor view)

Fig. 6 Collaboration XML structure
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6 Conclusion

The objective of this paper is to present in details the meta model designed for the
network collaboration characterization and modeling. Based on this meta model a
graphical editor was conceived, to allow users the gathering of knowledge and the
graphical instantiation of the meta model. To obtain collaboration models of many
specific inter-organizational collaboration cases.

In our ingoing works, collaboration network models provided by this editor (in
XML format) will be converted automatically to OWL (Web Ontology Language)
file used as an input for building inter-collaboration knowledge-based. The later
will be used to define an inter-organizational collaborative process.

In this paper, the first part of the system [8–12] was be presented. The creation of
the whole system, the specification of its features and the development of the full
proposed prototype [8], are a very important part of our future works.
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Asymmetric End-to-End Security
for Human-to-Thing Communications
in the Internet of Things

Somia Sahraoui and Azeddine Bilami

Abstract The Internet of Things (IoT) vision is a groundbreaking networking
evolution that connects all things that were not meant to be connected to the
Internet. Thus, identification technologies and Internet-enabled wireless sensor
nodes will be incorporated in homes, cities, vehicles, watches, etc. making them
uniquely identified and able to process and communicate information via Internet.
Hence, the emergence of the Internet of Things paradigm will bring a lot of
smartness to our daily life and will improve the way people monitor their goods,
expenses, environment and health status. The smart connected things in the IoT
interact with each other and/or with the regular Internet hosts according to two
communications styles: Thing-to-Thing(s) (T2T) and Human-to-Thing (H2T).
Enabling security for such communications is a real issue especially in H2T
interactions. This is mainly due to scarce resources of the connected objects and the
asymmetric nature of the communications between those smart things and the
ordinary Internet hosts. In this paper we address this problematic and we propose an
asymmetric security model that mitigates H2T communication heterogeneities and
provides reasonable security costs.

Keywords Internet of things (IoT) ⋅ Wireless sensor networks (WSNs) ⋅
Human to thing communications ⋅ End-to-end security ⋅ IPsec

S. Sahraoui (✉) ⋅ A. Bilami
LaSTIC Laboratory, Computer Science Department, University of Batna 2,
Batna, Algeria
e-mail: somiasahraoui@ymail.com

A. Bilami
e-mail: abilami@yahoo.fr

© Springer International Publishing Switzerland 2016
S. Chikhi et al. (eds.), Modelling and Implementation
of Complex Systems, Lecture Notes in Networks and Systems 1,
DOI 10.1007/978-3-319-33410-3_18

249



1 Introduction

The Internet of Things [1] will bring worldwide seamless and transparent inter-
connection of a sheer number of heterogeneous devices belonging to different types
of networks. This allows novel and added-value perspectives in numerous urban,
rural, military and civil applications [2], namely, smart cities, smart healthcare, etc.
where comfort, smartness, the enhancement of the quality of different services and
the rationalization of expenditures are the principal goals of IoT deployments.

Wireless sensor networks [3] that are already well-known by their efficiency in
terms of accurate sensing for environmental and behavioral remote monitoring, are
a cornerstone technology in IoT. Indeed, it is forecasted that billions of smart
objects and places will be connected to the Internet, in the near future, mainly
through the Internet-enabled sensors appended to them. Hence, these smart objects
will be able to sense relevant information, process and communicate them in the
Internet as if they were ordinary Internet hosts. In this context, we distinguish two
main communication styles that emerge with the appearance of the Internet of
Things, so we refer to Human-to-Thing (H2T) [4] and Thing-to-Thing(s) (T2T).
T2T communications, also termed Machine-to-Machine (M2M) [5], refer to the
communications between autonomous entities without human involvement. Such
interactions are very useful in many applications of the IoT, like manufacturing,
smart cities, smart grid, … In another side, H2T transactions, in which we are
interested in this work, are initiated by the human that explicitly solicits (using a
laptop, tablet or smart phone) the connected objects (sensors) to take advantage of
well-determined services. H2T interactions are very common in numerous appli-
cations namely, smart city, connected home, u-healthcare and legacy building
control applications [6]. This type of interactions is heterogeneous; the communi-
cating entities (sensors and laptops, smart phones) are of different natures, belong to
non-equivalent networks and are not submitted to similar constraints.

Right now, the greatest concern is related to the fact that the switching to the
Internet of Things exhibits its users, as well as, the implied networks and devices to
severe security problems. This imagination can become a reality, unless robust
security countermeasures are in place. Many research works and projects are being
carried out in order to provide effective solutions for communications security and
end-users privacy protection in the context of the IoT.

In this paper we highlight the security of the communications with the connected
smart things in the IoT. We address particularly Human-to-Thing communications
which are very interesting from security perspective. This, as such kind of trans-
actions is often the source of DoS (Denial of Service) attacks that are among the
most harmful threats targeting the Internet of things in general and Internet-enabled
WSNs in particular [7].

In this paper, we propose an optimized security policy for Human-to-Thing
interactions in the IoT. The proposed solution exploits the several forms of
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heterogeneities (material and technological) characterizing H2T communications
between ordinary Internet hosts and connected sensors, while enabling efficient
end-to-end security.

The rest of the present paper is organized as follows: Sect. 2 describes the
communication model and preliminaries concerning the standards allowing the
integration of WSNs into the IoT. In Sect. 3, we present the security issues related
to Human-to-Thing communications in the future Internet. Section 4 presents a
state-of-the-art of the proposed solutions secure Human-to-Thing communications
in the Internet of things. In Sect. 5, we highlight the essence of the proposed
solution, and in Sect. 6 we present the assessment results. Finally we conclude the
paper.

2 Communication Model and Background

In the Internet of Things side we consider an IPv6-enabled wireless sensor net-
works, so-called 6LoWPAN networks. They derive this name from the 6LoWPAN
(IPv6 over Low power Wireless Personal Area Networks) [8] adaptation layer that
is specified and standardized by IETF working group. The main purpose behind the
adoption of IP infrastructure for the Internet of Things is to unify the integration of
the sensor networks (with sensor nodes deployed independently or integrated into
smart objects) to the Internet and allow a flexible end-to-end communications. From
another side, IPv6 is used rather than IPv4 to fulfill the need for a wide range of IP
addresses that will be assigned to each sensor node joining the IoT.

6LoWPAN standard makes possible the communication of IPv6 datagrams
within IEEE 802.15.4-based WSNs, through header compression and packets
fragmentation techniques. Consequently, communication costs are significantly
reduced and, IPv6 packets could safely fit in IEEE 802.15.4 frames.

The 6LoWPAN header compression standard aims to revoke redundant and
unnecessary information in the header of IPv6 protocol (and even UDP protocol).
Accordingly, the header size may decrease from 40 bytes down to only 2 bytes. The
compression technique is enough beneficial, as it decreases the overall messages
sizes. Consequently, the energetic costs, as well as, the memory requirements for
packets communication and memorization are respectively amortized. Besides, the
compression and decompression procedures are both handled by the 6LoWPAN
border router (6BR) that compresses incoming IPv6 datagrams, split them into
small fragments. The resulting 6LoWPAN fragments are thereafter communicated
within the WSN, towards their final destination. Conversely, the 6BR reassemblies
the received fragments related to the same outgoing IPv6 datagram and then, it
decompresses the corresponding header.

Asymmetric End-to-End Security for Human-to-Thing … 251



From an applicative perspective, CoAP (Constrained Application Protocol) [9]
protocol that brings web services for WSNs integrated in IoT. Consequently, the
connected sensor nodes will be able to behave as web clients or servers. CoAP is
standardized to be the first and the HTTP equivalent web transfer protocol in the
web of things (WoT). It operates over UDP protocol (that is suitable for WSN
deployments) and manages optionally the communication reliability at the appli-
cation layer. Besides that, COAP implements the HTTP’s REST model, while
getting rid of a large part of HTTP protocol complexities. Figure 1 shows the
protocol stack of an Internet connected sensor node compared to the one of a
regular host.

At this level, it is worthy to mention that CoAP is especially tailored to support
machine-to-machine communications between CoAP speaking entities, in the
Internet of Things. For example, a CoAP client may send this request to a CoAP
server to get the current reading of temperature: CON Get coap://temp.example.
com/temperature. Where, CON refers to a confirmable request. The response would
be like: ACK 23. Nevertheless, Human-to-Thing communications between HTTP
and CoAP nodes in the Internet are also possible. However, in this case a
CoAP-HTTP cross proxy [6] should intervene to perform the required translations
because the two protocols are not quite compatible. The proxy may also act as a
forward proxy that stores locally the server’s resources that do not change fre-
quently. Hence, the proxy replies on behalf of the CoAP server by forwarding the
cached resource to the client, so that to reduce the response delay and network
overhead. Figure 2 depicts an example of Human-to-Thing communication
between HTTP client and CoAP server.

PHY 802.15.4 

MAC 802.15.4 

6LoWPAN 

UDP 

CoAP 

PHY  

MAC  

IPv6 

TCP 

HTTP 

IPv6 
Internet 

Fig. 1 The protocol stacks of sensor nodes in an internet-integrated WSN (on the right side) and
ordinary internet hosts (on the left side)
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3 Security Considerations Related to Human-to-Thing
Communications in the Internet of Things

Human-to-Thing interactions are by nature vulnerable to severe security threats.
The communication between external powerful hosts (desktops, laptops, tablets,
smart phones, …) and the constrained and resource-limited sensor nodes in the IoT
is challenging because of the several forms of heterogeneities that might be mali-
ciously exploited by strong hosts to easily launch denial of service attacks over
certain connected sensor nodes acting as web servers or over the entire sensor
networks integrated into the Internet. Indeed, DoS attacks are considered as the first
and even the most dangerous risk facing WSNs security in the IoT. This is mainly
due to the fact that WSNs are service-oriented networks where the services are
usually critical enough. So, the sensor nodes have to keep themselves secure and
safe throughout their lifetime.

The common and the simplest way to exercise DoS attacks targeting
Internet-integrated WSNs is to exploit the big differences between the maximal
IEEE 802.15.4 MTU that is fixed to 127 bytes, and the minimal MTU in IPv6
networks that is equal to 1280 bytes. So, attackers (or only one attacker) can
concentrate even small amount of amplified messages that will introduce huge set
of fragments in the WSN side which will increase the network overhead and weigh
down WSN’s services. If the transmission of huge IPv6 packets towards the WSN
is frequently repeated, then the impact of the attack gets deeper and the services risk
to become rapidly disrupted. Figure 3 illustrates the discussed threat models.

Fig. 2 Example of H2T communication between HTTP-CoAP entities in the IoT
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4 Related Works

In this section we highlight the solutions proposed to address security issue in
Human-to-Thing communications turning between HTTP clients (ordinary Internet
hosts) and CoAP servers (connected sensors) in the IoT.

In [10], authors suggest the adoption of IPsec protocol. To adapt such security
protocol to WSN’s constraints, the solution defines a compression model for AH
(Authentication Header) [11] and ESP (Encapsulating Security Payload) [12]
headers. The security session between the communicating peers (sensor/sensor or
sensor/ordinary Internet host) is either static (the session key is pre-shared as
assumed in [10]) or dynamically established by another protocol IKE (Internet Key
Exchange) [13] or HIP (Host Identity Protocol) [14]. As the dynamic approach is
much more convenient to IoT scenarios, some recent research works have issued
the adaptation of IKE and HIP protocols for the connected WSNs [15, 16].

Authors in [17] propose to use TLS (Transport Layer Security) to secure WSN
applications in the transport layer. The most computationally-expensive operations
in the security handshake in TLS protocol are delegated to powerful entities in the
network. But, as TLS focuses on TCP protocol that is judged ill-suited for WSN
environments, these solutions seem to be not practical, especially for 6LoWPANs
where CoAP protocol is tightly tailored to operate on UDP protocol.

Rather than using TLS to secure transactions with WSN nodes in the IoT,
another security approach in the transport layer consists in the use of DTLS pro-
tocol that is based on UDP. This last is known to be more adapted than TCP for
WSN constraints. In [18], authors propose 6LoWPAN compression extensions for
DTLS messages when they are communicated within the connected WSNs to
reduce the communication energetic costs. Later, other complement adaptation
solutions have been proposed for DTLS in the context of the IoT (e.g. [19]). One of

Fig. 3 DoS attack in the IoT
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the most important shortcomings of this trend is that contrary to TLS, DTLS isn’t
widely adopted in the Internet. Accordingly, authors in [20] propose to continue to
use DTLS for Internet-integrated WSNs while mapping between it and TLS pro-
tocol in the border router (the base station). Although the solution solves the
problem of TLS/DTLS coexistence, the communication, and the computational
costs remain substantial.

With all the stated solutions, the WSN’s base station (so called 6BR for
6LoWPAN border router) should intervene between the communicating hosts (the
ordinary Internet host and the connected sensor) in order to perform the required
protocol mapping between HTTP and CoAP and translates also, in some cases,
between different security protocols (TLS/DTLS).

5 Overview of the Proposed Solution

Despite its importance, H2T communication security has attracted less attention in
the existing IoT security solutions. Also, the current H2T communication security
schemes are based on broken end-to-end security at the proxy, for protocol trans-
lation reasons. Those schemes share another shortcoming which is the symmetry of
the security; security is applied in an equal way from and towards the CoAP servers
(sensor nodes) which is not really practical since CoAP responses are much more
interesting from security point of view than CoAP requests.

In order to address the raised issues, in this paper, we propose an asymmetric and
end-to-end security solution for Human-to-Thing communications.

The asymmetric security is inspired by ADSL (Asymmetric digital Subscriber
Line) [21] technique that provides an asymmetric throughput, as data flow is much
more important in one communication sense than in the other. Following this
concept, we propose to concentrate the security on the server-to-client communi-
cation sense. That is to say that only the CoAP responses that carry the sensitive
sensory data are concerned by the end-to-end security between the CoAP server and
the HTTP client. Figure 4 illustrates the proposed asymmetric security mechanism.

With all incoming HTTP requests, the 6LoWPAN border router behaves as a
HTTP-CoAP proxy and performs the required protocol translations to transform the
HTTP request to a CoAP request. But, the 6BR handles the outgoing secured CoAP
responses just as a router that should not share the secret security key with the
remote HTTP client and the CoAP server. In order to avoid the translation between
different security protocols, we encourage the adoption of network layer security
with IPsec protocol. The border router is prevented from accessing the content of
the outgoing CoAP responses that are secured from end to end. So, we propose to
shift the CoAP-to-HTTP mapping task to the client that is generally much more
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powerful. The figure below shows an abstracted scheme of the proposed security
model for HTTP request/CoAP reply communication.

By securing only the critical messages, the proposed asymmetric security
solution allows an equitable and balanced security in human-to-thing interactions,
in the future Internet. This reduces the security costs on the constrained CoAP
servers and helps to mitigate the effect of denial of service attacks that are among
the most severe threats targeting 6LoWPAN networks in the IoT.

6 Performance Evaluation

This section, we present the preliminary evaluation results conducted on Cooja
simulator [22] of Contiki OS version 2.5, where we make use of a wireless sensor
network composed of emulated Tmote Sky sensor nodes (10 kB of RAM and 48 kB
of ROM) with IEEE 802.15.4 transmission technology. The considered WSN is
multimodal, and each sensor node is able to report temperature and light measures.
Besides, we have implemented the HTTP-CoAP translation rules onto the border

HTTP client 

Request translation

TCP

HTTP1

MAC 
IEEE.802.11/.3

PHY
IEEE.802.11/.3

HTTP CoAP

UDPTCP

6LoWPANIPv6

M
A

C
P

H
Y

MAC
802.15.4

PHY
802.15.4

Response routing

CoAP2

UDP

MAC 
IEEE.802.15.4

PHY 
IEEE.802.15.4

CoAP server 

HTTP CoAP

IPv6 + IPsec IPsec + 6LoWPAN

6BR

Fig. 4 Model of the proposed asymmetric security policy for H2T communications
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router as defined in [6], and we have used the compressed IPsec solution, proposed
in [10], at the network layer of the 6LoWPAN network.

We assume a HTTP client sending requests to a CoAP server at regular and
massive rates. And we evaluate the induced energy overhead on the CoAP server in
accordance with the following equation:

EnergyðmJÞ= Time
STicks

*CurrentðmAÞ *VoltageðVÞ ð1Þ

where, STicks represents the number of ticks per second that the timer generates. In
Contiki 2.5, the timer produces 32768 ticks per second. The supply voltage is about
3 V in Tmote Sky platform, and current draw values are as indicated in Table 1.

Figure 5 presents the energy consumption by a CoAP server each 50 s with the
standard and the asymmetric security solutions in the following cases: (a) one
HTTP request is sent once each five seconds, and (b) a HTTP request is sent once
per second, and (c) the case when five HTTP requests are sent per second. The
simulation time is fixed to 700 s.

Figure 5 shows that the proposed system ensures a reasonable security costs,
compared to the standard policy that is especially expensive with increasing
Human-to-thing interaction frequencies. Consequently, the proposed solution is
sufficiently DoS-resistant.

We have also estimated the communication overhead (see Table 2) that is
expected to be reduced with the proposed solution, as the incoming requests are all
not encapsulated by IPsec protocol. Although the adopted IPsec is compressed, the
obtained results show enhanced communication costs, especially in case of initiated
DoS attack (5 requests per second).

Table 1 Current draw values with Tmote Sky platform

Functionality Current value (mA)

Low power mode (LPM) 0.0545
CPU operation 1.8
Transmission 17.7
Listening 20
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7 Conclusion

We have proposed an efficient solution that is able of ensuring end-to-end alleviated
security for human-to-thing communications. This is achieved through an asym-
metric ADSL-inspired security scheme that concentrates security only on server
(CoAP)-to-Client (HTTP) communication sense which carries the critical and/or
user’s privacy-informing sensorial reports. Thus, IPsec protocol is used in network
layer to avoid the translation between upper non-identical security protocols (DTLS
and TLS) with a UDP/CoAP-to-TCP/HTTP translation shifting to the HTTP client
that is supposed to be a powerful entity.

The obtained results have confirmed the efficiency of the proposed security
strategy that can even mitigate the impact of Denial of Service attacks that might be
destined to overcharge CoAP web servers (sensor nodes) by sending HTTP
requests intensively.

Finally, we state that the proposed solution can be applied for optimized security
of machine-to-machine communications turning between CoAP devices in the Web
of Things (WoT).
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Mobile User Location Tracking
with Unreliable Data

Samia Zouaoui and Abdelmalik Bachir

Abstract We present an architecture of a location tracking system based on the

deployment of completely passive monitors that capture WiFi messages transmitted

by mobile users for reasons other than localization, such as those messages transmit-

ted for connectivity management (e.g. probe request messages). Being completely

passive, our system has the main advantage of being potentially able to track any

WiFi equipped devices without the device contributing to the tracking or even being

aware of it. However, the feature of complete passivity comes with the challenge

of getting accurate localization at regular time intervals, because some devices may

not transmit any WiFi message if they are not being actively used. In addition, some

messages transmitted by the device might not be captured by monitors due to many

reasons such as collision with another message, temporarily changing channel condi-

tions, or software glitches due to the driver of capturing system. The missing of those

messages affects the location accuracy of our tracking system because sometimes,

the system has to rely on messages captured by less than three monitors. Therefore,

we present two techniques to compensate for that missing data by estimating the cur-

rent position of the user based on its previous positions. The first technique is called

Direction and it targets selecting the most probable current position that minimizes

the direction change compared to the past positions. The second method is called

Speed; it takes as the most probable position the one that leads to the least speed

change compared to previous speeds. Both Direction and Speed are inspired from the

assumption that humans tend not to make abrupt changes in their speeds and direc-

tions while moving under normal circumstances. We evaluate our proposed tech-

niques in comparison with Dead Reckoning technique by simulation with computer

generated mobility data and with real mobility data from the CRAWDAD project.

By using NS3 we evaluated our techniques with log-normal and indoor propaga-
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tion models. NS3 simulations on both log-normal and indoor propagation models

show that both methods can lead to satisfactory results and missing of data can be

compensated by the proposed heuristics.

Keywords Location tracking ⋅ Trilateration ⋅ WiFi ⋅ NS3 simulation

1 Introduction

The development of high capacity and performance computer systems coupled with

the democratization of storage and the improvement of data manipulation meth-

ods has encouraged many data gathering and analytics applications with the goal

of understanding various phenomena. One of the emerging and most prominent of

these applications is the collection and analysis of crowd movements in confined

areas where various techniques other that WiFi-based one have been used with more

or less success [1].

However, with the increasing deployment of WiFi hot-spots and the democrati-

zation of smart-phones, tablets, and other hand-held WiFi-equipped devices, it has

become possible to collect data on those users by capturing the signals transmitted

by their devices. Indeed WiFi devices transmit some management frames from time

to time searching for preferred access points and seeking association with them with

the goal of accelerating hand-off between those access points. Those management

frames are transmitted without encryption and thus can be captured and analyzed by

any WiFi device with monitoring capabilities. Those frames are always transmitted

with the same physical identifier (the MAC address of the device) and thus can be

used track the movement of the user.

One of the most straightforward way to track the movements of a user is to per-

form proximity based localization where the user is deemed to be located near the

access point with which it is associated or with the one from which it is receiving

the strongest signal. While this proximity-based localization is sufficient in some

tracking applications, having a better accuracy is required for a larger amount of

applications. Therefore, there is a need for finer-grained WiFi-based location track-

ing systems.

Although there has been extensive research in the area of WiFi localization, par-

ticularly in indoor environment, with more or less satisfactory results due to the

challenging constraints of radio propagation characteristics, location tracking causes

much more challenges particularly in the case of completely passive tracking where

the user does not need to cooperate or help the tracking nor does it even need (tech-

nically) to be aware of the tracking process. These additional challenges are mainly

due to the irregularity and the small amount of suitable WiFi frames expected from

the users. Those frames can be more or less frequent depending on the activity of the

user with his hand-held device. If the device is not actively used it may go to sleep

mode and refrain from transmitting messages for an extended period of time. The

other challenge is the possibility of missing messages at the monitors. If an area is
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overcrowded, the high number of frames captured by each monitor can lead to satura-

tion thereby causing the missing of a number of those frames. These challenges make

the tracking even more challenging than traditional localization systems where the

user is receiving regular powerful signals from anchors which help averaging them

and getting a better estimate of the signal strength.

In this paper, we present an architecture of a completely passive location tracking

system based on the capture of WiFi frames transmitted by mobile users. We dis-

cuss the expected performance of multilateration which is one of the most practical

techniques for WiFi devices. We run simulation with NS3 to assess the performance

of the position tracking in a general propagation model (log-normal) and an indoor

propagation model (IUT-R P.1238). We consider the problem of missing data that

occurs at the monitors and propose two techniques to compensate for those missing

data to estimate the current position of the user based on its previous position. The

first technique is called Direction and it aims to select the most probable current posi-

tion that minimizes the direction change among past positions. The second method

is called Speed; it takes as the most probable position the one that leads to the least

speed change compared to previous speeds. Both Direction and Speed are inspired

from the assumption that humans tend not to make abrupt changes in their speeds

and directions while moving. NS3 simulations on both log-normal and indoor prop-

agation models show that both methods can lead to satisfactory results and missing

of data can be compensated by the proposed heuristics.

2 Mobile User Location Tracking

2.1 Localization Versus Location Tracking

Localization is one of the technical areas that have received increasing attention in

recent years due to the boom for location-based services that mobile users can ben-

efit from and the wealth of localization applications in WiFi, ad-hoc, and sensor

networks [2, 3]. Localization is defined as the process of determining the position

of a mobile device at a given time. The localization process involves the use of wire-

less signals, to be exchanged with the non located node, in order to get some physical

measurements that help in inferring the node’s position.

Location tracking is a system that can follow the user mobility by measuring user

movements (sequence of locations) over a period of time [4]. It can be achieved by

logging the user’s historical locations. Tracking applications are numerous including

understanding shopping behaviors in malls, schools, public safety, disaster areas,

airport, museums, campuses, and exhibitions [1].

There are two types of location tracking: active and passive. In active location

tracking, the user performs positioning as in traditional localization technologies

and then shares its positions to the tracking system. In passive location tracking, the

user does not participate in the tracking procedure. The difference between those two
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tracking types is that active tracking may lead to better accuracy as the user receives

regular messages from anchors nodes thus leading to a better localization. However,

this comes with the constraint of requiring the user to actively collaborate with the

tracking system.

2.2 Indoor Location Tracking

Location tracking can be applied in two contexts: outdoor and indoor. For outdoor

or (LOS: Line-Of-Sight) localization, GPS (Global Positioning System) is the most

famous active location tracking system used. It works very well in open sky. How-

ever, its performance drop in other environments because GPS signals can be blocked

by buildings, thick forests and other types of physical obstacles like walls, roofs,

floors, etc. Thus, GPS does not work well in indoor or NLOS (Non-Line-Of-Sight)

environments due to the complex structure and dynamic nature of indoor environ-

ments that affect the wireless signal propagation characteristics making it complex

and hard to model. Multipath interference is a problem that exists in indoor envi-

ronment which happens when the transmitted signal from a satellite is reflected due

to barriers such as buildings or trees. Weak signals also affect the accuracy of the

position.

2.3 User Detection Accuracy

An indoor environment is quite different from an outdoor environment. The prop-

agation of a wireless wave can be influenced by some factors that would affect the

accuracy of the location estimation of mobile users. In an indoor environment, walls,

furniture, or walking people will change the propagation of the wireless wave and

introduce variance to the wireless signal received by the user [3]. The RSS (Received

Signal Strength) is usually quantified by RSSI (Received Signal Strength Indicator)

which is a value that can be read from the wireless radio device. The accuracy of the

measure provided by the RSSI is affected by the following factors.

∙ The Access Point (AP) may be blocked by an object, thus the received signal

strength by AP from a terminal may be lower than it should be. Therefore, relying

only on the RSSI to estimate a mobile user location becomes unreliable.

∙ Different environments have different levels of interference. The noise in one envi-

ronment may be higher than in another due to the existence of many wireless

devices transmitting electromagnetic waves.

∙ There could be refraction, reflection, diffraction, absorption, and scattering of

radio signals, which causes the signal strength to be weakened.

∙ The signal strength can be affected by multipath fading or shadow fading.
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3 WiFi-Based Location Tracking

The use of WiFi has many attractive features such as: (i) existing low-cost hardware,

(ii) large-scale deployment of WiFi, (iii) free software, (iv) no need for sophisticated

special hardware, (v) no need for users to install applications or even be aware of the

passive location tracking.

3.1 Frame Types

WiFi networks use radio technologies called IEEE 802.11 to provide secure, reliable,

fast wireless connectivity. A typical WiFi set-up includes one or more access points

(APs) and one or more clients. An AP broadcasts its SSID (service set identifier, or

“network name”) via packets that are called beacons, which are usually broadcast

every 100 ms. The beacons are transmitted at 1 Mbit/s, and are of relatively short

duration and therefore do not have a significant effect on performance.

A mobile user running WiFi transmits many types of frames: data, control, and

management. While data frames are most likely to be encrypted, management frames

are transmitted in clear and thus reveal the identity of the user which can be used to

track its movements.

All of these frames contain a frame header, which includes the source and des-

tination MAC addresses. It also contains information such as beacon interval and

Service Set Identifier (SSID), which is the name of the WLAN. The SSID is impor-

tant for a terminal to know which network it is trying to establish a connection with.

Management frames perform supervisory functions. They are used for the purpose

of establishing a connection between an AP and a terminal. A terminal in a WLAN,

with multiple APs deployed, may move around and as a result, the terminal may

need to switch association from one AP to the next using management frames. They

perform the following operations: (i) join and leave wireless networks, and (ii) move

associations from access point to access point. In addition to management frames,

control frames are used to coordinate data frame exchange. Although, location track-

ing can be done on any type of frames, we focus on management frames as they are

transmitted in clear without encryption.

3.2 Wireless Modes

Most wireless users only use their wireless cards as a station to an AP. In managed

mode, the wireless card and driver software rely on a local AP to provide connectivity

to the wireless network. Another common mode for wireless cards is ad-hoc mode.

Two wireless stations that want to communicate with each other directly can do so by

sharing the responsibilities of an AP for a limited subset of wireless LAN services.
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Ad-hoc mode is used for short-term connectivity between stations, when an AP is

not available to provide connectivity.

Many wireless cards also support master mode, where the wireless card provides

the services of an AP when paired with the appropriate software. Managed mode

allows to configure a wireless card to connect to an AP. Finally, wireless cards sup-

port monitor mode functionality. When configured in monitor mode, the wireless

card stops transmitting data and sniffs the currently configured channel, reporting

the contents of any observed packet to the host operating system. This mode is use-

ful for completely passive location tracking systems as the entire contents of wireless

packets, including header information can be analyzed [5].

4 Positioning Approaches

Positioning systems can be classified according to the measurement techniques they

employ to determine the user’s location. There are many approaches: triangulation,

multilateration, area-based, and fingerprinting [6–9]. In this paper, we focus on mul-

tilateration as it is the most practical among localization approaches.

In the multilateration, the localization is based on turning RSSI measures into dis-

tances from the mobile user to the anchors. The conversion from RSSI to distance

is based on a path loss model (also called radio propagation or attenuation model)

which predicts the loss in signal strength in function of the distance between the

source and destination nodes. The loss in signal strength is caused by (i) distance,

(ii) multipath (reflected, diffracted, or scattered copy of the transmitted signal) and

(iii) shadowing (blockage of signal due to obstacles). To predict the loss in signal in

different environments, different propagation models have been developed and can

be categorized into two classes; theoretical (deterministic) and experimental (statis-

tical) models. Theoretical models try to simplify the complex behavior of path loss,

multipath and shadowing using mathematical models [7]. A widely used model is the

log-normal path-loss that predicts the path loss a signal encounters inside a building

or densely populated areas over distance. Mathematically, the received power over

a distance d between the transmitter and the receiver according to the log-normal

model is given in (1). We have:

Pr(d) = Pr(d0) − 10n log
(

d
d0

)

− X
𝜎

(1)

where d0 is the reference distance generally taken equal to 1m, n is path-loss expo-

nent, X is a Gaussian random noise variables of average for 0 (dBm) and standard

deviation of 𝜎 (dBm).Pr(d) is received signal power (dBm) andPr(d0) is the received

signal power at the reference distance (dBm). Multilateration algorithms aim at pro-

viding a good estimate of the user location given the exact anchor locations and dis-

tances the user to each anchor. Multilateration requires at least three non collinear

anchors to be able to estimate the position of the user. To estimate the position of
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the tracked user, the monitors obtain RSS measures and turn them into distances

required to apply the multilateration algorithm. These distances can be obtained by

solving (1) for d which results in:

d = d0 ∗ exp
Pr − Pr(d0) − X

𝜎

10 ∗ n
(2)

Let (x, y) be the coordinates of Monitor i and di the distance between the user and

Monitor i. We have the following:

⎧
⎪
⎨
⎪
⎩

d21 = (x1 − x)2 + (y1 − y)2

…
d2n = (xn − x)2 + (yn − y)2

(3)

Equation (3) can be rewritten to as:

AX = b (4)

where

A =
⎛
⎜
⎜
⎝

2(x1 − xn) 2(y1 − yn)
⋮ ⋮

2(xn−1 − xn) 2(yn−1 − yn)

⎞
⎟
⎟
⎠

, X =
(
x
y

)

(5)

b =
⎛
⎜
⎜
⎝

x21 − x2n + y21 − y2n + d21 − d2n
⋮

x2n−1 − x2n + y2n−1 − y2n + d2n−1 − d2n

⎞
⎟
⎟
⎠

(6)

By adopting the minimum variance estimation method, the coordinates (x, y) of the

user can be calculated. We have:

X =
(
ATA

)−1 ATb (7)

Note that multilateration is a very efficient technique. Its main weakness is caused

by the inefficiency of the RSSI measure to be turned into a distance, because this

depends on the knowledge of the environment constraints that may change from one

region to another closed region and from time to time.
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5 Location Tracking with Unreliable Data

5.1 The Problem of Missing Data

When using monitors to capture packets transmitted by a user, it is not uncommon

that a capture is missed by a monitor. This can be caused by many factors such as

obstacles obstructing the signal, hardware problems at the radio transceiver, satura-

tion due to a high number of packets being captured, etc. To evaluate the amount of

those missed captures, we run experiments with three monitors placed in an office

environment in a Professional Education Institute. We installed three monitors M1,

M2, and M3 in various locations of the office. In the experiments scenario, we let a

user move in the office and transmit packets from time to time, and let every moni-

tor capture those packets and measure their corresponding RSSIs. At the end of the

experiments, the monitors collected 497 packets in total. Monitors 2 and 3 observed

a loss of 6 and 41 packets respectively, which makes the total loss rate of 9.46 %.

5.2 The Effect of Missing Data

With missing RSSI readings, it becomes difficult to estimate the location of the user.

We consider the case where there are two RSSI readings which could be turned into

two distances. Therefore, (4) will not necessarily have a unique solution. The results

of that equation will depend on the positions of the two circles centered at the two

monitors with ranges as distances obtained from the RSSI readings. There will be

multiple cases: no solutions when the two circles do not intersect, infinity of solutions

if the two circles are the same, one solution if the two circles touch at a single point

and two solutions if the two circles intersect at two different points.

5.3 Estimating Position with Missing Data

We consider the case where there are two solutions and aim at finding the best meth-

ods to eliminate the unlikely location and keep the most probable one. For the mul-

tilateration technique, we use two heuristics to estimate the most probable position

of the user. These metrics are as follows.

5.3.1 Direction Method

We assume that humans are less likely to make abrupt changes in their movements.

Therefore, in our selection of the most suitable point, we take the one with the least

direction changes among potential candidate points. We calculate the movement
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vectors of all potential candidates and take the one with the minimum direction

change. Mathematically this reduces to taking the vector the maximum cosine value

with the previous movement vector. Assume that the user was at Location L−2, then

L−1, and we want to eliminate L0 or L′0 the two potential current locations resulting

from the intersection of the two circles. We take the location estimate L̂ which results

in the minimum cosine value among the following:

L̂ =
{

L0 if |cos(L−2L−1,L−1L0)| < |cos(L−2L−1,L−1L′
0)|

L′0 otherwise
(8)

5.3.2 Speed Method

We assume that humans are likely to change the pace of their movements abruptly.

Therefore, we take the point that is closest to the history of the speed of movement

of users. Technically we calculate the distances of all potential candidates from the

current point. For all these points we calculate the corresponding velocities and take

the point whose the corresponding velocity is closest to the previous speed. The basic

idea is to measure the minimum distance between the mobile node and the two points

of intersection of two circles by using Euclidean distance. If we assume that the user

was at Location L−2 (resp. L−1, L0, L′0) at time t−2 (resp. t−1, t0, t0), we calculate the

velocities v0 and v′0 and compare them to the previous velocity v−1.

v−1 =
‖L−2L−1‖
t−2 − t−1

, v0 =
‖L−1L0‖
t−1 − t0

, v′0 =
‖L−1L′0‖
t−1 − t0

(9)

where ‖X‖ is the norm of the vector X. Thus, the user is assumed to be at the location

that minimizes the difference in velocity. We have:

L̂ =
{

L0 if |v−1 − v0| < |v−1 − v′0|
L′0 otherwise

(10)

5.3.3 Dead Reckoning

Is a localization technique proposed in [10]. In Dead Reckoning, nodes are local-

ized during a time interval called checkpoint. There are two localization phases in

Dead Reckoning. The first phase is called initialization phase during which a node is

localized using the multilateration mechanism. A node remains in the initialization

phase until it localizes using the multilateration mechanism. The subsequent local-

ization phase is called sequent phase. In this phase, a node localizes itself using only

two anchor nodes. Bezouts theorem [11] is used to estimate the node’s locations. Let

(x, y) be the position of an unknown node and (a1, b1), (a2 , b2) be the position of
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two of its neighboring anchor nodes. Moreover, let the distance between an unknown

node and the respective anchor nodes be d1 and d2, respectively. Then

{
(x − a1)2 + (y − b1)2 = d21
(x − a2)2 + (y − b2)2 = d22

(11)

After solving the Eq. (11), the algorithm estimates two positions P1(x1, y1) and

P2(x2, y2). Next, the node computes the correction factors (Cf1 and Cf2) to select one

of the two estimated positions P1 and P2. The correction factor is computed by using

P(x̂ ,ŷ) which the position of the node using multilateration in the first time. After

that, it use the previous position at the checkpoint ti to estimate its location in the

next checkpoint at ti+1.

{
Cf1 =

√
(x̂ − x1)2 + (ŷ − y1)2

Cf2 =
√
(x̂ − x2)2 + (ŷ − y2)2

(12)

The correct position of the node is P1 if (Cf1 < Cf2). Otherwise, it will be P2. This

is because, the calculated position P(x̂, ŷ) always deviate from the actual position by

a small margin.

5.4 Error Estimation

To evaluate the accuracy of our location tracking system, we calculate the estimation

error between the real location L and the estimated one returned by our system L̂.

We have:

𝜖 = ‖L − L̂‖ (13)

6 Simulation

To evaluate the performance and the accuracy of our location tracking methods,

we run extensive simulations with NS3 which is a discrete-event network simulator

where the simulation core and models are implemented in C++. NS3 is open source

and licensed under the GNU GPLv2 license and therefore has benefited from a grow-

ing community base which contributed to adding more radio propagation models

and network protocols. Since its release in 2008 it is one of the most important and

widely used network simulation tools. Creating a NS3 simulation consists of four

basic steps. These basic component types of a network are nodes, applications, net

devices, channels and topology helpers [12, 13]. An important part of any wireless

network simulation is the appropriate choice of the propagation loss model to be used
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Table 1 Description of real mobility DataSets used

Environment

size

Environment User type Sample size

CRAWDAD DataSet1 [14] 400 m
2

Office Mobile robot 1689

CRAWDAD DataSet2 [15] 15 m× 36 m Office User 60

KIOS DataSet3 [16] 500 m
2

Office User 96

CRAWDAD DataSet4 [17] 50 m× 75 m Office User 180

to model the performance of a wireless network. These models are needed for the

simulator to compute the signal strength of a wireless transmission at the receiving

stations. There are a variety of such models in NS3.

The indoor radio propagation model we used with NS is implemented accord-

ing to the description of ITU-R P.1238. We considered two cases (𝜎 = 0 and 1) to

reflect various environments. The area that we used in our simulations is an office

10× 20× 10 building with concrete windows. This building has one floors and an

internal 20× 2 grid of rooms of equal size.

For the user mobility, we considered computer generated mobility data and real

mobility traces. In the computer generated data, we considered an ideal mobility

model where the user is simulated to move along constant direction with a constant

speed. We also considered the indoor mobility model that comes with the NS3 pack-

age. For the real mobility data, we considered 4 data sets from the CRAWDAD and

KIOS projects. The main characteristics of these datasets (DS) are summarized in

Table 1.

For all these mobility scenarios, we use three monitor places at non collinear posi-

tions. For each position of the user we simulate the transmission of a message from

the user that will be captured by the monitors. Each monitor that captures a message,

reads its RSSI and turns it into a distance that is used to estimate the user position

according to one the techniques tested: Dead Reckoning, Distance, and Speed.

To simulate unreliable data, we introduce random losses at the monitors. We intro-

duce a probability of missing a message for each monitor. Initially we assume that

only one monitor misses a message at a time so there are always at least two other

monitors receiving the same message, and we aim to estimate the position of the user

based on the available two RSSI measures.

6.1 Location Tracking Without Missing Data

In the case ideal mobility model and 𝜎 = 0, all the positions can be correctly esti-

mated and the estimated positions perfectly match the real ones. In a little more

complex situation where 𝜎 = 1, the estimated positions do not match the real ones

even with and ideal mobility model (see Fig. 1). However, as we notice in the same
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(a) (b)

Fig. 1 Coordinates of estimated position calculated based on RSS measures. Ideal mobility with

𝜎 = 1. a Each position is used to calculate 1 coordinate estimate. b Each position is used to calculate

10 coordinate estimates

(a) (b)

(c) (d)

Fig. 2 Position coordinates from real mobility data and their corresponding position estimated

without missing data and with 𝜎 = 1. a DataSet1. b DataSet2. c DataSet3. d DataSet4
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Table 2 Summary of the obtained results

DS Pos. Method 𝜎 = 0 𝜎 = 1 Trilateration

Mis.= 74 % Mis.= 99 % Mis.= 74 % Mis.= 99 % 𝜎 = 0 𝜎 = 1

1 1689 Direction 0.121511 0.264769 1.645680 1.602990 0.0026119 1.6618

Speed 4.268930 5.645070 4.865160 5.904530

Dead

reckoning

0.706925 0.849137 1.789630 2.006390

2 60 Direction 1.526920 1.946580 3.763000 3.848790 4.74E-06 2.3797

Speed 4.692470 5.564970 5.818530 6.378680

Dead

reckoning

3.564433 4.127600 4.578430 4.997270

3 96 Direction 0.837704 0.611903 2.547160 2.084700 4.45E-06 2.14042

Speed 1.858930 0.327840 4.009810 2.300220

Dead

reckoning

2.018800 2.108680 3.117430 2.823130

4 180 Direction 5.537220 3.412730 6.861800 6.921910 1.13E-05 4.77129

Speed 8.400200 8.615250 9.903870 10.850200

Dead

reckoning

3.929080 9.361340 7.637980 9.929080

Fig. 3 CDF with DataSet1
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figure, the difference between these values quantified by the by the estimation error

is low.

In the case of real mobility data and 𝜎 = 1, we plotted the graphs in Fig. 2 to

show the effect of RSSI fluctuations of the estimation of positions in the case of

real mobility data. The mean errors in position estimation with these scenarios are

summarized in Table 2.

6.2 Location Tracking with Missing Data

We run various scenarios for missing data. In the first one, Missing0 already dis-

cussed above, there are no missing data and all the messages transmitted by the user

will be captured by the monitors. In the second and third scenarios only a proportion

of the messages are captured by the monitors. For example, in Missing74 and Miss-

ing99 scenarios, 74 and 99 % of the localization estimations are based on the RSSI

readings of only two monitors, respectively. For various setting, we plot the CDF of

the error in position estimation expressed in meters as shown in Figs. 3, 4, 5 and 6.

Fig. 4 CDF with DataSet2
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Fig. 5 CDF with DataSet3

In general, we also notice that when 𝜎 increases the error in position estimation also

grows as explained earlier in the case of no missing data. We also show that Direction

method achieves the best position estimation followed by Dead Reckoning followed

by Speed and that there is not a big difference in position estimation when the ratio

of missing data increases from 74 to 99 %. In some situations such as in DataSet3

(Fig. 5), we show that Speed achieves good position estimate. The reason is that in

DataSet3, the user movements are regular. For the DataSet4, we show that all meth-

ods return higher errors in position estimation. This is because user movements are

not regular as the users seems to make vertical movements due to the large time

interval between recorded positions. There is another reason why position estimates

are less good in DataSet4 compared to the other data sets, which is due to the place-

ment of monitors that farther away from the positions to be estimated. We also show

that Direction method is the best in situation where we have short intervals between

positions recording such as in DataSet1 (Fig. 3).
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Fig. 6 CDF with DataSet4

7 Conclusions

We have presented a completely passive location tracking system that allows finding

WiFi equipped mobile user locations. We analyzed the performance of the proposed

system in a general environment governed by a log-normal path loss model with both

real and computer generated data sets. We presented the problem of missing data that

occurs at the monitors which we validated with experiments based on WiFi-enabled

Raspberry Pi monitors. To cope with the problem of missing data, we proposed two

heuristics in relation with the direction and speed change of mobile user with the

assumption that humans users are likely to keep nearly constant speed and direction

in their movements. NS3 simulations on both a general path-loss model and an indoor

model on both computer generated and real mobility data have shown that Direction

method achieves better results in general compared to Speed and Dead Reckoning.
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Two Stages Feature Selection Based
on Filter Ranking Methods and SVMRFE
on Medical Applications

Hayet Djellali, Nacira Ghoualmi Zine and Nabiha Azizi

Abstract This paper investigates feature selection stage applied to medical clas-
sification of disease on datasets from UCI repository. Feature selection methods
based on minimum Redundancy Maximum Relevance (mRMR) filter and Ficher
score were applied, each of them select a subset of features then the selection
criteria is used to get the initial features subset. The second stage Support vector
machine recursive feature elimination is performed to have the final subset.
Experiments show that the proposed method provide an accuracy of 99.89 % on
hepatitis dataset and 97.81 % on Wisconcin Breast cancer dataset and outperforms
MRMR and Support vector machine recursive feature elimination SVM-RFE
methods, as well as other popular methods on UCI database, and select features that
are relevant in discriminating cancer class (malign/benign).

1 Introduction

Feature selection (FS) plays an important role in pattern recognition and data
mining. FS algorithms consider that the feature set contains redundant features or
irrelevant. Irrelevant features are not discriminative for the classification problem,
and redundant features contain information which is present in more informative
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features. We can investigate the remaining relevant features to determine the effect
to the class label. Thus, classification performance is improved [1, 2].

FS for medical application serves many purposes like helping in efficient
identification of disease (as example cancer disease from a subset of features), also
helps to construct a robust classifier with discriminative features and non redundant
one [3–5]. In this paper, Feature Selection methods have been studied and tested on
medical application.

Considering only robustness of a feature selection technique is not an appro-
priate strategy to find good subsets of features, and also model performance should
be taken into account to decide which features to select. Therefore, feature selection
needs to be combined with a classifier in order to get the best performance [6].

FS algorithms suffer from instability. The perturbation of the data such as
removal of a few samples may cause a FS algorithm to select a different set of
features [5, 7].

The present work is focused on feature selection in automatic classification
system of disease (malign and benign). In this paper, we propose a scheme to
improve robustness using in first stage the feature selection based on MRMR filter
and fisher score, then select the common features. The second stage we use Support
Vector Machine recursive feature elimination SVMRFE to remove the worst fea-
tures and estimate accuracy.

The manuscript is organized as follows. Section II describes features selection
methods: filter ranking methods, MRMR and SVM-RFE methods and related work.
Section III gives a detailed description of the proposed algorithm: FS methods
combine SVM-RFE with MRMR and fisher score Filter. The numerical experi-
ments on medical datasets from UCI database like hepatitis and breast cancer are
demonstrated in Section IV and evaluating the performance of our algorithm and
comparison with SVMRFE and MRMR approaches are presented. Finally, in
section V and VI the results were discussed followed with conclusion.

2 Feature Selection Methods

In this section, we describe different feature selection approaches like filter,
wrappers and embedded methods. We describe these methods to highlight their
ability to build an efficient classification system.

Feature selection (FS) is a widely-used technique in pattern recognition appli-
cations. Feature selection is the process of selecting an optimum subset of features
from the huge potential features available in a given classification problem [4]. It
removes irrelevant and redundant features from the original data; FS reduce the
problem of over fitting and the performance of the resulted model is improved.
More importantly, we can compare the features and keep only the relevant ones.

FS algorithms are divided into three categories: filters, wrappers and embedded
methods, based on how they interact with classifiers [4]. Filters methods often
employ only a heuristic approach where the criterion function is not related to
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particular classifier. The filters are evaluated based on criteria like Pearson corre-
lation, entropy, probabilistic distance measures, and mutual information [3, 8].

Feature ranking were the first approaches used and still applied for too high
dimensionality problems. The best ranked features may be selected as input of a
classifier. All the filter methods are fast and computationally simple and indepen-
dent of the classifiers. The principal disadvantage is they ignore the interaction with
the classifier and most proposed technique is univariate (each feature is considered
separately thereby ignoring feature dependencies) which may lead to worse clas-
sification performance when compared to other types of FS techniques [1].

Wrappers methods aim at finding a feature subset that achieve higher classifi-
cation accuracies by embedding classifier characteristics into the feature selection
process [9, 10].

Embedded methods are hybrid approaches using filters and wrappers. A large
number of algorithms have been applied to feature selection like evolution
approaches such as genetic algorithm (GA) based selection [11–13]. Wrapper and
Embedded methods can efficiently obtain high classification accuracy, but the
execution time is higher than Filter methods [14].

2.1 Features Ranking Methods

These methods assign a weight to each feature and rank the feature accordingly.
Filter techniques asses the relevance of the features by looking only at the intrinsic
properties of the data. In most cases a feature relevance score is calculated, and low
scoring features are removed [1]. We describe several features ranking strategy that
we experiment.

Fisher score (fscore) is a simple feature selection technique which measures the
discrimination of two sets of real numbers [6]. Based on statistics characteristics, it
is independent of the classifiers.

Given training vectors xk, k = 1, 2,…,m. the numbers of positive examples are
nplus and negative examples are mneg respectively, then the fscore of the jth
feature in Eq. (1) is defined from equation Fscore [6]

F jð Þ= ðxbð+ Þ
j − xbjÞ2 + ðxbð− Þ

j − xbjÞ2
1

nplus− 1∑
n+

i=1 ðxð+ Þ
i, j − xbð+ Þ

j Þ2 + 1
mneg− 1∑

n−

i=1 ðxð− Þ
i, j − xbð− Þ

j Þ2
ð1Þ

xb j: the average of jth feature of whole instance
xbj

+: the average of jth feature of positive instance
xbj

−: the average of jth feature of negative instance
xij
+: the jth feature of the ith positive instance

xij
−: the jth feature of the ith negative instance
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2.2 Support Vector Machine Recursive Feature Elimination

Support vector machine recursive feature elimination (SVM-RFE) is an embedded
FS algorithm proposed by Guyon et al. [9]. It starts with all the features, uses
criteria from the coefficients in Support Vector Machines models to assess features,
and recursively removes features that have small criteria recursively in a backward
elimination manner. SVM-RFE is a FS method that uses SVM weights as the
ranking criterion of features. It has both linear and nonlinear versions. The nonlinear
SVM-RFE uses a special kernel strategy and is preferred when the optimal decision
function is nonlinear [8].

2.3 Minimum Redundancy Maximum Relevance

The minimum Redundancy Maximum Relevance (mRMR) method aims at
selecting maximally relevant and minimally redundant set of features [2]. Max
Relevance is to search features with the mean value of all mutual information values
between individual feature xi and class c.

If two features highly (correlated) depending on each other and removing one of
them, the class discriminative power is not affected. The minimal redundancy
(Min-Redundancy) condition is added to select mutually exclusive features. The
criterion combining the above two constraints is called minimal Redundancy
Maximal Relevance (mRMR) [15].

To find the optimal features defined by Eq. (2), incremental search methods is
used. Let assume we already have Sm-1, the feature set with m-1 features. The task
is to select the mth feature from the set {X–S m-1}. This is done by selecting the
feature that maximizes Eq. (2).

max
xj ∈ Sm− 1

½Iðxj; cÞ �− 1
m− 1

∑
xi ∈ Sm− 1

Iðxj; xiÞ ð2Þ

2.4 Related Work

The authors [3] indicated that while Computer aided diagnosis CADx shows
promising results for classifying an abnormality into benign or malignant, the
diagnostic accuracy is not very high. So, the authors proposed a new feature
selection based on support vector machines (SVM) and mutual information-based
feature selection method which minimizes redundancy among features and maxi-
mizes relevance to classes (mRMR). They have tested their architecture on the
dataset of mass and calcification lesions found in the Digital Database of Screening
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Mammography (DDSM) [16]. The results showed that the proposed scheme is
competitive to other classification methods.

Maka and Kung [17] investigated various wrapper and filter techniques for
reducing the feature dimension of pairwise scoring matrices and proved that these
two types of selection techniques are complementary to each other. Two fusion
strategies are then proposed to combine the ranking criteria of filter and wrapper
methods and merge the features selected by the filter and wrapper methods.
Evaluations on a subcellular localization benchmark and a microarray dataset
demonstrate that feature subsets selected by the fusion methods are superior to
those selected by the individual methods for a broad range of feature dimensions.

The authors [8] proposed a novel hybrid approach by correlation-based filters
and Support Vector Machine—Recursive Feature Elimination (SVM-RFE) method
for robust feature selection, which aims to achieve robust results by aggregating
multiple feature subsets. In the first stage, they incorporate correlation based filters
to identify relevant Features and Complementary Features, and generate multiple
groups for robustness; in the second stage, they aggregate multiple groups with
SVM-RFE into a compact feature subset. Experimental results on both UCI data
sets and microarray data sets have proved the effectiveness of the proposed
approach.

The authors [18] introduced multiple SVM-RFE, where the SVM was trained on
multiple subsets of data and the genes were ranked using statistical analysis, and
demonstrated its effectiveness in choosing genes in microarray data. From the
experiments, it was found that SVM-RFE (Correlation) outperformed SVM-RFE
(mRMR) in terms of classification accuracy. The authors observed that SVM-RFE
(mRMR) converges faster than other methods while it does not achieve the best
performance.

Tang et al. [19] proposed two-stage SVM-RFE algorithm, where initial gene
subset was selected using several multiple MSVM-RFE models with different gene,
and in the second stage, at each iteration, genes were selected by eliminating one
gene.

The authors [20] combined mRMR and ReliefF algorithms in a two-stage
strategy for gene selection. In the first stage, ReliefF method select small subset of
genes, and then, mRMR method was applied to choose non redundant genes into
the subset. The experimental results on seven different datasets show that the
mRMR relief gene selection algorithm is very effective.

Peng et al. [21] presented a new approach for feature selection in biomedical
data. The proposed approach is characterized by adding a pre-selection step based
on filter to improve the effectiveness in searching the feature subset that achieves
the best classification performance. Receiver operating characteristics curves
(ROC) is used to characterize the performance of the individual feature and the
subset of features in the classification. The experiments on biomedical datasets
show that proposed method improves the performance measured by area under
curve of ROC compared to sequential forward floating search (SFFS).
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3 The Proposed Architecture

This section presents a robust feature estimation and ranking method based on
ranking the features by using different criterion: fisher ratio, and mRMR. In this
study the ranked features by Fisher’s ratio and maximum relevance, minimum
redundancy (mRMR) are compared to make the intersection between features and
keep them as final subset of optimal features.

We propose to improve robustness of feature selection through multiple cycle,
by doing this, the assessment of features tends to be less sensitive to the inaccurate
estimation of the statistical parameters applied on databases from UCI repository.
Each criteria provides specific subset given its search abilities to obtain a solution
that is complementary from the other but not optimal. The selection criteria consist
of computing the common subset between filters method.

The SVM-RFE [9] is applied in the second stage to evaluate the effect in term of
accuracy for the classifier. The overall feature selection and classification scheme of
the study framework is shown in Fig. (1).

Class

data Feature Extraction

SVM Classifier

mRMR

mRMR

Fisher Score Subset S1

SVMRFE

Subset  S2

Common Features

S_FS & S_

All features 
except S1

Subset  S1 U S2

Feature selection 
Framework

Fig. 1 Disease recognition architecture
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To classify the medical data from well known database like cancer disease,
diverse phases used in this work are described below:

1 Feature Extraction: compute the features.
2 Feature Selection: apply the proposed feature selection methods based on

method called FS_MRMR_SVMRFE algorithm to choose the best subset of
relevant features.

3 SVM Classifier: Classification method Support Vector Machines (SVM) is used
to evaluate the proposed approach.

3.1 Feature Extraction

The first stage of disease classification schemes is the feature extraction. The
number of features selected for breast cancer Wisconsin includes ten features and
class label (two classes: benign-malign). Hepatitis dataset was used considering
twenty features including class.

3.2 Feature Selection

The second stage is feature selection. The features were used from hepatitis data
(twenty features including class: live-death) from UCI repository and breast cancer
Wisconsin (ten features including class: malign-benign).

We propose a features selection algorithm Fisher score and Maximum relevance
minimum redundancy FS_MRMR_SVM and evaluated on support vector machines
SVM classifier. We describe the main phases below:

Filter Stage
Fisher’s ratio is univariate filter method evaluating each feature individually,

where mRMR [2] is a method based on evaluating mutual information and
searching the relevant features to the target class and achieving minimal redundancy
with other set of features. mRMR method provides features that have a less cor-
relation with each other. Each filter method provides a subset of features S_FS from
ficher score and S_mRMR from mRMR method. These two group of features S_FS
and S_mRMR are compared to have the best common features selected.

Features Selection Criteria
Assume Si and S0 denote feature subsets selected using different filter methods,

respectively.
K is the cardinality of Si and S0
The final subset between these two features subsets can be measured using the

first M (M < K) equal features.
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Si∩ S0 is the number of common features between Si and S0.
In this study, Si = S_FS and S0 = S_mRMR.

SVM-RFE algorithm
SVM-RFE is a FS method that uses SVM weights as the ranking criterion of

features. The previous resulted subset is used as input for SVMRFE method. It has
four steps:

1. Input all features except S_FS intersect S_MRMR.
2. Train a Support Vector Machines on the full training set;
3. Order features using the weights of the resulting classifier;
4. Eliminate features with the smallest weight (lowest rank);
5. Repeat the process with the training set limited to the remaining features.

3.3 SVM Classifier

Support Vector machine is a powerful machine learning technique that uses kernel
to construct linear classification boundaries in higher dimensional space [6, 22].
SVMs have a good generalization performance in various applications. Different
kernels were used (RBF radial basis function, polynomial and linear).

4 Experimental Results

In this section, we first describe the experimental settings, and then compare our
feature selection method FS_mRMR_SVMRFE with three feature selection algo-
rithms regarding the effectiveness. SVMRFE, mRMR, fisher score were applied
with SVM Classifier.

Algorithm FS_MRMR_SVMRFE 
Input 

All feature F1, F2,.,,Fmax 
Output 
BestSb: Best Subset of features: Sfinal 

1. Initialize the training dataset from hepatitis and breast cancer Wisconcin. 
2. Rank the features by mRMR filter method to have S_mrmr. 
3. Rank the features with fisher score which provide features scores 

S_fscore, then ranked them. 
4. Calculate the common features between these two methods individually.         

S1= S_mrmr intersect S_fscore. 
5. Apply Support vector machine Recursive feature elimination SVMRFE 

to test F1, F2,.., Fmax except S1 with SVMRFE to get the second subset 
S2 with classifier and remove the worst features.  

        Final subset Sfinal = S1 union S2.  
6. Design training strategy using a support vector machines as classifiers 

for the recognition of disease type.  
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SVM classifier with Matlab is used in our experiments, to evaluate the predictive
accuracy on the selected feature subset with 10-fold Cross-Validation. The
parameters of classifiers are set to default values. In the following, we compare
several feature ranking algorithms.

4.1 Databases

We have used two dataset Wisconsin Breast cancer Dataset WBCD taken from UCI
machine learning repository and hepatitis dataset in our experiments.

The Wisconsin Breast Cancer Dataset [23] WDBC datasets contains 683 sam-
ples taken from needle aspirates from human breast cancer tissue. It consists of nine
features, each of which is represented as integer between 1 and 10.

Hepatitis database from UCI [23] was used. It contains twenty features including
class attribute. The numbers of samples are 155. The features are: Class(DIE,
LIVE), Age, Sex, Steroid, Antivirals, Fatigue, Malaise, Anorexia, Liver Big, Liver
Firm, Spleen, Palpable, Spiders, Ascites, Varices, Bilirubin, Alk, Phosphate, Sgot,
Albumin, Protime, Histology.

5 Discussion

Different filters ranking methods provide different subset of features like fisher score
and MRMR did. These results present benefits for choosing the complementary
features that interact differently on classifier (Tables 1 and 2).

SVMRFE method provides a different subset of ranked features than fisher score
like shown in Tables 3 and 4. SVMRFE method achieves better accuracy than
fisher score for 11 features when fscore is better for 8 features. The results on

Table 1 Advantage and drawbacks of feature selection methods

Feature
selection
methods

Advantages Drawbacks

Filters
Ranking [1]

Simple and fast Do not account redundancy
among features.
Independent from the
classifier

Wrappers [10] Achieve higher classification accuracies.
Apply a specific machine learning
algorithm to guide the selection of features

Time consuming methods

Embedded [14] Higher classification accuracy. Apply both
classifier and filter techniques

Time consuming methods
but less than wrappers
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WDBC indicate clearly that SVMRFE method is more accurate than fisher score
like shown in Tables 5 and 6.

Additional features might be noisy. It was observed that classification accuracy
decreases like shown in Table 4 with Fischer score from 8 to 11 features on
Hepatitis dataset.

Tables 7 and 8 demonstrate that the accuracy on two dataset WDBC and
Hepatitis is respectively better 99.89 % with 11 features and 97.81 % with 8 fea-
tures than other methods (fisher score, mRMR, Svmrfe). We conclude that com-
bining Maximum Relevance Minimum Redundancy mRMR (select the features that
minimizes redundancy and maximizes relevance) and Fisher score in first stage and
then compute the common features contribute in better classification accuracy.

Table 2 Works on feature selection methods

Works Methods Databases

[3] Mutual information-based feature selection
method

DDSM mammographic database

[8] Hybrid approach by correlation-based filters
and Support Vector Machine—Recursive
Feature Elimination (SVM-RFE)

UCI and microarray data sets

[17] Various wrapper and filter techniques for
reducing the feature dimension of pairwise
scoring matrices

Evaluations on a subcellular
localization benchmark and a
microarray dataset

[18] Multiple SVM-RFE, where the SVM was
trained on multiple subsets of data.
SVM-RFE (Correlation) outperformed
SVM-RFE (mRMR) in terms of
classification accuracy

Gene expression based cancer
classification

[19] Two-stage SVM-RFE algorithm Gene data
[20] mRMR and ReliefF algorithms Gene data
[21] Receiver Operating characteristics curves

(ROC) is used to characterize the
performance of the individual feature and
the subset of features in the classification

Biomedical datasets

Table 3 Hepatitis dataset with SVMRFE method

Number of features SVM classifier accuracy (%) Selected features

8 75.00 5-14-9-17-7-6-10-15
11 93.75 15-18-6-9-4-16-10-3-17-8-7

Table 4 Hepatitis dataset
with Fisher score method

Number of
features

Accuracy
(%)

Selected features

8 87.50 12-14-17-18-13-19-11-6
11 75.00 12-14-17-18-13-19-11-6-1-15-2
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In the second stage, applying Support Vector Machine Recursive Feature
Elimination SVMFE for additional feature leads to preserve the relevant features
that are ignored by the first stage and keep the most relevant one. The union of
subsets provided by these two stages (Table 7 with 11 features) achieves better
accuracy (Table 7: Accuracy = 99.89 %) than each method applied separately.

Table 9 indicates that the result from the first stage (Fscore and mRMR)
achieves with six features 95.58 % of accuracy, the performance is improved in the
second stage with 97.81 %.

Table 5 Breast cancer
Wisconsin dataset with Fisher
score method

Number of features SVM classifier accuracy (%)

5 97.79
6 97.06
7 97.06
8 97.79
9 98.53

Table 6 Breast cancer
Wisconsin dataset with
SVMRFE method

Number of features SVM classifier accuracy (%)

6 98.52
7 98.52
8 97.79
9 97.79

Table 7 SVM classifier
accuracy on different feature
selection methods: Hepatitis
dataset

Methods #features Accuracy%

Proposed method 11 99.89
Fisher score 75.00
mRMR 81.25
SVMRFE 93.75

Table 8 SVM classifier
accuracy on different feature
selection methods: WDBC
dataset

Methods #features Accuracy%

Proposed method 8 97.81
Fisher score 97.79
mRMR 97.05
SVMRFE 97.80

Table 9 Breast cancer Wisconsin dataset with proposed method

Number of features SVM classifier
accuracy (%)

List of features

First stage = 5
intersect (Fscore and mRMR)

95.58 8-3-7-9-4-5

Second stage = 7
with SVMRFE

97.81 2-6

Final list of features 97.81 8-3-7-9-4-5-2-6
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6 Conclusion

The Fisher score and SVMRFE algorithms provide different subsets of best features
and keeping only one of them is not an appropriate approach. The proposed feature
selection approach provide the final subset of features obtained by fusion of best
common features from filter ranking methods and the best ranked features with
SVMRFE achieves better performance than each method taken separately with the
SVM classifier. The two stage feature selection scheme is more accurate for disease
classification compared to the other methods.
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A Formal Approach for Maintainability
and Availability Assessment Using
Probabilistic Model Checking

Abdelhakim Baouya, Djamal Bennouar, Otmane Ait Mohamed
and Samir Ouchani

Abstract Availability is one of the crucial characteristics that measures the system

quality and influences the users and system designers. The aim of this work is to pro-

vide an approach to improve the system availability by taking into account different

system situations at design step using SysML state machine diagram. We construct a

formal model of state machine in the probabilistic calculus which supports modeling

of concurrency and uncertainty. In this paper, we consider a single industrial control

equipment and a multiprocessing computing platform where its behavior is modeled

by SysML state machine diagram and we use logical specification of maintainability

and availability properties. The probabilistic model checker PRISM has been used

to perform quantitative analyses of these properties.

Keywords SysML state machine diagram ⋅ Reliability ⋅ Availability ⋅
Maintainability

1 Introduction

Constraints on system design in terms of reliability, availability and maintainability

are becoming more stringent. For critical systems, availability constraints are having

an increasing influence on the design and maintenance cost. It is necessary today, to
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take efficiently these constraints into consideration during the design process to reach

a compliant solution. Thus, the evaluation and the prediction of system’s behavior at

early stage of design is beneficial to handle time and effort.

The concept of reliability is quantifiable and suitable to describe the behavior in

time of repairable systems according to the historical statistics [10], whereas, avail-

ability can be defined as the ratio of delivered service under given conditions at a

stated instant of time [4]. Maintainability can be described as the ability of the sys-

tem to be restored to a specified state following a failure [4]. The reliability functions

are discussed in numerous publications [18, 20, 24] and we can state that the most

approaches rely on the application of Markov processes. However, the quantifica-

tion becomes complex when the number of system states is large [10]. Recently, the

automated approaches such as Model Checking [5, 7, 21, 23] are used frequently

for these purposes.

The Model checking [13] is a formal technique used to verify systems whose

behavior is unpredictable, especially stochastic in nature. The technique consists

on the exploration of every possible system behavior to check automatically that

the specifications are satisfied. The verification can be focused on either qualitative

or quantitative properties [1]. Quantitative properties puts the constraints on a cer-

tain event, e.g. the probability of processor failure in the next 3 h is at a least 0.88,

while qualitative properties assert that certain event will happen surely (i.e. Proba-

bility= 1).

In this paper, we are interested in the formal verification of probabilistic sys-

tems modeled as SysML state machine diagram. The overview of our framework

is depicted in Fig. 1. It takes State machine diagrams as input and constructs a for-

mal model of state machine in the probabilistic calculus which supports modeling

of concurrency and uncertainty. After that, we encode our model in language of the

PRISM symbolic probabilistic model checker [15]. Commercial tools for reliability

prediction, such as Lambda Predict [26], cannot be used to estimate the performance

at the required moment as they do not support reward modeling (i.e. cost). However,

Fig. 1 A SysML State machine diagram verification approach
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the probabilistic model checker PRISM overcomes this limitation. We analyze the

logical properties expressed in Continuous-stochastic logic (CSL) [28] to check the

system availability and maintainability.

The remainder of this paper is structured as follows: Sect. 2 discusses the related

work. We recall the system life cycle states in Sect. 3. Section 4 describes SysML

state machine diagram ant its operational semantics. PRISM Model Checker is pre-

sented in Sect. 6. Section 7 illustrates the application of our mapping rules on case

study for availability and maintainability assessment. Section 8 draws conclusions

and lays out the future works.

2 Related Work

There are a numerous attempts to use formal methods to address the problems of

design behavior prediction especially in automotive systems [6], industrial process

control [10] and avionic navigation [17, 29]. Dhouibi et al. [6] presented a safety-

based approach for system architecture optimization. The approach is based on

Genetic Algorithm [27] for best components allocations. However the specification

is not explained and the algorithm is time consuming. Huang et al. [12] proposed a

verification of SysML State Machine Diagram by extending the model with MARTE

[19] features to express the execution time. The tool has as input the State Machine

Diagram and as output timed automata expressed in UPPAAL syntax [3]. UPPAAL

uses Computational Tree Logic (CTL) properties to check if the model is satisfied

with respect to liveness and safety properties. Morant et al. [20] proposed a Markov

representation of availability and failure according to the statistical observations.

However, the analysis did not refer to any relation between reliability and availabil-

ity for safety interpretation. Nevertheless, Lu et al. [18] constructed a formal model

of GNSS based positioning system directly in the probabilistic Pi-calculus that sup-

ports concurrency and uncertainty which is directly mapped to PRISM language for

availability interpretation. Qiu et al. [25] used UML state chart with failure rates

to evaluate the availability of systems where the approach is based on simulation

method. However, the mapping rules and simulation tool are not clearly described in

the paper. Liu et al. [17] used Architecture Analysis and Design Language (AADL)

to describe the system architecture and used Error Model Annex (i.e. textual rep-

resentation of state transitions) with the Risk-based Failure Mode Effect Analysis

(RFMEA) property to express error effects. The developed plug-in extracts a set of

measures for quantitative assessments. However, the authors restricted themselves

to the generation of a set of failure rates only.

Compared to the existing works, our work maps a standard behavioral diagram

called SysML State Machine into PRISM code. In addition, We construct a formal

model of state machine in the probabilistic calculus which supports modeling of con-

currency and uncertainty. Our goal is to adopt probabilistic model checking for sys-

tem availability and maintainability assessment on the basis of the system reliability

and the failure rate of its components. Table 1 highlights the comparison of our work

with the existing approaches.
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Table 1 Comparison with the existing approaches

Paper SysML Approach Formalization Automation

[6] Genetic algorithm
√

[12]
√

Model checking
√

[10] Analytic

[20] Analytic

[18] Model checking
√ √

Our
√

Model checking
√ √

3 System Life-Cycle

As shown in Fig. 2, system life-cycle is a final loop that begins from execution to the

shutdown and includes four states [10]; operational, failure, interruption (i.e. Acci-

dent) and maintenance. Three types of stops are considered: stop 1 after preventive

maintenance, stop 2 after failure and stop 3 after an interruption:

∙ Stop 1 or maintenance time is the necessary time to perform the preventive main-

tenance represented by mean time to maintenance (MTTM).

∙ Stop 2 or repairing time is the time required to repair the system after breakdown

represented by mean time to repair (MTTR).

∙ Stop 3 or preparing time is the time to restore the system to the operating state

after an interruption represented by mean time to preparing (MTTP).

Availability therefore, is the probability for the system to function correctly at the

required moment [16], the basic definition is:

Availability =
Operational time

Total utilization period

Fig. 2 System life-cycle [10]
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In our case, availability is computed using CSL temporal logic in Sect. 7. Moreover,

we adopt the following indicators cited in [10] to assess availability:

∙ MTBF: Mean Time Between Failures is the mean time between two consecutive

failures.

∙ MTBM: Mean Time Between Maintenance is the mean time between two preven-

tive maintenance.

∙ MTBI: Mean Time Between Interruptions (i.e. Accident) is the mean time between

two interruptions.

4 SysML State Machine Diagram

SysML State Machine diagram (SMD) is a graph-based diagram to describe state-

dependent behavior [22]. Table 2 shows the sub set of interesting artifacts used for

verification in this paper and its corresponding algebraic expression and PRISM

commands. A behavior starts (resp. stops) executing when it initial (resp. final)

pseudo-state becomes active. We note that state behavior (i.e. do, entry and exit)

are ignored in this paper. Transitions are defined by triggers and guards. The trigger

(i.e. events) causes a transition from the source state when the guard is valid. In addi-

tion, the control node supports junction, choice, join, fork and terminate. A junction

splits an incoming transition into multiple outgoing transitions and realizes a static

conditional branch, as opposed to a choice pseudo-state which realizes a dynamic

conditional branch. To illustrate how a rate value is specified, the transition leaving

choice nodes are annotated with the ≪rate≫ stereotype. We present in Definition 1,

the formal definition of SysML state machine diagrams that embed the rate function.

Definition 1 State machine diagrams is a tuple S = (i, fin,N ,E,Rate), where:

∙ i is the initial node,

∙ fin = {⊙,×} is the set of final nodes,

∙ N is a finite set of state machine nodes,

∙ E is a set of events (i.e. triggers),

∙ Rate: ({i} ∪N ) × E × (fin ∪N ) → IR
≥0 is a rate function assigning for each

transition from ({i} ∪N ) to (fin ∪N ) and 𝛼 ∈ E a positive real value 𝜆.

5 State Machine Syntax

We formalize state machine diagrams by developing a calculus where its terms are

presented in Table 2 according to the graphical notation defined in the standard.

Using this calculus, a marked term is typically used to denote a reachable configura-

tion, whereas, the unmarked term corresponds to the static structure of the diagram.
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Table 2 Formal notation of SysML state machine diagram artifacts

Artifacts Formal notation PRISM representation

l ∶ i ↣  [] Initial → (Initial′ = false) & ( ′ = true);

l ∶ ⊙ []Final → (Final′ = false)& ⋯ & ( ′
i = true);

l ∶ s ↣  [] S → (S′ = false) & ( ′ = true);

l ∶ D(𝜆1 , g,1 , 𝜆2 ,2)
[
lg
]
g1 → 𝜆1 ∶ (l′g = false) & ( ′

1 = true);
[
lg2
]
g2 → 𝜆2 ∶ (l′‷ = false) & ( ′

2 = true);

l ∶ M(x) ↣  [] lx1 → (l′x1 = false) & (M′
x = true);

[] lx2 → (l′x2 = false) & (M′
x = true);

[]Mx → (M′
x = false) & ( ′ = true);

l ∶ J(x) ↣  [] lx1 & lx2 → (l′x1 = false) & (l′x2 = false) & ( ′ =
true);

l ∶ F(1,2) []Fork → (Fork′ = false) & ( ′
1 = true) & ( ′

2 =
true);

Figure 3 shows the formal operational semantic based on our state machine cal-

culus terms presented in Table 2 that are part of [2]. To support tokens we augment

the “Over bar” operator with integer value n such that the 
n

denotes the term 

marked with n tokens. Furthermore, we use a prefix label l: for each node to uniquely

reference it in the case of a backward flow connection. Let  be a collection of labels

ranged over by l; l0; l1,.. and  be any node (except initial) in the state machine.

Fig. 3 A symbolic semantic of State Machine Calculus
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6 The PRISMModel Checker

In this paper, we use PRISM probabilistic model checker [14]. It supports the analysis

type of probabilistic models: Discrete-time Markov chains (DTMC), Continuous-

time Markov chains (CTMC), Markov decision process (MDP). Moreover, PRISM

allows us to verify properties specified in PCTL [9] and CSL [28] temporal logic.

In this paper, we focus on Continuous-Time Markov chains (CTMCs) in reliability

and availability analysis, such that [11, 15]. A CTMC involves a set of states S and a

transition rate matrix R: S × S → ℝ
≥0. The delay before which a transition between

states s and s′ is specified by the rateR(s, s′). The probability that a transition between

state s and s′ might take place within time t is given by 1 − eR(s,s′)×t which matches the

SysML state machine diagram semantics (Sect. 4). We define each transition from

s to s′ in PRISM as one command as shown in Fig. 6. The global state of model is

derived from the state of individual value of command variables. The guard s0 =
true indicates that command is only executed when variable s0 is true. The update

(s1’= true) & (s0’= false) and their associated rate indicate that the value of s0 will

change to false and s1 will change to true with rate “𝜆1”. In CTMC, when multiple

possible transitions are available in a state, a race condition occurs [13] and this

can arise in several ways. Firstly, within in a module, multiple transitions can be

specified either as several different updates in a command, or as multiple commands

with overlapping guards.

Lets assume that we have a system for satellite error detection capability. The

Markov model of such a system as shown in Fig. 4, can be build with four states (s0:

Operational, s1: Fault detected, s2: Interruption detected, s3: Satellite replacement

and Launch) representing the satellite status. The failure rates 𝜆1, 𝜆2 are constant

between states where 𝜇 = 1∕24, 24 h is the time to decide to build a new satellite

(i.e. Mean Time To Repair). This system can be described using PRISM modeling

language as shown in Fig. 6.

Fig. 4 A simple Markov

chain to illustrate the failure

occurrence
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Fig. 5 Reliability versus time

Fig. 6 Sample PRISM code

In order to perform model-checking, a property should be specified in Continuous

stochastic logic (CSL). For example, CSL allows the expression of logical states

such as “what is the expected reward cumulated up to time-instant t for a computer

to reboot” R=?[C≤t], where “reboot” labels the reward construct in PRISM or “what

is the probability of an error occurring within T time steps”: P
<0.1[F <= 10(s3 =

true)]; the property is true in a state s3 of the Markov chain if the set of paths that

start from s0 and reach the state s3 in the first 10 times units has a probability of at

least 0.1.

In our study, we use rewards (i.e. state Cost) to calculate the expected time ‘T’

for maintenance with respect to the CSL property. PRISM can be augmented with

rewards: real values associated with states and transitions of the model [14]. For

example, the cost of visiting the state “s2= true” is equal to 1. Rewards are associated

with models using the rewards construct:

rewards “maintainability”

S2= true: 1;

endrewards
For the Markov chain in Fig. 4, if 𝜆1 = 0.0001 and 𝜆2 = 0.00005, then the relia-

bility function of that Markov model can be generated using PRISM as displayed in

Fig. 5. The reliability is obtained by checking the model against the property: “the

probability that a satellite will need to be replaced by a new one due to complete fail-

ure in 8 years” and expressed using CSL as P =?[F≤Ts3]; T= 0:70656:8640 (Figs. 6

and 7).
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Fig. 7 A failure model and maintainability plan [10]

7 Case Study for Availability Assessment

7.1 Case Study 1: Industrial Process Control

In the following, we present a case study [10] (Fig. 7) describing an industrial con-

trol equipment consisting of printing system which is a complex line including 11

machines which are: an uncurlror, a debtor, 4 printing units, a wipe-catcher system,

a dryer, a cooler, a paper passage an folding machine. From the designer’s point of

view, the high degree of automation machines makes it possible to have a reduced

human intervention on the machine utilization with availability equal to 100 %. The

essential role of users is to supervise the working of the machine, except the begin-

ning settings of impression and charging row material. However, the observations at

user site show that system is rarely in nominal mode of operation. It is available for

about 60 % of its use time. We have observed some events as failures, interruptions,

preventive maintenances. Taking into account the production type (process shop),

it is very important to note that if any machine of the printing system is stopped,

all production will stop. So, the company applied a preventive maintenance. Three

types of stop are observed: (1) Stops caused by the preventive maintenance which is

the most happening and it is represented by state “maintenance”, (2) Stops caused

by failure and it is represented by state “Failure”, in spite of preventive maintenance,

we observed some stops caused by failure due to raw material and consumable types

(ink, solvent, etc.) used in the process, (3) Stops caused by interruptions (i.e. Acci-

dents), in particularly, at the system setting up and it is represented by state “Interrup-

tion”. To assure production continuity user intervenes some times on operating sys-

tem to replace a failing component which is an undesirable behavior (Figs. 8 and 9).
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Fig. 8 Maintenance versus reliability

Fig. 9 Availability versus reliability

Table 3 Parameters for the CTMC model and analyses—case study 1

R
R
𝜆1

= MTBF 𝜆3 =
1

MTBM
𝜆2 =

1
MTBA

𝜇1 =
1

MTTR
𝜇3 =

1
MTTM

𝜇2 =
1

MTTP

90 % 3600 s 40 % 5 % 90 % 90 % 90 %

For system analysis, operations related to failures, maintenances, interruptions

(i.e. Accidents), repairing and preparing were collected and presented in Table 3.

we use R to express the reliability of the designed system. If the system fails, we

say that the system moves from normal state (i.e.Idle) to failure state. Taking into

account system life cycle aspects, the indicators required to assess availability and

maintainability at design stage are described in Sect. 3.

We assume that the time delay is a random variable selected from an exponen-

tial distribution, which is an assumption used in PRISM. according to the system

reliability theory, the reliability of a system from R(t) can be defined as

R(t) = Pr{T > t} = e−𝜆t (1)

and, then we can obtain
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Fig. 10 A failure model of computing platform

𝜆(t) = −lnR(t)
MTBF

(2)

Failures typically occur at some constant failure rate 𝜆 , failure probability depends

on the rate 𝜆 and the exposure time t. Typically failure rate are carefully derived from

substantiated historical data [10].

PRISM provides support for automated analysis of quantitative properties. In case

of our system two properties are analyzed for (1) maintainability and (2) availability

assessment:

1. The system maintenance times when the reliability ranges from 0.01 to 0.99 in

3600 s: R{maintenance}=?[C <= T];T = 3600,R = 0.01 ∶ 0.99 ∶ 0.01;

2. The availability of system in 3600 s when the reliability ranges from 0.01 to 0.99:

R{availabilty}=?[C <= T]∕T;T = 3600,R = 0.01 ∶ 0.99 ∶ 0.01;
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Fig. 11 Availability versus platform reliability

Fig. 12 Availability versus time

As shown in Fig. 11, when the reliability of of the dual core is 0.95 in platform1
the availability is equal to 0.528 however, for the platform2 when reliability is equal

to 0.80 the availability is very low and equal to 0.247. As shown in Fig. 12, if the

time increases the availability decreases from 0.97 to 0.58 for the first platform and

decreases from 0.9 to 0.24 for the second platform. So, it is obvious that the avail-

ability decreases in time due to the processors performance degradation but it is clear

that the first platform offers more performance than the second one due to the high

reliability. For high availability, designer could assume the reliability ≥ 95 %. Never-

theless, the verification of the first property is sufficient to attest that the architecture

of the first platform offers more performance than the second one.

7.2 Case Study 2: Computing Platform

In this case study we expect a better architectural platform based on availability

assessment. The platform consists on two parallel processors P1 and P2. Two kind

of configuration platform are checked where the firsts one; the processor P1 is dual-

core and the second architecture; the processor is single core. The case study is well

detailed in [8] but in our paper it is modeled using SysML. We try to summarize the

failure observations data in Table 4 to enrich our state machine diagram in Fig. 10
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Table 4 Parameters for the CTMC model and analyses—case study 2

Platform RP1 RP2 DCp1 (%) DCp2 (%) 𝜆crash 𝜇repair

1 0.95 0.80 99 60 200 × 10−9 1/24

2 0.80 0.80 99 60 100 × 10−9 1/24

where 𝜇repair is a repair rate and 𝜆p1, 𝜆p2 is a failure rate of the first and second proces-

sor calculated from the reliability of both processors and DCp1, DCp2 are diagnostic

coverage of the first and second processors. We assume that the MTBF of the proces-

sors is 24 years. In addition, red state refers to the crash of two processors, green state

is a state when processor 1 and 2 fails, blue state is a state when interruption occurs

at P1 and P2 fails.

For best platform configurations, two properties are analyzed for availability

assessment:

1. The system availability when the reliability of the dual core is 0.95 in platform1
and 0.80 in platform2 at 200000 h: R{availabilty}=?[C <= T]∕T;T = 200000;

2. The availability of system at different instants T when the reliability of the dual

core is 0.95 in platform1 and 0.80 such as

R{availabilty}=?[C <= T]∕T;T = 1 ∶ 200000 ∶ 10000;

As shown in Fig. 11, when the reliability of of the dual core is 0.95 in platform1
the availability is equal to 0.528 however, for the platform2 when reliability is equal

to 0.80 the availability is very low and equal to 0.247. As shown in Fig. 12, if the

time increases the availability decreases from 0.97 to 0.58 for the first platform and

decreases from 0.9 to 0.24 for the second platform. So, it is obvious that the avail-

ability decreases in time due to the processors performance degradation but it is clear

that the first platform offers more performance than the second one due to the high

reliability. For high availability, designer could assume the reliability ≥ 95 %. Never-

theless, the verification of the first property is sufficient to attest that the architecture

of the first platform offers more performance than the second one.

8 Conclusion

In this paper, we presented a formal approach for maintainability and availability

assessment of probabilistic systems. PRISM language requires considerable exper-

tise, and engineers do not have the necessary level of training to master its use. For

this purpose, we propose a mapping mechanism of the SysML state machine into the

input language of the probabilistic model checker PRISM. Moreover, we proposed a

calculus dedicated to this diagram that captures precisely their underlying semantics.

For quantitative assessment, we have shown the effectiveness of our approach by

applying it on a case study where availability and maintainability are evaluated using



308 A. Baouya et al.

CSL properties. The results are close to [10] and more accurate since the assessments

are correlated to reliability. The presented work can be extended in the following

two directions. First, we will look for an approximation of other kind of distribu-

tions in probabilistic model since our approach is based on exponentiation distribu-

tion. Second, we plan to document more interruptions and failure states for a precise

interpretation.
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A Locally Sequential Globally Asynchronous
Net from Maximality-Based Labelled
Transition System

Adel Benamira and Djamel-Eddine Saidouni

Abstract Given a maximality-based labelled transition system, in this paper we

show that such system can be decomposed and considered as distributed compo-

nents, where each component is a sequential behaviour. In a distributed context, the

synchronisation between components is interpreted as an asynchronous interaction.

Hence, sequential maximality-based labelled transition systems are represented as

locally sequential globally asynchronous nets.

Keywords Maximality semantics ⋅ Bisimulation relation ⋅ Distributed systems ⋅
Petri nets ⋅ LSGA nets

1 Introduction

In [6, 7], distributed systems have been defined as a system which consists of sequen-

tial components that reside on different locations. These components evolve concur-

rently. The interactions between components are asynchronous communications.

Nowadays formal methods are frequently used in different areas during the devel-

opment of concurrent applications. Their use allows the verification of application

properties before their implementation. In general verification processes are based

on centralized algorithms. However these applications may be implemented on a

distributed system where the synchronization between the different components are

implemented as asynchronous communication. Hence the following questions have

been emerged: which specifications may be implemented on a distributed system ?
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(a) (b)

Fig. 1 LSGA net of Petri net. a Petri net N. b LSGA net of N

and what is the suitable equivalence relation to compare the behaviour of a cen-

tralised applications with their distributed implementations?

In the Petri nets framework, Glabbeek et al. [6, 7] gave a precise characterisation

of distributable nets and their definition by corresponding class of Petri nets, called

LSGA nets (Locally Sequential Globally Asynchronous nets). The ST-bisimulation

relation has been proved the suitable equivalence relation between the Petri net spec-

ification and their LSGA nets [5, 11, 12].

Figure 1 gives an example of a Petri net with one among its distributed imple-

mentations.

Remark that the proposed result is closed to Petri nets model, the use of another

specification model requires the definition of a new approach (see Fig. 2) for the

generation of distributed implementations (LSGA) from a given specifications. To

generalize the result to any input specification model we define a distributed imple-

mentation from a semantics
1

model rather than a specification model.

The ST-semantics is originally defined in [11] over Petri nets. In this semantics,

non atomic actions are split into starts and ends sub actions. In the literature, the ST-

semantics has been applied to process algebras [1, 8]. Another concurrency seman-

tics model, named Maximality-based Labeled Transition System (MLTS), has been

defined and used for expressing the semantics of process algebras and P/T Petri nets

1
Which compatible to the ST-idea, indeed the validation of a distributed implementation is based

on the ST-bisimulation.
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Fig. 2 Specific and generic generation of LSGA specification

with the hypothesis that actions are not necessarily atomic [2–4, 9, 10], i.e. actions

are abstractions of finite processes and may elapse in time. The main interest of

maximality-based labelled transition system model is that it can be implemented

and used for verifying correctness properties without splitting actions into starts and

ends sub actions. In this paper, we describe how a MLTS may be seen as a dis-

tributed components (sub-MLTS) where synchronizations between components are

asynchronous as for LSGA.

Consider the Petri net of Fig. 1a. By applying the approach of [9], the correspond-

ing maximality-based labelled transition system of this Petri net is given by Fig. 3.
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Fig. 3 A MLTS

At first, from [4] we can recall that a maximality-based labelled transition system

is given by a graph labelled on both states and transitions. Each state is labelled by

a set of event names. Each event name identifies the start of execution of an action

(eventually under execution) which occurred before this state. This action is said to

be potentially under execution in this state. A transition between two states si and sj
is labelled by a 3-uple (M, a, x) (denoted Max) where x is the event name identifying

the start of execution of the action a and M denotes the set of event names repre-

senting some causes of the action a. Elements of M belong to state si. Occurrence of

this transition terminates actions identified by M, thus, the set of event names corre-

sponding to state sj is that of si from which we subtract the set M and add the event

name x. Formal definition of a maximality-based labelled transition system will be

given in Sect. 2.2.

In the initial state (state s0) of the maximality-based transition system of Fig. 3,

no action is running, from where the association of the empty set with this state.

From state s0, actions a and b can start their execution independently, their starts are

respectively identified by event names x and y. a and b can be launched in any order.



A Locally Sequential Globally Asynchronous Net from Maximality-Based . . . 315

The set {x} (resp. {y}) in state s1 (resp. s2) stipulates that the action a (resp. b) are

potentially under execution in this state. The set {x, y} in s3 shows that actions a and

b can be executed simultaneously.

Note that when the system is in state s1, while the action a has not been terminated

yet, the only evolution concerns the start of b. However,when a and b terminate, we

can start the action c caused by a and b since the action c which is dependent from

the end of a and b. When c terminates, we can start the action d or e. Resulting states

are respectively s5 and s6. We can observe that from state s5(resp. s6), the start of

e(resp. d) is always possible. The set {u, v} in s7 shows that actions d and e can be

executed simultaneously.

We proceed by defining basic notions of LSGA nets and MLTSs in Sect. 2. In

Sect. 3, we show how to decompose a MLTS in set of sequential components such

that their interaction defines the initial MLTS, from which we have a direct transfor-

mation to LSGA net. This paper is ended by some conclusions of this work.

2 Preliminaries

2.1 Distributed Systems

From [6, 7], a distributed system is defined as follow:

∙ A distributed system consists of components residing on different locations.

∙ Components work concurrently.

∙ Components only allow sequential behaviour.

∙ Interactions between components are only possible by explicit communications.

∙ Communication between components is time consuming and asynchronous.

Asynchronous communication is the only interaction mechanism in a distributed

system for exchanging signals or information.

∙ The sending of a message happens always strictly before its receipt (there is a

causal relation between sending and receiving a message).

∙ A sending component sends without regarding the state of the receiver; in particu-

lar there is no need to synchronise with a receiving component. After sending the

sender continues its behaviour independently of receipt of the message.

In the next, the formal definition of distributed systems in terms of Petri nets

[6, 7] is introduced with given the precise characterisation of distributed Petri net.

Definition 1 A (labelled, marked) Petri net is a tuple N = (S,T ,F, I,L) where:

∙ S and T are disjoint sets (of places and transitions),

∙ F ∶ (S × T ∪ T × S) → 𝕀ℕ (the flow relation including arc weights),

∙ I ∶ S → 𝕀ℕ (the initial marking), and

∙ L ∶ T ⟶ A, for A a set of actions, the labelling function.
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Definition 2 A multiset over a set S is a function M ∶ S ⟶ 𝕀ℕ, i.e. M ∈ 𝕀ℕS
. For

multisets M and N over S write M ≤ N if M(s) ≤ N(s) for all s ∈ S. M + N ∈ 𝕀ℕS

is the multiset with (M + N)(s) = M(s) + N(s), and M − N is the function given by

(M − N)(s) = M(s) − N(s) (it is not always a multiset). The function 0 ∶ S ⟶ 𝕀ℕ
given by 0(s) = 0 for all s ∈ S is the empty multiset. A multisetM ∈ 𝕀ℕS

withM(s) ≤
1 for all s ∈ S is identified with the set {s ∈ S|M(s) = 1}. A multiset M over S is

finite if {s ∈ S|M(s) > 1} is finite. Let (S) denote the collection of finite multisets

over S.

Definition 3 For a finite multiset U ∶ T ⟶ 𝕀ℕ of transitions in a Petri net, let

∙U,U∙ ∶ S ⟶ 𝕀ℕ be the multisets of input and output places of U, given by
∙U(s) =

𝛴t∈TF(s, t).U(t) and U∙(s) = 𝛴t∈TU(t).F(t, s) for all s ∈ S.

U is enabled under a marking M if
∙U ≤ M. In that case U can fire under M,

yielding the marking M′ = M −∙ U + U∙
, written M

U
⟶ M′

or M[U⟩M′
.

Definition 4 The concurrency relation ⌣⊆ T2
is given by t ⌣ u ⇔ ∃M ∈ [M0⟩.M

[{t}[ ]{u}⟩ such that [ ] is a conflict relation. N is a structural conflict net iff for all

t, u ∈ T with t ⌣ u we have
∙t ∩∙ u = 𝜙.

For example, the net of Fig. 4 [6, 7], has not a structural conflict net because

[ ] = {(t1, t2); (t2, t3)}. In the other hand, the net of Fig. 1a is it ([ ] = 𝜙).

A distributed Petri net is a Petri net in which a transition and all its input places

reside on the same location and location actions can only occur sequentially. The

function D ∶ S ∪ T → Loc (Loc a set of locations) is defined to associate localities

to the elements of a net.

The system of Fig. 5 is a distributed Petri net with Loc = {1, 2} and D = {(s1, 1),
(t1, 1), (s3, 1), (s4, 1), (t3, 1), (s6, 1), (s2, 2), (t2, 2), (s5, 2), (s7, 2), (t4, 2), (s8, 2)}.

Definition 5 A Petri netN = (S,T ,F, I,L) is distributed iff there exists a distribution

D such that:

1. ∀s ∈ S, t ∈ T .s ∈∙ t ⇒ D(t) = D(s),
2. ∀t, u ∈ T .t ⌣ u ⇒ D(t) ≠ D(u).

Fig. 4 N has not a structural

conflict s0 s1

t1 : a t2 : b t3 : c



A Locally Sequential Globally Asynchronous Net from Maximality-Based . . . 317

s1

s3 s4

s2

s6

s5s7

s8

t1 : a t2 : b

t3 : c

t4 : e

Location1 Location2

Fig. 5 Distributed Petri net

Proposition 1 Every distributed Petri net is a structural conflict net.

Definition 6 Let N = (S,T ,F,M0,L) be a net, I,O ⊆ S, I ∩ O = 𝜙 and O∙ = 𝜙.

1. (N, I,O) is a component with interface (I,O).
2. (N, I,O) is a sequential component with interface (I,O) iff ∃Q ⊆ S ⧵ (I ∪ O) with

∀t ∈ T .|∙t ↾ Q| = 1 ∧ |t∙ ↾ Q| = 1 and |M0 ↾ Q| = 1. A ↾ Y denotes the signed

multiset over Y defined by (A ↾ Y)(x) = A(x) for all x ∈ Y .

 = (N, I,O) can be regarded as a component of distributed system equipped with

a mailbox I and an address O outside , the first is introduced to receive messages

and the second to send messages.

Definition 7 Let 𝔎 be an index set.

Let ((Sk,Tk,Fk,M0K ,Lk), Ik,Ok) with k ∈ 𝔎 be components with interface such

that (Sk ∪ Tk) ∩ (Sl ∪ Tl) = (Ik ∪ Ok) ∩ (Il ∪ Ol) for all k, l ∈ 𝔎 with k ≠ l and Ik ∩
Il = 𝜙 for all k, l ∈ 𝔎 with k ≠ l. Then the asynchronous parallel of these compo-

nents is defined by
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∥k∈𝔎 ((Sk,Tk,Fk,M0K ,Lk), Ik,Ok) = ((S,T ,F,M0,L), I,O)

with S = ∪k∈𝔎Sk,T = ∪k∈𝔎Tk,F = ∪k∈𝔎Fk,M0 = ∪k∈𝔎M0k, l = ∪k∈𝔎lk, I = ∪k∈𝔎Ik
and O = ∪k∈𝔎Ok ∪k∈𝔎 Ik.

Definition 8 A Petri netN is an LSGA net iff there exists an index set𝔎 and sequen-

tial components with interface k, k ∈ 𝔎, such that (N, I,O) =∥i∈𝔎 k for some I and

O.

We can see that the net of Fig. 5 as an LSGA net with two sequential components

C1 and C2 such that C1 = (N1, {s4}, {s7}) and C2 = (N2, {s7}, {s4}) with:

∙ N1 = (S1,T1,MS1,LT1) such that S1 = {s1, s3, s4, s6, s7} and T1 = {t1, t3}.

∙ N2 = (S2,T2,MS2,LT2) such that S2 = {s2, s4, s5, s7, s8} and T2 = {t2, t4}.

From [7], every LSGA net is distributed net and every LSGA net is a structural

conflict net.

2.2 Maximality-Based Labeled Transition Systems

A maximality-based labelled transition system is given by a graph labelled on both

states and transitions. Each state is labelled by a set of event names. Each event

name identifies the start of execution of an action (eventually under execution) which

occurred before this state. This action is said to be potentially under execution in

this state. A transition between two states si and sj is labelled by a 3-uple (M, a, x)
(denoted Max) where x is the event name identifying the start of execution of the

action a and M denotes the set of event names representing some causes of the action

a. Elements of M belong to state si. Occurrence of this transition terminates actions

identified by M, thus, the set of event names corresponding to state sj is that of si
from which we subtract the set M and add the event name x.

Definition 9 Let  be a countable set of event names, a maximality-based labeled

transition system of support  is a tuple (𝛺, 𝜆, 𝜇, 𝜉, 𝜓) with:

(a) ∙ 𝛺 = (S,T , 𝛼, 𝛽, s0) is a transition system such that:

– S is the set of states in which the system can be found, this set can be finite

or infinite.

– T is the set of transitions indicating state switch that the system can achieve,

this set can be finite or infinite.

– 𝛼 and 𝛽 are two applications of T in S such that for all transition t we have:

𝛼(t) is the origin of the transition and 𝛽(t) its goal.

– s0 is the initial state of the transition system 𝛺.

∙ (𝛺, 𝜆) is a transition system labeled by the function 𝜆 on an alphabetAct called

support of (𝛺, 𝜆). In the other words 𝜆 ∶ T → Act.
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∙ 𝜓 ∶ S → 2 is a function which associates to each state the finite set of max-

imal event names present in this state.
2

∙ 𝜇 ∶ T → 2 is a function which associates to each transition the finite set of

event names corresponding to actions that have already begun their execution

and the end of their executions enables this transition.

∙ 𝜉 ∶ T →  is a function which associates to each transition the event name

identifying its occurrence.

(b) such that 𝜓(s0) = 𝜙 and for all transition t, 𝜇(t) ⊆ 𝜓(𝛼(t)), 𝜉(t) ∉ 𝜓(𝛼(t)) − 𝜇(t)
and 𝜓(𝛽(t)) = (𝜓(𝛼(t)) − 𝜇(t)) ∪ 𝜉(t)

In what follows, we use the following assumptions:

∙ In this present paper we suppose the uniqueness of event name.

∙ Let mlts = (𝛺, 𝜆, 𝜇, 𝜉, 𝜓) a maximality-based labeled transition system such that

𝛺 = ⟨S,T , 𝛼, 𝛽, s0⟩. t ∈ T is a transition for which 𝛼(t) = s, 𝛽(t) = s′, 𝜆(t) = a,

𝜇(t) = E and 𝜉(t) = x . The transition t will be noted s Eax⟶ s′.
∙ The set of Maximality-based labelled transition systems is noted 𝔐𝔩𝔱𝔰.

3 LSGA Net from MLTS

In this section, we assume a given mlts = (𝛺, 𝜆, 𝜇, 𝜉, 𝜓) to be a maximality-based

labelled transition system over  such that 𝛺 = ⟨S,T , 𝛼, 𝛽, s0⟩.
Firstly, we define a partition of  such that the only interaction between theirs

elements is the synchronous interaction and each element represents a sequential

behaviour.
3

In the other words, we decompose mlts into a set of sequential MLTSs

so that their parallel composition is a MLTS that is the initial MLTS.

Secondly, for each sequential MLTS we define a component net with interface.

The asynchronous parallel composition of the all component nets, which associated

to the initial MLTS, defines a LSGA net.

3.1 Generation of Sequential MLTSs Set

In the following, we define two fundamental relations with which the is structured

in the way that the sequential behaviour is clearly deduced from global behaviour.

Definition 10

∙ The direct causality relation ≤⊆ 2
is given by x ≤ y if and only if ∃s

Eay
⟶ s′

such that x ∈ E.

∙ the independence relation ‖ ⊆ 2
is given by x‖y if and only if ∃s ∈ S such that

x, y ∈ 𝜓(s).

22 denotes the part sets of .

3
Which equivalent to the notion of a sequential component of distributed system.
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We note that the relation ≤ is not transitive: let s
E1
ax

⟶ s1 ⋯
Ep ay
⟶ sp ⋯

En az⟶ sn. The

assertion (x ∈ Ep) ∧ (x ≤ y) ∧ (x, y ∈ En) ∧ (y ≤ z) does never satisfied indeed x ∉
𝜓(sp) (see Definition 9(b)), hence x ≤ y ∧ y ≤ z ⇏ x ≤ z.

The conflict relation [ ] ⊆ 2
is given by x[]y if and only if x ≰ y and y ≰ x and

, in the other words, the conflict has been deduced from basic relations ≤ and

‖. We tell that (,≤, ‖) is a set of events  which is structured by ≤ and ‖.

mlts is a structural conflict if and only if ∄x, y ∈  ∶ x[ ]y. Throughout the rest

of this section, we restrict
4

our study to structural conflict MLTS.

Next, we define a set of concepts with which we characterise the structure

(,≤, ‖).
Let x ∈ , event x is a synchronous point if and only if:

∙ ∃t ∶ s Eax⟶ s′ ∈ T such that |E| ≥ 2 or

∙ |{s ∣ ∀t ∶ s′
Eay
⟶ s ∈ T ∧ x ∈ E}| ≥ 2.

Let 𝕊 ∶  ⟶ 2, the notation 𝕊


is the set of all synchronous and branch-out

points in .

In the system of Fig. 3, the event z is both synchronous and branch-out point, the

event z is a synchronous point indeed the action c is dependent to the end of a and

b, and it is a branch-out point as the end of c causes the execution of d or e.

Let 𝜎 ⊆  such that x1 ≤ x2 ≤ ⋯ ≤ xn, 𝜎 is a sequence if and only if 𝜎 ∩ 𝕊


=
𝜙. Let 𝜎1 = {x11, x12,… , x1n} and 𝜎2 = {x21, x22,… , x2m} two not empty sequences,

the order 𝜎1 ≤ 𝜎2 is defined if and only if x1n ≤ x21.

The sequence 𝜎 is a full sequence if and only if ∃y ∉ 𝕊


∧ ∃x ∈ 𝜎 such that

x ≤ y or y ≤ x then y ∈ 𝜎. Let 𝔽 ∶  ⟶ 2×
, the notation 𝔽


is the set of all

full sequences in .

Let 𝜎1 = {x11, x12,… , x1n} and 𝜎2 = {x21, x22,… , x2m} be two not empty full

sequences, the order 𝜎1 ≤𝕊 𝜎2 is defined if and only if ∃x ∈ 𝕊


∶ x1n ≤ x ≤ x2m,

the set (𝔽

,≤𝕊) is a partial order. The relation 𝜎1‖𝜎2 is introduced if and only if

x11‖x21.

The next lemma says that  is well structured w.r.t definition of full sequences.

Lemma 1 The full sequences over  have the following proprieties.

1. For each not empty full sequences 𝜎1, 𝜎2 ∈ 𝔽

:

(a) 𝜎1‖𝜎2 ⇒ ∀x ∈ 𝜎1,∀y ∈ 𝜎2 ∶ x‖y.
(b) 𝜎1 ≤𝕊 𝜎2 ∨ 𝜎2 ≤𝕊 𝜎1 ∨ 𝜎1‖𝜎2.
(c) (𝜎1 ≤ {x} ∧ 𝜎1 ≤ {y}) ⇒ (x = y).
(d) ({x} ≤ 𝜎1 ∧ {y} ≤ 𝜎1) ⇒ (x = y).

2. For each not empty full sequences 𝜎1, 𝜎2, 𝜎3 ∈ 𝔽

:

(a) (𝜎1 ≤𝕊 𝜎2 ∧ 𝜎3 ≤𝕊 𝜎2) ⇒ ∃x ∈ 𝕊


such that 𝜎1 ≤ {x} ≤ 𝜎2 ∧ 𝜎3 ≤ {x} ≤

𝜎2.

4
From the fact that every LSGA net is a structural conflict net.
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(b) (𝜎1 ≤𝕊 𝜎2 ∧ 𝜎1 ≤𝕊 𝜎3) ⇒ ∃x ∈ 𝕊


such that 𝜎1 ≤ {x} ≤ 𝜎2 ∧ 𝜎1 ≤ {x} ≤

𝜎3.

Proof Let 𝜎1 = {x11, x12,… , x1n} and 𝜎2 = {x21, x22,… , x2m}.

∙ For Property 1(a): we proceed by absurd. If ∃u ∈ 𝜎1 and ∃v ∈ 𝜎2 such that u ≤

v we have a contradiction. Let x11 ≤ x12 ≤ ⋯ x1i ≤ u with (i ≤ n) and u ≤ v we

have x11 ≤ x12 ≤ ⋯ x1i ≤ v. So we have x21 ≤ v and x11 ≤ v, in other words, v is a

synchronous event, which contradicts the definition of a full sequence 𝜎2. Similar

if v ≤ u, we have u as a synchronous event.

∙ For Property 1(b): from the fact that we have only one case from x11 ≤ x21, x21 ≤
x11 and x11‖x21, and by definition of≤ and ‖, we have one from 𝜎1 ≤𝕊 𝜎2, 𝜎2 ≤𝕊 𝜎1
and 𝜎1‖𝜎2.

∙ For Property 1(c): by absurd, ∃x, y ∈ 𝕊


∶ x ≠ y such that 𝜎1 ≤ {x} and 𝜎1 ≤ {y}
hence x1n ≤ {x} and x1n ≤ {y}. So x1n is a branch-out point, in the other words,

we have a contradiction to the definition of a full sequence 𝜎1.

∙ Proof of Property 1(d) is similar to proof of Property 1(c).

∙ For Property 2(a): holds from Property 1(c) and definition of 𝔽


.

∙ For Property 2(b): holds from Property 1(d) and definition of 𝔽


.

In the next, we present, in the first, how generate a maximality-based labeled tran-

sition system from a given full sequence. In the second, the synchronous parallel

operator of maximality-based labeled transition systems is defined.

Definition 11 Let 𝜎 = {x1, x2,… , xn} sequence in  such that x1 ≤ x2 ≤ ⋯ ≤ xn.

The construction (𝜎) = (𝛺
𝜎
, 𝜆

𝜎
, 𝜇

𝜎
, 𝜉

𝜎
, 𝜓

𝜎
) is a maximality-based labeled transi-

tion system such that 𝛺
𝜎
=
⟨
S
𝜎
,T

𝜎
, 𝛼

𝜎
, 𝛽

𝜎
, s0

𝜎

⟩
such that:

∙ s0
𝜎

𝜙
ax1⟶ s1 ∈ T

𝜎
which, in the mlts of the origin, the beginning of execution of

a ∈ Act is associated to event x1 .

∙ ∀i ∈ 2… n ∶ si−1
{xi−1}

axi⟶ si ∈ T
𝜎

which, in the mlts of the origin, the beginning of

execution of a ∈ Act is associated to event xi.

Definition 12 Letmlts1 = (𝛺1, 𝜆1, 𝜇1, 𝜉1, 𝜓1) andmlts2 = (𝛺2, 𝜆2, 𝜇2, 𝜉2, 𝜓2) be two

maximality-based labeled transition systems such that

𝛺1 =
⟨
S1,T1, 𝛼1, 𝛽1, s10

⟩
and 𝛺2 =

⟨
S2,T2, 𝛼2, 𝛽2, s20

⟩
. The synchronous parallel of

mlts1 and mlts2 over L ⊆  is defined by mlts1|[L]|mlts2 = (𝛺, 𝜆, 𝜇, 𝜉, 𝜓) such that

𝛺 = ⟨S,T , 𝛼, 𝛽, s0⟩ with:

1. s0 = (s10, s
2
0).

2. S = S1 × S2.

3. 𝜓(S) = 𝜓(S1) ∪ 𝜓(S2).
4. ∀s Eax⟶ s′ ∈ T1 such that x ∉ L ⇒ ∀s′′ ∈ S2 ∶ (s, s′′) Eax⟶ (s′, s′′) ∈ T .

5. ∀s Eax⟶ s′ ∈ T2 such that x ∉ L ⇒ ∀s′′ ∈ S1 ∶ (s′′, s) Eax⟶ (s′′, s′) ∈ T .

6. ∀s1
E1
ax

⟶ s′1 ∈ T1 and ∀s2
E2
ax

⟶ s′2 ∈ T2 such that x ∈ L ⇒ (s1, s2)
E1∪E2

ax
⟶ (s′1, s

′
2) ∈

T .
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Lemma 2 The synchronous parallel operator have the following proprieties.

1. For each 𝜎1, 𝜎2 ∈ 𝔽


such that 𝜎1‖𝜎2:

(a) mlts′ = (𝜎1)|[ ]|(𝜎2) such that 𝔽
′ = {𝜎1, 𝜎2} and 𝕊′ = 𝜙.

(b) if 𝜎1 ≤ {x} ∧ 𝜎2 ≤ {x} thenmlts′ = (𝜎1 ≤ {x})|[{x}]|(𝜎2 ≤ {y}) such that
𝔽
′ = {𝜎1, 𝜎2} and 𝕊

′ = {x}.
(c) if 𝜎1 ≤ {x} ∧ 𝜎2 ≤ {y} then mlts′ = (𝜎1 ≤ {x})|[{x, y}]|(𝜎2 ≤ {y}) such

that 𝔽
′ = {𝜎1, 𝜎2} and 𝕊

′ = {x, y}.

2. For each 𝜎1, 𝜎2, 𝜎3 ∈ 𝔽

:

(a) if 𝜎1 ≤ 𝜎2 ∧ 𝜎3 ≤ 𝜎2 which 𝜎1 ≤ {x} ≤ 𝜎2 ∧ 𝜎3 ≤ {x} ≤ 𝜎2 then mlts′ =
(𝜎1 ≤ {x})|[{x}]|({x} ≤ 𝜎2)|[{x}]|(𝜎3 ≤ {x}) such that 𝔽

′ = {𝜎1, 𝜎2,
𝜎3} and 𝕊′ = {x}.

(b) if 𝜎1 ≤ 𝜎2 ∧ 𝜎1 ≤ 𝜎3 which 𝜎1 ≤ {x} ≤ 𝜎2 ∧ 𝜎1 ≤ {x} ≤ 𝜎3 then mlts′ =
(𝜎1 ≤ {x})|[{x}]|({x} ≤ 𝜎2)|[{x}]|({x} ≤ 𝜎3) such that 𝔽

′ = {𝜎1, 𝜎2,
𝜎3} and 𝕊′ = {x}.

3. For each 1 = 𝜎0 ≤ {x1} ≤ 𝜎1 ≤ {x2}⋯ ≤ {xn} ≤ 𝜎n and
2 = 𝜎

′
0 ≤ {y1} ≤ 𝜎

′
1 ≤ {y2}⋯ ≤ {yn} ≤ 𝜎

′
m,

mlts′ = (1)|[{x1 … xn, y0 … ym}]|(2) such that
𝔽
′ = {𝜎1 … 𝜎n, 𝜎

′
0 … 𝜎

′
m} and 𝕊′ = {x1 … xn, y0 … ym}.

It is straightforward to prove Lemma 2 by Definitions 11 and 12.

Lemma 2 means that the synchronous parallel operator is an identity function

over 𝔽


× 𝔽


× 𝕊


. Consequently, the synchronous parallel operator of all paths

of (𝔽

,≤𝕊) is the initial MLTS. Therefore, we can take each path with theirs syn-

chronous points as sequential component. Hence, mlts has been decomposed into a

set of sequential MLTSs so that their parallel composition is the initial MLTS.

In the following, we give a formal definition of a decomposition.

Definition 13 Let Y = {𝜎0, 𝜎1,… , 𝜎n} be a path in (𝔽

,≤𝕊) and

S = {s0, s1,… , sn−1} be a subset of𝕊


such that = 𝜎0 ≤ s0 ≤ 𝜎1 ≤ s1 ⋯ ,≤ sn−1 ≤
𝜎n. The sequence  is an element of ℂ() if and only if:

∀′ ∈ ℂ() ∶ ′ ∩  ⊆ 𝕊


.

An element of ℂ() is an alternative sequence of full sequence and elements

of 𝕊


.

For example, given mlts of Fig. 3 with 𝔽


= {{x}, {y}, {u}, {v}} and 𝕊


= {z}.

We have a multi-possible decomposition of mlts:
ℂ() = {{x, z, u}, {y, z, v}} or ℂ() = {{x, z, v}, {y, z, u}}.

({x, z, u})|[{z}]|({y, z, v} = mlts = ({x, z, v})|[{z}]|({y, z, u}

Theorem 1 Let mlts = (𝛺, 𝜆, 𝜇, 𝜉, 𝜓) to be a maximality-based labeled transition
system such that 𝛺 = ⟨S,T , 𝛼, 𝛽, s0⟩ and let (,≤, ‖) associated to mlts.

mlts = ()
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With() = (1)|[𝕊
]|(2)|[𝕊

]|(3)…(n−1)|[𝕊
]|(n)whichi ∈

ℂ(),  is a synchronous parallel composition of all elements of ℂ().

Proof Holds by the fact that the structure of  is preserved by the synchronous

parallel operator |[⋯]| (see Lemma 2).

3.2 Generation of LSGA

From the definition of ℂ(), we can have a distribution of  in different localities

D such that for each 1,2 ∈ ℂ


and for each events x and y of 1 and for each event

z in 2 ∶ D(x) = D(y) ≠ D(z).5 In the other words, we can transform each  ∈ ℂ


to a component net with interface, thereafter we have a LSGA net.

To transform the synchronous to asynchronous interaction between 1,2 ∈ ℂ


such that 1 ∩ 2 = S ≠ 𝜙 we must redefine the sequences 1,2 as follow ∀s ∈
S ⟹ (s ∈ 1 ∧ s ∉ 2) ∨ (s ∉ 1 ∧ s ∈ 2).

In the following, we give a formal definition of the transformation of the synchro-

nous to asynchronous interaction.

Definition 14 Let 𝔸


be a set of the asynchronous components generated from

ℂ


. We can define 𝔸


as follow:

∙ ∀1,2 ∈ 𝔸


⟹ 1 ∩2 = 𝜙 and

∙ ∀1,2 ∈ ℂ


such that 1 ∩ 2 = S ≠ 𝜙, we have 1 = (1 ⧵ S) ∪ S1 and 2 =
(2 ⧵ S) ∪ S2 such that S = S1 ∪ S2.

Definition 15 Let  ∈ 𝔸() which  = c0 ≤ c1 ≤ c2 ≤ ⋯ ≤ cn. Let ℭ𝔦𝔬() =
(N, I,O) be a component net with interface such that N = (S,T ,F,M0,L) be a Petri

net and:

∙ For each cj ∈ 𝔽


which cj = xj1 ≤ xj2 ≤ ⋯ ≤ xjm:

– xji ∈ T with i ∈ {1…m}.

– sji ∈ S with i ∈ {0…m}.

– F(xji, sji) = 1 ∧ F(sj(i−1), xji) = 1 with i ∈ {1…m}.

∙ For each synchronous point cj ∈ 𝕊


which cj = {x}:

– x ∈ T ,

– ijk ∈ I with k ∈ {0… |Left(x)| − 1} such that Left(x) = {y|∀y ∈  ⋅ y ≥ x},

– ojk ∈ O with k ∈ {1… |right(x)| − 1} such that right(x) = {y|∀y ∈  ⋅ x ≥
y},

– F(s(j−1)p, x) = 1 such that p = |cj−1| + 1 and ∀ijk ∈ I ∶ F(ijk, x) = 1
– F(x, s(j+1)p) = 1 such that p = |cj+1| + 1 and ∀ojk ∈ O ∶ F(x, ojk) = 1.

∙ s00 = M0.

5
From the fact that for each 1,2 ∈ ℂ


and for each event x of 1 and event y in 2 such that

x, y ∉ 𝕊


:x‖y.
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Definition 16 The asynchronous parallel composition of all element i ∈ 𝔸() is

a LSGA i.e. sga()) =∥i∈𝕀ℕ ℭ𝔦𝔬(i) for all i ∈ 𝔸().

By Definition 16 and Theorem 1 it follows:

Lemma 3 Let mlts to be a maximality-based labeled transition system over. Let
mlts′ to be a correspondingmaximality-based labeled transition system ofsga():
mlts = mlts′.

4 Conclusions

In this paper, we define a distributed implementation from a semantics model rather

than a specification model. We proposed an approach for decomposing a given MLTS

to a set of sequential MLTSs related only by synchronous interactions. This decom-

position has twofold objectives: Firstly, the behaviour of this decomposition and the

initial MLTS are identical; Secondly, the interaction between sequential MLTSs can

be seen as an asynchronous interaction. In other words, our decomposition produces

a distributed system compatible to the definition of R.V. Glabbeek U. Goltz and

J.W. Schicke-Uffmann. For proving this compatibility, we introduced the definition

of a component net with interface from a sequential MLTS.
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A Pairwise Approach for Model Merging

Mohammed Boubakir and Allaoua Chaoui

Abstract There are several software engineering activities that require merging a
set of models to produce a single one. In practice, models are often merged in a
pairwise way, without considering the order in which models are combined. In this
case, the quality of the results is not always guaranteed as it depends on the order of
merging. The approach presented in this paper aims to improve the results, by
considering the order of merging. It involves an iterative process, which is repeated
until merging all models. In each iteration, we first compare the set of input models
to measure the similarity degree of each pair of them. Then we combine a subset of
these pairs of models, such that the sum of their similarity degrees is maximal.

Keywords Model merging ⋅ Model comparison ⋅ Maximumweight matching ⋅
Combining a set of models ⋅ Compare ⋅ Match ⋅ Merge

1 Introduction

Model merging is considered to be an important task in diverse software engi-
neering practices, especially with the increase adoption of MDE (Model-Driven
Engineering) in software engineering. For example, it can be used in the ontology
research field to build a global ontology from a set of local ones [1]. Model merging
is also used in Software Product Line Engineering (SPLE) [2] to migrate a set of
similar product variants into a software product line (SPL). In literature, model
merging is generally implemented through three operators: compare, match and
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merge [3]. The first and the second operator detect relationships between models,
while the third one gives a way to combine them in a single model [4].

Many approaches have been proposed to address the problem of model merging.
For example, [5, 6] address the comparison of UML models, [4] proposes a solution
for matching and merging Statecharts models, [7] studies the problem of detecting
many-to-many matches in diagrams, [8] proposes to merging a set of models by
treating simultaneously all input models. The vast majority of these approach
focuses only on the case of two models. Only a few of them [8] provides a solution
to deal with many (more then two) models. However, several software development
activities require combining many models together. This includes for example
model versioning [9], and Software Product Lines [3, 10, 11].

In practice, model merging is often performed in a pairwise way, i.e., the set of
input models are merged progressively, by combining only two models at a time,
without any consideration of the order in which models are combined. This way of
model merging does not provide any guarantee on the result quality, because this
later depends on the order of merging [8].

In this context, we present in this paper a pairwise approach for model merging,
which aims to improve the quality of the results, by considering the order of
combining the set of input models. Our main idea is to combine, as much as
possible, the most similar pairs of models. The set of input models are merged
iteratively by repeating the following steps: We firstly compare input models in
order to assign a similarity degree for each pair of them. Then we combine a subset
of these pairs of models such that the sum of their similarity degrees is maximal.
We implemented, and evaluated the proposed approach by applying it on two UML
class diagrams.

The remainder of this paper is structured as follows: Sect. 2 presents work
related to our approach. A motivating example is presented in Sect. 3. Section 4
gives background on model merging. We present our approach in Sect. 5, and we
evaluate it in Sect. 6. Finally, we conclude the paper and give an outlook on our
future work in Sect. 7.

2 Related Work

In the literature, there are several works that address the problem of model merging.
The majority of this work focuses on merging two input models. Some other works
focus on model comparison. Complete surveys on model comparison can be found
in [12, 13].

The authors of [14] address the problem of detecting differences between sub-
sequent releases of a given object oriented software. First, they propose to model
the problem using a bipartite graph, where vertices represent classes of the two
releases, and edges are weighted by the similarity degrees between classes.

Kelter et al. propose in [5] an approach for comparing UML models represented
in XMI format. Xing and Stroulia focus also on UML diagrams. They present
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UMLDiff [6], an algorithm for detecting the differences between UML class dia-
grams of subsequent versions of object-oriented software. The approach called
MADMatch [7] addresses the problem of detecting many-to-many matches in
diagrams. This problem is abstracted as a graph matching problem, and solved
using tabu search. In [4], Nejati et al. propose an approach for merging Statecharts
models basing on a heuristic operator for finding matches between models.

In contrast to the previous work, Rubin and Chechik [8] propose an approach for
merging together many (two or more) input models, focusing on the matching
problem. The authors formulated this problem as a weighted set packing problem,
which is known as a NP-hard problem, and proposed a heuristic algorithm which
simultaneously treats all input models. Our work is similar to this later as we aim to
address the problem of merging many models. However, we perform the merging in
a completely different way. We don’t consider simultaneously all input models, but
we propose merging them in a progressive and pairwise way. In this context, we
exploit the various existing approaches and tools, by tacking into account the order
of merging.

3 Motivating Example

As motivating example, we consider the three UML models of Fig. 1, inspired from
[8]. The first model (M1) contains a single element1 (the University class), which
contains two properties (the attributes name and webAddress). The second model
(M2) contains two elements: the School class, which contains two properties (the
attributes name and address), and the Student class, which contains also two
properties (the attributes name and age). Finally, the third model (M3) contains a
single element (the Student class), which contains three elements (the attributes
name, surname, and age). Each element has an identifier (the number that appears
in parentheses at the bottom right of the element in Fig. 1). Each line connecting a
pair of elements is labeled by the similarity degree between these two elements. We
describe in the following section how to calculate this similarity degree.

Figure 2 illustrates four different results of merging the three models of Fig. 1.
For example, the first model (RM1) contains two elements (1, 2) and (3, 4), which
are obtained, respectively, by combining the element 1 with the element 2, and the
element 3 with the element 4, while the second one (RM2) is the result of combining
the element 1 with the element 3, and the element 2 with the element 4. The
properties highlighted in bold and blue color represent the shared properties, i.e.,
the properties that belong both to the two original elements. As shown in Fig. 2. It
is obvious that the first merge is better then the second one, as it allows combining

1Similarly to [8], we represent a model as a set of elements, where each element contains a set of
properties. For the example of Fig. 1, the elements are the UML classes, and the properties are the
names and the attributes of these classes.
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the elements, which are the most similar to each other. For example, it combines the
elements 3 and 4, which have three shared properties (Student, name, and age), and
only one unshared property (surname). We present in the next section how to
measure the quality of a merge by giving it a weight. The higher this weight is, the
higher the quality of the merge will be. In our case, the merges producing the four
models RM1, RM2, RM3, and RM4 are respectively assigned the following weights:
0.42, 0.16, 0.13, and 0.31. The first merge is the best because it has the largest
weight.

Fig. 2 Example of the result of merging a set of models

Fig. 1 Example of UML models
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As we can see, there are many ways to merge a set of models. For example, here
are some ways to merge the three models of Fig. 1:

1. First, M1 and M2 are merged by combining the elements 1 and 2 to produce a
model containing the elements (1, 2) and 3. The result is then merged with M3

by combining the two elements 3 and 4 to produce the model RM1.
2. First, M1 and M2 are merged by combining the elements 1 and 3 to produce a

model containing the elements (1, 3) and 2. The result is then merged with M3

by combining the two elements 2 and 4 to produce the model RM2.
3. First, M1 and M3 are merged by combining the elements 1 and 4 to produce a

model containing the elements (1, 4). The result is then merged with M2 by
combining the two elements (1, 4) and 3 to produce the model RM4.

This example shows that the quality of the result produced by a merge depends
on two factors: (1) the order in which the input model are merged (merging the
models M1, M2, and M3 according to the order M1, M2, M3 is different to merging
them according to the order: M1, M3, M2), and (2) the manner of matching the
elements of a pair of models (Merging M1 and M2 by combining the element 1 with
the element 2 is different to merging them by combining the element 1 with the
element 3). Before presenting in detail our approach, and present how we address
the two previous factors, we will present in the next section some concepts of model
merging.

4 Background on Model Merging

In this section, we present some basic concepts of model merging, which are
necessary for implementing our approach. We firstly give a definition to the concept
of model merging, in the case of two models, and present its three basic steps:
compare, match, and merge. This definition assumes that a model is represented as
a set of elements. Merging a set of n (n ≥ 2) models requires to manipulate the
concept of tuple, in addition to the concept of pair of elements manipulated in the
case of only two models. So, in the second time, we give a definition to the concept
of tuple, and present how to assign a similarity degree to a given tuple by com-
paring its elements. Finally, we define the concept of tuple match as a way of
structuring the elements of a set of models in tuples.

4.1 Definition of Model Merging

Model merging aims to combine a set of models in a single one. It is defined in [3]
as a process consisting of three steps, which are respectively, performed using the
following operators: compare, match, and merge. The first and the second one are
heuristic based operators.
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Compare. This operator allows measuring the similarity between the model
elements. It assigns a similarity degree (a number between 0 and 1) for each pair of
elements.

Match. This operator is applicable on two different models and their similarity
degrees. It allows to decide for each two elements denoted by e1 and e2, whether
they are considered to be similar, i.e., they represent the same element, where e1 and
e2 belong respectively to the first and the second model.

Merge. This operator is applicable on a pair of models and their matched ele-
ments, and produces a single model, where the elements are defined as follow:
(1) we copy each unmatched element in the resulting model, (2) we combine each
pair of matched elements, than we add the result to the resulting model.

4.2 Tuple

Giving a set of modelsM = {M1,M2,… ,Mn}, and the set of all its elements denoted
by EM, and defined as follow:

EM = ⋃
i=1..n

Ei ð1Þ

where Ei represents the elements of the model Mi. We define a tuple [8] denoted by
t as a non empty subset of EM. This means that a tuple must contains at least one
element. It is said to be valid if it does not contain two elements belonging to the
same model. More formally:

∀ðe1, e2Þ∈ t,∀Mi ∈M, ðe1, e2Þ∈M2
i → e1 ≠ e2 ð2Þ

For example, the set of elements {1, 2}, and {1, 2, 4} of Fig. 1 are considered as
valid tuples respectively denoted by (1, 2) and (1, 2, 4). However, the set {1, 2, 3}
cannot be considered as a valid tuple because it contains two elements, 2 and 3, that
belong to the same model M2.

4.3 Similarity Degree of Tuples

A similarity degree (a number in [0..1]) is assigned to a given tuple using a function
denoted by S. This function assigns 0 for each invalid tuple and for each tuple con-
taining only one element. In our work, we adopt the formula (3) [8] to measure the
similarity degree of a given tuple denoted by t. This formula assumes that a model
element is represented as a set of properties. In the case of our example, elements are
classes, and properties are class names and attributes. In addition, when comparing the
elements of a giving tuple, the property representing the name (for example, the
property University in the element 1 of Fig. 1) is handled as any other properties.
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SðtÞ=
∑

2≤ j≤m
j2 × dj

n2 × πðtÞj j ð3Þ

where m represents the number of the elements of t, n represents the total number of
models, dj represents the distribution of properties (the number of properties that
appear in j elements of the tuple t), and π (t) represents the set of distinct properties
of all elements of the tuple t. For example, when comparing the elements of the
tuple (1,3,4) of Fig. 1, we have: m = 3 (the tuple contains three elements: 1, 3, and
4), n = 3 (we have 3 models), d2 = 2 (there are two properties that appear twice in
(1,3,4): Student and age appear both in the element 3 and 4), d3 = 1 (there is one
property, name, that appears thrice in (1, 3, 4)), π ((1, 3, 4)) = {University, name,
webAddress, Student, age, surname}, so |π (1, 3, 4)| = 6, and finally, we have:

Sð1, 3, 4Þ= 22 × 2+ 32 × 1
32 × 6

=
17
54

= 0.31

4.4 Tuple Match

We define a tuple match denoted by H (or a match, for simplicity), on a set of
models as a set of tuples, satisfying the following properties [8]:

(a) All tuples of H are valid.
(b) All tuples of H are disjoints, ∀(t1, t2) ∈ H2, t1 ∩ t2 = Ø.
(c) The set H is maximal, i.e., if we add any additional tuple in it, the previous

properties will be violated.

For example, the tuple (1, 2) and (3, 4) of Fig. 1 can be considered as a match
denoted ((1, 2), (3, 4)). However, the tuple (1, 4) cannot be considered as a match
because it can be augmented by the tuple (2) or (3).

For each match denoted by H, we assign a similarity degree denoted by Sh and
calculated as follow [8]:

ShðHÞ= ∑
t∈H

SðtÞ ð4Þ

where S is the function that returns the similarity degree of a given tuple.
Table 1 shows all possible matches of the three models of Fig. 1 and their

similarity degrees.

Table 1 Example of match and their similarity degrees

Match number 1 2 3 4

Match ((1,2), (3,4)) ((1,3), (2,4)) ((1,2,4), (3)) ((1,3,4), (2))
Similarity degree 0.42 0.16 0.13 0.31
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Each match corresponds to a possibility of merge. For example, Fig. 2 shows the
four possibilities of merging the models of Fig. 1 using the fourmatches presented in
Table 1 (thematch number i in Table 1 corresponds to the model RMi of Fig. 2). The
quality of a merge is measured using a weight, which is equal to the similarity degree
of the corresponding match. The merge is considered to be good if it has a large
value of weight. For example, the weight value of the merge producing the model
RM1 is equals to 0.42. It is the best merge because it has the largest value of weight.

5 Our Approach

5.1 Overview

We present here our approach for merging a set of models. The main idea of this
approach consists of merging, as much as possible, the most similar pairs of
models. i.e., we try the maximum to combine each model with the most similar to it.
To this end, we firstly compare each pair of models in order to define a similarity
degree between them, and to identify the optimal match between their elements.
Then, we try to merge the most similar pairs of models. We continue this process
until obtaining a single model. Our approach is implemented as an algorithm, which
we present in more detail in the reminder of this section. But before that, we present
our implementation of the three model merging operators: compare, match, and
merge.

5.2 Compare

The first step towards merging a set of models consists of comparing these models
in order to measuring the similarity between them. We describe here how to
compare a pair of models. First, we compare each pair of elements denoted by (ei,
ej), where ei and ej belong respectively to the first and the second model. This
assigns a similarity degree to (ei, ej) using the formula (3). The result of the
comparison is than represented using a bipartite weighted graph with two disjoint
sets of vertices (the two partitions of the graph), containing respectively the ele-
ments of the first model and those of the second one (each vertex represents an
element). The edge connecting each two elements is labeled by the similarity degree
between them. Figure 3 gives an example of comparison result between the ele-
ments of two models denoted by M1 and M2. The comparison between these two
models produces two matches denoted by mt1 and mt2, where mt1 = ((e1, e3), (e2,
e4)), and mt2 = ((e1, e4), (e2, e3)), and where Sh(mt1) = 0.45 and Sh(mt2) = 0.35.
Sh(mt1) and Sh(mt2) represent respectively the similarity degree of mt1 and mt2.
They are calculated using the formula (4).
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5.3 Match

Basing on the result of the previous step, we identify the best match between the
elements of the two input models, and we assign a similarity degree to this pair of
models. This later is equal to the similarity degree of the best match. For example,
the similarity degree of the two models of Fig. 3 is equal to 0.45, which represents
the similarity degree of the best match (mt1). It is obvious that the problem of
finding the best match can be modeled as the maximum weight matching in
bipartite graphs. This later can be solved in polynomial time using the Hungarian
method [15].

5.4 Merge

Giving a pair of models and the result of the match operator, we combine the two
input models to obtain only one model, where the elements are the result of
combining matched pairs of elements (the elements considered to be similar by the
match operator), and the unmatched elements (the elements which are considered,
by the match operator, to be not similar to any other element).

5.5 Model Merging Algorithm

We present here different steps of our model merging algorithm (see Algorithm 1).
This later receives as input a set of models denoted by M, and uses three variables:
G, P, and m. G is a set of 3-uplets, where the first and the second term of each
3-uplet represent two models. The third term represents the similarity degree

Fig. 3 Example of comparison result between the elements of two models (The dashed line
connecting the two models is labeled by the similarity degree between them)
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between these models. P is a set of pairs of models. m is a model. The algorithm
involves three main steps, which are repeated until merging all models (until
M contains a single model).

In the first step (lines 7–10), we use the compareAndMactch() procedure to
compare each pair of models basing on our compare and match operators described
above. This produces for each pair of models a similarity degree and the optimal
match between their elements. The similarity degree between each pair of models is
returned by the simDeg() function, and arranged in G (line 9). The similarity
degrees between all pairs of models are represented by a complete weighted graph,
where each vertex represents a model and each edge weight represents the similarity
degree between two models. Figure 4 gives an example of the result of comparing
four models denoted respectively by M1, M2, M3 and M4.

In order to combine as possible the most similar pairs of models, we merge
m pairs of models, such that the sum of their similarity degrees is maximal, where
m = n/2 and n is the number of models.2 This problem is modeled as a maximum
weight matching in general graph where weights represent similarity degrees
between models. The maximum weight matching problem consists of finding a
matching that has maximum weight. A matching in a graph is a subset of its edges

2If n is impair, then m = (n − 1)/2.
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such that no two edges in this matching are incident to the same vertex. The weight
of a matching is equal to the sum of the weights of its edges. We propose to solve
this problem using the implementation of the Edmond’s algorithm [16] proposed by
Gabow [17]. For example, it is possible to merging the elements of Fig. 4 according
to the following three ways:

(a) Merging M1 with M2 and M3 with M4. The sum of the similarity degree is
equals to 13 (6 + 7).

(b) Merging M1 with M3 and M2 with M4. The sum of the similarity degree is
equals to 9 (4 + 5).

(c) Merging M1 with M4 and M2 with M3. The sum of the similarity degree is
equals to 12 (4 + 8).

We choose the first way because it corresponds to the largest value of the sum of
the similarity degrees. This produces two models, which will be merged in the next
iteration of the algorithm.

So, in the second step of the algorithm (line 11), we identify a subset of pairs of
models with a maximum sum of similarity degrees, using the maxWeightMatch()
function, which is based on Gabow’s implementation of the Edmond’s algorithm.
The result is arranged in P.

Finally, in the third step (lines 12–16): we use our merge operator (line 13) to
combine eachpair ofmodels (Mi,Mj) fromPbasingon theoptimalmatch (calculated in
line 8 by the compareAndMactch() procedure),which is returned by the optimalMatch
() function. Then we replace (Mi,Mj) inM by the resulting model (line 14 and 15).

6 Evaluation

In this section, we assess the feasibility of our approach. To this end, we first
calculate its complexity. Then, we evaluate it on two case studies.

Fig. 4 Example of
comparison result between a
set of models
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6.1 Complexity

Let n and k be, respectively the number of input models, and the size (number of
elements) of the largest model. The Hungarian Method has time complexity O(a3),
where a is the number of vertices in the larger one of the two graphs. The
implementation of the Edmond’s algorithm that we used has time complexity O(b3),
where b is the number of vertices in the graph. In each iteration, our algorithm
compares n*(n − 1)/2 pairs of models using the Hungarian algorithm, and identifies
pairs of models with the maximum sum of similarity degrees, using a single call to
the Edmond’s algorithm. After each iteration, the number of models is divided by 2.
Therefore, the time complexity of our algorithm is polynomial both in n and k, and
it is bonded by O(log2(n) * (n2 * k3 + n3)).

6.2 Empirical Evaluation

In order to evaluate our approach, we first implemented it in Java and compared it
with three other algorithms denoted by algo1, algo2, algo3. The first algorithm
merges input models in a random order. The second algorithm, first sorts the list of
input models in descending order by their size (number of elements), then combines
them. The third algorithm, sorts the list in an ascending order. We performed the
evaluation using two case studies: Hospital and Warehouse [8]. The first consists of
a set of 8 different variants of Hospital system, with 221 classes in all models. The
second one consists of a set of 16 different variants of Warehouse system, with 388
classes in all models. Both the two systems are modeled using UML class
diagrams.3

We consider that an algorithm is better if it produces a model with a height value
of weight. So, we applied each algorithm to each of the two case studies, and we
measured the weight of the resulting models. To perform the comparison, we
calculated the percentage of the improvement (degradation) that our algorithm
provided compared by the other algorithms, for each case study.

Table 2 summarized the results. The first three columns give the results obtained
by algo1, algo2, and algo3. Column 4 and column 5 give respectively the results
obtained by our approach, and the percentage of the improvement (degradation)
that it provided compared by the best of the other algorithms. The percentage value
is preceded by the minus sign (−), in the case of degradation.

The result produced by our approach in the Hospital case, has a weight value of
4.56, if we compare this value with 3.17 produced by algo1, we find that our
algorithm improves by 7.8 % the result obtained by algo1. Similarly, if we compare
our approach with algo2, we find that it improves the result by 43.84 %. However,
our approach does not outperform algo3, and presents a degradation of only

3These models are available at http://www.cs.toronto.edu/∼mjulia/NwM.
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0.43 %. In the case of Warehouse, our approach outperforms all other algorithms,
with significant improvement. It improves the results produced by algo1, alog2, and
algo3, respectively, by 38.2 %, 26.80 %, and 32.25 %.

Comparing our approach with the best of the three other algorithms, it presents a
negligible degradation (0.43 %), with the first case study, and a considerable
improvement (26.80 %) in the second one.

7 Conclusion and Future Work

Model merging, which consists of combining a set of models to obtain a single one,
is an important step in a number of software engineering activities. When merging a
set of models, the quality of the results is influenced by the order in which these
models are combined.

In this paper, we presented an approach for model merging, which proposes to
consider the order of combining the set of input models, in order to improve the
quality of the results. The proposed approach consists of repeating the following
steps until merging all models: First, models are compared, and each pair of them is
assigned a similarity degree. Then, pairs of models with a maximum sum of sim-
ilarity degrees are merged. We implemented, and evaluated the proposed approach
by applying it on two case studies, and the experiments show that it is promising. In
the near future, we plan to apply our approach on more large case studies, and
consider other types of models other than UML class diagrams.
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