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Preface

There are some technical keywords pointing to the future such as IoT (Internet of

Things), virtual reality, big data/deep learning, 3D printing, energy harvesting,

wireless transfer, etc. Smart sensor being responsible for scavenging data under-

neath has some overlap with each of these future keywords. For more than 3–4

decades, the growth of the semiconductor industry has been described roughly

according to Moore’s law. As the demand from the market and the way it is

responded to become more and more diverse, the relative portion of CPU, memory,

PCs and tablets dwindles, while growth is expected in IoT, including vehicular,

embedded medical, and consumer IoT based on AR/VR. Led by CIS (CMOS image

sensor), a huge variety of sensors are emerging. Smart sensor has many challenges

such as reducing power, size, and cost while improving the performance. The future

of IoT in the vehicular, game, biomedical, and environmental market depends on

how these challenges are met in the development of smart sensors.

This book is the second in a series of a collection of selected papers presented in

the AWSSS (Asian Workshop on Smart Sensors and Systems) where important

research results on smart sensors and systems in Asia are annually reported. The

previous AWSSS workshops were held in Jeju (2013), Hualien (2014), Karatsu

(2015), and Beijing (2016). Smart sensor research encompasses materials/devices,

analog and digital circuit platform, systems, applications and services and, there-

fore, requires a close interaction among researchers in different disciplinary areas.

This book reports on 18 up-to-date research activities being made in the design of

smart sensors and systems in Asia.

The book is composed of five parts. Part I consists of two chapters and covers

materials and structural platforms for smart sensors. Chapter 1 discusses on the

current state of the biomimetic materials based on detecting mechanical stimula-

tion, liquid flow, tactile, light, olfactory, chemical, and cellulose-, collagen-, and

virus-based structures as sensor structural platforms. Chapter 2 describes a CMOS

lab-on-a-chip as a structural platform for personalized biomedical diagnosis.

Part II describes various circuit platforms and consists of four chapters.

Chapter 3 describes the design of a variety of extremely low-power, mm-scale
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IoT devices mainly for biomedical applications from the circuit and systems design

perspective. Chapter 4 explains various smart sensor microsystems. Chapter 5

describes an energy-efficient approximate computing applied for smart cameras

using RRAM crossbars. Chapter 6 is on energy-aware management of flash mem-

ory which is very important for implantable sensors where battery lifetime is

critical.

Part III has two special chapters; Chapter 7 is on biomimetic camera design

based on the intuition from the compound eyes of insects and arthropods. Recently

with the growing interest in unmanned driving, ADAS (Advanced Driver Assis-

tance System) has opened a huge market, and we have Chap. 8 reporting on the

recent research progress on the ADAS.

Part IV consists of five chapters on biomedical and health monitoring using

various sensor systems. The first one (Chap. 9) reports on implantable optical neural

interface as a strong candidate for replacing electrical interface schemes.

Chapter 10 describes a real-time monitoring of brain and cardiac activity using

DBS (deep brain stimulation) and ECG (electrocardiogram), respectively.

Chapter 11 covers a wide area including various SoCs for micro-gas chromatogra-

phy SoC for selectively measuring each VOC (volatile organic compound), release-

on-demand drug delivery SoC, a batteryless remote-controlled locomotive SoC,

etc. Chapter 12 is on flexible materials using UV sensor as an example. Chapter 13

describes a urine sensing system based on SoC.

Finally, we have five chapters dedicated to big data, which has become a “big”

word recently. The big data will certainly become very critical in the future and

prominent in various areas through deriving important conclusions from all sensor

data captured. Using indoor GPS (global positioning system) as an example,

Chapter 14 reports on how the accurate (indoor position) data can be captured.

Chapter 15 is a theoretical framework for dealing with various smart objects. Final

two chapters report on the application of such big data for agriculture, i.e., cattle

management and hospital and patient management.

We sincerely thank each contributor for summarizing their wonderful research

as a part of this volume and truly hope this volume contributes to the booming of

research, industry, and economy related with smart sensors. Voila! Smart sensors

are coming but in different costumes.

Daejeon, Korea Chong-Min Kyung

Fukuoka, Japan Hiroto Yasuura

Beijing, China Yongpan Liu

Hsinchu, Taiwan Youn-Long Lin

March 2016
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Chapter 1

Biomimetic Materials and Structures
for Sensor Applications

Do Hoon Lee, Wonbin Song, and Byung Yang Lee

Abstract Diverse biological tissues and structures that often exhibit remarkable

physical and chemical properties can be found throughout nature. Starting from

very few and simple building blocks such as collagen fibrils, nature effortlessly

makes hierarchical and complex structures which are often hard to imitate with the

current top-down microfabrication techniques. With the recent development of

diverse assembly methods of nanobiomaterials, we have started to build biomimetic

structures with diverse optical, mechanical, and electrical properties using bottom-

up approaches. The properties of such biomimetic materials, when exposed to

certain physical or chemical stimuli, sometimes change enough and may be utilized

for sensing applications. For example, some filamentous viruses can be assembled

into colorful films on solid substrates, the colors of which can change when exposed

to organic solvents and volatile organic compounds. These same films, when

applied with mechanical pressure, can exhibit piezoelectric properties, where

mechanical pressure can be transduced to electrical signals, allowing the utilization

of these structures as mechanical force sensors. In this chapter, we will discuss the

current state of the biomimetic materials and structures for sensor applications,

giving emphasis on hierarchical structures based on fiber building blocks.

Keywords Biomimetic sensor • Olfactory sensor • Cilia • Self-assembly •

Structural color • Compound eye • E-nose • E-tongue • Cellulose • Collagen •

Bacteriophage • Magnetoreception • Electroreception

1.1 Introduction

Living creatures such as insects, animals, and plants show functions and materials

within their bodies that are directly related to their survival and prosperity. Most

natural materials are complex composites that are usually built from very basic

building blocks. These building blocks are generally secreted as proteins or fibers
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and then self-assembled to build diverse structures in hierarchical integrations.

These complex structures, which have advanced throughout the years of evolution,

are inspiring scientists and engineers in the design of novel materials [1]. The field

of biomimetics is directly aimed at learning or being inspired from nature and

engineering new materials and structures with novel or advanced functionalities

compared to nature. Thus, it has enabled the development of material science in this

field [2].

However, the field of biomimetic materials or structures for sensor applications

is relatively in its early stage. This can be attributed to several reasons. First,

utilizing biomimetic tissues as sensors requires further development of responsive

structures and transducers in order to detect the external stimuli. Another aspect is

that the mechanism of sensory systems such as electroreception or magnetor-

eception observed in nature is not yet fully understood, and thus mimicking them

is difficult. Even if the mechanism is well known, mimicking the sensory systems

can be a difficult engineering task. The usual case is that engineers have difficulty

mimicking something that is so simply done in nature. Needless to say, nature has

developed and optimized an incredible variety of sensors for navigation, spatial

orientation, prey, object detection, etc. providing engineers with new ideas for

improvement in current technology, new sensor technology, and potential sensor

miniaturization. Indeed, several reviews have been published in regard to biomi-

metic sensors [3–6]. The discussion here will be different to previous reviews on

biomimetic materials in that it will be focused on the biomimetic structures and

materials as sensors or sensor platforms instead of the different kinds of biomimetic

sensors available in the literature. The goal of this chapter is to present the recent

research trends in the field of biomimetic structures and materials for sensor

applications.

For this purpose, we will follow a different classification of biomimetic sensors

than before. For example, Stroble et al., in their review of biomimetic sensor

technology, classified the biomimetic sensors according to the external stimuli

(acoustic, biological, chemical, electric, optical, magnetic, mechanical, etc.) or

according to the mimicked sensory extroreceptor types (chemoreceptor, electrore-

ceptor, magnetoreceptor, etc.) [7]. These two categories would serve well if we

were interested in only the stimulus and interaction that we want to mimic.

However in this chapter, we will classify first according to functional structures

and then present the recently reported strategies and different engineering materials

and approaches to enable a peculiar sensing capability. This will enable us to

incorporate a wider scope of biomimetic materials and structures for sensors.

1.2 Structures for the Detection of Mechanical Stimuli

Among the many biomimetic sensors, mechanical sensors that can detect mechan-

ical stimuli such as air and liquid flow, strain, and vibration are the most abundant.

This is natural considering that a living creature’s ability to detect prey and

predators in the environment is directly related to its chance of survival.

4 D.H. Lee et al.



The physiological study of animals and insects gives us extensive understanding of

the mechanism by which the sensory systems of these living creatures survive. In

nature, many insects and arthropods exhibit structures optimized for the detection

of air flow. The ability to detect minute perturbance in the surrounding environment

is directly related to its survival against predators and enemies. These structures

have usually small hair-like structures, and as such, we will discuss hair-like

structures for flow sensors, various tactile sensors, and then do a brief discussion

on e-skins.

1.2.1 Hair-Like Structures for Flow Detection

Many animals such as fish and spiders are able to detect the change in the flow of air

or water in their surroundings in order to survive within challenging environments.

Also, many insects or arthropods have hairs on their bodies that are often packed at

high density. In the case of wood crickets, the density of airflow-sensing hairs can

reach values higher than 400 hairs mm�2 [8, 9]. These hairs are connected to hair

cell sensors which are responsive to flow, vibration, touch, acoustic vibration, and

gravitational force.

This fascinating ability of animals to detect minute vibrations and forces has

attracted the engineering community to imitate those functions and structures

[8, 10]. The most direct method of imitating this structure is by utilizing microfab-

rication techniques such as the microelectromechanical system (MEMS) technol-

ogy. As a matter of fact, biomimetic sensors with MEMS structures is one of the

most developed fields of biomimetic sensors. The materials used in MEMS-based

biomimetic sensors include polymers, inorganic materials, and composite struc-

tures. The structures are usually arrays of high-aspect-ratio pillar-like structures

combined with electronic transducers. This structure tries to imitate the sensory

organs that many insects or arthropods have as flow-sensitive hair structures and

nerve receptors generating the nerve signal with the mechanical stimuli. Several

reviews can be found on artificial hair cell based sensors. For example, an early

work by Gijs et al. shows arrays of MEMS fabricated flow sensors inspired by the

acoustic flow-sensitive hairs found on the cerci of crickets. The hairs consist of up

to 1 mm long SU-8 structures mounted on suspended membranes with normal

translational and rotational degrees of freedom. Electrodes on the membrane and on

the substrate form variable capacitors, allowing capacitive read-out [11].

A recent MEMS-based biomimetic structure was reported by Hein et al., where

arrays of magnetic cilia were shown for the low-power detection of vibration and

flow. They utilized an anodized aluminum oxide template to electrodeposit cobalt

cilia. The motion of arrays of Co cilia was then detected using magnetic sensors.

The flow sensors were tested in a microfluidic channel. They showed the ability to

detect flows from 0.5 to 6 ml/min with a signal to noise ratio of 44 using only

140 μW of power and no amplification. The vibration sensors were tested using a

shake table in the low earthquake-like frequency range of 1–5 Hz. The vibration

1 Biomimetic Materials and Structures for Sensor Applications 5



response was a mW signal at twice the frequency of the shake table [12]. Polymers

can also be utilized to build cilia-like structures for flow detection. Polymers such as

polypyrrole have recently been demonstrated to be good materials for flow sensors

[13]. Polymeric nanowires of polypyrrole have been implemented as artificial cilia

on giant-magneto-resistive multilayer sensors. The arrays were tagged with a

magnetic material, the stray field of which changes relative to the underlying sensor

as a consequence of mechanical stimuli delivered by a piezoactuator.

Another kind of sensor would be those imitating flow sensors when immersed in

liquids. This imitates the sensory organs of aquatic creatures such as fish. Most fish

have the capability of sensing flows and nearby movements even in dark or murky

conditions by using the lateral line organs. This enables them to perform a variety of

underwater activities such as localizing prey, avoiding predators, navigating in

narrow spaces, and schooling. Nguyen et al. demonstrated a MEMS-based artificial

lateral line using an array of MEMS flow sensors [14]. The signals collected via the

artificial lateral line were processed by an adaptive beam forming algorithm

developed from Capon’s method. The system produced 3D images of source

locations for different hydrodynamic activities including the vibration of a dipole

source and the movement of a tail-flicking crayfish.

Meanwhile, animals like bullfrogs can adjust the stiffness of the hair cells with

the adaptive mechanism of mechanical relaxation of hair bundles. In imitation of

this function, MEMS structures with adaptive hair cell stiffness have been proposed

by using electrostatic spring softening and hardening techniques. [15] This enables

the adjustment of the sensor’s responsivity, bandwidth, threshold, and (thermal)

noise level. In addition, the modulation of the torsional stiffness of the sensory

system enhances selectivity to arbitrary flow frequencies and simultaneously

achieves significant amplification of the sensor response.

1.2.2 Structures for Tactile Sensing

The sense of touch is related to the detection of diverse physical phenomena such as

pressure, shear force, and temperature. The biomimetic approach towards tactile

(touch) sensors and strain sensors shows diverse pathways. Other than traditional

MEMS-based sensors, several new strategies are being examined recently. Tee

et al. demonstrated the utilization of flexible organic transistor circuits that trans-

lates pressure directly into digital frequency signals. The output frequency ranges

between 0 and 200 Hz, with a sublinear response to increasing force stimuli that

mimics the slow-adapting skin mechanoreceptors. The output of the sensors was

further used to stimulate optogenetically engineered mouse somatosensory neurons

of mouse cortex in vitro, achieving stimulated pulses in accordance with pressure

levels. This work shows that the interfacing of smart electronics with real nerve

systems is in continuous progress [16]. Another pressure sensor was shown, where

reduced graphene oxide was used to implement mechanosensitive papers. Sheng

et al. showed the formation of bubble-decorated honey-comb structured papers for

6 D.H. Lee et al.



the detection of pressure with a sensitivity of 161.6 kPa�1 at a strain less than 4%.

The paper showed enhanced sensitivity compared to the structures without the

bubbles [17]. The pressure detection capability of plant leaves was demonstrated

by Su et al. They mimicked mimosa, a plant that can close their leaves under

external stimuli. They utilized real mimosa leaves as templates from which corru-

gated polymer surfaces were cured. These polymer leaves were deposited with

metal films. The sensor showed a sensitivity of 50.17 kPa�1, quick responding time

(<20 ms), and durable stability (negligible loading–unloading signal changes over

10,000 cycles) [18]. A polymer based tactile sensor was demonstrated to measure

normal pressure and shear and torsional force, and thus they showed high sensitivity

and a wide dynamic range (Fig. 1.1) [19]. The device was based on two interlocked

arrays of high-aspect-ratio Pt-coated polymeric nanofibers that are supported on

thin polydimethylsiloxane layers. When different sensing stimuli were applied, the

degree of interconnection and the electrical resistance of the sensor changed in a

reversible, directional manner with specific, discernible strain-gauge factors. Also,

the sensor was used to monitor human heartbeat and the bouncing of water droplets

on a superhydrophobic surface. Interlocked ZnO nanowire arrays were proposed by

Ha et al. A hierarchical micro- and nanostructured ZnO nanowire (NW) array in an

interlocked geometry was used to detect both static and dynamic tactile stimuli

through piezoresistive and piezoelectric transduction modes, respectively [20].

Inspired by insects such as spiders, which detect vibration through crack-shaped

slit organs, engineers are trying to imitate these slit structures for the detection of

small strains and vibrations [21]. Kang et al. demonstrated these strain sensors

based on nanoscale crack junctions (Fig. 1.2) [22]. The sensors are sensitive to

strain (with a gauge factor of over 2000 in the 0–2% strain range) and vibration

(with the ability to detect amplitudes of approximately 10 nm). The device is

reversible, reproducible, durable, mechanically flexible, and can thus be easily

mounted on human skin as an electronic multipixel array. The ultrahigh

mechanosensitivity is attributed to the disconnection–reconnection process under-

gone by the zip-like nanoscale crack junctions under strain or vibration.

Meanwhile, many attempts to imitate the skin of humans have been reported

[23, 24]. Human skin is a remarkable organ that consists of a network of sensors that

relay information regarding tactile and thermal stimuli to the brain. Among many

applications, the electronic sensor networks and devices inspired by the human skin

will be applied to diverse fields such as robotics and biomimetic prosthetics [24]. A

recent study of the human skin-inspired e-skin was demonstrated by Park

et al. [25]. They demonstrated multimodal e-skins based on flexible and

microstructured ferroelectric films, which enhance the detection and discrimination

of multiple spatiotemporal tactile stimuli such as static and dynamic pressure,

temperature, and vibration. The piezoelectric and pyroelectric properties that detect

dynamic touch and temperature were realized by using piezoelectric and pyroelec-

tric materials of ferroelectric polymer composites composed of poly (vinylidene

fluoride) (PVDF) and reduced graphene oxide (rGO).

One of the problems that flexible tactile sensors have is that the sensing property

decays gradually with time. This is in contrast to real human skin, where the functions

1 Biomimetic Materials and Structures for Sensor Applications 7



and mechanical and sensing properties are retained and restored in case of mild

damage. Tee et al. proposed a composite material composed of a supramolecular

organic polymer with embedded nickel nanostructured microparticles, which shows

mechanical and electrical self-healing properties at ambient conditions [26]. They

also showed that the material is pressure and flexion-sensitive, and therefore suitable

for electronic skin applications. The electrical conductivity was tuned by varying the

amount of nickel particles up to values of 40 S cm�1. On rupture, the initial

conductivity is repeatedly restored with ~90% efficiency after 15 s healing time,

and the mechanical properties are completely restored after ~10 min. Further attempt

for self-healing was demonstrated by using a polymer and reduced graphene

oxide laminate structures for sensing pressure [27]. The structure consisted of

piezoelectric polymer layers sandwiched between two self-healing electrodes com-

posed of poly(N,N-dimethylacrylamide)-poly(vinyl alcohol)/reduced graphene oxide

(PDMAA-PVA/rGO) hybrid as the electrode film. Real skin can detect mechanical

Fig. 1.1 Strain sensor based on interlocking nanofibers. (a) Schematic of the assembly and

operation of a flexible sensor layer sandwiched between thin PDMS supports (�500 μm thickness

each). (b) Measurement of the physical force of a heartbeat under normal (�60 beats min�1 with

an average intensity of �100 Pa) and exercise conditions (�100 beats min�1 with an average

intensity of 300–400 Pa). (c) Ratio (ΔR/Roff) vs applied strain, the slope of which yields the

corresponding piezoresistive GF, defined as GF¼ (ΔR/R)/ε: �11.45 for pressure, �0.75 for shear

and �8.53 for torsion. (Reprinted with permission from [19])

8 D.H. Lee et al.



and temperature change. Kim et al. recently demonstrated an e-skin, where they

integrated various sensors with flexible electronic strategies to develop a smart

prosthetic skin based on single crystalline silicon nanoribbons for the detection of

strain, pressure, and temperature (Fig. 1.3) [28]. Other humidity sensors,

electroresistive heaters, and stretchable multi-electrode arrays for nerve stimulation

were integrated together.

Other aspect of the human skin is the perception of “texture.” In humans, the

tactile perception of fine textures (spatial scale <200 μm) is mediated by skin

vibrations generated as the finger scans the surface. When the sensor surface is

patterned with parallel ridges mimicking the fingerprints, the spectrum of vibrations

elicited by randomly textured substrates is dominated by one frequency set by the

ratio of the scanning speed to the inter-ridge distance. For the human touch, this

frequency falls within the optimal range of sensitivity of Pacinian afferents, which

Fig. 1.2 Spider-inspired strain sensor. (a) Spider’s slits connected to the nervous system to

monitor vibrations. Right side of a scheme is illustration of the crack-based sensor and its

measurement. (b) SEM images of the zip-like crack junctions for different applied strains: 0%

(left), 0.5% (middle) and 1% (right). (c) Finite-element method modelling results of crack

interfacial deformation by 0% (left), 0.5% (middle) and 1% (right) strain. (d) The normalized

resistance measured at a strain sweep rate of 1 mm min�1. (e) Reversible loading–unloading

behavior for various final strains. (f) Resistance at the slowest loading–unloading rate of

0.1 mm min�1, compared with the theoretical fit. Inset, results for no cracks. (Reprinted with

permission from [22])

1 Biomimetic Materials and Structures for Sensor Applications 9



mediate the coding of fine textures. Thus, fingerprints may perform spectral selec-

tion and amplification of tactile information that facilitate its process by specific

mechanoreceptors [29]. Zhang et al. demonstrated artificial epidermal ridges made

of polydimethylsiloxane (PDMS) combined with micro-fabricated metal strain

gauge arrays. The aspect ratio of the artificial epidermal ridges was optimized

using material stability calculations and finite-element method (FEM) simulations,

and thus the optimal structure obtained was 400 μm in width and 110 μm in height.

Experiments showed that the strain gauges were 1.8 times more sensitive than those

of a tactile sensor without ridges [30].

Fig. 1.3 Smart artificial skin with integrated stretchable sensors and actuators. (a) Smart skin

covering a prosthetic hand. Scale bar, 1 cm. The inset shows the artificial skin stretched by 20%.

Scale bar, 1 cm. (b) Artificial skin comprised of six stacked layers. (c) Representative microscopic

images of SiNR strain gauge. (d) SiNR pressure sensor and temperature sensor. (e) Humidity

sensor. Scale bar, 2 mm. Bottom right: magnified view of the central area. Scale bar, 0.5 mm. (f)
Electroresistive heater. Scale bar, 4 mm. (g) SEM image of the SiNR transferred on the silicon

oxide substrate. Scale bar, 20 mm. (h) The magnified view of wrinkled SiNR. Scale bar, 2 mm. (i)
A cross-sectional TEM image of the strain gauge, showing that the SiNR encapsulated with PI

layers is located at the neutral mechanical plane. Scale bar, 200 nm. (Reprinted with permission

from [28])
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1.2.3 Structures for Light Detection

The eyes of animals and insects have been extensively studied by the engineering

community. The light-sensing organs are one of the most studied sensory systems in

animals and insects. The eyes of animals and humans are usually camera-type eyes,

having the structure of a single lens that focuses images onto a light-sensitive retina.

In the case of insects, we can find compound eyes, which are composed of multiple

light-sensing elements. Furthermore, the compound eyes can be classified into two

types: superposition and apposition. In the case of apposition compound eyes, each

light-sensing element or lens is optically isolated from one another, with each

providing part of the total scene. In case of superposition compound eyes, the

individual light-sensing elements are not optically isolated [31]. In terms of

biomimicking, the apposition compound structure is much easier to implement,

and as such, most of the reports are concentrated on those kinds of eyes. Recently,

Song et al. demonstrated an easy way of fabricating hemispherical, compound

apposition layouts of arthropod eyes [32]. The devices combined elastomeric

compound optical elements with deformable arrays of thin silicon photodetectors

into integrated sheets. These sheets can be elastically transformed from the planar

geometries to hemispherical shapes for the integration into apposition cameras. The

surface of the hemisphere is populated by imaging elements (artificial ommatidia),

which are comparable in numbers (180) to those of the eyes of fire ants (Solenopsis
fugax) and bark beetles (Hylastes nigrinus).

Floreano et al. demonstrated a fruit fly-inspired compound eye structure [33]. The

structure consists of three planar layers of separately produced arrays, a microlens

array, a neuromorphic photodetector array, and a flexible printed circuit board that are

stacked, cut, and curved to produce a mechanically flexible imager. They demon-

strated an artificial compound eye with a hemispherical field of view with an

embedded and programmable low-power signal processing, high temporal resolution,

and local adaptation to illumination. The prototyped artificial compound eye pos-

sesses several characteristics similar to the eye of the fruit fly Drosophila and other

arthropod species.

1.3 Biomimetic Structures for Biochemical Sensing

Through millions of years of evolution, animals and insects have developed sensing

organs to smell and taste substances related to food, enemy, and surrounding

information. The sensory systems related with smell and taste are basically

receptor-based detectors connected to nerve systems, where the receptor binding

event is translated to nerve impulse that is finally relayed to the brain, where

complex data processing is performed for specific taste and smell recognition.

Receptors in these sensors are not of high specificity, but of broad response.

However, the animal senses utilize a combination of different receptors to allow
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combinatorial processing of information to discriminate thousands of targets. From

these principles, diverse biomimetic structures have been proposed by the engi-

neering society. In particular, the concepts of the electronic nose (e-nose) and

electronic tongue (e-tongue) are driving engineers and scientists to develop new

materials and structures for biochemical sensors [23]. Here, we will briefly discuss

the recent research trends of biomimetic structures for the detection of biochemical

target molecules.

1.3.1 Structures for Biomimetic Olfactory Senses

Biomimetic olfactory sensors including e-noses have received considerable atten-

tion in the field of sensor technology. Recent applications of electronic nose

technologies have come through advances in sensor design, material improvements,

software innovations, and progress in microcircuitry design and systems integra-

tion. Electronic noses have provided a plethora of benefits to a variety of commer-

cial industries, including the agricultural, biomedical, cosmetics, environmental,

food, manufacturing, military, pharmaceutical, regulatory, and various scientific

research fields [34].

Inspired by the structure of the sensing system of some moth species that can

detect single pheromone molecules, Spitzer et al. demonstrated a microcantilever-

based sensor of ppt-level detection limit to trinitrotoluene [35]. The moth antenna

was mimicked by a first preparing highly ordered TiO2-NT arrays on cantilevers with

a micrometric surface area. To achieve these architectures, we developed a two-step

procedure consisting of the physical vapor deposition (PVD) of a dense layer of Ti

metal onto a silicon microcantilever followed by its anodization in a fluoride-

containing electrolyte. Another example of bio-templated structure for sensing appli-

cations was demonstrated by Zhang et al. using the natural bristles of a butterfly

(Papilio maacki) to fabricate gas-sensing materials consisted of single porous SnO2

microtubes (SPSMs) [36]. Electrodes were contacted on the two ends of the sensing

layer. The sensor was highly sensitive to around ppm-level concentrations of ammo-

nia, formaldehyde, and ethanol at room temperature. The average response and

recovery times in the dynamic performance were only about 3 and 30 s.

Peptides can be self-assembled into nanofibers with sensing capabilities. Wang

et al. reported the utilization of metalized peptide nanofibers as sensing materials

[37]. Artificial peptide nanofibers were created with a special designed peptide

molecule that contains complex motif sequences and then further metallized to

synthesize nanofiber-based silver nanowires. A hybrid nanomaterial was obtained

by assembling the prepared silver nanowires on graphene nanosheets. These sheets

were utilized in non-enzymatic electrochemical detection of hydrogen peroxide.

Meanwhile, surface plasmon techniques combined with odorant binding

proteins (OBPs) were investigated by Zhang et al. [38]. They prepared a sensor

based on localized surface plasmon resonance (LSPR) to monitor binding of

small odorant molecules to OBPs from honeybees. Other than floral odorants, this
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sensor also showed response to nitro-compounds such as 2,4,6-trinitrotoluene,

2,4-dinitrotoluene, and 3-mononitrotoluene.

The majority of olfactory sensors have some kind of transducer combined with

olfactory receptor (OR) proteins. Lee et al. mimicked the human olfaction mech-

anism by using carboxylated polypyrrole nanotubes (CPNTs) functionalized with

human OR protein [39]. The e-nose was able to detect gaseous odorants at a

concentration as low as 0.02 parts-per-trillion (ppt), which was comparable to a

highly trained, human expert’s nose. Goldsmith et al. coupled ORs with carbon

nanotube transistors [40]. The resulting devices transduced signals associated with

odorant binding to ORs in the gas phase under ambient conditions and showed

responses that are in excellent agreement with results from established assays for

OR–ligand binding. This work shows that the combination of natural OR with

artificial electronic transducer such as carbon nanotube transistors can result in

effective bioelectronic noses comparable to biological olfactory systems. Another

significant application of carbon nanotube transistors was shown by Kim

et al. [41]. They demonstrated a sensor for the detection of an explosive chemical,

trinitrotoluene (TNT). The receptors were identified by an evolutionary selection

method, phage display, and the receptors were covalently linked to a

polydiacetylene (PDA) polymer layer integrated with the single-walled carbon

nanotube field-effect transistors. Selective binding events between the TNT mole-

cules and phage display-derived TNT receptors were effectively transduced to

sensitive SWNT-FET conductance sensors through the PDA coating layers. The

resulting sensors exhibited 1 fM sensitivity toward TNT in real time, with selec-

tivity over various similar aromatic compounds. Kwon et al. showed an artificial

multiplexed superbioelectronic nose (MSB-nose) that mimics the human olfactory

sensory system, using highly uniform graphene micropatterns (GMs) that were

conjugated with two different ORs [42]. The graphene patterns served as liquid-

ion gated field-effect transistors. Field-induced signals from the MSB-nose showed

minimum detectable level of 0.1 fM towards the target odorants.

Guo et al. demonstrated recently an effective way of building a free-standing

biomimetic sensor by covalently bonding RGD-peptide on the surface of

pyrenebutyric acid-functionalized graphene film to allow real-time detection of

nitric oxide, an important signal yet short-life molecule released from the attached

human endothelial cells under drug stimulations [43].

1.3.2 Structures for Biomimetic Tasting Senses

Song et al. developed a human taste receptor protein hTAS2R38, and then they

functionalized a carboxylated polypyrrole nanotube (CPNT)-field effect transistor

with the receptor protein to build an e-tongue with high sensitivity and selectivity

[44]. Taster type (PAV) and nontaster type (AVI) hTAS2R38s were expressed in

Escherichia coli and immobilized on a CPNT-FET sensor platform. Among the

various tastants examined, PAV-CPNT-FET exclusively responded to target
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bitterness compounds, phenylthiocarbamide (PTC) and propylthiouracil (PROP),

with high sensitivity at concentrations as low as 1 fM. However, no significant

changes were observed in the AVI-CPNT-FET in response to the target bitter

tastants. This e-tongue exhibited different bitter-taste perception of compounds

containing thiourea (N–C═S) moieties such as PTC, PROP, and antithyroid toxin

in vegetables, which corresponded to the haplotype of hTAS2R38 immobilized on

CPNTs. This correlation with the type of receptor is very similar to the human taste

system. Thus, the artificial taste sensor developed in this study allowed for the

efficient detection of target tastants in mixture and real food sample with a human-

like performance and high sensitivity. Meanwhile, Lee et al. demonstrated a

floating electrode-based bioelectronic tongue mimicking insect taste systems for

the detection and discrimination of umami substances [45]. Here, carbon nanotube

field-effect transistors with floating electrodes were hybridized with nanovesicles

containing honeybee umami taste receptor, gustatory receptor 10 of Apis mellifera
(AmGr10). This sensor differentiated between l-monosodium glutamate (MSG),

best-known umami tastant, and non-umami substances with a high sensitivity and

selectivity.

1.4 Optical Sensors

According to Ge et al., we can find many examples of structural colors in nature like

the wings of a butterfly, the cuticles of beetles, fish, and the feathers of a bird. [46]

These colors have attracted considerable attention in various research fields due to

its beauty and potential for utilization as optical sensing materials and structures.

Structural color is based on the interaction of light with periodic microstructures. In

butterfly wings for example, several optical phenomena such as multilayer inter-

ference and photonic crystal effect combine to make the colors [47, 48]. Inspired by

these natural structures, many efforts have been given to replicate the high quality

nanostructures and the corresponding colors [49]. Here, the focus will be on the

recent reports and advances in regard to color-based structures and materials for

sensing applications. Several examples of direct mimicking of the photonic struc-

tures of butterflies and insects can be found in recent reports. For instance, Kolle

et al. fabricated photonic structures that mimicked the color mixing effect found on

the wings of the Indonesian butterfly (Papilio blumei). The bright green colored

areas on the wings result from a juxtaposition of blue and yellow-green lights

reflected from different microscopic regions on the wing scales. This was done

by utilizing a combination of layer deposition techniques, including colloidal self-

assembly, sputtering, and atomic layer deposition [50]. However, reports on the

utilization of these photonic structures as colorimetric sensors are limited in

number.

Kim et al. demonstrated a biomimetic humidity sensor inspired by the

humidity-dependent color change observed in the cuticle of the Hercules beetle

(Fig. 1.4) [51]. A thin-film-type humidity sensor with nanoporous structures
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(three-dimensional photonic crystals) mimicking the spongy multilayer in the

beetles was designed and fabricated using the colloidal templating method and a

hydrophilic surface treatment. The visible color of the fabricated humidity sensor

changes from blue-green to red as the environmental humidity increases. Bai

et al. recently demonstrated a facile, fast, and cost-effective technique for the

fabrication of responsive colloidal photonic crystals (CPCs) with multicolor

shifting properties by inkjet printing mesoporous colloidal nanoparticle ink on

Fig. 1.4 Humidity sensor inspired by a Hercules beetle. (a) The exoskeleton of Hercules beetle

changes from khaki-green (dry) atmosphere to black (high humidity). (b) SEM image of the cuticle

of Hercules beetle. (c) Color change in the biomimetic sensors with relative humidity. (d)
Corresponding reflectance spectra of the humidity sensor under various humidity conditions

(left). Plasma surface treatment effect (right): the photonic bandgap shift increased dramatically

from 14 to 137 nm in reflectance spectra of the humidity sensor after surface treatment, when the

sensor is exposed to high humidity 98%. (Reprinted with permission from [51])
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both rigid and soft substrates. By adjusting the size and mesopore proportion of

nanoparticles, they were able to control the original color and vapor-responsive

color shift extent of the mesoporous CPC. As a consequence, multicolor

mesoporous CPCs patterns with complex vapor-responsive color shifts or vapor-

revealed implicit images were achieved. The complicated and reversible multicolor

shifts of mesoporous CPC patterns are expected to be favorable for immediate

recognition by the naked eye [52]. Inspired by the fog-collecting structure on

Stenocara beetle’s back, Hou et al. showed a photonic-crystal microchip with

hydrophilic–hydrophobic micropatterns fabricated by inkjet printing. This device

was used to realize high-sensitive ultratrace detection of fluorescence analytes and

fluorophore-based assays. Ultratrace detections of fluorescence analyte (R6G) and

molecular fluorophore-based assays (cocaine) down to 10–16 mol L�1 were

achieved. This can be combined with biophotonic devices for the detection of

drugs, diseases, and pollution of the ecosystem [53]. Zhang et al. utilized the

wing scales from the sunset moth (Chrysiridia rhipheus) by incorporating it with

an interpenetrating polymer network of chitosan and poly(vinyl alcohol) to generate

novel pH sensors based on the “biological physical dye.” The immobilized wing

scales’ visible reflectance was responsive to the pH conditions, owing to their inner

microstructural changes induced by the change in the polymer network volume

within the swelling/de-swelling process of the hydrogel. This is an interesting

strategy for utilizing nature-inspired structures in visualizing pH conditions. This

strategy is expected to serve as a new kind of Litmus paper without using any

chemical-responsive pigments [54].

Another trend is mimicking the environment-responsive color-changing ani-

mals. A recent mimicking of a color-changing chameleon was performed by

Chou et al. This chameleon-inspired stretchable electronic skin (e-skin) can easily

be controlled by varying the applied pressure along with the applied pressure

duration. The e-skin’s color change can also be in turn utilized to distinguish the

pressure applied [55]. Yu et al. demonstrated the biomimetic skin of cephalopods:

animals such as octopus, squid, and cuttlefish can change its skin color by adapting

to the coloration and texture of their surroundings for the purpose of concealment,

communication, predation, and reproduction [56]. The color-changing skin com-

bined multiplexed arrays of actuators and photodetectors in laminated, multilayer

configurations on flexible substrates, with overlaid arrangements of pixelated,

color-changing elements. This is a good example that shows how the development

of flexible and stretchable electronics can be of help to the development of

biomimetic structures.

1.5 Self-Assembled Structures and Materials for Sensors

It is worthy to note that there is a considerable amount of effort towards utilizing

biomaterials or biomimetic synthetic materials as sensing materials or as compo-

nents of sensors. Cellulose, for example, is being actively studied for sensing

materials, being one of the most abundant nature-supplied materials found in the
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skins and organs of animals. In this section, we will briefly discuss nature-extracted

materials such as cellulose and collagen as engineering materials for sensor appli-

cations. Finally, recent studies in utilizing a microorganism itself, namely a bacte-

riophage, as a sensor material will be discussed.

1.5.1 Cellulose-Based Structures for Sensors

Cellulose is one of the most abundant natural polymers as it can be found easily in

plants and trees. It is also considered in a wide range of fields, especially textile,

paper, pharmaceuticals, the cosmetics industry, and so forth. Cellulose has a

polysaccharide structure consisting of a linear chain of D-glucose units [57]. Due

to the rich amount of hydroxyl groups on the molecular structure, cellulose is

basically hygroscopic and polar. Therefore, the rich hydrogen bonding between

cellulose chains makes them insoluble in many solvents including water. For this

reason, cellulose has been widely used in the research field of sensors as a

supporting matrix onto which other sensing materials can be integrated. Further-

more, the flexibility of cellulose is advantageous for the fabrication of flexible

sensing devices [58].

The recent trend is the integration of cellulose with nanomaterials such as carbon

nanotubes or graphene to impart interesting electronic and sensing properties while

taking advantage of the flexibility and low cost of cellulose. For example, Yun

et al. demonstrated a multi-walled carbon nanotube–cellulose paper as a chemical

vapor sensor. The cellulose extracted from cotton pulp was covalently linked with

the nanotubes. By stretching and applying mechanical strain to the paper, they were

able to enhance the alignment between the nanotubes and cellulose fibers. Interest-

ingly, the paper acquired an electronic conductivity with initial resistance. This

resistance changed when the paper was exposed to gases such as methanol, ethanol,

1-butanol, and 1-propanol [59]. Another recent utilization of carbon nanotube-

cellulose composites was to make a conductive CNT-cellulose paper for the

detection of water. They tried to overcome the limit of conventional conductive

polymer composites (CPCs) which are usually not appropriate for water detection

because of their non-polar character of the polymer matrices [60]. Instead of paper,

Qi et al. proposed a three-dimensional conductive porous aerogel composed of

nanotubes and cellulose for gas sensing [61]. The porous structure enhances the

surface-volume ratio of the sensing material and increases the overall sensitivity of

the sensor.

Another trend of utilizing cellulose as a sensing material is in hybrid structures

of cellulose with polymer-based materials. Mahadeva et al. demonstrated the

application of cellulose as a flexible humidity and temperature sensor. A nanoscale

polypyrrole polymer layer was combined with cellulose to fabricate a humidity and

temperature sensor [62]. Hu et al. demonstrated a formaldehyde sensor based on

polyethyleneimine nanofibers over bacterial cellulose membranes. This composite

layer was used as the binding receptor layer when coated on a quartz crystal
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microbalance (QCM). The sensor showed high sensitivity with good linearity and

exhibited a good reversibility and repeatability towards formaldehyde in the con-

centration range of 1–100 ppm at room temperature. The sensing properties were

mainly affected by the content of PEI components in the nanofibrous membranes,

the concentration of formaldehyde, and relative humidity [63]. One last example of

the cellulose-based sensor will be the composite structure of cellulose with inor-

ganic metal oxide materials. Maniruzzaman et al. showed a composite structure of

titanium dioxide and cellulose for the conductometric detection of glucose. Tita-

nium dioxide nanoparticles were mixed with the cellulose solution. The enzyme

glucose oxidase was immobilized into this hybrid nanocomposite via the physical

adsorption method. They obtained a linear response to glucose in the concentration

range of 1–10 mM [64].

As can be seen above, although cellulose is one of the most abundant nature-

extracted materials, current research is focused on the resistive/conductive mea-

surement of composite structures using cellulose. The main reason for this limited

use of collagen as a sensing material is mainly due to the difficulty in assembling

them into highly ordered hierarchical structures. Organized hierarchical structures

is the principal way by which nature acquires its mechanical, optical, and sensing

properties. Recently, a wide interest in nanocellulose-based structures is growing,

where nanoscale cellulose is prepared by hydrolysis of cellulose fibers [65]. A

further assembly and integration of these nanocellulose fibers have the potential of

making nanocellulose an important sensing material in the near future.

1.5.2 Collagen-Based Structures for Sensors

Collagen is the main component of animal tissues such as skin, bones, and tendons

[66]. Using its relatively well-ordered microstructure as a building block, they are

assembled into diverse hierarchical structures resulting in tissues with diverse

mechanical and optical properties.

An interesting application of collagen was demonstrated by Xu et al. by inte-

grating collagen with Au nanoclusters [67]. They showed a visual sensor array

based on collagen and enzyme coated Au nanoparticle clusters. They were able to

discriminate eight different binding proteins using pattern analysis techniques such

as linear discriminant analysis.

Collagen is generally used as sensor surrounding materials for the stable and

intimate contact with electrochemical sensors. Ju et al. demonstrated implantable

glucose sensors surrounded by collagen scaffolds for biocompatibility and sensor

stability [68]. Another example was demonstrated byWang et al., where the surface

of a Si-based sensor was coated with extra cellular matrix collagen IV, which

served as a cell-trapping structure. The sensor chip with cell-trapping patterns

easily trapped cells [69].

Other biomimetic materials such as peptides are being examined as sensing

materials. A recent report by Farrar et al. shows that we can combine a-helical
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peptides with electrospinning techniques to obtain dipole-aligned structures with

biomimetic materials [70].This was achieved by electrospinning poly(γ-benzyl α,L-
glutamate), a liquid crystalline, and α-helical poly(α-amino acid) with macroscopic

dipoles prealigned in the direction of helical axis. The dipoles became aligned and

fixed during the process of electrospinning and they reported a piezoelectric

coefficient of 25 pC N�1, which is quite a high value compared to other biological

materials that have values under 1 pC N�1. These biomimetic synthetic polymers

are expected to become major candidates of engineering materials for sensors and

actuators.

1.5.3 Virus-Based Structures for Sensors

An interesting and novel biological material for sensors is the M13 bacteriophage.

M13, a filamentous virus that can be genetically engineered, has been reported to be

a strong candidate for building diverse sensors to detect external mechanical and

biochemical stimuli. The bacteriophage is benign to humans and only infects

bacteria. Due to the filamentous structure similar to collagen, cellulose, and chitin,

they can assemble into diverse hierarchically organized structures. In addition, the

chemical structure of the coat proteins can be easily modified to express specific

binding receptors to target molecules by genetically engineering the DNA and

expressing the coat proteins. Moreover, bacteriophages can be replicated in large

quantities by simply incubating the host bacteria. Due to these properties, recent

studies show that they can be used as engineering materials for sensor applications.

Chung et al. showed that filamentous bacteriophage can serve as basic building

blocks that can self-assemble into diverse hierarchical structures [71]. They utilized

a simple pulling method where a solid substrate is dipped into the bacteriophage

solution and then slowly pulled up at a given velocity. When the substrate is pulled,

the individual phages self-organize on the substrate into supramolecular hierarchi-

cal structures. By controlling several factors such as pulling speed, substrate surface

chemistry, bacteriophage concentration, and ionic concentration, Chung

et al. showed that the assembled structures can be controlled, resulting in periodic

structures with characteristically optical and mechanical properties.

By utilizing this assembly method, Lee et al. showed that bacteriophages can be

assembled into hierarchical structures with piezoelectric properties, which enables

the conversion of external mechanical stimuli into electrical signals (Fig. 1.5)

[72]. Using piezoresponse force microscopy, they showed that individual bacterio-

phages have structure-dependent piezoelectric properties at the molecular level.

The assembled bacteriophage film displayed piezoelectric coefficients around

7.8 pm V�1. The dipole strength and piezoelectric response of the films can be

easily tuned by changing the peptide structure of the coat proteins through genetic

engineering. The piezoelectric device was responsive to external pressure, and a

typical device of 1 cm2 active area device produced up to 6 nA of current and

400 mV of potential, which was enough to turn on a liquid-crystal display.
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Using the self-assembly of bacteriophages into diverse hierarchical structures,

Oh et al. demonstrated a rapidly responsive (on the order of seconds) and reversible

bacteriophage color film for the detection of gas-phase chemicals (Fig. 1.6)

[73]. This mimics the color-changing properties of Turkey skin, where the color

of the tissue is dependent on the physicochemical condition of the collagen bundles.

The structural change during target molecule binding was observed with grazing

incident small-angle X-ray scattering. It showed that the diameters of the bacteri-

ophage bundles increase while the interbundle distance decreases during the bind-

ing process. This resulted in red-shifting of the dominant coherently scattered

wavelengths of light. When the bacteriophage film was exposed to certain chemical

vapors, the color matrix changed in color, and the color shift was analyzed with

pattern analysis algorithms such as the principal component analysis (PCA).

Fig. 1.5 Virus-based mechanical sensor. (a) Schematic of piezoelectric M13 phage structure. (b)
Schematic of piezoelectric electrical energy generation measurement setup. A mechanical load

was applied to the device while monitoring the voltage and current. (c) Photograph of a phage-

based generator. (d) Short-circuit current signal from the phage-based generator. (e) Open-circuit
voltage signal from the phage-based generator. (Reprinted with permission from [72])
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The PCA showed that the bacteriophage-based colorimetric sensors can distinguish

between various volatile organic compounds (VOCs).

Although at an early stage, biomimetic structures based on bacteriophages show

a promising future in building well-organized hierarchical structures for the detec-

tion of mechanical and chemical stimuli via its piezoelectric and color-changing

property. In conjunction with other biological molecules such as collagen, cellulose

and other peptides, bacteriophages will be useful as engineering materials for

sensor applications.

Fig. 1.6 Bacteriophage-based colorimetric sensor. (a) Genetically engineering, replication and

self-assembly of bacteriophages. (b) Bacteriophage-based colorimetric sensor. Changes in relative

humidity (RH) result in changes in colors. (c) Sensor after exposure to hexane, diethyl ether,

isopropyl alcohol, ethanol, methanol, and DI water, respectively. (d) Real-time RGB color change

of bacteriophage color sensor after exposure to DI water. (e) VOC color fingerprints used to

selectively distinguish various chemicals. (f) Principal component analysis plot of the color

changes resulting from different VOCs. (Reprinted with permission from [73])
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1.6 Conclusions

After millions of years of evolution, nature has a plethora of models for sensors that

will serve as a source of ideas and inspiration for the community of scientists and

engineers. Biomimetic materials based on biomimetic materials, soft polymers,

inorganic silicon structures, biomineralized crystals, biological materials including

bacteriophages and collagen, and so on, will be the center of interest and research

for the following years. In particular, sensors based on biomimetic structures and

materials are still at an early stage compared to other electrochemical or inorganic

material-based gas sensors. Most of the research is focused on the detection of

mechanical stimuli such as pressure and vibration. Meanwhile, the sensors related

to the electroreception and magnetoreception of aquatic animals and birds remain

almost an untrodden land. Even so, biomimetic materials and structures will remain

one of the most promising scientific and engineering pathways towards successful

sensor development. Nevertheless, there is no doubt that nature will continue to be

the most abundant source of inspiration and ideas left for us to discover.
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Chapter 2

A Multi-Modal CMOS Sensor Platform
Towards Personalized DNA Sequencing

Yu Jiang, Xu Liu, Xiwei Huang, Yang Shang, Mei Yan, and Hao Yu

Abstract Precision medicine requires scalable bio-instrument for a personalized

DNA sequencing, which can be label-free, cost-efficient, and high-throughput. This

chapter mainly presents three kinds of CMOS-based label-free sensors, including:

(1) a high-sensitivity ion-sensitive field-effect transistor (ISFET) sensor with

pH-to-time-to-voltage conversion (pH-TVC); (2) a dual-mode sensor with image

and chemical modes for high accuracy; and (3) a THz metamaterial sensor with

electrical resonance detection. The developed CMOS multi-modal sensor platform

can show a scaled solution for future personalized DNA sequencing.

Keywords Personalized DNA sequencing • Label-free sensors • ISFET •

Metamaterial sensor • Multi-modal • Genotyping • Dual-mode sensor • Contact

imaging • THz-based sensor • High sensitivity

2.1 Introduction

DNA detection, categorized as sequencing and genotyping, plays a significant role

for modern human health. Sequencing, detection of the order of nucleotides in DNA

strands, enables studies of metagenomics, genetic disorders, diseases, and genomic

medicine. Genotyping, targeted sequencing or mutation of specific DNA, is

deployed for single nucleotide polymorphism (SNP) detections, most of which

are associated with diseases and deficiencies [1]. Sanger sequencing was success-

fully employed in DNA detection since 1970s, which is expensive and time-

consuming for large-scale sequencing [2]. Next generation sequencing (NGS)

technologies are later developed for high-throughput sequencing with low cost,

including pyrosequencing (454), sequencing by oligo ligation detection (SOLiD),

and Illumina sequencing [3]. However, these methods require fluorescent labels and

bulky optical instruments and hence are not feasible for personalized diagnosis.

A large-array CMOS-compatible sensor foresees a strong potential in the future

personalized DNA sequencing. Same as computer and communication devices, it
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follows the Moore’s law that is scalable for millions of DNA strands to be detected

simultaneously on a single CMOS chip. As shown in Fig. 2.1, since 2008, the

development of new sequencing technologies under the continuous semiconductor

process scaling leads to dramatically scale-down on the cost in CMOS process.

State-of-the-art CMOS-compatible methods include ion-sensitive field-effect tran-

sistor (ISFET) based [4–7] chemical sensing and nanopore based [8] electrical

sensing.

This chapter introduces the latest development of CMOS-based multi-modal

sensor platform for personalized DNA sequencing, which includes: (1) a high-

sensitivity ISFET sensor by pH-to-time-to-voltage conversion (pH-TVC); (2) a

dual-mode ion-image sensor with high accuracy; and (3) a proposed THz

metamaterial sensor.

2.2 High-Sensitivity CMOS pH-TVC ISFET Sensor

An ISFET sensor builds connection between aqueous solution and solid-state

circuits by converting biochemical reaction to electrical signal. Traditional ISFETs

are built with expensive specialized processes, since gate oxide is utilized as ion

sensing membrane [9]. Improved structure proposed by Bausells et al., in which

Si3N4 passivation layer is employed as the sensing membrane, makes ISFET sensor

compatible and scalable with commercial CMOS technology [10]. Consequently,

CMOS-based ISFET sensors have shown great promise in NGS of DNA, due to its

low-cost, high-speed, and large-scale advantages [6].

Fig. 2.1 The relationship between DNA sequence cost and Moore’s law: since the year 2008, the
development of new sequencing technologies and the continuous semiconductor process improv-

ing lead to dramatically drop on the cost. Data from the NHGRI Genome Sequencing Program

(GSP). Available at: www.genome.gov/sequencingcosts
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The CMOS-based ISFET sensor in DNA sequencing is shown in Fig. 2.2. Long

DNA chain is first fragmented into short templates, then clonally amplified on

microbeads by polymerase chain reaction (PCR). The DNA-templated microbeads

are scattered into microwells mounted on chip surface through centrifuge spinning.

During detection, four nucleotides (dNTPs) are cyclically delivered, and a hydro-

gen ion will be released when one nucleotide is incorporated to its complementary

template base. Decreased pH value will be observed, which is proportional to the

number of incorporations. The ISFET sensor is thereby adopted to detect this pH

change to assemble the DNA sequence.

2.2.1 CMOS ISFET Model

For a CMOS ISFET device, an Ag/AgCl electrode in solution works as a remote

gate, and a floating gate (FG) structure is formed between the passivation layer and

gate oxide, as shown in Fig. 2.3a. The chemical–electrical conversion happening at

the solution and ISFET interface can be explained by the site-binding theory, in

which chemical groups on the surface of the passivation layer, SiOH and SiNH2

sites, will donate H+ to or accept from the solution. These sites can be positively

charged, negatively charged, or neutral. The equilibrium reactions at these sites can

be described as follows [11]:

Fig. 2.2 pH-based DNA sequencing process: including DNA chain fragmentation, amplification,

and distribution; then H+ released during sequencing will be detected by ISFET sensor
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SiOH Ð SiO� þ Hs
þ ð2:1Þ

SiOH2
þ Ð SiOH þ Hs

þ ð2:2Þ
SiNH3

þ Ð SiNH2 þ Hs
þ ð2:3Þ

where Hs
+ represents a hydrogen ion at the surface. The ions SiO�, SiOH2

+, and

SiNH3
+ combined represent the charge density at the passivation surface σ0, which

is equally balanced by an opposite charge density in the solution σdl. As a result, a
double layer capacitance Cdl forms at the interface. The potential difference

between the bulk solution and passivation surface can be defined as ψ0 across Cdl

[12]:

σ0 ¼ Cdlψ0 ¼ �σdl ð2:4Þ

Considering the Boltzmann distribution of hydrogen across the double capaci-

tance layer and non-Nernstian response, the sensitivity of ψ0 to pH change in the

bulk solution can be described as [12]:

Δψ0

ΔpH
¼ �2:303αUT ð2:5Þ

where α is a dimensionless sensitivity factor which varies between 0 and 1, and UT is

the thermal voltage. The value of α depends on the passivation material and the H+

concentration in the solution. An ideal maximum 59.2 mV/pH Nernstian sensitivity

may be reached at α¼ 1.
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Fig. 2.3 (a) Cross section of an ISFET implemented in 1P6M CMOS process. (b) A capacitance-

dependent CMOS ISFET model. Cdl is the double layer capacitance on solid–liquid surface, and

Vchem represents pH-related potential
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A widely used, capacitance-dependent ISFET model working in weak-inversion

region is illustrated in Fig. 2.3b, in which trapped charge accumulated during

fabrication is also depicted. According to [13], the ISFET Vth can be expressed as

Vth ISFETð Þ ¼ Vchem þ Vtc þ Vth MOSFETð Þ=A ð2:6Þ

where Vchem is the grouped chemical-related potential; Vtc is the combined trapped

charge potential in the passivation Vtcp and the floating gate Vtcfg; and A is the

capacitive division factor caused by passivation capacitance.

Vchem, Vtc, and A are further summarized as follows:

Vchem ¼ γ þ 2:303αUT � pH ð2:7Þ
Vtc ¼ Vtcp þ Vtcfg=A ð2:8Þ

A ¼ Cpass

Cpass þ Cox==Cd þ Cfgd þ Cfgs

� � ð2:9Þ

where γ represents all non-pH related potential; Cpass, Cox, and Cd are the passiv-

ation, oxide, and depletion capacitances, respectively; Cfgd, and Cfgs are the para-

sitic capacitances associated with the floating gate.

For a weak-inversion ISFET, where VGS<Vth(ISFET), the drain current ID can be

expressed as [6]:

ID ¼ I0 � K � exp �A � 2:303αUT � pH
nUT

ð2:10Þ

where K represents all the non-pH related terms, and n¼ 1 +Cd/Cox is the non-ideal

slope factor.

According to (2.5), the ISFET drain current is attenuated by A. This division

effect can degrade the ISFET sensor sensitivity, especially at advanced

technology node.

2.2.2 pH-TVC Readout Scheme

Large-arrayed CMOS ISFET sensors have been commercialized by Ion Torrent™,

whose products include 314, 316, 318, Proton I and Proton III with array size from

1.5 million to 660 million pixels. Even though the ISFET array fabricated in CMOS

process with low cost has been realized by industry, the poor pH sensitivity is still a

major problem remaining to be solved.

In order to reduce fabrication cost, passivation layer in standard CMOS process

is utilized as ion-sensitive layer. However, this layer will introduce a small capac-

itance Cpass to the device model, which will capacitively decrease the coupling

strength from solution to the ISFET reflected in the capacitive division factor
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A described in last part. Besides, in conventional testing method shown in Fig. 2.4a,

the ISFET works in saturation region as a source follower, and pH change in

solution is linearly correlated to pixel output and there is no gain from the source

follower. As a result, pH sensitivity is greatly affected by the passivation capaci-

tance, especially in larger sensor array with smaller sensing area. What is more,

during the DNA incorporation process, minimum to 0.02 pH shift per base incor-

poration is reported. Passivation material, Si3N4, is reported to have a pH sensitivity

of 46~56 mV/pH, which means that as small as 1 mV change on the passivation

surface should be detected by the pH sensor. Additionally, the floating gate ISFET

structure with the passivation layer will accumulate trapped charge during fabrica-

tion, which may lead to large and unpredictable threshold voltage deviation.

There are various technologies proposed to deal with these non-ideal character-

istics of CMOS-based ISFET sensor. A second electrical input is capacitively

coupled to the ISFET floating gate to realize a high input inferred sensitivity

[14]. Correlated double sampling (CDS) method is used to reduce overall long-

term drift by cancelling the common drift between two consecutive samples

[15]. Ultraviolet (UV) radiation and bulk-substrate bias are employed to remove

the trapped charge accumulated by creating an aperture in the top metal right above

the ISFET for UV exposure [16]. A robust ISFET front-end readout circuit is

proposed to compensate issues of capacitive division, drift, trapped charge by

applying a feedback loop to the floating gate [17].

In addition, the high-gain of ISFETs mentioned above is realized mainly by

employing a quite large chemical sensing area and a relatively small coupled

capacitance. This structure is however not feasible for large denser array, where

small sensing area is required. Under this condition, a smaller coupled capacitance

will suffer from a larger process variation.

In this chapter, we have developed a large-scale ISFET sensor with a novel

pH-TVC readout scheme to compensate capacitive attenuation, and a reset device

to alleviate drift and trapped charge influence. The proposed pH-TVC scheme is

MN0
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Fig. 2.4 (a) A conventional source follower readout method; ISFET works in saturation region.

(b) pH-TVC readout structure; ISFET works in weak-inversion region
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shown in Fig. 2.4b. Each pixel contains three transistors: MN0 is an ISFET device,

MN1 is a row-selected device, and MN2 is a reset device. At first stage, node N1 is

pre-charged to power supply by turning on the device MP0 and the transfer switch

S0. During the pH sensing phase, N1 is discharged to ground, and the discharging

time depends on the drain current of weak-inversion ISFET MN0, which is expo-

nential to pH change. Following this pH-to-time conversion is the time-to-voltage

conversion at N1 by turning off S0 at a given time. Therefore, the pH change in

solution is first converted to discharging time variation then to voltage difference.

MN3 is the source follower (SF) device to transfer pixel output voltage. I0 is the

current bias of MN3.

For the solution with an initial H+ concentration of pH1, the local DNA slice at

one microwell above one ISFET pixel will cause a shift in pH value, which results

in a new concentration of pH2. As a result, the pH-related voltage change at node

“N1,” ΔVpH, can be defined as

ΔVpH1 ¼ VDD � VpH1 ¼ IpH1 � Δt
C0

ð2:11Þ

ΔVpH2 ¼ VDD � VpH2 ¼ IpH2 � Δt
C0

ð2:12Þ

ΔVpH ¼ VpH1 � VpH2 ¼ ΔVpH1 � IpH2

IpH1

� 1

� �
ð2:13Þ

where IpH1 and IpH2 are the ISFET currents related to pH1 and pH2, respectively.

VpH1 and VpH2 are the relative output voltages at node “N1” after a given sensing

time Δt. ΔVpH can be improved by increasing the ratio between IpH2 and IpH1.
Therefore, the small ISFET input signal is amplified at the pixel level instead of

using the external amplifier [18], which can greatly increase readout signal to noise

ratio.

Based on (2.10), the pH sensitivity to ΔVpH of ISFETs working in subthreshold

region is given by

ΔVpH ¼ ΔVpH1 � exp
A � 2:303αUT � pH1 � pH2ð Þ

nUT
� 1

� �
ð2:14Þ

Compared to the linear relationship in conventional source follower method, an

exponentially amplified output voltage ΔVpH for a small pH change can be observed

after applying pH-TVC readout scheme, which has no more attenuation due to the

passivation layer parasitic capacitor. As a result, a denser ISFET array with a

smaller pixel pitch can be realized in advanced CMOS process.
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2.2.3 Top Architecture and Operation

Top architecture of the CMOS ISFET sensor is shown in Fig. 2.5a, including a

512� 576 pixel array, pH-TVC readout circuits, 10-bit column ADCs, SRAM

groups, row decoder, column decoder, etc. For large-scale pixel array, pixel pitch

is relatively small, so the column readout circuit should be as simple as possible to

be aligned with the pixel size.

Pixel timing consists of two phases: reset phase and sensing phase, as depicted in

Fig. 2.5b. The whole sensor will be placed in a solution condition, and a reset phase

will be first conducted to alleviate drift and trapped charge effect. Then in sensing

phase, the hydrogen reactions on the passivation surface will charge and accumu-

late in the floating gate. pH-TVC readout scheme is applied to enlarge small pH

change, which is then turned into digital data by ADC. One row of pixels are

measured in parallel, and digital outputs are first stored in SRAM groups, then read

out column by column controlled by clock. Compared to circuit operation time,

chemical reaction on the passivation surface is much slower, so that the system

should continuously detect the solution to track surface potential trends.

2.2.4 Results and Discussions

The chip implemented in standard 65-nm CMOS process occupies an area of

5 mm� 5 mm. Chip photo, testing setup, and design specifications are summarized

Fig. 2.5 (a) Top architecture of the CMOS ISFET sensor. (b) Pixel readout timing diagram with

pH-TVC
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in Fig. 2.6. The passivation layer is comprised of series of Si3N4 and SiO2 layers,

and the overall passivation capacitance per area is 0.026 fF/μm2. The oxide

capacitance per area is 6.16 fF/μm2. The depletion region capacitance Cd and

parasitic capacitances are dependent on ISFET gate voltage. Parameters of ISFET

pixel and specifications of the ISFET sensor are summarized in Table 2.1.

Chip surface except the sensing area is covered by a waterproof encapsulation.

Pixel sensitivity is calibrated using pH value of NaOH and HCl mixture. Measured

results are shown in Fig. 2.7, of which source follower method has 6.3 mV/pH

sensitivity, whereas pH-TVC method has 123.8 mV/pH sensitivity, both in 4.4 μm
pixel pitch. Nearly 20-time improvement is observed.

By employing a novel pH-TVC scheme, the ISFET output voltage to pH

sensitivity can be largely improved, regardless of capacitive division effect intro-

duced by the passivation capacitance in CMOS process. One can observe

123.8 mV/pH sensitivity and 375 fps readout speed, which can be promising

towards DNA sequencing.

Fig. 2.6 Chip photo, testing setup, and design specifications

Table 2.1 Summary of

65 nm CMOS ISFET sensor
Pixel pitch 4.4 μm
ISFET size (W/L) 0.4 μm/0.28 μm
Chemical sensing area 3.9 μm� 3.9 μm
Cpass 0.39 fF

Cox 0.69 fF

Total pixel array size 512� 576

ADC 10 bit

Readout clock 200 MHz

Frame rate 375 fps
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Additionally, the system is immune to drift and trapped charge effects as shown

in Fig. 2.8. Drift and trapped charge may lead to large and unpredictable voltage

deviation [17]. Nevertheless the system can still identify the pH change. It is

attributed to the reset device in each pixel, since trapped charge can be removed

and drift can be eliminated.

Techniques to improve ISFET sensitivity are summarized in Table 2.2. The

proposed pH-TVC readout method presents the largest scaling factor (sensitivity/

pixel size) that greatly facilitates large-arrayed sensor applications.

Fig. 2.7 Measured results: (a) pH to output voltage curve of source follower and pH-TVC. (b)
Mean pH sensitivity of pixel arrays read out by the two circuits: 6.3 and 123.8 mV/pH, respectively

Fig 2.8 System pH-TVC results with reduced drift and trapped charge effects
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As a conclusion, the developed CMOS ISFET sensor with pH-TVC readout is

able to significantly improve the pH sensitivity faced by the traditional CMOS

ISFET sensor.

2.3 High Accuracy CMOS Dual-Mode Sensor

For the CMOS ISFET-based DNA sequencing, there is significant inaccuracy

existed as illustrated in Fig. 2.9a. As the DNA-templated microbeads are scattered

into microwell array by centrifuge spinning, the distribution of microbeads into

Table 2.2 Summarized techniques to improve sensor sensitivity

Ref. [6] [14] [17] [19] This work

Process 0.18 μm
CMOS

0.35 μm
CMOS

0.35 μm
CMOS

SOI 65 nm
CMOS

Output signal Digital Inverter flip

flop

Analog Analog Digital

Pixel size (μm2) 10� 10 95� 200 60� 70 20� 20 4.4� 4.4

Array size 64� 64 Single

device

Single

device

Single

device

512� 576

pH sensitivity (mV/pH) 103.8 3700 53.1 258 123.8

Scaling factor

((mV/pH)/μm2)

1.038 0.194 0.013 0.645 6.39

Fig. 2.9 (a) Proposed dual-mode sensor to deal with pH crosstalk. (b) Cross section of dual-mode

pixel with microbead contact imaging and ion sensing
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microwell array is unknown [12]. Thus, the measured pH responses have no

correlation with the physical locations of microwells that contain microbeads. If

there is no microbead in the microwell, due to crosstalk from neighboring

microbeads in the solution, it will lead to false pH value reported. To tackle this

problem, a dual-mode image-ion sensor is introduced by correlating local pH values

with the locations of microwells filled with microbeads. The cross-sectional view of

the proposed dual-mode pixel is shown in Fig. 2.9b. Note that n+ and p+ guard rings

are placed around the pixel array to minimize the noise generated from the

peripheral circuitry. Since the microbeads are in direct contact with the sensor

surface, the imaging of the microbead distribution can be detected based on the

contact imaging principle without lens [20]. One can determine the existence of

microbead in optical mode and detect the pH value in chemical mode. As such, an

accurate pH-image correlation map can be generated to prune the false pH values

due to crosstalk for empty microwells.

2.3.1 Contact Imaging and pH-Based Sensing

In this paper, in addition to the pH sensing, we will introduce the optical sensing for

the CMOS ISFET such that a dual-mode sensor can be developed with the removal

of false pH reporting.

The conventional optical microscope imaging systems require intermediate

bulky lens for magnification, which usually constrains the size, weight, and cost

with the difficulty of miniaturization. One promising solution is the use of contact

imaging, which directly couples the CMOS image sensor array with the sample of

interest in small proximity (or contact), as shown in Fig. 2.10. As such, the sample

image can be captured by directly projecting light through it with a detected

Fig. 2.10 Contact imaging principle: with light source illuminated from above, the contact

shadow images of microbeads can be captured by the sensor underneath
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shadow. Contact imaging is a kind of near-field sensing without optic lens [21]. As

such, contact imaging systems have different geometrical constraints over spatial

resolution compared with lens based imaging. In conventional optical imaging

systems, the image resolution is determined by the number of pixels in the photo

detect array as the scene is entirely projected to the sensor array by optics. By

increasing the number of pixels, the spatial resolution for the conventional imaging

systems can be increased. Differently in the contact imaging, as the image is

directly projected from the object to the image sensor array, the resolution is mainly

determined by the pixel dimension as well as proximity distance. Thus, the contact

imaging is quite suitable for miniaturized biomedical applications to detect objects

such as microbeads used in DNA sequencing. Thereby, if one can leverage a dual-

mode ISFET sensor with both pH sensing to detect H+ at one microbead and also

contact imaging to detect the existence of microbead, the false pH reporting

problem of the existing ISFET sensor can be resolved during the DNA sequencing.

Moreover, the cross-sectional structure of the ISFET modeled is shown in

Fig. 2.11. The electron concentration is indicated by coloring corresponding to the

bar graph on the right. As the results shown in Fig. 2.12a, when we increase the

concentration of negative charge donor from 1016/cm�3 to 1040/cm�3 with

acceptors¼ 0, the threshold voltage VT has a corresponding linear reduction from

1.11 to 0.06 V. As shown in Fig. 2.12b, when increasing the concentration of positive

charge acceptor from 1016/cm�3 to 1036/cm�3 with donor¼ 0, the VT has a

corresponding linear increase from 1.13 to 1.74 V. A natural logarithm scale for

charge concentrations is used. As such, although the electrolyte is not directly

modeled, the effect of changing the surface charge will cause the changes in ISFET

transfer characteristics and linearly modulate the ISFET threshold voltage VT, which

is the basic principle of ISFET-based pH sensing.

Metal
Layers

Poly Gate
Source Drain

P-substrate

Doping Density (cm3)

3.954e+18

3.140e+16

2.494e+14

1.855e+12

-1.587e+13

-2.000e+15

-2.518e+17

Fig. 2.11 Cross-sectional structure of the ISFET as modeled in Sentaurus TCAD. The electron

concentration during ISFET operation is indicated by coloring
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In this chapter, we will show a dual-mode sensor based on the CMOS image

sensor. The widely used four-transistor CMOS image sensor (4T-CIS) pixel struc-

ture is shown in Fig. 2.13a. Photodiode (PD) collects protons and converts them to

electrons. The collected charges are closely related to light intensity under a certain

integration time. Therefore, microbeads with shadow images can be easily recog-

nized through the detected output voltages. To further have an ISFET chemical

sensing, a combined dual-mode pixel structure is given in Fig. 2.13b, where M2 in

4T-CIS pixel (the source follower) also functions as an ISFET device, and the poly-

gate of M2 is connected all the way to the top metal as a sensing plate.

The cross-sectional view of the proposed dual-mode pixel is shown in Fig. 2.9b.

Each pixel is in dual-mode to correlate the local pH value to the existence of one

microbead detected by the contact imaging. Therefore, the false pH value reporting

problem can be pruned in this design.

Fig. 2.12 ISFET device simulation results showing the threshold voltage VT change

Fig. 2.13 Dual-mode pixel is the combination of 4T-CIS pixel and ISFET pixel. (a) 4T-CIS pixel.

(b) Dual-mode pixel. (c) ISFET pixel
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2.3.2 Top Architecture and Operation

Top architecture of the dual-mode sensor is illustrated in Fig. 2.14a, including a

64� 64 dual-mode pixel array, sample-and-hold (S/H) circuit and global switched-

capacitor operational amplifier for CDS readout, 12-bit pipelined ADC, row/column

decoders, and so on. Basically, there are two sensing modes: image mode and

chemical mode.

In the image mode, photodiode (PD) first collects photons and converts them to

proportional electrons, whose drifting generates the photocurrent. As the intrinsic

junction capacitor of PD can store the generated charges, after a certain integration

period, the intensity of incident light carried by the amount of charges is translated

to a voltage signal. The charges can be transferred to floating diffusion (FD) by

turning on “TX” switch of M6. As such, the voltage signal indicating the shadow

image of microbead is detected through contact imaging. Then, the corresponding

voltage signal for the optical image is buffered by SF (M2) and read out to PIXOUT

node through its source under the control of “ROW” select-signal of M3. Since

there are multiple rows of pixels that share the same PIXOUT line, the row-select

transistor M3 is used to isolate different pixel outputs, and is enabled only when the

row is selected for readout. The cascade current source (M4 and M5) provides

biasing current and is shared by the whole column for better current matching.

Fig. 2.14 (a) Top architecture of the dual-mode sensor. (b) Pixel operation diagram of image

mode and chemical mode
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In the chemical mode, the poly-gate of SF (M2) is all-the-way connected to the

top metal and Si3N4 passivation layer, acting as ion-sensitive membrane of ISFET.

Since the change of ion (H+) concentration (or pH) can cause the proportional VT

shift of the SF, the corresponding voltage signal is correlated to the pH value that is

read out through the source of SF. Note that although ISFET pixel has a switch to

the floating gate, the TX leakage has been reduced through process optimization

from the CIS aspect. As the cross-sectional pixel layout shown in Fig. 2.9b, a

completely depleted pinned photodiode pixel is used, which consists of a pinned

diode (p+-n+-p) to reduce the surface-defect noise due to dark current. The depletion

layer of a pinned photodiode stretches almost to the Si–SiO2 interface, which is

perfectly shielded by the p+ layer that keeps the interface fully filled with holes,

making the leakage extremely low [22].

Pixel timing diagram is given in Fig. 2.14b. Firstly, image mode is conducted to

identify microbeads’ locations represented by row and column address. After that,

chemical mode is utilized for pH detection by turning off TX. Before loading any

nucleotides, ISFET gate is reset to high voltage to initiate a uniform sensing

condition. During pH sensing phase, dNTPs are added sequentially, and local pH

change is converted to output voltage by ISFET. As a result, local pH value is

correlated with the microbead address. Therefore, one can achieve an accurate

DNA sequencing by removing false pH value through such a CMOS dual-mode

sensor.

2.3.3 Results and Discussions

The proposed dual-mode ISFET sensor is fabricated in standard TSMC 0.18 μm
CIS process. After fabrication, the chip is packaged in a 100-pin Pin Grid Array

(PGA) package with a size of 33.5 mm� 33.5 mm. As the experimental processes

need to be conducted in aqueous environments, proper encapsulation of the sensor

chip is necessary to protect the circuits. Thus, we use epoxy to encapsulate the

whole chip with the sensing pixel array area open only, as shown in Fig. 2.15b, c.

Meanwhile, the bonding wires and bonding pads are also covered by epoxy. To

retain aqueous samples on the top of sensor chip, in addition, a 3D-printed plastic

reservoir that just fits the PGA package is mounted on the package with epoxy to fill

the gap at all four sides. The plastic reservoir is also designed to be able to fix the

Ag/AgCl reference electrode. The package chip is then mounted on a specially

designed printed-circuit-board (PCB) through a 100-pin PGA socket. The PCB,

which is further connected with a Xilinx Virtex-6 XC6VLX240T FPGA demo

board [23], is designed to provide power supply and digital timing control signals

to the sensor chip. We measured the electrochemical characteristics of the chip

under the control of a MATLAB-based (MathWorks, Natick, MA) Graphical User

Interface (GUI). The chip micrograph with architecture and testing system is shown

in Fig. 2.15. The design specifications are summarized in Table 2.3.
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Firstly, the correlated contact image and pH map of microbeads are shown in

Fig. 2.16. The microbeads of 45 μm diameter are used (Product# 07314-5,

Polysciences, Warrington, PA). Note that we have not fabricated the microwell

array on top of the image sensor die to correspond each microwell with an ISFET

pixel. Thus, a relatively larger microbead compared with 10 μm pixel size is

Fig. 2.15 (a) FPGA based testing system setup. (b) Ion-image sensor with liquid friendly

encapsulation with 3D-printed plastic reservoir attached on the chip PGA package. (c) Cross-
sectional view of the encapsulated packaging strategy. (d) Micrograph photo of the dual-mode

sensor chip

Table 2.3 Specifications of dual-mode sensor

Parameters Specifications

Process Standard TSMC 0.18 μm CIS

Pixel type Dual-mode (image and chemical)

Pixel size 10 μm� 10 μm
Pixel optical sensing area 20.1 μm2 (fill factor¼ 20.1%)

Pixel chemical sensing area 22.3 μm2 (fill factor¼ 22.3%)

Array size 64� 64

Die area 2.5� 5 mm

ADC ENOB 11.4 bits

ADC SNDR 70.35 dB

FPN 0.3%

Frame rate 1200 fps

Total power consumption 32 mA @ 3.3 V
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selected such that the contrast of shadow imaging can be better. With the contact

shadow imaging, the image size of microbead takes up about a 5� 5 pixel array

area. Due to the diffraction effect, the center pixels show darker intensity and the

pixels near the boundary show lighter intensity. For the proof-of-concept verifica-

tion, the microbeads are first diluted and prepared in acid solution as they are ideally

suited for protein binding using passive adsorption techniques, and then dropped

onto the sensor surface to test the local pH changes. The contact image determines

the existence of microbeads and provides their addressed distribution. The exposure

time of the contact imaging is 160 μs. The pHmap is thereby locally associated with

microbeads by pruning out those uncorrelated pH data. Due to the diffusion effect,

the pH map at microbead locations shows a pattern similar to normal distribution.

To characterize the pH sensing capability of the dual-mode sensor, the pH

sensitivity is tested and the measurement results are shown in Fig. 2.17a. The pH
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Fig. 2.16 Correlated maps of distributed microbeads: (a) contact images and (b) pH values
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Fig. 2.17 Measurement results: (a) pH sensitivity of dual-mode ISFET sensor, and (b) the

comparison with commercial pH meter for bacteria (E. coli) culture solution with glucose at

different time intervals
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of solution is changed by adding HCL and NaOH. The pH readout sensitivity of

ISFET by CIS process is measured as 26.2 mV/pH with amplifier gain¼ 1 and as

103.8 mV/pH with amplifier gain¼ 4. The device sensitivity at gain¼ 1 is some-

what lower than the commonly observed response of 45–56 mV/pH for Si3N4, this

can be due to the low-pressure chemical vapor deposition (LPCVD) technique for

Si3N4S at low temperature, which generally causes low-density and porous passiv-

ation layer. It can be optimized by the LPCVD at a high temperature or do

additional depositions, which are still standard CMOS process.

The CMOS ISFET sensor chip is also calibrated by testing the pH change of a

bacteria (Escherichia coli) culture solution at different time intervals and compar-

ing with commercial tool. By extracting the sample solution of the bacteria culture

for testing at 1–6 h time intervals, the measurement results by the dual-mode sensor

can correlate well with one commercial pH meter (Checker, Hanna Instruments, RI,

USA) in Fig. 2.17b.

Lastly, the comparisons with the state-of-the-art ISFET sensors are summarized

in Table 2.4. The proposed dual-mode sensor shows the state-of-the-art results:

10 μm pixel pitch, 64� 64 pixel array, fast frame rate of 1200 fps, and readout

sensitivity of 103.8 mV/pH in standard CIS process.

As a conclusion, the developed CMOS dual-mode sensor is able to significantly

improve the pH detection accuracy faced by the traditional CMOS ISFET sensor.

2.4 CMOS THz Metamaterial Sensor

DNA microarray is widely used in genotyping, where thousands of artificially

produced DNA probes are attached to a glass or a plastic plate. When the array is

exposed to a solution with DNA samples, the matching probes hybridize with target

DNA strands, so that target DNA sequences can be inferred by their given com-

plementary probes. Unlike the detection of nucleotides’ order in whole-genome

sequencing, the identification of hybridization that relies on labeling and optical

Table 2.4 Comparison of state-of-the-art ISFET sensors

Ref. [11] [24] [25] [26] This work

Process 5 μm
non-CMOS

0.35 μm mod-

ified CMOS

0.35 μm stan-

dard CMOS

0.35 μm stan-

dard CMOS

0.35 μm Stan-
dard CMOS

Pixel size

(μm2)

200� 200 12.8� 12.8 10.2� 10.2 20� 2 10� 10

Array size 10� 10 16� 16 64� 64 8� 8 64� 64

Frame rate 30 fps – 100 fps – 1200 fps

pH sensitiv-

ity (mV/pH)

229 46 20 37 26.2
(gain¼ 1)
103.8
(gain¼ 4)

Dual-mode No No No No Yes
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detection is the main issue to be solved in genotyping. Recently, CMOS THz-based

electrical detection sensor has aroused great interest in DNA detection, especially

genotyping.

The development of THz-based DNA sequencing method has become one

possible new solution to tackle the aforementioned challenges [27, 28]. THz-sensing

has attracted a lot of research activities in the past decades as numerous materials

can exhibit unique spectrum signatures in THz range. In [29], Brucherseifer

et al. first demonstrated that the binding state of DNA can be directly probed

through its complex refractive index in THz range. A free-space detection and an

integrated detection based on planar waveguides are initially realized [29, 30]. To

increase the sensitivity and reduce the amount of sample needed to characterize the

sequence, metamaterial THz sensors based on electrical/magnetic resonance are

proposed with subwavelength scattering [31]. More recently, one silicon nano-

sandwich pump device was proposed that can provide both the excitation of the

DNA strands’ self-resonant modes and feedback for current–voltage measurements

to identify the strands’ sequences [32].
Figure 2.18 illustrates the diagram of THz-based genotyping. Several single-

stranded DNA probes and a hybridized double-stranded DNA are shown on the

surface of detector. The probes are illuminated with THz wave generated by

on-chip source and the resonant frequencies are recognized by THz detector. It is

reported that a probe at which hybridization takes place exhibits a reduced resonant

frequency in THz range [33]. Thereby binding states of DNA strands can be

recognized by THz-based sensor.

2.4.1 Metamaterial-Based Source and Detector

The block diagram of one 140-GHz signal source is illustrated in Fig. 2.19. The

input is a 35-GHz reference signal, which is doubled to 70-GHz injection signal.

The output signals of four 70-GHz zero-phase oscillator unit-cells are first

frequency-doubled, and then combined at the center of 70-GHz coupled oscillator

network (CON).

Fig. 2.18 Diagram of THz-based genotyping. Hybridized DNA strand can be identified from

resonant frequency shift to single-stranded DNA probes
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Figure 2.20 shows the schematic and layout of on-chip 70-GHz MPW based

oscillator unit-cell with inter-digital coupled T-line implemented in the top most

copper layer (M8) and parasitic capacitances from transistors in 65-nm CMOS

process.

The schematic of the 70-GHz CON is shown in Fig. 2.21. Four 70-GHz MPW

based oscillator unit-cells are serially connected in a closed-loop form to generate

four in-phase differential output signals at locations A, B, C, and D with the same

magnitude and frequency, which is injection-locked to the 70-GHz reference signal.

Negative resistance is formed by cross-coupled NMOS pair (e.g., M1 and M2),

which can compensate the energy loss in each unit-cell when forming the oscilla-

tion signal. A central symmetrical layout is deployed and all active devices are

placed as closed as possible to the geometrical center of CON to reduce process

variation.

Fig. 2.20 Schematic and layout of on-chip MPW base oscillator unit-cell with inter-digital

coupled T-line

Fig. 2.19 Block diagram of

140-GHz signal source
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The schematic of 70-GHz to 140-GHz push–push frequency doubler with center

combined output is shown in Fig. 2.22. The 70-GHz differential output signals at A,

B, C, and D are coupled to the push–push frequency doubler by 28 f. DC-block

capacitors. Therefore, the frequency conversion efficiency can be maximized by

externally baising all the frequency doublers to the threshold level (VG1). The

resulting four in-phase 140-GHz output signals are tied together directly to generate

a high power output signal at the center.

Figure 2.23 shows the schematic of 30-GHz to 70-GHz reference frequency

doubler. A transformer-based balun is employed to generate a differential 35-GHz

reference signal to drive M3 and M4. In addition, another Marchand balun with

inter-digital coupling is deployed at 70 GHz to have balanced differential outputs as

well as low insertion loss.

In addition to the metamaterial-based 140-GHz source, one can build the

metamaterial-based 140-GHz detector such as differential transmission-line loaded

split-ring resonator (DTL-SRR). Layout for CMOS on-chip DTL-SRR is shown in

Fig. 2.24a, in which stacked SRRs with the same dimensions of 24� 24 μm2 from

Fig. 2.21 Schematic of injection-locked 70-GHz CON with 4 MPW unit-cells

Fig. 2.22 Schematic of 70-GHz to 140-GHz frequency doublers with center combined output
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M5 to M8 are illustrated. All SRRs are closely coupled to the same host T-line

implemented in the top most metal layer (M8). The overall size of the proposed

DTL-SRR is 35� 34 μm2.

The schematic of 140-GHz DTL-SRR-based CMOS receiver is shown in

Fig. 2.24b. DTL-SRR is connected to a differential negative resistance formed by

cross-coupled NMOS (M2 and M3). The remaining circuit consists of a common

source input buffer (M1) for current injection and an envelope detector formed by

M5 and M6. The common source stage (M1) is designed for input signal injection

and also reverse isolation from the oscillator to the input. The size of M1 is

optimized to minimize parasitic capacitance and input mismatch. Transformer-

based matching network is used as the electrostatic discharge (ESD) protection

when M1 is integrated with the antenna. The detected envelope 140-GHz signal is

directly averaged by an on-chip low-pass filter formed by R3 and C3 at the output.

Fig. 2.23 Schematic of injection-locked 70-GHz CON with 2 MPW unit-cells

Fig. 2.24 (a) Layout for CMOS on-chip implementation of DTL-SRR for 140-GHz SRX. (b)
Schematic of CMOS 140-GHz SRX with DTL-SRR
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2.4.2 Top Architecture and Operation

High performance THz-sensing system can be constructed by on-chip

metamaterial-based signal source, receiver, and antenna. The block diagram is

shown in Fig. 2.25. A high power THz signal source is firstly generated by magnetic

plasmon waveguide (MPW) based zero-phase CON and then radiated by the

composite right-/left-handed (CRLH) T-line based on-chip leaky wave antenna

(LWA). After penetrating through the DNA probes mounted on high-Q resonator

array, the resulting THz signal is received by a high-sensitivity super-regenerative

differential transmission-line (T-line) loaded with split-ring-resonator (DTL-SRR).

In this article, a high power CON based signal source and a DLT-SRR based super-

regenerative receiver (SRX) are proposed, which combined together consist a high

sensitive and wide band THz-sensing system at 140 GHz. Different from the optics-

based THz-sensing systems that are bulky, expensive, lack of portability with low

detection resolution by electro-optic sampling techniques, the proposed CMOS

THz-sensing system demonstrates both high-sensitivity and wide band THz sensor

at 140 GHz.

2.4.3 Results and Discussions

The proposed injection-locked THz signal source is implemented in 65 nm CMOS

RF process. The chip photo is shown in Fig. 2.26a, which occupies a total area of

750� 550 μm2. It was measured on a probe station with a six-pin DC biasing probe,

a normal GSG probe for reference signal input and a D-band waveguide to GSG

probe for output, which is connected to R&S FSUP signal source analyzer with a

Fig. 2.25 Realization diagram of metamaterial-based THz-sensing system
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D-band waveguide harmonic mixer, of which the absolute measured power level is

calibrated by a VDI PM4 power meter. Operating from a 1.2 V supply, the power

consumption of the CON core of signal source is 145 mW, while the input

frequency doubler is 3.8 mW.

Figure 2.26b shows the spectrum of 132-GHz output signal when locked to a

5 dBm 33-GHz reference signal. A lack of de-coupling capacitors in the DC probe

induces a raised noise floor within �25 MHz coupled from DC power supplies. In

such case, a phase noise of �104.9 dBc/Hz is measured at 25 MHz offset.

Moreover, the maximum power density of the proposed signal source is

26.9 mW/mm2.

Moreover, the proposed DTL-SRR-based mm-wave CMOS receiver is

implemented in 65 nm CMOS RF process. The chip photo is shown in Fig. 2.27a,

which occupies a total area of 570� 460 μm2, and a core area of 0.0085 mm2. The

whole test board is placed on probe station for SRX measurement. The RF input

Fig. 2.26 (a) Chip photo of the mm-wave source in 65 nm CMOS. (b) Measured output spectrum

of signal source at 132-GHz

Fig. 2.27 (a) Chip photo of DTL-SRR in 65 nm CMOS. (b) Output voltage (Vout) and

responsivity vs. input power (Pin)
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signal is provided by a VDI D-Band signal generator, of which the output power is

calibrated in the range of �85 ~�10 dBm by R&S FSUP signal source analyzer

with a D-band waveguide harmonic mixer. A 12.5 MHz sinusoid quench-control

signal is applied from function generator (Agilent 33250a) with voltage sweep

range of 0~400 mV. Operating from a 1 V supply, the receiver consumes 6.2 mW.

Figure 2.27b shows normalized Vout against Pin as well as the responsivity,

where the receiver sensitivity (S) and the maximum responsivity are observed as

�76.8 dBm and 4.82 MV/W, respectively. And the NEP is calculated to be 0.9 fW/

pHz. A near linear relationship between Vout and Pin is observed when the input

power is below�40 dBm, which can be utilized in post-data processing to generate

mm-wave sensing. With the significantly improved receiver sensitivity, the pro-

posed CMOS mm-wave receiver can be used as high-resolution resonance shift

detector in DNA sequencing.

As a conclusion, the proposed metamaterial-based CMOS THz sensor has great

potential to achieve both high sensitivity and wide spectrum for the future

non-contacted electrical/magnetic sensing in DNA sequencing.

2.5 Conclusion

DNA sequencing has a great promise to life sciences, biotechnology, and medicine.

The first sequencing method is introduced by Sanger in 1970s. Since then new

technologies have been developed from 1st to 3rd generation—Illumina and Ion

Torrent sequencing. More recently single-molecule nanopore sequencing that is

regarded as the coming 4th generation has aroused industry’s interest. The existing
DNA detection methods are summarized in Table 2.5, including the contributions

Table. 2.5 Summary of DNA detection methods

Category Method

Sample

labeling

(complex)

Optical system

(bulky, costly)

CMOS

compatible

(scalable) Throughput

Sequencing Sanger Yes Yes No Low

454 No Yes No Moderate

SMRT Yes Yes No Moderate

SOLiD Yes Yes No Moderate

Illumina Yes Yes No High

Nanopore No No Yes Potentially

high

pH-based

(ISFETa, Dual-

modea)

No No Yes Potentially

high

Genotyping Microarrays Yes Yes No N/A

THz sensinga No No Yes N/A
aMethod with sensor presented in this work
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from this chapter: the CMOS pH-TVC ISFET sensor; the CMOS dual-mode sensor;

and the CMOS THz sensor. Such a lab-on-CMOS integration based approach has

shown great potential for a label-free personalized DNA sequencing with low cost

in future.
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Chapter 3

Circuit Design in mm-Scale Sensor Platform
for Future IoT Applications

Inhee Lee and Yoonmyung Lee

Abstract Since the emergence of the first computers in the 1940s, many different

classes of computing systems, such as workstations, desktop PCs, and laptops, have

been introduced to meet the ever-changing market needs, as predicted by “Bell’s
Law.” Light-weight mobile computing devices were introduced in the early 2000s,

and we expect to be surrounded by millions or trillions of small sensing/computing

systems in the upcoming internet of things (IoT) era.

Sensor systems in the IoT era are expected to be several orders of magnitude

smaller in volume than their predecessors, consistent with the general trend of

increasing compactness observed as computing systems evolve. This means that

computing systems with a volume on the order of cubic centimeters or even cubic

millimeters are likely. Recent research shows that mm-scale systems can be real-

ized with advances in low-power electronics design, packaging, and battery tech-

nologies. These miniature systems are expected to be the driving force for

unprecedented IoT applications, such as implanted diagnosis sensors and pervasive

environment monitoring sensors.

The key challenge for achieving mm-scale volume is to significantly reduce the

power used by every component of a system due to the extremely limited amount of

energy storage. Therefore, in this chapter, state-of-the-art low-power design strat-

egies for a few core components which enable such mm-scale systems are

reviewed. System-level design approach is also presented with a few recently

demonstrated mm-scale sensing systems.
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3.1 Introduction: Bell’s Law and Size of Computing
Systems

Since the emergence of electronic computing systems in 1940, the form-factor and

size of computing systems have, with the help of advances in technology, under-

gone continuous changes to meet the unique requirements of target applications of

the time. This trend was predicted by Gordon Bell in his early article [1] in which he

claimed that a new class of smaller computers is developed approximately every

decade by using fewer components or fractional parts of state-of-the-art computing

system; this idea was formulated as “Bell’s Law” [2] in 2008. As Bell’s Law

predicted, a significant downsizing of computing systems as well as transistors

has been observed over the last few decades, as shown in Fig. 3.1.

Mainframe computers in the 1950s were often as big as cabinets and performed

powerful and reliable bulk data processing such as census data and enterprise

transaction data processing. The minicomputers introduced in the 1960s were as

their name claims, smaller computers with reduced functionality and volume. In the

1980s, personal computers with further reduced computing capability suitable for

individual usage were introduced at affordable prices. As the demand for mobility

increased, laptop computers were introduced in the 1990s, and with advances in

wireless networks and electronics manufacturing technology, hand-held portable

electronics became commonplace around the beginning of the twenty-first century.

These changes in computing systems observed over the years clearly confirm that

Fig. 3.1 Continuous scaling of computing systems as projected by Bell’s Law
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smaller and lighter computing systems were repeatedly introduced to meet the

requirements of the time—affordability in the early days of computers, and mobil-

ity in more recent times.

The aforementioned observation provides some hints as to what the next gener-

ation of computing systems might look like. In fact, we are already surrounded by

many small electronic devices that are smaller than cell phones and have small

computing capabilities suitable for simple tasks. Wearable devices are good exam-

ples: they are made light and small so that they can be easily worn or born by users

and perform simple health-monitoring or event-logging tasks. There are also many

small electronic devices in the form of dongles and tokens that are useful for

tagging or tracking objects, especially easily lost objects, such as car keys, remote

controllers, and pets.

According to Bell’s Law, the next computing platform will be even smaller than

these dongles and tokens. Based on the volume reduction trend observed in the past

decades, one would project that the next computing platform may be only a few mm
3. Recent research shows that the prototypes of many systems with various sensing

modalities can be realized in tiny mm-scale volumes using today’s technologies

[3–6]. These systems, the size of a grain of rice, would benefit from their extremely

high portability and could be deployed almost anywhere due to their tiny size.

Although the function of mm-scale systems would be primarily sensing and simple

data processing due to their extremely limited volume, encapsulating intelligence

and sensing capability in such tiny volumes creates unique opportunities for whole

new applications that were never possible earlier. This means that it is now easier to

integrate “intelligence” to “things,” creating many new opportunities for the

upcoming internet of things (IoT) era.

A “smart dental brace” is a good example of a new application made possible

with mm-scale systems. It could be created by attaching a small electronic system

with tension-measuring capability to a dental brace. The sensors would provide

immediate feedback to an orthodontist when he or she adjusts the tension of the

brace during a patient’s regular visit. It could also track and store data on how the

tension has changed between the patient visits so that the orthodontist can make a

better informed decision regarding how much tension adjustment to make.

Tiny implantable sensors are another good example of attractive future applica-

tion for mm-scale systems. Implanted sensors can obtain much more precise

diagnostic data compared with wearable or patch-type sensors since they can

directly examine target objects such as organ tissue, blood, or other body fluids.

However, invasive surgery is required for placing these sensors correctly, which is

associated with a risk of infection as well as substantial financial cost. If these

implanted sensors can be made with a volume of only a few mm3, these sensors can

be injected with syringes, dramatically reducing the risk and cost of implantation.

There have been several prototypes of mm-scale systems recently demonstrated,

as shown in Fig. 3.2, helping us envision many attractive future IoT applications. A

pressure-sensing system with a volume of 1.4� 2.8� 1.6 mm3 was demonstrated in

[3], and a temperature-sensing system with a similar volume was demonstrated in

[4]. These sensing systems pave the way to realizing implantable diagnosis sensors
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for monitoring blood pressure or cancer tissue growth. They also facilitate wireless

pressure/temperature monitoring for areas with limited access, such as the “inside”

of sensitive machines, resulting in more reliable manufacturing process control in a

factory. A motion detection and imaging sensor system with 2� 4� 4 mm3 volume

is also demonstrated in [5] with solar energy harvesting to achieve energy auton-

omy in a bright environment. This opens up the possibility of implementing

versatile motion detection and imaging systems that are not limited by space-

constraints. An ultra-low power ECG-sensing system-on-chip (SoC) was also

designed to detect arrhythmia with 64-nW power consumption [6]. The

ECG-sensing SoC was 1.5� 2.3 mm2, which fits in a 14-gauge needle, as shown

in Fig. 3.2d. The SoC can be combined with an mm-scale sensor form-factor that

could be injected into patients for implantation without costly surgery.

For the rest of this section, the key challenges for achieving mm-scale volume

are addressed in the next sub-chapter, and low-power circuit design strategies for

each building block are introduced in the following sub-chapter.

3.2 Challenges for Enabling mm-Scale IoT Systems

Implementing an electronic system on an mm-scale requires a significant volume

reduction compared with conventional electronic systems. Such a volume reduction

in an electronic system can be achieved by focusing on three distinct parts:

electronics, battery, and packaging.

Packaging for electronic systems is required for physical protection and electri-

cal isolation of the system from the outside world. There are a range of packaging

techniques suitable for mm-scale systems, such as molding with epoxy or encasing

with metal/glass cases. However, since the details of these techniques are beyond

the scope of this chapter, we will focus on the volume reduction challenges

associated with electronics and batteries.

For electronics in an mm-scale system, the use of standalone components should

be avoided since independently packaged electronic components, such as resistors,

Fig. 3.2 Recently demonstrated mm3-scale system prototypes: (a) pressure-sensing system [3],

(b) temperature-sensing system [4], (c) motion-sensing system [5], and (d) ECG-sensing system-

on-chip (SoC) [6]
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capacitors, and discrete transistor devices, are already a few mm3 in volume even in

their smallest form (e.g., SMD components). By utilizing only components that can

be integrated on silicon die, mm-scale volume can be achieved. Therefore, a new

circuit design approach is required to replace the off-the-shelf components that are

widely used for their desirable electronic characteristics, e.g., quartz crystals for

clock generation and inductors for DC–DC voltage conversion.

There are a few battery technologies that can achieve mm-scale volume; how-

ever, the biggest challenge for battery size reduction is the power consumption of

the system rather than the battery technology itself. A system’s battery should be

able to store enough energy to sustain the system operation for a reasonable lifetime

without recharging. Therefore, significant power reduction is the key challenge for

keeping battery volume on an mm-scale since the size of batteries used in today’s
small electronic systems is in cm-scale.

Comparing the amount of energy stored in a battery that fits in an mm-scale

system with that of widely used alkaline AA-sized batteries gives us a good hint of

how much power reduction is required for implementing mm-scale systems. The

thin-film Li battery used in mm-scale systems in [3–6] has an energy density of

1 μAh/mm2, whereas a typical AA-sized battery contains 1800–2600 mAh. Thus,

the AA-sized battery has six orders of magnitude more energy than the thin-film Li

battery. Therefore, with rough estimation, the average power consumption must be

reduced to the nano-watt order to achieve a comparable battery lifetime. This can be

achieved with two strategies: duty-cycling and active power reduction.

Each component in an mm-scale system operates within a different usage

scenario as shown in the temperature sensor system example in Fig. 3.3. For

monitoring temperatures in a storage facility, sensor measurement is required

only once every 10–20 min. The sensor measurement consumes 1 μW of power

Fig. 3.3 Usage scenarios for components in a temperature monitoring system
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and requires a 1 s measurement time. For reporting measured temperature data to a

server, radio transmission is required, which consumes 100 s of μW power for 10 s

of ms. Therefore, radio transmission should be performed less frequently, i.e., duty-

cycled more aggressively, to reduce the total energy consumption to an acceptable

range.

Active power reduction for each component is still the primary concern for

realizing mm-scale systems. For example, if the radio transmission power can be

lowered to 10 s of μW, the activation time can be extended by 10� for a given

energy budget. This also means that the lifetime for a given battery can be extended

by 10� assuming an identical activity rate. To meet the stringent energy/power

budget of mm-scale sensors, various state-of-the-art low-power circuit design

methodologies need to be considered when designing each component. However,

there is no universal or commonly applicable low-power design strategy for all of

the components in an mm-scale system, e.g., processor, memory, radio transmitter/

receiver, sensors, and more. Therefore, each component must be carefully revisited,

considering its characteristics and required performance. For the rest of this chap-

ter, low-power circuit design techniques recently demonstrated for a variety of

components in mm-scale systems will be presented.

3.3 Low-Power Circuit Design Technologies for mm-Scale
Systems

An mm-scale system can include various components: sensors, sensor interfaces, a

microprocessor, a memory, an energy harvester, a power management unit, a

wireless receiver and transmitter, a wake-up timer, voltage/current reference cir-

cuits, and so on. To develop ultra-low power mm-scale systems for IoT applica-

tions, these building blocks should be implemented with ultra-low power

consumption. Recent active research on low-power circuit designs enabled the

development of mm-scale sensing systems that operate at unprecedented low

power levels. In this sub-chapter, ultra-low power circuit design techniques for

key building blocks will be discussed in detail.

3.3.1 Low-Power Sensing Modalities

For a variety of IoT applications, various sensing modalities are required. However,

the power budget of the entire system is extremely limited due to the limited storage

capacity of mm-scale batteries and the limited power available for harvesting with

mm-scale harvesters (e.g., photovoltaic (PV) cells and thermoelectric generators).

Therefore, the sensors cannot always be on; they must be duty-cycled. Even with

duty-cycling, the active time would need to be extremely short if the active power is
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too high. Recently, various sensing modalities for miniature IoT system applica-

tions were reported with power consumption levels less than 2 μW that could still

achieve reasonable accuracy and speed [4, 7, 8].

A temperature sensor is one of the most common sensing modalities for a wide

range of applications. The CMOS temperature sensor reported in [4] is

implemented to consume 71 nW while achieving an inaccuracy of +1.5/�1.4 �C
with a conversion time of 30 ms. A conventional bipolar junction transistor (BJT)-

based temperature sensor achieves an inaccuracy of�0.15 �C but consumes 5.1 μW
using a power-hungry analog-to-digital converter (ADC) for digitizing a

temperature-dependent voltage [9]. Compared with other CMOS temperature sen-

sors, the proposed design improves inaccuracy, energy per conversion, and power

by 2�, 10�, and 2�, respectively, without requiring external clocks with high

accuracy.

The CMOS temperature sensor achieves low power consumption by utilizing a

low-power MOSFET-based sensing element and modified voltage-to-current con-

verter and current mirror structures. Figure 3.4a shows a circuit diagram of the

proposed temperature sensor. In the temperature-sensing unit, the gates of both

transistors are connected to the output, and Vsense can be expressed as follows:

Vsense ¼ m1m2

m1 þ γ
0
1m2

VT ln
μ1Cox1W1L2
μ2Cox2W2L1

� �
:

Since the same type of transistor is used, the output does not depend on the

threshold voltage and mobility, resulting in low process variability. In simulation,

it gives a temperature sensitivity of 382 μV/�C and an output voltage of 76.5 mV

with 8 pW power. Compared with a conventional 2T structure with different types

of transistors [10], the proposed sensing element has 2.2� less variation (0.8% σ/μ)
in temperature sensitivity and 2.8� lower output voltage.
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Voltage-controlled Ring Oscillator
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M6

Temp.
Sensing 
Element

Fig. 3.4 Conceptual circuit diagram of the temperature sensor [4]
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Vsense is converted to current across a resistor (IR). The reduced voltage helps

decrease IR to ~nA. IR controls bias voltages (VH and VL) for the following voltage-

controlled ring oscillator by diode-connected transistors (M3 and M6). To avoid an

nA current mirror, VH and VL are created in one rail using two 136-pW amplifiers.

Fully integrated sensors with a standard CMOS technology are popular for their

cost-effectiveness and simplicity for implementation. However, off-chip sensors

are also widely used for many applications (e.g., chemical-, gas-, and pressure-

sensing) for their superior performance and characteristics that cannot be obtained

with integrated devices. Sensing through these off-chip sensors is often performed

by sensing the change in capacitance or resistance. Thus, to interface with these

off-chip sensors, a low-power capacitance-to-digital converter (CDC) or resistance-

to-digital converter (RDC) is necessary for mm-scale sensor systems. For these

converters, a wide range of input capacitance or resistance is desirable to cover a

wide physical input range and to interface with many different types of sensing

front-ends with a single converter.

The fully digital CDC in [7] achieves 1.84 μW power consumption for measur-

ing capacitance ranging from 0.7 pF to 10 nF with <0.06% linearity error. At

11.3 pF, it achieves 0.109% resolution, 19 μs conversion time, and 35.1 pJ per

conversion energy consumption. Compared with the previous CDCs, the energy

consumption is reduced by 18�, and the figure-of-merit considering energy, input

range, and resolution is improved by 1.3� without an amplifier.

The CDC utilizes an inverter delay chain powered by a precharged input

capacitor (CSENSE) as shown in Fig. 3.5. To discharge CSENSE to a fixed voltage

(VLOW), the inverter chain must be toggled by a number of times proportional to the

capacitance of CSENSE. A counter records the toggling number as a digital output

code. The input capacitance range is wide due to the direct charge drawn from

CSENSE without an initial capacitance-to-voltage conversion. Also, low conversion

energy is achieved by reusing energy for charging CSENSE when switching the

inverter chain.

VHIGH

CSENSE
VLOW

VCT

Toggle inverters 
if delay1 < delay3

Additional
Delay

Counter

Counter
delay1

delay2

delay3

Delay 
Comparators

DOUT

Fig. 3.5 Conceptual diagram of the fully digital capacitance-to-digital converter (CDC) in [7]
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To increase signal-to-noise ratio (SNR), the sensing capacitor voltage (VCT) is

decreased below VLOW by an additional delay. By multiple comparisons around

VLOW, false decisions of “VCT>VLOW” stochastically compensate for false deci-

sions of “VCT<VLOW.” Compared with the simple way to use a single comparison

decision for a CDC operation, the overall conversion noise is square-rooted at the

cost of 3% energy overhead in simulation.

The 1.7 μW RDC proposed in [8] covers input resistance from 10 kΩ to 10 MΩ
at a sampling rate of 1.2 kS/s with 0.21% measurement error. Compared with the

previous RDCs, this work achieves 32� lower energy per conversion and 6.6� less

power consumption.

For a wide input resistance range, a logarithmic sub-range detector is used to find

one correct sub-range among 14 candidates using a two-step course and find

sub-range searching technique. According to the decision, the corresponding

digital-to-current converter (I-DAC) is applied to the sensing resistance to generate

voltage, which is digitized using switched-capacitor amplifiers and an ADC. The

voltage across the resistor is stabilized faster with low resistance and a high I-DAC

value. Thus, the active time of the I-DAC is adjusted based on the chosen sub-range

to save power, whereas it is set for the slowest settling time in the previous RDC.

Figure 3.6 shows the logarithmic voltage-to-time converter based on comparator

metastability resolution time. First, the level-shifted input voltage by VREF (half

supply voltage) is assigned to VL, while VR is set to a metastable point (VREF).

Next, the switches connected to VL and VR are open so as to allow the back-to-

back inverters to resolve VL and VR. The resolution time is exponentially related to

the input voltage difference. Hence, a counter records the time to measure the input

resistance value in log fashion, helping to detect the sub-range in one sampling

cycle. In the conventional design, eight interactions are required in the worst case,

resulting in higher energy consumption and a slower sampling rate.

3.3.2 Low-Power Microprocessor

A microprocessor in a sensor system manages the sensor operation sequence,

processes measurement data, and controls data storage/transmission. Therefore,

an energy-efficient microprocessor is necessary for an mm-scale system because
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Fig. 3.6 Logarithmic voltage-to-time converter [8]
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of the stringent energy budget. The Cortex-M® series from ARM, designed for

mobile and sensor applications, is one of the best-known commercial 32-bit micro-

processor families (http://www.arm.com/products/processors/cortex-m/). Cortex-

M0+ (the lowest power processor in the Cortex-M family) in [11] achieves an

energy efficiency of 11.7 pJ per instruction with subthreshold operation and leakage

reduction techniques. The standby power is 80 nW with 4 kB retentive memory.

Another recent implementation of Cortex-M0+ is based on a new logic family

called dynamic leakage-suppression logic (DLSL) [12]. DLSL minimizes power

consumption rather than energy consumption so that it can operate with an energy

harvester at a pW power level in a battery-less system. With the help of leakage

current suppression with header/footer transistors, a DLSL-based processor reduces

its power consumption to 295 pW by slowing the operating frequency to 2 Hz. Such

low power can be supported by energy harvested in an ambient environment [13],

allowing a battery-less sensing system.

Figure 3.7 shows an inverter design using the DLSL technique. In addition to the

standard CMOS inverter (MPT and MNB), an NMOS transistor (MNT) is inserted

between the supply voltage and the source of MPT, and a PMOS transistor (MPB) is

added between the ground and the source of MNB. The output voltage is connected

to the gates of the added transistors (MPB and MNT) such that they act as power

gates. The power gates place either a pull-up or pull-down network into the super-

cutoff region, reducing the leakage current of the logic to two orders of magnitude

lower than that of the conventional CMOS logic. For example, when the input is

low, and the output is high, the connecting node (n2) between the bottom transistors

(MNB and MPB) becomes approximately half the supply voltage (0.18 V) since both

MNB and MPB are turned off. Thus, Vgs of MNB and Vsg of MPB become negative,

resulting in super-cutoff. As the supply voltage increases, the leakage current

decreases due to a stronger super-cutoff effect. Above 0.55 V, however, p-n

junction diode leakage and the drain-induced barrier lowering (DIBL) effect

increase the total power consumption.

For switching operations, DLSL charges or discharges the output capacitance

with subthreshold leakage current. For instance, when the input is switched from

low to high, n2 and the output become the same value because MNB is in weak

0.4V

IN=0V OUT=0.4V

n1=0.4V

n2=0.18V

0.4V
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Fig. 3.7 Dynamic leakage-suppression logic (DLSL) inverter in steady state [12]
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inversion mode. It moves MPB from the super-cutoff to the normal cut-off region.

The decreased output voltage lowers the voltage of n1 and places MNT and MPT in

the super-cutoff region. Since MPB in the regular cut-off region discharges the

output at least an order of magnitude stronger than the pull-up network in super-

cutoff, the output slowly switches to low.

The Cortex-M0+ processor implemented with DLSL consumes only sub-nW

power at the limited operating speed of 2–15 Hz. It can be a good choice for a

battery-less system that needs to sustain its operation under ambient energy

conditions.

3.3.3 Low-Power Energy Harvesters and Power Converter

Recharging a battery is a critical function for an mm-scale system in order to sustain

its operation, achieve energy autonomy, or maximize the system lifetime. In a high

energy environment (e.g., bright outdoor light), the quality of mm-scale system

operations will not be limited by energy provided by an energy harvester. On the

other hand, in low energy conditions (e.g., dim indoor light), if the harvested energy

is not sufficient to support the operations, the duty-cycling rate and the standby time

of building blocks must be increased, degrading the quality and performance of the

system operations. This condition becomes worse for an mm-scale sensor system

since the available energy is limited due to the size constraints on energy sources

(e.g., PV cells). To operate a sensor system in a low energy condition without

performance degradation, developing an efficient energy harvester and power

converter is necessary. With higher efficiency, an energy harvester extracts more

energy from an energy source and saves it to a battery, and a power converter loses

less energy when delivering energy stored in a battery to circuits. Two energy

harvesters [13, 14] and one power converter [15] proposed recently enable efficient

energy harvesting and power conversion at a low power level.

The fully integrated switched-capacitor (SC) energy harvester in [13] recharges

a 4 V battery with >35% efficiency using a 0.84 mm2 PV cell. At 260 lux, 7 nW

input power is converted from 0.25 to 4 V. The harvester itself delivers output

power ranging from 5 nW to 5 μW with >40% efficiency. Without an off-chip

component (e.g., bulky inductor), previous fully integrated energy harvesters have

not been demonstrated for <μW input power.

A typical SC energy harvester includes a clock generator, level shifters, and a

switched-capacitor network. In low input power conditions, power consumption for

clock generation and level conversion to drive power switches becomes relatively

significant and degrades the overall harvesting efficiency. In the proposed design, a

self-oscillating voltage doubler that does not require a separate clock generator and

level converter is developed, and four voltage doublers are cascaded to design a

complete energy harvester.

Figure 3.8 shows the self-oscillating voltage doubler. It consists of two ring

oscillators connected in series. The output nodes of the inverters are coupled by
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flying capacitors (CFLY1�CFLYN). When VMID is connected to an energy source,

and VLOW is ground, the charge is transferred from VMID to VHIGH by the flying

capacitors since the inverters of the ring oscillators are alternatively connecting the

capacitors between VMID-to-VLOW and VHIGH-to-VMID in a similar manner as

conventional 1:2 DC–DC converters. As the activity of charging or discharging

the flying capacitors propagates through the inverter chains, a clock is internally

created. Thus, a dedicated clock generator and level converter are not required. This

helps reduce the significant power overhead from clock generation and level

conversion.

Furthermore, the voltage doubler self-starts when VMID is higher than 140 mV

even if VHIGH is 0 V. Once the bottom ring oscillator begins oscillation due to

thermal noise, its inverters switch the bottom nodes of the flying capacitors and

inject charge to the top ring oscillator. This enables the charge of a completely

depleted battery without connecting an external power supply.

The light harvester in [14] achieves >78% efficiency from 100 lux to 100 klux

light using a 7.8 mm2 PV-cell network. It can charge a 1.5 V battery even with 7 lux

with 26% efficiency. This harvester stacks the segmented PV cells to charge the

battery which has higher voltage than a single PV cell. It only uses DC switches to

connect the PV cells in series and avoids loss by switching capacitors or inductors.

Hence, this work can achieve a high efficiency across a wide light intensity range,

something that previous fully integrated harvesters have failed to do.

However, since light and battery condition change, the number of PV cells

connected in series should be flexible so that the individual PV cells can be

configured to operate at maximum power point. In this work, a PV cell network

is designed with 36 unit cells, and it can be reconfigured to a “3� 12”, “4� 9”,

“5� 7”, “6� 6”, or “7� 5” array mode as shown in Fig. 3.9. The lost area due to

the orphan cell is 2.8% in the “5� 7” and “7� 5” modes. Also, the PV cells are

sub-grouped to reduce the area loss from wire bonding pads and trench isolation

between PV cells. If all 36 PV cells are connected to the harvesting chip, 72 wire
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Fig. 3.8 Self-oscillating voltage doubler [13]
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bonding pads are required. However, by sub-grouping 15, 5, and 4 PV cells, the loss

of area is reduced from 14.1% to 5.0%.

In addition to energy harvesting efficiency, power conversion efficiency is a

critical factor for an mm-scale system in a low energy environment. One or more

power converters are required in an mm-scale system due to the voltage difference

between battery voltage (e.g., 4 V) and the supply voltages for analog and digital

circuits (e.g., 1–2 V). A linear regulator provides a clean output voltage with

smaller ripple and is preferred for analog circuits which are sensitive to supply

noise, but it becomes considerably inefficient with the high conversion ratio. An

inductor-based switching converter obtains high efficiency even for high conver-

sion ratios, but it requires a bulky off-chip inductor for low input power, which is

not acceptable in an mm-scale sensing system. On the other hand, a fully integrated

SC converter can be designed using on-chip capacitors for low-power delivery [16–

18]. However, its coarse output voltage resolution results in poor efficiency due to

significant conduction loss.

The successive-approximation (SAR) SC converter in [15] significantly reduces

the resolution by employing a binary searching approach. It achieves 72% peak

efficiency with 31 mV resolution using one 4:1 and five 2:1 SC DC–DC converters.

Compared with other conventional SC converters with the same conversion ratio

resolution, such as series–parallel and ladder structures, the proposed converter

gives a smaller slow-switching limit impedance (RSSL) [19]. A smaller RSSL

indicates a higher driving capability of the output power.

Figure 3.10 shows an example of the proposed SAR SC converter. Four 2:1 SC

converters are cascaded to control output voltage (VOUT) with fine steps. A stage

uses VHIGH and VLOW and generates the middle voltage (VMID). VHIGH and VLOW

3×12 mode

4×9 mode

5×7 mode

6×6 mode

7×5 mode

Orphan Cells

Sub-grouped
15 PV cells

Sub-grouped
5 PV cells

Sub-grouped
4 PV cells

Fig. 3.9 Reconfigurable PV-cell network [14]

3 Circuit Design in mm-Scale Sensor Platform for Future IoT Applications 69



of the following stage are connected to “VHIGH and VMID” or “VMID and VLOW”,

respectively, in this stage, and the next stage generates new VMID and creates

smaller conversion ratio resolution. For example, when the input voltage is 16 V,

“configuration code¼ 10002” sets VOUT¼ 9 V, and “configuration code¼ 10012”

sets VOUT¼ 10 V. Under no-load conditions, a conversion ratio resolution of 1 V is

provided.

3.3.4 Low-Power Wireless Receiver and Transmitter

As discussed earlier, duty-cycling is one of the most effective ways of reducing the

average power consumption of an mm-scale system. In standby mode, most of the

circuits are turned off, and only essential blocks remain turned on. With the help of

the always-active components, the system can be interrupted, synchronized, and

reprogramed at any time. A wake-up receiver is one of the always-active circuits for

which low-power design is critical due to the low standby power budget of an

mm-scale system.

Typical RF wake-up receivers require 10 s of μW (75 μW [20], 52 μW [21]) due

to high carrier frequency and throughput. To achieve lower power levels, active

research on wake-up receivers has been continued. A dual-mode wake-up receiver

consumes 8.5 μW by using two different operation modes [22]. In standby mode,

the receiver stays in a low-data rate to save power. Once a wake-up signal is

detected, it changes to a high-data rate, dissipating higher power. Also, a wake-up

receiver using ultrasound reduces the power consumption to 4.4 μW for a 250 bps

data rate at 8 m distance. This is achieved by using a low carrier frequency at the
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cost of a slow data rate [23]. However, the power consumption still is not acceptable

in an mm-scale sensor system with nW average standby power.

A new approach using visible light as an information carrier achieves 695 pW

standby power [24]. Figure 3.11 shows the front-end of the optical wake-up

receiver. When light is shined, the voltage across an n+/p-well/n-well diode

increases, acting as a PV cell. With lower light intensity, the voltage decreases

since the pull-down current by a resistor is stronger than the current generated by

the PV cell. The voltage can be lowered in response to weak light without the

resistor, but it helps decreasing the discharging time, which increases the data rate.

The voltage generation is powered by the forward-biased diode itself, which

requires no power. The diode voltage is digitized with a reference voltage and a

comparator. Similar to [22], the conversion speed is decreased in standby mode,

reducing the power to 695 pW. Once a user-defined pattern is recognized, the

conversion speed becomes faster and achieves 91 bps and 140 pJ/b efficiency

with 12.7 nW power. With laser light, the maximum distance of 50 m is obtained.

Once a wake-up signal is detected, the system is switched to the active mode. In

active mode, signals are received as well as transmitted, and energy efficiency for

both directions is important. However, improving the energy efficiency of a wire-

less transmitter and receiver is challenging. For a transmitter, the communication

distance and carrier frequency determine path loss. The transmit power of an

mm-scale system is determined by the path loss and the minimum sensitivity

level of the base station (e.g., �100 dBm). For a receiver, the base-station transmit

power is restricted by the Federal Communications Commission (FCC) limit. Path

loss sets the minimum sensitivity of a sensor system receiver, thus determining the

gain and noise figure of a low-noise amplifier (LNA).

Despite the challenges, a 10-mm3 near-field radio system has been recently

demonstrated for syringe implantation to minimize the invasiveness of implantation

[25]. Integrated with a 1� 8 mm2 magnetic antenna fabricated with 1.5-μm thick-

ness gold on 100-μm thickness glass substrate, the overall system can be injected

through a 14-gauge syringe needle. It achieves a link distance up to 50 cm (sensor

TX) and 20 cm (sensor RX). The transmitter and receiver consume 43.5 μWat 2 kb/

s and 36 μW at 100 kb/s, respectively. Compared with other mm-scale near-field

radios (e.g., 3.5 cm [26]), a longer link distance is obtained with improved effi-

ciency using the techniques described below.
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In this work, the asymmetric magnetic antenna pair on the implanted sensor

system and the base-station device are co-optimized. The antenna size of the

implantable sensor system (1� 8 mm2) is more limited than the antenna on the

base station (11� 11 cm2). For 1-mm coil width, the coupling strength improves

with the longer antenna length, but the lower self-resonant frequency (SRF) and

Q-factor result in saturated strength above 8 mm. In addition, the sensor system and

base station use asymmetric transmit-signal power levels and carrier frequencies.

The sensor system transmits in a signal level under the FCC limit at 3 m at

112 MHz. The low transmit power from the sensor system can be tolerated by the

highly sensitive, low-noise figure (~5 dB) receiver in the base station. On the other

hand, the base station sends signals with 30 dBm output power at a less-optimal

frequency (49.86 MHz) to meet FCC regulations.

The pulse-inject H-bridge LC-oscillator shown in Fig. 3.12 is 1.65� more

efficient than a conventional constant-bias cross-coupled LC-oscillator. In the

proposed circuit, only when VA is at the peak, pulsed-current is injected into an

H-bridge to sustain the oscillation of the resonant tank formed by the magnetic

antenna and on-chip capacitors. To avoid short-circuit current, resistors are used for

the inverter that monitors VA.

Finally, a new sensor-initiating synchronization protocol is used. It does not

require an area-demanding off-chip crystal and synchronization baseband

processing on the sensor system. The sensor system begins communication by

sending multiple pulses at a predefined pseudo-random interval. Based on the

received initiation packet, the base station adjusts its local timer frequency and

sends a response packet. The response signal is transmitted after a predefined guard

time delay set by the timer in the sensor system. Thus, the sensor system returns to

sleep mode to save power after sending the initial packet until it receives the

response packet from the base station.
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Fig. 3.12 Pulse-inject H-bridge LC-oscillator [25]
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3.3.5 Low-Power Timers

In a wireless sensor system, an accurate timer should be included to determine when

to sense physical quantities of interest and perform wireless data communication. In

particular, long-term jitter [27] and temperature sensitivity are important metrics

for this timer. For radio communication, a timing error made by a transmitter

increases the power consumption of the radio receiver in a receiving-side sensor

system by causing a longer waiting time. During this period, the receiver needs to

be turned on, and this significantly increases power consumption because a typical

radio receiver uses 100 s of μW power consumption.

A quartz crystal provides accurate timing, and its power consumption has

recently been reduced to 1 s of nW [28, 29]. However, a quartz crystal cannot be

utilized in an mm-scale sensor system due to its bulkiness. A MEMS-based

oscillator can be used for volume-limited applications with comparable accuracy,

but its 100 s of nW power consumption is not acceptable in a miniature sensing

system with an nW standby power budget.

If a sensor system communicates with a base station continuously powered by a

wired connection, a power increase due to a timing error is better tolerated, and the

timing accuracy requirement is relieved. Thus, low-power timers with acceptable

accuracy for mm-scale sensing systems have recently been developed for such

conditions [30, 31].

The 5.8 nW CMOS wake-up timer in [30] uses a constant charge subtraction

scheme and achieves a temperature stability of 45 ppm/�C and an Allan deviation

(long-term stability) of 50 ppm with <11 Hz output frequency. In a conventional

relaxation oscillator, the clock period is determined by the time required to charge a

capacitor to the threshold voltage. Since a comparator takes time to detect if the

capacitor voltage equals the threshold, the comparator delay is included in the

output clock period. The comparator delay is highly sensitive to temperature and

thus makes the output clock unstable over temperature. For less temperature

sensitivity, higher power is required for the comparator to reduce the impact of

the delay. For lower power, the proposed work eliminates the comparator delay in

the clock delay calculation.

Figure 3.13 shows a conceptual diagram of the proposed constant charge sub-

traction scheme. Compared with the conventional oscillator that fully discharges

the integration capacitor (CINT), it subtracts the constant charge from CINT when the

capacitor voltage passes a threshold voltage (VSUB). This is done by a low-power

slow comparator, and the comparator delay can be significant. However, the

constant charge subtraction technique helps the sawtooth waveform of CINT rejoin

the sawtooth waveform using an ideal comparator without time delay. The delay is

not added to the output clock delay by using a high-power fast comparator. This fast

comparator detects when VINT rises above a different threshold voltage (VCOMP),

and it toggles the output clock. For a long wake-up period (i.e., 1 min), the output
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clock does not need to be flipped, although the internal period charging or

discharging CINT is faster (11 Hz). By activating the fast comparator only for one

charging period among multiple charging/discharging periods, the average power is

reduced by 7.8� from 45 nW to 5.8 nW. This is enabled by the low-power

continuous charging and discharging operation, which is separated from the output

clock generation using the high-power fast comparator.

Another low-power timer in [31] reduces power consumption with a frequency-

locking technique. Compared with the timer using the constant charge subtraction

scheme, it continuously generates a 3-kHz output clock by replacing comparators

with a low-power amplifier. The fast output clock can be used for general purposes

in the system as well as the wake-up clock. The timer achieves 13.8 ppm/�C at

3 kHz with 4.7 nW power consumption. To save additional power, a duty-cycled

resistor and current-reuse schemes are used.

Figure 3.14 shows the timer proposed in [31]. A switched capacitor converts the

output frequency of a voltage-controlled oscillator (VCO) to resistance. The resis-

tance changes the pull-down current (ISC) on the control voltage of VCO (VCTRL).

The pull-up current (ISR) is generated using a temperature-compensated switched

resistor. When ISC equals ISR, the output frequency is stabilized at 1/(MRSWCSW).

Using the duty cycle of M, the effective resistance of 17 MΩ (0.065 mm2) is

increased by M� without additional area. Both terminals of the resistor are

connected/disconnected during the switching operation to avoid current flow to

parasitic capacitance, thus maintaining the equivalent resistance and reducing

temperature sensitivity. In addition, ISC and IRC are placed in series, and current

is reused. This approach helps reduce power by 2� compared with the conventional

timers that include reference and sensing parts in parallel.
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3.3.6 Low-Power Voltage/Current References

Analog circuits require stable voltage and current references over process, voltage,

and temperature (PVT) variations to maintain their performance. To sustain the

sensor system operation in standby mode, the reference circuits need to support

always turned-on blocks such as a power management unit, wake-up receiver, and

timer. However, designing the voltage/current references for an mm-scale system is

a non-trivial challenge since the power consumption should be below the extremely

limited standby-mode power budget (8 nW in [32]) to benefit from low average

power by duty-cycling. Here, we discuss two voltage references [10, 33] and one

current reference [34], which can be used for miniature sensing systems.

The 2.98 nW bandgap voltage reference in [33] achieves a temperature sensi-

tivity of 25 ppm/�C from �20 to 100 �C. The voltage reference is based on a

traditional design with single point trimming. The low-power consumption is

achieved by duty-cycled operation (0.003% at 27 �C), and it is 251� lower than

that of the previous bandgap references.

Figure 3.15 shows a circuit diagram of the proposed voltage reference. In active

mode (CLK0¼ 0), the core bandgap circuit provides the output voltage (VREF)

while charging the output capacitor (C5). In sleep mode (CLK0¼ 1), the core

circuit is tuned off, but VREF is continuously supported by the output capacitor.

Since the difference in power consumption between the active and sleep modes is

higher than 103�, a low duty cycle ratio is the key to obtaining low average power

consumption.

In this voltage reference, a low duty cycle ratio is enabled by three techniques.

First, the internal nodes of the core circuits are sampled on C1–C4 to speed up the

stabilization time of the core circuit. By restoring the stored values when the core

circuit is turned on, the active time is reduced by 11.5� (from 55 ms to 4.8 ms in
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simulation). Second, the subthreshold and junction leakage is reduced in the sample

and hold circuits for C1–C5. The analog unity-gain buffers force Vsb, Vdb, and Vds

of the switches directly connected to the capacitors to zero, helping to increase the

sleep time by 103�. Lastly, to compensate for the gate leakage current through the

buffer connected to the output capacitor, the leakage compensator injects a small

current using a MOS capacitor. The current is controlled by voltage across the

capacitor.

To automatically adjust the sleep time for PVT variation, the voltage reference

uses a canary sample and hold circuit with 600� lower output capacitance than the

original circuit. In sleep mode, it monitors the error between the original and canary

circuit and initiates the active mode when the error is larger than a predetermined

threshold. Also, this controller is used to set the gate compensation leakage. By

optimizing the refresh time and leakage compensation, the power consumption is

reduced by 2.75� compared with that of the circuit without the automatic sleep

time control.

The nW bandgap voltage reference can be used for wireless sensor systems that

have a sleep-mode power budget higher than 10 s of nW. However, it can dominate

sleep-mode power in extreme cases with a standby power of less than 10 s of nW

[5, 35]. For these systems, the 29.5 pW MOSFET-based voltage reference in [10]

can be a good choice, although this type of voltage references typically shows

higher process variation than BJT-based bandgap references. Figure 3.16 shows the

MOSFET-voltage reference with digital trimming, which uses neither a resistor nor

a BJT. It achieves a temperature coefficient of less than 50 ppm/�C, an output

voltage spread of 0.72% σ/μ, a line sensitivity of 0.036%/V, a power supply
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rejection ratio of �51 dB, and a minimum supply voltage of 0.5 V. The power

consumption is 88� lower than that of the previous low-power voltage references

(1181� lower in the non-trimming version).

The voltage reference uses transistors with thick gate oxides to support a high

supply voltage, but they have different threshold voltages. The output voltage of the

reference is related to the difference of the threshold voltages as follows:

VREF ¼ m1m2

m1 þ m2

Vth2 � Vth1ð Þ þ m1m2

m1 þ m2

VT ln
μ1Cox1W1L2
μ2Cox2W2L1

� �

where μ is the mobility, Cox is the oxide capacitance, W is the transistor width, L is

the transistor length, m is the subthreshold slope factor, VT is the thermal voltage,

and Vth is the transistor threshold voltage. The approximate output voltage (VREF)

can be expressed as 0.75� (Vth2�Vth1) if the second log term is negligible and a

typical subthreshold swing (90 mV/dec) is applied for both of the transistors. In

addition, the output voltage should be larger than ~5VT to avoid the dependency of

Vds on the subthreshold current since the output voltage equals Vds of M2. Thus, the

minimum difference of the threshold voltages needs to be 6.6VT (170 mV at room

temperature).

To minimize the spread of the output voltage and temperature coefficient, the

following trimming process is performed. First, the output voltages are measured

from several dies at two temperature points (20 and 80 �C) with different trimming

settings. Using the results, the target output voltage is set to minimize the spread of

the output voltages and temperature coefficient. Next, the remaining dies are placed

at 80 �C, and the voltage references are trimmed to obtain the output voltage closest

to the target value.

To place transistors in a desirable operating region, current biasing is preferred

over voltage biasing since important parameters such as transconductance (gm) and

output resistance (ro) can easily be controlled by current even though the threshold

voltage varies due to PVT variations. The 23 pW current reference in [34] can be

used to bias analog building blocks in sleep mode with a limited power budget. It

obtains a temperature coefficient of 780 ppm/�C, a line sensitivity of 0.58%/V, and
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Fig. 3.16 Schematic of the trimmable MOSFET-based voltage reference [10]
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a load sensitivity of 0.5%/V. The power consumption is reduced by 50� compared

with that of the previous current references.

As shown in Fig. 3.17, the current reference adjusts Vgs of the output transistor

according to the temperature change to achieve a constant reference current (IREF).

To provide a pA reference current, the output transistor is operated in the sub-

threshold region. For Vds> 0.1 V, the relationship between the subthreshold refer-

ence current and temperature can be expressed as

IREF ¼ a1
ffiffiffi
T

p
e
a2 Vgs�Vthð Þ

T

where a1 and a2 are constant, T is the temperature, and Vth is the transistor threshold

voltage. Note that the temperature dependence on carrier mobility is also consid-

ered. In this current reference, the temperature dependency is minimized in two

ways. First, it matches a temperature coefficient of Vgs to that of Vth so they cancel

out. Second, the proposed circuit sets Vgs to the point where the temperature

dependency of
ffiffiffi
T

p
and e

a2 Vgs�Vthð Þ
T cancels each other out.

The complementary-to-absolute temperature (CTAT) generator provides Vgs to

the output transistor by stacking two different types of PMOS transistors. Addi-

tional bottom PMOS transistors increase the temperature coefficient from

�0.2 mV/�C to �1.26 mV/�C. In the CTAT generator, the top zero-Vth NMOS

transistor is used to reduce supply sensitivity from 4k %/V to 4%/V. In addition, by

running the CTAT generator under the low-power voltage reference, the supply

sensitivity is further improved by 36�.

IREF

Stacked 2T 
Voltage Regulator

CTAT Voltage
Generator

VREG

VCAS

VCTAT

Cascode
Buffer

Output 
Transistor

Fig. 3.17 Circuit diagram of the current reference using subthreshold MOSFETs [34]
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3.4 Conclusions

The continuous scaling of computing systems predicted the emergence of

millimeter-scale systems, which is a promising form-factor for future IoT applica-

tions with aggressive volume constraints, such as a smart dental brace. These

miniature systems can be realized by significant battery and electronics volume

reduction, which can be made possible only by reconsidering every circuit element

for ultra-low power operation. Thanks to continuous research on low-power circuit

design methodology, many of the circuit components in miniature sensor systems

are now re-designed to operate with stringent power and energy budgets. Looking

ahead, continued progress in low-power sensors, microprocessors, energy har-

vesters, power converters, and wireless communication with low power timers

represents particularly exciting areas of research in this field. These mm-scale

systems will create numerous new extremely volume-constrained IoT applications

similar to a smart dental brace and will also replace many of today’s bulky and

power-hungry electronic systems in other applications. These miniaturized systems

will open the door to truly ubiquitous sensing and computing.
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Chapter 4

Smart Sensor Microsystems:
Application-Dependent Design
and Integration Approaches

Minkyu Je

Abstract With the future filled with a trillion sensors on the way, there is a large

variety in the forms of smart sensors for different applications existing or emerging,

such as environmental monitoring, smart grid, green transportation, smart home and

building, wearables, implants, and so on. The applications of sensors and

corresponding use scenarios define desired form factors, operation frequencies

and durations, energy sourcing and management strategies, communication dis-

tances and data rates, as well as control interfaces and protocols, leading to

significantly different microsystem structures as well as design and integration

approaches eventually. In this chapter, the application dependence of the

microsystem structures and design/integration approaches are investigated, along

with several examples of the smart sensor microsystem implementation across

different applications introduced. While we find that the optimally crafted system

designs and integration strategies can draw the maximum out of currently available

technologies on one hand, the study on the other hand reveals the limitations,

challenges, and bottlenecks of the technologies to overcome for a leap to the next

stage of the sensor world.

Keywords Smart sensors • Microsystems • Wireless communication • Internet of

things • Medical devices • Implantable blood flow sensor • Neural recording •

Body-channel communication • Wireless capsule endoscopy • Integrated circuits

4.1 Introduction

Internet of things (IoT), or internet of everything (IoE), has numerous applications

already existing or emerging. Such applications include environmental monitoring,

smart grid, green transportation, smart home and building, wearables, implants, and
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so on. From the name, “internet of things,” the “internet” means connected cyber

world, while the “things” stand for the objects in the physical world. Therefore,

implementing IoT means virtualizing physical objects to bring into the networked

cyber world. To accomplish this, in the smart sensor microsystem for IoT, we have

sensing and actuation function which is necessary for virtualization of physical

objects, processing and control function that is also for virtualization, communica-

tion function which is for connection, and last but not least, power sourcing and

management function which is essential for operating the microsystem. By inte-

grating all these functions, the connected smart sensor microsystem is realized as

shown in Fig. 4.1. The aspects of sensing function, communication function, and

microsystem integration are mainly investigated in this chapter.

Now, let’s look at what are the important factors that are strongly dependent on

applications (Fig. 4.2). In the microsystem, its size, lifetime, and physical interface

are those factors. In the sensing function, the physical parameters to sense, mini-

mum detection limit, dynamic range, bandwidth, and sensing duty cycles are the

application-dependent factors. In the communication function, the communication

medium, distance, symmetry, protocol, data rate, and communication duty cycle are

such factors. In the following sections, various application-dependent design and

integration approaches are investigated and discussed with corresponding exam-

ples, mainly in the areas of microsystem integration (Sect. 4.2), sensing (Sect. 4.3),

and communication (Sect. 4.4). Then, the conclusion follows in Sect. 4.5.

Fig. 4.1 Internet of things (IoT)/IoE (internet of everything) and smart sensor microsystems
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4.2 Microsystem

4.2.1 Device Size (Form Factor)

The device size or form factor is usually determined by the size of the physical

objects where the device is embedded. For example, implants and minimally

invasive devices have extreme restriction in their size. In contrast, sensors for

smart building and civil structure monitoring don’t have much restriction. For

wearables, small form factor is important to let users feel comfortable when they

wear those devices, but the requirement is not as stringent as the implants and

minimally invasive devices.

The size of the device that is constrained by its application in turn determines

available capacity of power and energy. Typical primary lithium button cell battery

provides 600-mWh energy per cubic centimeter, while rechargeable lithium-

polymer cell has the capacity in the range from 250 to 730 mWh per cubic

centimeter. Therefore, with current battery technology, if a sensor microsystem of

about 1-cm3 size consumes 1-mW power on average, the microsystem can operate

for several hundreds of hours before battery replacement or recharge. If ambient

energy sources are tapped to harvest necessary energy for microsystem operation,

the power of about 1–100 μW per cubic centimeter is available depending on the

kind of sources and environmental conditions (Fig. 4.3 [1]). Consequently, to

realize an energy-autonomous microsystem having a form factor less than 1 cm3,

the average power consumption for the overall operation of such a system should be

lower than a few microwatts to be on the safe side.

The device form factor also determines microsystem integration scheme. When

there is no or little constraint in the device size, the microsystem can be integrated

Fig. 4.2 Application-dependent factors in microsystem integration, sensing/actuation, and

communication
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in the form of macromodule. By integrating the microsystem in the form of

micromodule, we can make the microsystem form factor much smaller. When

there is high restriction in the device form factor, advanced integration technologies

have to be used to achieve extreme miniaturization. System-on-chip approach,

advanced packaging technology such as wafer-level chip-scale packaging, and

2.5D/3D IC approach based on through-silicon interposer (TSI) and through-

silicon-via (TSV) technologies are such integration technologies.

4.2.2 Power Source (or Device) Lifetime

The power source or device lifetime is determined by device usage scenario,

accessibility of the installed device, and the number of deployed devices. Since

the implant is placed inside a patient’s body and surgical procedures are involved to
access, its lifetime should be sufficiently long, typically well over 10 years. As the

number of sensors in the network grows larger and larger, frequent replacement or

recharge of power sources in those sensors will become more and more expensive

and eventually impossible. Energy-autonomous sensors will offer nearly infinite

lifetime and zero maintenance cost for such large-scale networks. On the other

hand, sensors in limited-scale networks that we can find in present smart home and

smart building applications, for example, wearable devices, and devices with short-

term usage, have less strict requirement on their power source lifetime. Even in

those applications of course, longer lifetime is preferred, though not forced.

The required power source or device lifetime determines allowable power

consumption and power sourcing/management strategy. For the energy-

autonomous sensor node, the average power consumption should be smaller than

Fig. 4.3 Available power densities from various ambient energy sources [1]
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the harvested power throughput. When powered by indoor photovoltaic harvesting,

for example, the sensor node with a size of 1 cm3 has to consume the average power

lower than 10 μW to achieve energy autonomy, assuming the worst-case harvesting

throughput of 10 μW/cm2. If the size is 1 mm3, less than 100 nW should be

consumed on average. The implantable cardiac pacemaker with a lithium iodine

battery of about 1-Wh capacity should operate with less than 10-μW average power

consumption so that the lifetime longer than 10 years can be achieved. To operate

the smart watch for longer than 20 h without recharge, the average consumption

needs to be lower than 15 mA when it is powered by the rechargeable battery

having a capacity of 300 mAh.

4.2.3 Physical Interface with Surroundings

The physical interface of the microsystem with surroundings has to provide an

effective isolation barrier between the device and the surroundings to protect one

against the other. Hermetic encapsulation isolates the implantable device from

surrounding fluid or protects the MEMS sensors against dirt, moisture, and ambient

pressure when the sensor is designed to operate in vacuum. Biocompatible pack-

aging is an essential requirement for the implants and on-body devices to minimize

the foreign body response and harmful effects on surrounding tissue and cells.

Sometimes the package provides EMI shielding if the device operation and perfor-

mance are sensitive to electromagnetic interference. The MEMS microphone is

such an example.

While the effective isolation barrier is constructed on one hand, a proper

interface with the surroundings for sensing and actuation has to be provided on

the other hand. To do so, controlled minimal exposure of sensors or actuators to the

surroundings needs to be implemented somehow, as being done for implantable

electrodes, probes, and sensors. For gas sensors, biosensors, and MEMS micro-

phones, proper inlet and guiding microstructures for air and fluid need to be

embedded.

4.2.4 Example: Implantable Blood Flow Sensor

The example of application-dependent microsystem integration to investigate is the

wireless blood flow monitoring microsystem integrated with a prosthetic vascular

graft [2–4]. Prosthetic vascular grafts are widely used for a large number of

patients. 20–30% of the existing renal hemodialysis population has a prosthetic

vascular graft in situ, and at least 20% of bypasses for upper/lower limb ischemia

require the use of prosthetic grafts. However, prosthetic grafts are prone to devel-

oping progressive stenosis, thrombosis, and ultimately graft abandonment. By

monitoring the blood flow rate inside the graft frequently, early stage problem

4 Smart Sensor Microsystems: Application-Dependent Design and Integration. . . 87



detection and intervention can be exercised to prevent graft failure. There exist a

few intravascular flow sensing methods such as ultrasound, CT scan, and angio-

gram. However, they entail morbidity, excessive time and cost, and/or require

nephrotoxic contrast, making them ill-suited for frequent monitoring of intravas-

cular blood flow rate.

An implantable wireless blood flow monitoring microsystem embedded in the

prosthetic vascular graft provides the most ideal way to frequently monitor the

blood flow rate in the graft, when it is paired with an external hand-held monitoring

device. Since the microsystem should be integrated within a prosthetic graft,

extremely small form factor is required without any room for a battery. The lifetime

should be very long as the power source or device replacement incurs a surgery.

Since the device is placed inside the human body, biocompatibility is an important

concern, while some exposure to the surroundings is also required to sense internal

blood flow rate.

Figure 4.4 shows the microsystem design and integration approaches [2]. Since

there is no room for battery, we employ passive sensing scheme, where powering

the microsystem is accomplished through coil coupling between the implant and the

external readout module. The microcoils inside the implant can be placed between

the inner and outer layers of the graft. One ASIC, two pressure sensors, and two

microcoils are connected using long flexible circuits which can be mounted on the

surface of the inner layer. The blood flow rate can be monitored by calculating the

difference of the pressure readouts from two pressure sensors located near two ends

of the graft. There are minimal incisions at the inner layer to make the pressure

sensors exposed to the internal blood stream. The pressure sensors are membrane

type rather than cantilever type to avoid endothelialization when exposed to the

blood stream. The sensed data are transmitted to the external module through

coupled coils by backscattering.

A block diagram of the blood flowmonitoring system comprising an implantable

microsystem and an external monitoring device is shown in Fig. 4.5 [2]. The

microsystem is composed of three key functional subsystems: power link, com-

mand/data link, and sensor interface.

Fig. 4.4 Design and integration approaches of the implantable blood flow monitoring

microsystem embedded in the prosthetic vascular graft [2]
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• Wireless power link: It has two coupling coils, two rectifiers, and a power

management block employing low-drop-out voltage regulators (LDOs). The

AC power delivered from the primary coil to the secondary coil is converted

to the DC power by the rectifiers, which is then regulated by the LDOs to be

supplied to circuit blocks in the microsystem.

• Wireless command/data link: The command is transmitted using amplitude-shift

keying (ASK) with a carrier. After receiving this ASK-modulated RF signal, a

clock is extracted from the carrier by a clock extractor and, a power-on-reset

(POR) signal is generated to reset the system at the beginning of each measure-

ment cycle. The command is then demodulated by an ASK demodulator. After

the microsystem is configured in accordance with the demodulated command,

the sensing operation starts. In each measurement cycle, the resistance values of

the two pressure sensors are measured in a time-multiplexed manner. The

measured resistance values are translated into oscillation frequency by the

sensor interface circuit and transmitted to the external monitoring device

through backscattering using load-shift keying (LSK).

• Sensor interface: The blood flow rate is measured from the difference of

pressures sensed by the two MEMS sensors placed at opposite ends of the

flexible cable. The piezoresistive sensor transduces the change of the pressure

applied on its diaphragm into the resistance change. A sensor interface based on

a current-controlled relaxation oscillator is employed to directly translate the

resistance value to the oscillation frequency (or the number of counts during a

Fig. 4.5 System block diagram of the blood flow monitoring microsystem [2]
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predetermined time window). The sensor interface circuit consists of a

resistance-to-current converter, a relaxation oscillator, and a gating window

control circuit. This approach can greatly simplify the sensor interface design

and minimize the power consumption.

The implementation results of key components are shown in Fig. 4.6 [2]. The

pressure sensor is made of a silicon nanowire piezoelectric sensor embedded in

diaphragm structure. It has an extremely small form factor of 400� 400� 400 μm3,

while providing a good sensing performance. For coupling coils, the external coil

connected with the readout module is designed to surround the limb. The implanted

miniature coils have a diameter of 6 mm. When they operate through 5-cm-thick

tissue, the power coupling efficiency is 4.3%. The integrated circuits support all the

necessary functions for microsystem operation, consuming only 12.6 μW.

The results of microsystem integration and wireless sensing test are shown in

Fig. 4.7 [2]. To integrate the microsystem within the prosthetic graft, 20-cm-long

flexible circuits are mounted on the graft surface and they are coated with the outer

layer. The set of materials used for fabricating this new smart graft is the same as

that used in the conventional grafts, which is proven to be biocompatible. When the

microsystem is tested through 5-cm-thick pork meat as transmission medium, the

overall sensing resolution of 0.17 psi is obtained. Importantly, only 600-μW
transmission power is sufficient to operate the sensor microsystem, which is

possible because of low power consumption and high-efficiency power transfer

achieved by the microsystem. It is the very low-level transmission posing no risk of

harmful effects on the patient’s body.

Fig. 4.6 Implementation results of key components [2]: (a) MEMS pressure sensor, (b) power
coupling coils, and (c) integrated circuits
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4.3 Sensing

4.3.1 Physical Parameters to Sense

For different applications, different physical parameters need to be sensed for

virtualization of “things.” The parameters usually sensed are physical forces (e.g.,

pressure, vibration, acceleration, angular velocity, flow, and tactile force), particles,

ions, chemicals, molecules, temperature, humidity, light, potential, and current. To

sense different physical parameters, different sensors and corresponding interface

circuits are used.

The sensors transduce the physical parameters of interest into electrical quanti-

ties. The type of the sensor used determines in which electrical quantity the sensor

output is. For example, capacitive accelerometers and pressure sensors are widely

used and generate the output in the form of capacitance. Piezoresistive force sensors

transduce the physical force into the resistance output. The output of biopotential

electrodes and piezoelectric force sensors is in the form of electrical voltage.

Ion-sensitive field-effect transistors (ISFET) and optical sensors generate current

output.

4.3.2 Minimum Detection Limit, Bandwidth, and Dynamic
Range

The minimum detection limit required for the sensing function is determined by the

intrinsic strength of the signal that needs to be sensed, the distance from the signal

origin, and the signal level of interest. Recording of various biopotential signals

illustrates these points very well (Fig. 4.8). Local field potential (LFP), electrocor-

ticogram (ECoG), and electroencephalogram (EEG) have the same signal origin.

But the signal amplitudes are not the same as the distance between the location we

record and the origin of signal is different. The closer to the origin, the larger the

Fig. 4.7 Results of microsystem integration and wireless sensing test
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amplitude we obtain, resulting in more relaxed requirement on the minimum

detection limit. Compared to LFP and action potential (AP), the electrocardiogram

(ECG) signal usually has larger amplitude because of the difference in their

intrinsic signal strengths. The LFP and AP are originated from the activities of

neurons in the brain, while the ECG is from the activities of electrogenic cells in

cardiac muscles. Table 4.1 shows the indoor air quality guidelines especially for

volatile organic compounds (VOCs) harming human health significantly. The range

of guideline values covers the values used in different countries. Since the harmful

effect is caused even with a very little amount of such gases, the required detection

limit reaches as low as several ppb levels.

Fig. 4.8 Amplitude and frequency characteristics of various biopotential signals shown with the

effect from interferences and disturbances

Table 4.1 Indoor air quality guidelines for VOCs

VOCs Guideline values

Formaldehyde HCHO 30–120 μg/m3 (25–100 ppb)

Acetaldehyde CH3CHO 48 μg/m3 (27 ppb)

Benzene C6H6 16–110 μg/m3 (5–34 ppb)

Toluene C6H5CH3 260–1092 μg/m3 (69–290 ppb)

Ethylbenzene C6H5CH2CH3 1447–3880 μg/m3 (264–892 ppb)

Xylene C6H4(CH3)2 870–1447 μg/m3 (200–333 ppb)

Styrene C6H5CH¼CH2 30–300 μg/m3 (7–70 ppb)

TVOC 200–3000 μg/m3
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Required sensing bandwidth is mainly determined by the intrinsic signal char-

acteristics and the distance between the signal origin and the sensing site. Except

some applications sensing images and videos, the bandwidth requirement is not

usually so high, but tends to be higher when the sensor is placed closer to the signal

origin. For example, although neural signals such as AP, LFP, ECoG, and EEG

share the same signal origin, the signal bandwidth for invasive neural recording is

larger than that for non-invasive EEG recording (Fig. 4.8).

The dynamic range requirement is determined by intrinsic signal or sensor

characteristics, effect from various interferences and disturbances, and the signal

range of interest. For example, assume that we record the LFP and AP signals

simultaneously. Since the spikes in the AP signal having an amplitude of tens or

hundreds of microvolts appear on top of the LFP signal with an amplitude of a few

millivolts, if an input-referred noise of 4 μVrms is needed to meet the signal-to-noise

ratio requirement of the spike signal recording and the LFP signal has an amplitude

of 2 mV, the dynamic range requirement becomes 54 dB, resulting in about 9-bit

resolution. In addition, if we consider interferences as large as a few hundreds of

millivolts, the required dynamic range may reach nearly 100 dB. To avoid that, a

good common-mode rejection performance needs to be guaranteed. Some sensors

such as gas sensors and inertial sensors for navigation require very large dynamic

range. Metal-oxide thin-film gas sensors require the interface circuit having a large

dynamic range over 140 dB to accommodate high sensitivity, process spread, drift

over time, and large variation in sensor resistance values for different doping types

and levels used to detect different target gases. The navigation-grade accelerometer

requires the dynamic range larger than 100 dB.

Aforementioned requirements on minimum detection limit, bandwidth, and

dynamic range determine the necessary sensing performances and power consump-

tion. Stringent requirements on minimum detection limit, bandwidth, and dynamic

range usually lead to significant power consumption, and hence low-power circuit

techniques are needed more strongly. To provide necessary performances, the

sensor and its interface circuit often need to be calibrated. The calibration strategy

is another important factor to consider. Especially when the application requires

low-cost sensing solution, the time and effort spent for calibration should be

minimized while providing necessary performance after calibration. In case of

nano-scale sensors, they tend to have large variations in their characteristics at

the cost of ultra-high sensitivity offered [5]. Therefore, effective and efficient

calibration method has to be developed.

4.3.3 Sensing Duty Cycle

Depending on the characteristics of target physical parameters, the sensing opera-

tion can be duty-cycled to minimize the overall energy consumption as well as the

amount of the data that need to be transmitted. Very low-duty-cycle sensing can be

utilized when slow varying signals are monitored as in the cases of environmental

4 Smart Sensor Microsystems: Application-Dependent Design and Integration. . . 93



monitoring, civil structure monitoring, and progress monitoring of chronic diseases.

In environmental monitoring, the sensing interval can be hours, and for intraocular

pressure monitoring, the pressure may be recorded every 15 min, for example.

When we sense scarce and bursty signals such as ECG signal and neural spikes,

fine-grain duty cycling or adaptive operation can be employed. For example, in

neural spike recording, by implementing a spike detection function, we may

execute data conversion process only when spikes are detected.

Such duty-cycled sensing operation leads to reduction of average power con-

sumption as well as sensor data. Moreover, duty cycling in sensing function does

not entail any synchronization issues unlike the case of duty cycling in communi-

cation function where the synchronization between sensor nodes or between a

sensor node and a host device poses a significant challenge. Figure 4.9 shows the

example of adaptive or cognitive clocking scheme used for ultra-low-power ECG

signal monitoring and processing [6, 7]. By using this technique, the average power

consumption is reduced by 40% without causing any timing or synchronization

issues.

4.3.4 Example: Neural Recording

The example to investigate for application-dependent sensing approach is implant-

able neural recording and the target application is implantable neuroprobe

microsystem for motor prosthesis (Fig. 4.10) [8–11]. This microsystem consists

of a probe array inserted into motor cortex of human brain, a neural recording IC

(IC1) which is directly integrated on the top plate of the probe array, a wireless

power and data link IC (IC2) which is placed between the skull and scalp, a flexible

cable connecting the neural recording IC and the wireless power and data link IC. In

the microsystem, the neural recording IC working together with the probe array

senses multichannel neural signals by providing functions of amplification, filter-

ing, and digitization. This application doesn’t require extremely small minimum

Fig. 4.9 Ultra-low-power electrocardiogram (ECG) processor employing cognitive clocking [6]
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detection limit, as the neural spikes are recorded invasively and therefore have a

relatively large amplitude. Compared to other types of neural signals, the spike

signal requires a larger bandwidth of over 5 kHz and a moderate dynamic range of

about 60 dB. Since the microsystem is implanted inside human body, ultra-low-

power consumption should be achieved. Utilizing bursty signal characteristics of

the neural spikes, duty-cycled sensing can be implemented.

4.3.4.1 Dual-Supply Ultra-Low-Power Neural Recording IC

with Dynamic Range Folding

Figure 4.11a shows the block diagram of the proposed neural recording circuit for

one channel [9]. It is dual-supply ultra-low-power neural recording IC with

dynamic range folding. The supply voltage of 0.45 V (¼VDD) is used for the

low-noise instrumentation amplifier (LNIA) as it consumes high current for

low-noise operation but has low voltage swing. 0.45 V is used for the successive

approximation analog-to-digital converter (SAR ADC) as well to reduce the

Fig. 4.10 Implantable neuroprobe microsystem for motor prosthesis

Fig. 4.11 Dual-supply ultra-low-power neural recording IC with dynamic range folding [9]: (a)
block diagram showing only one recording channel, (b) block diagram of 100-channel

recording IC
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charging and discharging power consumed in its capacitive digital-to-analog con-

verter (DAC) circuit and the digital switching power consumed in its control logic

and register circuit. For the variable gain amplifier (VGA), as it consumes very low

current but requires high voltage swing, we power this block with 2VDD which is

0.9 V. However, we then have to resolve the mismatch in the signal dynamic range

between the VGA and ADC which is caused by this dual-supply scheme. To solve

this problem, a new dynamic-range-folding technique is applied and the details of

this technique can be found in [8, 9]. By doing so, we could save 50% of the power

consumption without degrading noise, bandwidth, and dynamic range perfor-

mances. The block diagram of the entire 100-channel neural recording IC is

shown in Fig. 4.11b [9]. It consists of ten recording blocks, each of which contains

ten recording channels. 10-to-1 analog multiplexer is located between ten neural

amplifiers and a single VGA not only to minimize the area consumption but also to

simplify the implementation of the multiplexer and the pipeline sample-and-hole

network.

Figure 4.12a shows the proposed neural recording IC fabricated in 0.18-μm
CMOS technology, occupying the die area of 5� 5 mm [9]. By multiplexing before

the VGA, the area consumption is saved by 22% overall. The dual-supply scheme

combined with dynamic range folding technique enabled extremely low power

consumption of 730 nW/channel while providing 9-bit sensing resolution. Fig-

ure 4.12b presents the recorded in vivo neural signal, which is reconstructed from

the ADC output code and scaled for input-referring [9]. The characteristic biphasic

neuronal spike is indicative of a recording from the cell body of a neuron in the

anterior cingulate gyrus, a region in the frontal cortex of the brain.

4.3.4.2 Ultra-Low-Power Neural Recording IC with Delta-Modulation-
Based Spike Detection

Since the spikes are rare events in neural signal (10–100 fires/s typically), it is

desirable to record only the spikes in order to minimize power dissipation as well as

the amount of recording data to transmit while preserving the fundamental infor-

mation of neuronal activities. A spike detection function can therefore be

Fig. 4.12 Implementation results of the neural recording IC [9]: (a) microphotography of the

fabricated chip, (b) in vivo neural signal recorded from the rat model
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implemented for duty cycling. Figure 4.13 presents typical neural signal waveform

consisting of LFP and spikes together with the concept of delta-modulation-based

spike detection [10]. For spike detection, consecutive delta values of the input

signal are monitored to extract the frequency and amplitude information. By

checking the polarity of the delta values continuously, too high and too low

frequency components can be rejected on one hand. On the other hand, too low

amplitude and too low frequency components can be ruled out by checking the size

of the delta values. Using this delta-modulation-based spike detection technique,

we can compress effective dynamic range and bandwidth to cover and enable fine-

grain duty cycling, while preserving the neural spike waveform information.

The block diagram of the proposed 16-channel neural recording IC is depicted in

Fig. 4.14 [10]. The delta modulator following a low-noise amplifier (LNA) sub-

tracts two consecutive neural signal values so that the signal dynamic range can be

reduced by half the normal range. Up to six values resulting from the subtraction in

series are stored in analog first-in-first-out (FIFO) memory for a spike detector in

the next stage. The detector recognizes the frequency as well as the amplitude of the

signal from the stored set of several consecutive delta samples, extracting the spikes

from the entire neural signal accurately. The spikes are detected during the sam-

pling phase before the 8-bit SAR ADC operates. The ADC and transmitter (not

included in this design) therefore consume power only when they process the

spikes, realizing the neural recording system that runs with optimal energy

efficiency.

A prototype neural recording IC with 16 channels has been fabricated using

0.18-μm CMOS technology and fully characterized. Figure 4.15a shows the micro-

graph of the fabricated recording chip [10]. The area of the whole chip and one

recording channel is 2.35� 2.5 mm and 200� 800 μm, respectively. Because the

delta modulator compresses the dynamic range, we can reduce 1 bit of the ADC

resolution, implementing 8-bit SAR ADC. Moreover, the MSB is equivalent to the

sign of the signal, and hence 7-bit capacitive DAC is sufficient to cover the entire

signal range. In order to verify the spike detection functionality, in vitro test of

arbitrary neural signal acquisition has been performed. We used the pre-recorded

Fig. 4.13 Typical

waveform of neural signal

waveform (LFP and spikes),

with the concept of dynamic

range compression and

spike detection illustrated in

the inset [10]
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neural signal provided by Plexon for the assessment of the spike detector. Fig-

ure 4.15b shows the neural signal waveforms recorded for 0.9 s with and without

activating the spike detector [10]. The upper two plots are the output of the delta

modulator and the reconstructed neural signal obtained by integrating the delta

signal. The lower three plots show the extracted spike signal in delta values, the

reconstructed spike signal, and the output of the spike detector.

Fig. 4.14 Block diagram of the 16-channel neural recording IC with delta-modulation-based

spike detection [10]

Fig. 4.15 Implementation results of the neural recording IC [10]: (a) microphotography of the

fabricated chip, (b) recorded neural signal waveforms with and without activating the spike

detector
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4.4 Communication

4.4.1 Communication Medium

The communication medium is an application factor in the communication func-

tion. The medium used for communication is determined by the location of the

physical objects where the microsystem is embedded. In most cases, communica-

tion is performed wirelessly thorough free air. However, some devices communi-

cate through other communication media. Wearables and implants may use human

body as a communication channel. Smart electricity meters may use power lines

and sensors for oil exploration may use drilling pipes.

Then, in turn, the communication medium determines communication fre-

quency, bandwidth, and achievable data rate. When we communicate through

human body, the frequency band from 40 to 70 MHz as human body has band-

pass characteristics. Safety is another important concern in this case. In logging-

while-drilling (LWD) tools for oil well exploration, if the telemetry is implemented

using electromagnetic propagation, it cannot reach more than a few kilometers and

the data rate is limited to a few bits per second (b/s). If mud pulse is used

for telemetry, it can reach longer distance, but the data rate is still limited to

about 10 b/s. People are thus developing an ultrasound-based telemetry through

the drilling pipes, which can achieve much higher data rate (well over 10 kb/s) than

other approaches.

4.4.2 Example: Body-Channel Communication

By using the human body as a communication medium, the body-channel commu-

nication can achieve high energy efficiency compared to other wireless communi-

cation approaches as shown in Fig. 4.16b [13]. However, the data rate tends to be

rather low, being insufficient for multimedia communication between wearable

devices, such as between smart watch and smart glasses (Fig. 4.16a). A high-data-

rate wideband body-channel communication transceiver therefore needs to be

developed [12, 14, 15]. As mentioned in Sect. 4.4.1, the body channel has band-

pass characteristics and two plots in Fig. 4.17 show such characteristics. The top

figure shows the channel gain for the path A which is within one arm, and the

bottom one is for the path T which is from one arm to the other across the torso.

The block diagram in Fig. 4.18a shows the structure of the wideband receiver

[12]. We use tri-level direct digital Walsh-coded signaling for high data rate and

high energy efficiency. To optimize the channel characteristics and achieve high

data rate with limited channel bandwidth, we use high input impedance for

matching and employ an equalizer in the receiver. Since the channel doesn’t pass
DC signal information, a transient-detection architecture is proposed using a

differentiator followed by an integrator. An injection-locking-based clock recovery
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is also employed to provide the timing signal to the integrator and level detector,

eliminating the need of a power-consuming PLL and a bulky crystal oscillator.

Figure 4.18b presents the block diagram and measured output of the transmitter

[12]. The transmitter consists of tri-level Walsh code modulator followed by

tri-level driver. It can be seen that the dominant signal energy of the transmitter

output is confined within the passband.

Figure 4.19 presents the implementation results [12]. The microphotography of

the fabricated receiver and transmitter chips is shown in Fig. 4.19a. The transceiver

Fig. 4.16 Body-channel communication (BCC): (a) energy-efficient communication for wearable

devices [12], (b) power consumption and data rate of BCC receivers in comparison with ultra-

wideband (UWB) and narrow-band (NB) receivers [13]

Fig. 4.17 Body-channel characteristics [12]
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is implemented in 65-nm CMOS process and consumes 1.85 mW in the transmitter

and 9 mW in the receiver. Figure 4.19b shows the test setup and results of an image

data transfer experiment. The transmitter is placed on the left arm and receiver on

the right arm. The Lena image was successfully transferred in the testing.

Fig. 4.18 High-energy-efficiency wideband BCC transceiver [12]: (a) block diagram of the

receiver and clock-recovery circuit, (b) block diagram and measured output of the transmitter
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4.4.3 Distance, Symmetry, and Protocol

Other application-dependent factors are communication distance, symmetry, and

network topology. Wide-coverage sensor networks with a large number of sensor

nodes require long communication distance, symmetric transceiver for multi-hop

and ad-hoc communication. Such examples are smart grid and oil pipeline leak

detection sensor network. On the other hand, narrow-coverage sensor networks

with a small number of sensor nodes operate with short communication distance

and asymmetric transceiver for master–slave communication. By doing so, the

energy consumption of slave node can be minimized, while burning more power

in the master side operating with sufficient energy source typically. Examples are

the smart home network and body area network.

Fig. 4.19 Implementation results of the BCC transceiver ICs [12]: (a) microphotography of the

fabricated chips, (b) test setup and results of an image data transfer experiment
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4.4.4 Example: Wireless Capsule Endoscopy

For wireless capsule endoscopy application (Fig. 4.20a), an asymmetric short-range

transceiver is developed, together with a JPEG encoder IC [16–19]. It is for

enabling the next-generation wireless capsule endoscopy, which offers high

image resolution, high frame rate, and bidirectional wireless link for image trans-

mission (uplink) as well actuator control (downlink). Considering this specific

application, the transceiver has to provide high data rate to transmit high-resolution

high-frame-rate images. It should consume low power so that the microsystem can

operate for several hours with 2 or 3 very small coin cell batteries. To communicate

through the human body with a small antenna, the communication frequency should

be carefully chosen. Considering large signal attenuation at high frequencies and

low antenna gain at low frequencies, 900-MHz frequency band is used in this work.

Figure 4.20b shows the system block diagram of the wireless endoscopy capsule.

The system has a quadrature phase-shift keying (QPSK) uplink for image trans-

mission with 3–20-Mb/s data rate and 5–6-mW power consumption. The downlink

for actuator control is based on OOK. The data rate is 500 kb/s and the power

consumption is 4.5 mW. The JPEG encoder is also developed to further boost the

effective data rate.

For energy-efficient implementation of the QPSK transmitter, a new injection-

locking-based direct phase modulation technique is proposed [18, 19] as shown in

Fig. 4.21 [16]. It changes the self-resonance frequency of a sub-harmonic injection-

locked oscillator through capacitor bank switching. Since the output phase of the

injection-locked oscillator is determined by the difference between the injection

frequency and the self-resonance frequency, we can modulate the output phase by

controlling the self-resonance frequency of the oscillator.

Figure 4.22a presents a prototype multifunctional endoscopy capsule which is

built using the proposed chipset including the RF transceiver IC and JPEG encoder

IC [16]. Both ICs have been fabricated in a 0.18-μm CMOS process. Their die

micrographs are shown in Fig. 4.22a. The transceiver IC and JPEG encoder IC

occupy the die area of 2.6� 2.8 mm2 and 2.6� 2.6 mm2, respectively. The overall

Fig. 4.20 (a) Wireless capsule endoscopy [16], (b) system block diagram of the wireless

endoscopy capsule including the asymmetric short-range transceiver and JPEG encoder ICs [16]
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capsule dimensions are 37 mm in length by 11.5 mm in diameter. About 16% of the

capsule space is reserved for a tagging actuator to cater for lesion localization. The

RF transceiver, JPEC encoder, and image sensor chips are directly assembled on a

rigid-flex PCB and protected by epoxy. The front and back sides of the assembled

PCB system are shown in Fig. 4.22a. The full system performance has been verified

by an in vivo animal experiment on porcine model as shown in Fig. 4.22b [16]. An

external transceiver is implemented with discrete components. The internal images

of the stomach muscle were successfully transmitted to the external receiver and

displayed on the PC screen.

4.4.5 Data Rate

Being another application-dependent factor, the communication data rate is deter-

mined by the amount of sensor data to communicate. The data rate requirement is

not usually so high for most of smart sensor microsystems. However, some devices

Fig. 4.21 Quadrature phase-shift keying (QPSK) transmitter design using injection-locking-

based direct phase modulation [16]
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dealing with image and video data (e.g., video surveillance and capsule endoscopy)

and information from large-scale sensor array (e.g., multichannel neural recording)

require high-data-rate communication.

4.4.6 Communication Duty Cycle

The communication duty cycle is determined by characteristics of sensed physical

parameters and usage scenario. Since the communication transceiver is usually the

most power hungry block in wireless sensor microsystems, a significant amount of

Fig. 4.22 Implementation results [16]: (a) chipset fabrication and microsystem integration, (b)
test setup and results of in vivo animal experiment on porcine model

4 Smart Sensor Microsystems: Application-Dependent Design and Integration. . . 105



energy can be saved by duty cycling the communication function. However, it

entails synchronization issues, which can be mitigated by using a low-power high-

accuracy clock generator, a low-power wake-up receiver, or a combination of both.

4.5 Conclusion

Unlike PC and mobile phone platforms, the smart sensor platform is used to

virtualize physical objects and bring them into the networked cyber world. It

therefore has so many different applications, which lead to different approaches

for designing and implementing smart sensor microsystems. For different applica-

tion, different strategies for sensing, processing, communication, powering, and

microsystem integration are employed to provide optimum solutions.

For IC designers, it’s an important prerequisite to have a good understanding of

the applications where the designed circuits and systems are deployed. While

improving circuit-level techniques on one hand, optimally crafting system designs

on the other hand can draw the maximum out of currently available technologies.

As a result, IC designers become more and more like solution providers who

develop the best solutions for the problems posed by specific applications, leverag-

ing state-of-the-art IC design techniques.
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Chapter 5

Energy Efficient RRAM Crossbar-Based
Approximate Computing for Smart Cameras

Yu Wang, Boxun Li, Lixue Xia, Tianqi Tang, and Huazhong Yang

Abstract Smart cameras have been applied successfully in many fields. The

limited battery capacity and power efficiency restrict the local processing capacity

of smart cameras. In order to shift vision processing closer to the sensors, we

propose a power efficient framework for analog approximate computing with the

emerging metal-oxide resistive switching random-access memory (RRAM)

devices. A programmable RRAM-based approximate computing unit (RRAM-

ACU) is introduced first to accelerate approximated computation, and a scalable

approximate computing framework is then proposed on top of the RRAM-ACU. In

order to program the RRAM-ACU efficiently, we also present a detailed configu-

ration flow, which includes a customized approximator training scheme, an

approximator-parameter-to-RRAM-state mapping algorithm, and an RRAM state

tuning scheme. Simulation results on a set of diverse benchmarks demonstrate that,

compared with an x86-64 CPU at 2GHz, the RRAM-ACU is able to achieve

4.06–196.41� speedup and power efficiency of 24.59–567.98 GFLOPS/W with

quality loss of 8.72% on average. The implementation of HMAX application

further demonstrates that the proposed RRAM-based approximate computing

framework can achieve> 12. 8� power efficiency than the digital implementation

counterparts (CPU, GPU, and FPGA).

Keywords Approximate computing • Neural network • Power efficiency •

Resistive random-access memory (RRAM) • Smart camera

5.1 Introduction

Smart cameras have been applied successfully in many fields including autonomous

vehicles, area surveillance, search and rescue by providing application-specific

information out of a raw image or video stream without human operators [1].

Power efficiency has become a major concern for smart camera and modern
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computing system design [2]. The limited battery capacity restricts the local

processing capacity of smart cameras. Current smart cameras have to rely on the

cloud computing by uploading the data to servers and then downloading the results,

which leads to a privacy concern and disability of supporting real-time applications

like automatic driving cars. In order to shift vision processing closer to the sensors

and realize the local processing of smart cameras, power efficiency of hundreds of

giga floating point operation per second per watt (GFLOPS/W) is expected to

achieve the desirable portability and performance [3]. However, the highest

power efficiency of contemporary CPU and GPU systems is only � 10 GFLOPS/

W, which is expected not to substantially improve in the predictable scaled tech-

nology node [4, 5]. As a result, researchers are looking for alternative architectures

and technologies to achieve further performance and efficiency gains [6].

In recent years, the device technology innovations have enabled new computa-

tional paradigms beyond Von-Neumann architectures, which not only provide a

promising hardware solution to neuromorphic system but also help drastically

improve the power efficiency of computing systems. The metal-oxide resistive

switching random-access memory (RRAM) device (or the memristor) is one of

the promising innovations that can advance Moore’s law beyond the present silicon

roadmap horizons [7]. RRAM devices are able to support a large number of signal

connections within a small footprint by taking advantage of the ultra-integration

density. And more importantly, RRAM devices can be used to build resistive cross-

point structure [8], also known as the RRAM crossbar array, which can naturally

transfer the weighted combination of input signals to output voltages and realize the

matrix-vector multiplication with incredible power efficiency [9, 10].

Our objective is to use the emerging RRAM devices to design a reconfigurable

approximate computing framework with both power efficiency and computation

generality. Approximate computing provides a promising solution to close the gap

of power efficiency between present-day capabilities and future requirements

[11]. Approximate computing takes advantage of the characteristic that many

modern applications, ranging from signal processing, pattern recognition to com-

puter vision, are able to produce results with acceptable quality even if many

computations are executed imprecisely [12]. This tolerance of imprecise computa-

tion can be leveraged for substantial performance and efficiency gains, especially

for smart cameras [2, 13].

To realize this goal, the following challenges must be overcome: On the one

hand, an architecture, from the basic processing unit to a scalable framework, is

required to provide an efficient hardware implementation for RRAM-based analog

approximate computing. On the other hand, from the perspective of software, a

detailed configuration flow is demanded to program the hardware efficiently for

each specific application.

In this work, we explore the potential of RRAM-based analog approximate

computing. The main contributions of this work include:

• We propose a power efficient RRAM-based approximate computing framework.

The scalable framework is integrated with our programmable RRAM-based
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approximate computing units (RRAM-ACUs), which work as universal

approximators. Simulation results show that the RRAM-ACU offers less than

1.87% error for 6 common complex functions.

• A configuration flow is proposed to program RRAM-ACUs. The configuration

flow includes three phases: (1) a training scheme customized for RRAM-ACU to

train its neural approximator; (2) a parameter mapping scheme to convert the

parameters of a trained neural approximator to appropriate RRAM resistance

states; and (3) a state tuning scheme to tune RRAM devices to target states.

• A set of diverse benchmarks are used to evaluate the performance of RRAM-

based approximate computing. Experiment results demonstrate that, compared

with an x86-64 CPU at 2GHz, our RRAM-ACU provides power efficiency of

249.14 GFLOPS/W and speedup of 67. 29� with quality loss of 8.72% on

average. And the implementation of HMAX application demonstrates that the

proposed RRAM-based approximate computing framework is able to support

large scale applications under different noisy conditions, and can

achieve> 12. 8� power efficiency improvements than the CPU, GPU, and

FPGA implementation counterparts.

The rest of this paper is organized as follows: Sect. 5.2 provides the basic

background knowledge. Section 5.3 introduces the details of the proposed

RRAM-based approximate computing framework. The configuration flow is

depicted in Sect. 5.4. Experimental results of different benchmarks are presented

in Sect. 5.5. Finally, Sect. 5.6 concludes this work.

5.2 Preliminaries

5.2.1 RRAM Characteristics and Device Model

The RRAM device is a passive two-port elements based on TiOx, WOx, HfOx [14],

or other materials with variable resistance states. The most attractive feature of

RRAM devices is that they can be used to build resistive cross-point structure,
which is also known as the RRAM crossbar array. Compared with other

non-volatile memories like flash, the RRAM crossbar array can naturally transfer

the weighted combination of input signals to output voltages and realize the

matrix-vector multiplication efficiently by reducing the computation complexity

from O(n2) toO(1). And the continuous variable resistance states of RRAM devices

enable a wide range of matrices that can be represented by the crossbar. These

unique proprieties make RRAM devices and the RRAM crossbar array promising

tools to realize analog computing with great efficiency.

Figure 5.1a demonstrates a model of the HfOx-based RRAM device[15]. The

structure is a resistive switching layer sandwiched between two electrodes. The

conductance is exponentially dependent on the tunneling gap distance (d) as:
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I ¼ I0 � exp � d

d0

� �
� sinh V

V0

� �
ð5:1Þ

The ideal resistive crossbar-based analog computing requires both linear I–V

relationship and continuous variable resistance states. However, nowadays RRAM

devices can’t satisfy these requirements perfectly. Therefore, we introduce the

practical characteristics of RRAM devices in this section:

• The I–V relationship of RRAM devices is non-linear. However, when V is very

small, an approximation can be applied as sinhð VV0
Þ � V

V0
. Therefore, the voltages

applied on RRAM devices should be limited to achieve an approximate linear

I–V relationship [16].

• As shown in Fig. 5.1b, the SET process (from a high resistance state (HRS) to a

low resistance state (LRS)) is abrupt while the RESET process (the opposite

switching event from LRS to HRS) is gradual. The RESET process is usually

used to achieve multiple resistance states [17].

• Even in the RESET process, the RRAM resistance change is stochastic and
abrupt. This phenomenon is called ‘variability’. The RRAM variability can be

approximated as a lognormal distribution and can make the RRAM device miss

the target state in the switching process.

In this paper, we use the HfOx-based RRAM device for study because it is one of

the most mature materials explored [14]. The analytical model is put into the circuit

with Verilog-A [15, 18]. We use HSPICE to simulate the circuit performance and

study the device and circuit interaction issues for RRAM-based approximate

computing.
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Fig. 5.1 (a ) Physical model of the HfOx-based RRAM. The RRAM resistance state is determined

by the tunneling gap distance d, and d will evolve due to the field and thermally driven oxygen ion

migration. (b ) Typical DC I–V bipolar switching curves of HfOx RRAM devices reported in [15]
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5.2.2 Neural Approximator

Figure 5.2 illustrates a simple model of a 3-layer feedforward artificial neural

network with one hidden layer. The computation between neighbour layers of the

network can be expressed as:

yj ¼ f j

�Xn
i¼1

wij � xi þ bj

�
ð5:2Þ

where xi is the value of node i in the input (hidden) layer, and yj represents the result
of node j in the hidden (output) layer. wij is the connection weight between xi and yj.
bj is an offset. fj(x) is an activation function, e.g. sigmoid function:

f ðxÞ ¼ 1

1þ e�x
ð5:3Þ

It has been proven that a universal approximator can be implemented by a

3-layer feedforward network with one hidden layer and sigmoid activation function

[19, 20]. Table 5.1 gives the maximum errors of the approximations of six common

functions by this method based on the MATLAB simulation. The mean square

errors (MSE) of approximations are less than 10�6 after the network training

algorithm completes. The neural approximator offers less than 1.87% error for

the 6 common complex functions. This precision level is able to satisfy the

requirements of many approximate computing applications [2].

x1

x2

x3

xi
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b
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Fig. 5.2 A 3-layer feedforward neural network with one hidden layer
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5.3 RRAM-Based Analog Approximate Computing

Figure 5.3 demonstrates an overview of the hardware implementation of RRAM-

based analog approximate computing. In this section, we will introduce this frame-

work from the basic RRAM-based approximate computing unit (RRAM-ACU) to

the scalable RRAM-based approximate computing framework.

5.3.1 RRAM-Based Approximate Computing Unit

Figure 5.3c,d shows the proposed RRAM-based approximate computing unit

(RRAM-ACU). The RRAM-ACU is based on an RRAM hardware implementation

of a 3-layer network (with one hidden layer) to work as a universal approximator.

The mechanism is as follows.

As described in Eqs. (5.2)–(5.3), the neural approximator can be conceptually

expressed as: (1) a matrix-vector multiplication between the network weights and

input variations; and (2) a sigmoid activation function.

For the matrix-vector multiplication, this basic operation can be mapped to the

RRAM crossbar array illustrated in Fig. 5.4. The output of the crossbar array can be

expressed as:

Table 5.1 Maximum errors

(%) of neural approximators
Function Nodes in the hidden layer

0 5 10 15 20 25

x1 � x2 � x3 22.79 1.10 0.68 0.28 0.34 0.27

x�1 9.53 0.25 0.20 0.14 0.10 0.05

sin ðxÞ 10.9 0.05 0.07 0.05 0.07 0.06

logðxÞ 7.89 0.21 0.13 0.14 0.12 0.14

expð�x2Þ 20.27 0.04 0.03 0.05 0.03 0.04ffiffiffi
x
p

13.76 1.87 1.19 1.43 0.35 0.49
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Fig. 5.3 The overview of the hardware architecture of RRAM-based analog approximate com-

puting. (a) & (b). RRAM approximate computing framework. (c) & (d). RRAM-based approxi-

mate computing unit (RRAM-ACU)
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Voj ¼
X
k

Vik � ckj ð5:4Þ

where, for Fig. 5.4a, ckj can be represented as:

ckj ¼ �
gkj
gs

ð5:5Þ

and for Fig. 5.4b:

ckj ¼
gkj

gs þ
XN
l¼1

gkl

ð5:6Þ

where gkj is the RRAM conductance state in the crossbar array. And gs represents
the conductivity of the load resistance.

Both two types of crossbar array are efficient to realize matrix-vector multipli-

cation by reducing the computation complexity from O(n2) to O(1).
The latter one, which does not require Op Amps, consumes less power and can

be smaller in size. However, there are some drawbacks with the latter implemen-

tation when building multilayer networks:

• First of all, ckj not only depends on the corresponding gkj, but also depends on all
the RRAM devices in the same column. It’s difficult to realize a linear one-to-

one mapping between the network weight wij and the RRAM conductance gij.
Although previous work proposed some approximate mapping algorithms, the

computation accuracy is still a problem [21].

• Secondly, the parameters of neighbour layers will influence each other through

RS. Voltage followers or buffer amplifiers are demanded to isolate different

circuit stages and guarantee the driving force [22, 23]. The size and energy

savings compared with the first type implementation will be wasted.

The first implementation can overcome these drawbacks. Op Amps can enhance

the output accuracy, make ckj linearly depend on the corresponding gkj, and isolate

neighbour layers. So we choose the first implementation to build RRAM-ACU.

Vik

Voj

gkj

RSRSRS

Vi1

Vi3

Vo1 Vo3

Vik

Voj

gkj

RS

Vi1

Vi3

Vo1 Vo3

a b

Fig. 5.4 Two implementations of RRAM crossbar arrays: (a) with and (b) without Op Amps. We

use the first implementation in this work
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Since both R (the load resistance) and g (the conductance states of RRAM

devices) can only be positive, two crossbar arrays are needed to represent the

positive and negative weights of a neural approximator, respectively, with the

help of analog inverters [24] as shown in Fig. 5.5.

The practical weights of the network can be expressed as:

wkj ¼ R � ðgkjpositive � gkjnegativeÞ ð5:7Þ

We also note that the polarities of the terminals of the RRAM devices in two

crossbar arrays should be set to opposite directions. This technique is aimed to

make the resistance state deviations caused by the currents passing through the

paired RRAM devices cancel each other [25]. We refer to this technique as RRAM

pairing and it’s shown in Fig. 5.5.

The sigmoid activation function can be generated by the circuit described in [26]

and a complete feedforward network without hidden layer is accomplished.

Finally, by combining two networks together, a three-layer feedforward network

unit is realized. As described in Sect. 5.2.2, this network can work as a universal

approximator to perform approximated computation. And a basic RRAM

approximate computing unit is accomplished.

5.3.2 RRAM-Based Approximate Computing Framework

The overview of the proposed RRAM approximate computing framework is shown

in Fig. 5.3a,b. The building blocks of the framework are the RRAM processing

elements (RRAM PE). Each RRAM PE consists of several RRAM-ACUs to

accomplish algebraic calculus. Each RRAM PE is also equipped with its own

digital-to-analog converters (DACs) to generate analog signals for processing. In

addition, the RRAM PE may also have several local memories, e.g., analog data

stored in form of the resistance states of RRAM devices, or digital data stored in the

DRAM or SRAM. Both the use and the type of local memory depend on the

application requirement and we will not limit and discuss its implementation in

detail in this work. On top of that, all the RRAM PEs are organized by two

multiplexers with Round-Robin algorithm.

polarity

Icurrent Icurrent

polarity
Icurrent

gpositive gnegative

Analog InverterFig. 5.5 RRAM pairing

technique
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In the processing stage, the data will be injected into the platform sequentially.

The input multiplexers will deliver the data into the relevant RRAM PE to perform

approximate computing. The data will be fed into the RRAM PE in digital format

and the DACs in each RRAM PE will convert the date into analog signals. Each

RRAM PE may work under low frequency but a group of RRAM PEs can work in

parallel to achieve high performance. Finally, the output data will be transmitted

out from the RRAM PE by output multiplexer for further processing, e.g., be

converted back into digital format by a high performance analog-to-digital con-

verter (ADC).

The framework is scalable and the user can configure it according to individual

demand. For example, for tasks requiring power efficiency, it’s better to choose low
power Op Amps to form the RRAM-ACUs and each RRAM PE may work in a low

frequency. On the other hand, high speed Op Amps, AD/DAs, and even hierarchical

task allocation architecture will be preferred for high performance applications.

5.4 Configuration Flow for RRAM-ACU

The RRAM-based analog approximate computing hardware requires a configura-

tion flow to get programmed for each specific task. In this section, we discuss the

detailed configuration flow for the proposed RRAM-based approximate computing

units (RRAM-ACUs). The flow is illustrated in Fig. 5.6. It includes three phases to

solve the following problems:

1. Training Phase: How to train a neural approximator in an RRAM-ACU to learn

the required approximate computing task?

2. Mapping Phase: The parameters of a trained approximator can NOT be directly

configured to the RRAM-ACU. We need to map these parameters to appropriate

RRAM resistance states in the RRAM crossbar array.

3. Tuning Phase: After we achieve a set of RRAM resistance states for an approx-

imate computing task, how to tune the RRAM devices accurately and efficiently

to the target states?

All these phases will be introduced in detail in the following sections.

Modified Training Algorithm &
Parameters of Neural Approximator(w)

0.8kOhm

2.3kOhm

4.7kOhm

Map Parameters (w) to
RRAM Resistance States

Icurrent

gpositive gnegative

2.28kOhm 1.2kOhm

w = 0.5377

Program RRAM to Target States RRAM-based Analog
Approximate Computing

Fig. 5.6 Configuration flow for RRAM-ACU. The flow includes three phases: (1) a training

scheme customized for RRAM-ACU to train the neural approximator; (2) a parameter mapping

scheme to convert the parameters of a trained neural approximator to appropriate RRAM resis-

tance states; and (3) an RRAM state tuning scheme to tune RRAM devices to target states

efficiently
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5.4.1 Training Phase: Neural Approximator Training
Algorithm

The RRAM approximate computing unit is based on an RRAM implementation of

neural approximator. The approximator must be trained efficiently for each specific

function. The training process can be realized by adjusting the weights in the

network layer by layer [27]. The update of each weight (wji) can be expressed as:

wji  wji þ η � δj � xi ð5:8Þ

where xi is the value of node i. η is the learning rate. δj is the error back propagated

from node j in the next neighbour layer. δj depends on the derivative of the

activation function (e.g. sigmoid function) as described in Sect. 5.2.2.

In the RRAM-ACU training phase, both the calculations of sigmoid function and

its derivative should be adjusted according to the analog sigmoid circuit. Figure 5.7

illustrates a comparison between the accurate mathematical sigmoid function and

its hardware implementation reported in [26]. The I–V relationship is simulated

with HSPICE. There is a significant difference between them. Therefore, we

replace the mathematical sigmoid activation function by its simulation results in

the training scheme of RRAM-ACU.

Finally. it’s worth noting that most weights are small (around zero) after a proper

training.1 For example, more than 90% weights of the trained network2 are within

1A neural network will tend to overfit when many weights of the network are large [28]. Overfitting

is a problem that the model learns too much, including the noise, from the training data. The

trained model will have poor predictive performance on the unknown testing data which are not

covered by the training set.
2We use ‘2 regularization in the training scheme. Regularization is a technique widely used in the

neural network training to limit the amplitude of network weight, avoid overfitting, and improve

model generalization [28]. To be specific, for the ‘2 regularization, a penalty of the square of the

2-norm of network weights will be proportionally added to the loss function of the network. So the

error of the network and the amplitude of weights will be balanced and optimized simultaneously

in the training process [28].
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the range of [�1. 5, 1. 5] for all the benchmarks used in this paper. The limitation of

weight amplitude can simplify the design of RRAM state tuning scheme and help

improve the tuning speed.

5.4.2 Mapping Phase: Mapping Neural Approximator
Weights to RRAM Conductance States

Once the weights of a neural approximator are determined, the parameters need to

be mapped to the appropriate states of RRAM devices in the crossbar arrays.

Improperly converting the network weights to the RRAM conductance states may

result in the following problems:

• The converted results are beyond the actual range of the RRAM device.

• The dynamic range of converted results is so small that the RRAM state may

easily saturate.

• The converted results are so high that the summation of output voltages will

exceed the working range of Op Amps.

In order to prevent the above problems, we propose a parameter mapping

algorithm to convert the weights of neural approximator to appropriate conductance

states of RRAM devices.

The mapping process can be abstracted as an optimization problem. The feasible

range of the weights of neural approximators can be expressed as a function of

RRAM parameters:

�RS � ðgON � gOFFÞ � w � RS � ðgON � gOFFÞ ð5:9Þ

where gON ¼ R�1ON and gOFF ¼ R�1OFF. RON and ROFF are the lowest and highest

resistance states of RRAM devices. All the weights should be scaling within this

range.

In order to extend the dynamic range and reduce the impact of process variation,

we adjust gON and gOFF to:

g
0
ON ¼

1

η � ΔON þ RON
ð5:10Þ

g
0
OFF ¼

1

ROFF � η � ΔOFF
ð5:11Þ

whereΔON andΔOFF represent the maximum deviation of RON and ROFF induced by

process variation of the crossbar array, respectively. η is a scale coefficient which is
set to 1.1–1.5 in our design to achieve a safety margin.
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The risk of improper conversion can be measured by the following risk function:

Riskðgpos, gnegÞ ¼ jgpos � g
0
midj þ jgneg � g

0
midj ð5:12Þ

where:

g
0
mid ¼

g
0
ON þ g

0
OFF

2
ð5:13Þ

and gpos and gneg represent the conductance states of each paired RRAM devices in

the positive and negative crossbar arrays, respectively, as Eq. (5.7).

Combining the constraints and the risk function, the parameter mapping problem

can be described as the optimization problem shown below:

ðg∗pos, g∗negÞ ¼ arg min Risk ð5:14Þ

s:t:

RS � ðg∗pos � g∗negÞ ¼ w

g
0
ON � gpos � g

0
OFF

g
0
ON � gneg � g

0
OFF

8><
>: ð5:15Þ

The optimal solutions of this optimization problem are

g∗pos ¼ g
0
mid þ

w

2RS

g∗neg ¼ g
0
mid �

w

2RS

8><
>: ð5:16Þ

These are the appropriate conductance states of RRAM devices with the mini-

mum risk of improper parameter conversion.

5.4.3 Tuning Phase: Tuning RRAM Devices to Target States

After the weights of neural approximator are converted into RRAM conductance

states, a state tuning scheme is required to program RRAM devices in an RRAM-

ACU to target states.

Due to the stochastic characteristics of RRAM resistance change, program-and-

verify (P&V) method is commonly used in multi-level state tuning [29]. As shown

in Fig. 5.8, the RRAM device will be first initialized to LRS. Then a sequence of

write pulses will be applied to tune RRAM devices gradually. Each write pulse is

followed by a read pulse to verify the current conductance state. The amplitude of

read pulse should be small enough to not change the RRAM conductance state.
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The P&V operation will keep on performing until the verify step detects that the

RRAM device has reached the target range.

The P&V method choose LRS as the initial state because of the following

reasons:

• LRS is much more uniform than HRS. When an RRAM device is switched

between HRS and LRS repeatedly, LRS is able to be uniform while HRS usually

varies a lot among different cycles [14, 15, 30];

• As shown in Fig. 5.1b, the resistance change process from LRS to HRS is

gradual, while the opposite process is abrupt. It is easier to achieve multiple

resistance states from LRS than HRS, although HRS may help reduce the power

consumption.

• Finally, the target resistance states are closer to LRS according to Eq. (5.16). As

HRS is usually> 100� larger than LRS, initializing RRAM devices to LRS will

require much less pulses to reach the target resistance range.

However, tuning RRAM devices to accurate g0mid, g
∗
pos, or g

∗
neg as Eq. (5.16)

still requires large effort with P&V method. Considering the physical characteris-

tics of RRAM devices and the circuit architecture of RRAM-ACU, we propose a

simple but efficient RRAM state tuning scheme as illustrated in Fig. 5.9. The

proposed RRAM state tuning scheme includes the following two steps:

Step 1: Initializing all the RRAM devices in the paired crossbar arrays to the same

initial state gi. We hope that only one RRAM device in the pair needs tuning

after we initialize all the RRAM devices to gi. The choice of gi is a major

concern in this state tuning scheme. It should be able to approximate most of

the optimal states

�
g
0
mid þ jwj2RS

�
in the crossbar array, and should be both

uniform and easy to reach for RRAM devices. Therefore, we choose gi to be
close to g0mid because most wij are close to zero as discussed in Sect. 5.4.1

and the optimal states (g
0
mid þ jwj2RS

) will be close to g0mid. On top of that, we
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choose gi, which should be a uniform low resistance state that can be

achieved easily according to the physical characteristics of RRAM

devices. For example, for the HfOx RRAM devices used in this paper, the

lowest resistance state is RON � 290Ω [15]. And we set gi to � 500Ω�1 as
it’s both close to gON /2 and can be easily achieved by limiting the

compliance current [15].

Step 2: Tuning the positive and negative crossbar arrays to satisfy

RS � ðgpos � gnegÞ ¼ w. After initializing RRAM devices to gi� g0mid, only
one RRAM device in each paired RRAM devices will need to be tuned

according to Eq. (5.16). The state tuning scheme will perform P&V

operations on the corresponding RRAM device until Eq. (5.15) is satisfied.

Another problem of the state tuning scheme is that the variability of resistance

state change may make RRAM devices miss the target conductance range. Con-

sidering that the set back process is abrupt and hard to control, and most target states

that are close to gi (e.g. the requirement of resistance change is usually around tens

of ohms), in this work, the proposed state tuning scheme will reset the RRAM

device to the initial state gi. There is no need to prepare a complicated partial

setback operation at the cost of increasing the circuit complexity.

The last problem in the state tuning scheme is the sneak path problem. Sneak

path usually exits in the memory architecture. As only one cell will be selected in

the memory read or write operation, it will be difficult for the architecture to isolate
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the selected RRAM device from the unselected cells. The unselected cells will form

a sneak path, which will disturb the output signals and impact the unselected cells’
states [31]. However, when an RRAM crossbar array is used for computation, all

the cells will be selected for computation. In other words, no sneak path can be

formed in this case. By contrast, each output port can only be used to tune one

RRAM device in the corresponding column. We cannot select and tune all the

RRAM devices in the crossbar array at the same time. The sneak path still exists in

the state tuning scheme.

In order to mitigate the impact of sneak path in the state tuning scheme, the half-

select method is adopted [8]. Figure 5.10 illustrates the principle of half-select

method. The method is aimed to reduce the voltage drop between the selected and

unselected cells to reduce the sneak path current and its impact. A half-select

voltage (VW /2), instead of connecting to the ground, will be applied on the

unselected word line and bit line. The maximum voltage drop between the selected

and unselected cells is VW /2 instead of VW. Therefore, the sneak path current is

reduced and the unselected cells are protected.

The half-select method mitigate the sneak path problem at the cost of extra

power consumption. We further reduce the direct component in the original half-

select method to alleviate this problem. To be specific, a (VW /2) and (-VW /2)

voltage will be applied on the WL and BL of the selected cell, respectively. And

other unselected cells will be connect to the ground instead of a half-select voltage

(VW /2). This technique can reduce around 75% of the power consumption com-

pared with the original method.

Finally, we note that only the RRAM devices in different word lines and bit lines

can be tuned in parallel. A parallel state tuning scheme can significantly improve

the tuning speed of RRAM-ACU but will require extra copies of peripheral circuits

and additional control logic. As the energy consumption (the product of tuning time

and power consumption) of tuning the entire RRAM crossbar array remains almost

the same, there will be a trade-off between the tuning speed and the circuit size in

the RRAM state tuning scheme. In order to save more area for AD/DAs and

Op Amps, each RRAM-ACU is equipped with only one set of tuning circuit in

this work.

SelectedVW

VW/2

VW/2
Half-Selected

Half-Selected

VW/2 VW/2 0

Word Line
Bit Line

Fig. 5.10 Tuning RRAM

devices with half-select

method to mitigate sneak

path problem
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5.5 Evaluation

To evaluate the performance and efficiency of the proposed RRAM-based analog

approximate computing, we apply our design to several benchmarks, ranging from

the signal processing, gaming, and compression to the object recognition. A

sensitivity analysis is also performed to evaluate the robustness of the RRAM-

based computing system.

5.5.1 Experiment Setup

In the experiment, a Verilog-A RRAM device model reported in [15, 18] is used to

build up the SPICE-level crossbar array. We choose the 65 nm technology node to

model the interconnection of the crossbar array and reduce the IR drop. The

parameters of the interconnection are calculated with the International Technology

Roadmap for Semiconductors 2013 [32]. The sigmoid circuit is the same as

reported in [26]. The Op Amps, ADCs, and DACs used for simulation are that

reported in [33, 34] and [35], respectively. The working frequency of each RRAM-

ACU is set to 800MHz. Detailed parameters of peripheral circuits are summarized

in Table 5.2. Moreover, the maximum amplitude of input voltage is set to 0. 5V to

achieve an approximate linear I–V relationship of RRAM devices. All the simula-

tion results of the RRAM crossbar array are achieved with HSPICE.

5.5.2 Benchmark Evaluation

Table 5.3 summarizes the benchmarks used in the evaluation. The benchmarks are

the same as that described in [2], which are used to test the performance of an �86-
64 CPU at 2GHz equipped with a CMOS-based digital neural processing unit. The

‘NN Topology’ term in the table represents the size of each neural network. For

example, ‘9 � 8 � 1’ represents a neural approximator with 9 nodes in the input

layer, 8 nodes in the hidden layer, and 1 node in the output layer. The MSE is tested

both on CPU and SPICE-based RRAM-ACU after training. The training scheme

Table 5.2 Detailed

parameters of peripheral

circuits in RRAM-ACU

Technology node 180 nm

RRAM tunneling gap 0.2–1.9 nm

RRAM resistance range 290Ω–500 kΩ
RS 2 kΩ
Op amp � 4.8mW

ADC 8bit, � 3.1mW

DAC 12bit, � 40mW

Frequency 800MHz
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has been described in Sect. 5.4.1, which is modified for RRAM-ACU. The size of

the crossbar array in the RRAM-ACU is set to 64 � 64 to satisfy all the bench-

marks. The unused RRAM devices in the crossbar array are set to the highest

resistance states to minimize the sneak path problem. And the unused input and

output ports are connected to the ground.

The simulation results are illustrated in Figs. 5.11 and 5.12. Compared with the

x86-64 CPU at 2GHz, the RRAM-ACU achieves 567.98 GFLOPS/W power

efficiency and 196.41� speedup at most. And for the whole set of selected diverse

benchmarks, the RRAM-ACU provides 249.14 GFLOPS/W and speedup of 67.29�
with quality loss of 8.72% on average. The improvement of processing speed

mainly depends on the capability of the neural approximator. As the RRAM-

ACU is able to transfer a set of instructions into a neural approximator and

execute them with only one cycle, the speedup achieved by an RRAM-ACU

increases linearly with the number of instructions the neural approximator repre-

sents. For example, the ‘Jmeint’ and ‘JPEG’ benchmarks achieve> 150� speedup

as their neural approximators successfully implement the complex tasks that require

more than a thousand instructions in traditional x86-64 architectures. In contrast,

the ‘K-Means’ and ‘FFT’ benchmarks achieve the least speedup (�10�) because of
the simplicity of tasks. And for the improvement of power efficiency, although the
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RRAM-ACU for a complex task is able to achieve more speedups, a bigger neural

approximator may also be demanded to accomplish more power-consuming tasks.

However, as the NN topology increases slower than the instruction number in the

experiment, the complex tasks still achieve better power efficiency.

Figure 5.13 illustrates the power consumption breakdowns of RRAM-ACUs.

The sigmoid circuit is power efficient as there are only 6 MOSFETs used in the

circuit [26]. The power consumption of sigmoid circuit mainly depends on the

output voltage. For example, most outputs will be close to zero after the JPEG

encoding. And therefore, the sigmoid circuit takes a negligible part of power

consumption in the ‘JPEG’ benchmark. In contrast, the outputs of sigmoid circuits

in the ‘Inversek2j’ and ‘K-Means’ are much larger and the power consumption

increases as a result. Compared with the sigmoid circuit, most of the power is

consumed by Op Amps and AD/DAs. RRAM devices only take 10–20% of the

total energy consumption in RRAM-ACU, and the ratio increases with the NN

topology. Therefore, how to reduce the energy consumed by peripheral circuits may

be a challenge to further improve the efficiency of RRAM-based analog approxi-

mate computing.

In conclusion, the simulation results demonstrate the efficiency of RRAM-ACU

as well as the feasibility of a dynamic reconfiguration.

5.5.3 System Level Evaluation: HMAX

In order to evaluate the performance of RRAM-ACU at system level, we conduct a

case study on HMAX application. HMAX is a famous bio-inspired model for

general object recognition in complex environment[36]. Figure 5.14 demonstrates

the framework of HMAX. The model consumes more than 95% amount of

computation to perform pattern matching in S2 layer by calculating the distance

between the prototypes and units [7, 36]. The amount of computation is too huge to

realize real-time video processing on conventional CPUs while the computation

accuracy requirement is not strict [37]. In this section evaluation, we apply the
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proposed RRAM-based approximate computing framework to conduct the distance

calculations to promote the data processing efficiency.

We use 1,000 images (350 of cars and 650 of the other categories) from

PASCAL Challenge 2011 database [38] to evaluate the performance of the

HMAX system on the digital and the RRAM-based approximated computation

framework. Each image is of 320 � 240 pixels with complex background. The

HMAX model contains 500 patterns of car images which remain the same on each

platform. A correct result indicates both a right judgment on the classification of the

object and a successful detection on the object location.

The RRAM approximate commuting framework illustrated in Fig. 5.3 is used to

support the HMAX approximate. Each RRAM processing element consists of four

6-input RRAM-ACU for Gaussian calculations and one for 4-input multiplication.

Therefore, each RRAM PE can realize a 24-input distance calculation per clock

cycle [7].

The results of correct rate are shown in Fig. 5.15. The performance of RRAM-

based approximate computing under different noise conditions is also considered.

The device variation represents the deviation of the RRAM conductance state and

the signal fluctuation represents the deviation of the input signals. As we can

observe, the correct rate degradation is only 2.4% on the ideal RRAM-based

approximate computing w.r.t. the CPU platform. This degradation can be easily

compensated by increasing the amount of patterns [36].
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Fig. 5.14 Overview of HMAX framework for object recognition
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Moreover, when taking the noise into consideration, the device variation will

significantly impact the recognition accuracy. As the performance of neural

approximator mainly depends on the RRAM conductance states, the device varia-

tion will significantly impact the computation quality and make the recognition

accuracy decrease a lot. For example, a 10% device variation can result in a> 50%

decrease of the recognition accuracy. Therefore, the device variation should be

suppressed to satisfy the application requiring high accuracy. Compared with the

device variation, the impact of signal fluctuation is much less, which demonstrates

that we may use DACs with less precision but less power consumption, in the

RRAM-ACU to further improve the power efficiency of the whole system.

The power efficiency evaluation of the RRAM-based HMAX accelerator is

given in Table 5.4. The detailed comparisons with other platforms are given in

Table 5.5. The parameters of the HMAX model as well as the evaluation image

dataset are different among different platforms. It’s hard to compare the recognition

accuracy of different implementations. However, we can still compare the effi-

ciency of different platforms through the unified power consumption per frame. The

simulation results show that the power efficiency of RRAM-based approximated

computation framework is higher than 300 GFLOPS/W. And compared to other

platforms like FPGA, GPU, and CPU [37], RRAM-based HMAX achieves a

performance up to 6.214 fps/W, which is 12.8–270.2� higher than its digital

counterparts.

Table 5.4 Power efficiency of the RRAM-based HMAX

AD/DA

(mW)

Analog

(mW)

Total

(mW)

x86-64

Insts

Frequency

(MHz)

Efficiency

(GFLOPS/W)

963.1 511.96 1475.06 558 800 302.64

Table 5.5 Power efficiency comparison with different platforms (FPGA, GPU, and CPUs in [37])

Parameters Proposed FPGA GPU CPUs

Size of input image 320 � 240 256 � 256

HMAX orientations 12

HMAX scale 12

HMAX prototypes 500 5120

Average size of prototypes 8

Cycles for calculation 32 –

Calculation amount/frame 5455 � 500 –

Frequency (MHz) 800 –

Power (W) 1.475 40 144 116

Unified fps/W 6.214 0.483 0.091 0.023

Speed Up – 12.86 68.29 270.17

5 Energy Efficient RRAM Crossbar-Based Approximate Computing for Smart Cameras 129



5.6 Conclusion and Discussion

In this work, we propose a power efficient approximate computing framework with

the emerging RRAM technology to shift vision processing closer to the smart

camera sensors. We first introduce an RRAM-based approximate computing frame-

work by integrating our programmable RRAM-ACU. We also introduce a complete

configuration flow to program the RRAM-based computing hardware efficiently.

The RRAM-based neuromorphic computing still faces many challenges at

different levels.

First, at the application level, which algorithm should be used to support real-

world applications with acceptable performance? In this work, we realize an

artificial neural network for approximate computing. By contrast, researchers

have also developed RRAM-based spiking neural networks (SNN) in time domain

[39, 40]. By encoding and processing information with bionic spikes, RRAM SNN

avoids high cost AD/DA and enables even lower power consumption. Besides,

sparse coding [41], PUF [42], Boltzmann machine [43], and many other applica-

tions have also been proposed in recent years. A detailed analysis and comparison

of ANN, SNN, and other algorithms are expected to extend the application scenar-

ios of RRAM neuromorphic computing.

Second, at the architecture level, an architecture framework with both scalability

and flexibility is demanded to support a wide range of applications. Besides

RRAM-based approximate computing [44], researchers also proposed many frame-

works like a hybrid memristor crossbar-array/CMOS system [45] and RENO

[46]. To evaluate those frameworks, simulators [47] are needed. We also need

compilers and software support to map different algorithms and codes to the RRAM

hardware [21]. At the same time, as discussed in Sect. 5.2, AD/DAs contribute to a

large portion of the area and power consumption of RRAM-based approximate

computing, which significantly limits the potential efficiency gains of RRAM

crossbar-based computing system. Techniques are required to reduce the interface

overhead while maintain good compatibility with von-Neumann systems [48].

Finally, at the circuit level, many important non-ideal factors may significantly

influence the performance of RRAM crossbar-based computing systems

[49, 50]. For example, the IR-drop caused by the interconnect resistance influences

the RRAM computation quality and severely limits the scale of the crossbar system

[51]. EDA tools, which are able to consider and mitigate different non-ideal factors

(e.g. non-linear devices, IR-drop), are demanded to help the circuit design and

fabrication for RRAM neuromorphic computing [52].
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Chapter 6

NVRAM-Assisted Optimization Techniques
for Flash Memory Management
in Embedded Sensor Nodes

Duo Liu and Kan Zhong

Abstract Embedded sensor nodes are sensitize to battery lifetime and evidences

show that DRAM-based main memory subsystem is the major contributor of the

energy consumption of embedded sensor nodes. Due to the high density, byte-

addressability, and low standby power consumption, non-volatile random access

memories (NVRAMs), such as PRAM and STT-RAM, become promising main

memory alternatives in embedded sensor nodes. On the other hand, NAND flash

memory is widely adopted for storing collected data in embedded sensor nodes.

However, both NVRAM and NAND flash memory have limited lifetime, how to

optimize the management of NAND flash memory in NVRAM-based embedded

sensor nodes while considering the endurance issue becomes quite important. In

this chapter, we introduce a write-actively-aware NAND flash memory manage-

ment scheme to effectively manage NAND flash memory while reducing the write

activities to NVRAM-based main memory in embedded sensor nodes. The basic

idea is to preserve each bit in flash mapping table, which is stored in NVRAM, from

being inverted frequently during the mapping table update process. To achieve this,

a two-level mapping mechanism is employed while considering the access behavior

of IO requests, and a customized wear-leveling scheme is developed to evenly

distribute the writes across the whole mapping table. Evaluation results show that

the proposed technique can reduce the write activities significantly and achieve an

even distribution of writes in NVRAM with low overhead.

Keywords Sensor node • Embedded systems • Flash translation layer • Flash

memory • Non-volatile memory • Phase change memory • NVRAM • Wear-

leveling • Endurance

D. Liu (*) • K. Zhong

College of Computer Science, Chongqing University, No. 174 Shazhengjie,

Shapingba, Chongqing 400044, China

e-mail: liuduo@cqu.edu.cn; kzhong1991@cqu.edu.cn

© Springer International Publishing Switzerland 2017

C.-M. Kyung et al. (eds.), Smart Sensors and Systems,
DOI 10.1007/978-3-319-33201-7_6

135

mailto:liuduo@cqu.edu.cn
mailto:kzhong1991@cqu.edu.cn


6.1 Introduction

Due to the limitation in size and cost, embedded sensor nodes are commonly

equipped with a small battery, which has limited capacity, making the sensor

nodes sensitize to battery lifetime. Recent researches report that DRAM-based

main memory subsystem has become the major contributor of the embedded

system’s overall energy consumption [1, 2]. To solve this problem, a mount of

researches argue that non-volatile random access memory (NVRAM), such as

phase change memory (PCM) [3–10], spin-transfer torque random access memory

(STT-RAM) [11–13], is a promising DRAM alternative [14]. However, compared

to DRAM, NVRAM exhibits limited endurance (e.g., 106–108 for PRAM cells) and

high write latency/energy [15]. These constraints impose challenges for using

NVRAM as a complete replacement for DRAM. On the other hand, NAND flash

memory has been widely used in embedded sensor nodes due to its attractive

features, such as shock resistance, low power, and high density [16]. To manage

flash memory, FTL is introduced to emulate NAND flash memory as a block device

interface for file systems [17]. The FTL functions as translating logical addresses of

I/O requests into physical addresses in NAND flash memory. To achieve this, FTL

maintains a mapping table (i.e., metadata), which stores the mapping information

between logical addresses and physical addresses. The mapping table is usually

cached in main memory for better performance and written back to NAND flash

periodically.

Over the past decade, many studies for FTL schemes have been proposed

[18–27]. According to the granularity of mapping unit, there are three types of

FTL schemes: page-level mapping, block-level mapping, and hybrid-level mapping

[17]. Most of the previous work, however, have not yet explored the management

mechanism of NAND flash memory in the emerging NVRAM-based embedded

sensor nodes. Kim et al. [28] propose a page-level mapping FTL (hFTL) for

managing NAND flash memory in the NVRAM-based embedded systems, where

the page-level mapping table is stored in NVRAM and user data is stored in NAND

flash memory. Nevertheless, their approach does not consider write activities of

FTL mapping table in NVRAM, and the access behavior of I/O requests as well. As

FTL mapping table is updated frequently in NVRAM, a huge number of unneces-

sary write operations on FTL mapping table will degrade the endurance of

NVRAM. New techniques, therefore, are needed to eliminate unnecessary write

operations on FTL mapping table and, at the same time, to enhance the endurance

of NVRAM-based sensor nodes.

In this chapter, we introduce a write-activity-aware two-level FTL scheme,

called NV-FTL, to effectively manage NAND flash memory and enhance the

endurance of NVRAM-based embedded sensor nodes. Different from existing

approaches [29–34], NV-FTL enhances the lifetime of NVRAM by making the

management of NAND flash memory aware of write activities on underlying

memory architecture. With NV-FTL, no change to the file systems or hardware

implementation of NAND flash and NVRAM is required. Our basic idea is to

preserve each bit in FTL mapping table, which is stored in NVRAM, from being
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inverted frequently, i.e., we focus on minimizing the number of bit flips in an

NVRAM cell when updating the FTL mapping table. NV-FTL employs a two-level

mapping mechanism, which not only focuses on minimizing write activities of

NVRAM but also considers the access behavior of I/O requests. To achieve this, in

NVRAM, we use a page-level mapping table to handle not frequently updated

random requests, and allocate a tiny buffer of block-level mapping table to record

most frequently updated sequential requests. To further minimize write activities in

NVRAM, NV-FTL actively chooses a physical block in NAND flash memory whose

physical block number (PBN) incursminimum number of bit flips. Consequently, the

write activities are eliminated and the endurance of NVRAM is enhanced.

We conduct trace-driven experiments with both general purpose and mobile I/O

workloads to show the effectiveness and versatility of NV-FTL. A representative

FTL design hFTL [28] for NVRAM-based embedded systems is selected as a

baseline scheme. The proposed NV-FTL is compared with hFTL in terms of

NVRAM bit flips with various configurations. The experimental results show that

our approach can achieve an average reduction of 93.10% and a maximum reduc-

tion of 98.98% in the maximum number of bit flips for an NVRAM-based embed-

ded sensor nodes with 1GB NAND flash memory. In addition, the results also show

that NV-FTL can achieve an even distribution of bit flips in NVRAM when

compared with the baseline scheme.

The rest of this chapter is organized as follows. Section 6.2 introduces the

background and motivation. Section 6.3 presents our proposed NV-FTL technique.

Section 6.4 reports the experimental results. Finally, in Sect. 6.5, we present the

conclusion.

6.2 Background and Motivation

In this section, we first introduce the background knowledge of NVRAM-based

embedded sensor node. Then we describe the issues of a representative FTL

scheme. Finally, we present the motivation of our work.

6.2.1 NVRAM-Based Sensor Node

Figure 6.1 shows a typical NVRAM-based embedded sensor node. As shown,

NVRAM is served as the sensor node’s main memory and NAND flash memory

is adopted as the storage media. Analog signals collected by various sensors are

firstly convert into digital signals by the analog digital converter (ADC), and then

the digital signals are processed by the CPU and stored in the storage system [35], in

which the FTL mapping table is cached in NVRAM and sensor data are stored in

NAND flash memory. In the storage system, the MTD layer provides primitive

functions such as read, write, and erase operations. The FTL layer emulates the
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flash memory as a disk device so that it can provide transparent storage service to

file systems. Following the I/O requests, FTL translates addresses between logical

page number (LPN) and physical page number (PPN), and keeps track of the

mapping information by using an FTL mapping table in NVRAM. Then according

to the mapping, data can be directly read from (write into) NAND flash memory.

Unlike NAND flash memory, NVRAMs support bit-addressability and in-place

update. NVRAMs keep data by changing the physical state of its underlayingmaterial

without maintaining constant current. One promising candidate is PCM, which stores

data by changing the state of the phase change material (e.g., GST). By ejecting

electrical pulses to heat up the GST region, each PCM cell can switch between two

states—amorphous and crystalline, which have high and low electrical resistance,

respectively. Reading a bit from a PCM cell is accomplished by sensing the resistance

level of the cell. To represent binary “1”, a SET operation is performed to turn a PCM

cell into the crystalline state by applying a moderate power, long duration pulses; To

represent binary “0”, a RESET operation is performed to turn a PCM cell into the

amorphous state by applying a high power, short duration pulses. Both of these

operations impose heat stress to PCM cells, and thus a PCM cell can only sustain a

limited number of write (SET/RESET) operations (e.g., 106–108 for Micron P5Q

PCM [36]). Other NVRAM like STT-RAM, memristor [37] also suffers from the

endurance problem. In this chapter, we do not target at any specific NVRAM, we

target at the optimization of NAND flash memory management in NVRAM-based

sensor nodes since all the NVRAMs have the same problem—limited endurance.

6.2.2 A Representative FTL Scheme

In this section, we briefly revisit the hFTL scheme which is proposed for managing

NAND flash memory in PCM-based embedded systems [28].

hFTL is based on page-level mapping scheme [18], but it is optimized for

PCM-based embedded systems. hFTL stores metadata such as FTL mapping

Fig. 6.1 Illustration of NVRAM-based embedded sensor node with NAND flash memory
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table, physical page information, and physical block information in PCM. NAND

flash memory is only used for storing user data from the file system, and the blocks

in NAND flash memory are categorized into three types, i.e., garbage blocks, data

blocks, and a buffer block. Different from the conventional page-level mapping

FTL, hFTL uses a buffer block to store the newly arrived data. When the buffer

block runs out of free pages, it is put into the data block list and another empty

buffer block is allocated from the garbage block list. If there is not enough number

of garbage blocks, a garbage collection operation is performed to reclaim a block

from the data blocks. In hFTL, a page-level mapping table in PCM keeps track of

mappings between LPN and PPN, in terms of the I/O requests. Consequently, the

mapping table is updated frequently and thus imposes the endurance issue for PCM.

A motivational example is illustrated in Fig. 6.2.

In the example, we presume that PCM is adopted as the main memory of sensor

node, and there are four blocks in NAND flash memory, and each block has 8 pages.

Therefore, a page-level mapping table in PCM has 32 entries to record the mapping

information. To facilitate the comparison of hFTL and our NV-FTL scheme, the

PPN, PBN, and the offset of each block are represented by binary number. We

assume that each entry of the mapping table is empty at the beginning, and the

binary number in an entry is the updated PPNs to reflect the updates of mapping.

The I/O access requests of write operations (w) are listed in Fig. 6.2a. According to

the given I/O requests, the status variation of the blocks in NAND flash memory

is shown in Fig. 6.2b. For hFTL, when a write operation is performed, the

corresponding content is first written to a free page of the current buffer block in

a sequence order.

As shown, the first request is written to LPN (#18). A new buffer block

(PBN #00) is allocated from the garbage block list, and the content A with the

corresponding LPN (#18) is stored in the first page of current buffer block (PBN

#00). Meanwhile, the mapping information of LPN (#18) and PPN (#00000) is

stored into the mapping table shown in Fig. 6.2c. Note that PPN is the combination

of PBN and the block offset. After serving the eighth request, buffer block (PBN

#00) is full and becomes a data block. Likewise, the remaining garbage blocks

(PBN #01, PBN #10, and PBN #11) are allocated as a buffer block, respectively, to

serve the following write operations. Finally, when the content of N2 with the

corresponding LPN (#29) is written into the last page of buffer block (PBN #11), all

garbage blocks become data blocks and some entries of the mapping table have

been updated by new PPNs for several times.

6.2.3 Motivation

In the motivational example, several update operations are performed in the FTL

page-level mapping table. For instance, the 13th request updates the old content in

the 1st page of data block (PBN #00) by setting that page invalid, and writes the

new content to the current buffer block (PBN #01). Meanwhile, the corresponding
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Fig. 6.2 Motivational example. (a) I/O access requests. (b) The status variation of blocks in

NAND flash memory. (c) The status variation of FTL page-level mapping table in PCM
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mapping information in the mapping table is updated as well. In Fig. 6.2c, we use

the bit flips (BF), shown on the right side of the mapping table, to reflect the update

frequency of each entry in the mapping table. As shown, the 11th and 29th entry

have the maximum number of bit flips 5. Since NVRAM cell, like PCM, can only

sustain limited number of write cycles, frequent update operations in mapping table

will lead to the fast worn out of NVRAM. These observations motivate us to

propose a write-activity-aware FTL to effectively manage NAND flash memory

and, at the same time, to improve the endurance of NVRAM-based embedded

sensor node.

As mentioned above, several hardware optimization techniques for NVRAM

have been proposed [38–40] to tackle the redundant write activities by eliminating a

write if its designated memory cell holds the same value. Then through utilizing

such a fine-grained hardware feature, this work actively chooses mapping informa-

tion (e.g., PBN) which is almost the same as the mapping to be updated in the

mapping table, such that the number of write activities in NVRAM is minimized.

6.3 NV-FTL: Write-Activity-Aware FTL

In this section, we present the details of our NV-FTL, a write-activity-aware FTL,

that can effectively enhance the endurance of the NVRAM-based embedded sensor

node. We first present an overview of NV-FTL in Sect. 6.3.1. We then provide a

detailed description of NV-FTL in Sect. 6.3.2.

6.3.1 Overview

The objective of NV-FTL is to reduce write activities in NVRAM-based embedded

sensor node, and therefore, the endurance of NVRAM is enhanced. So the basic

idea of NV-FTL is to preserve each bit in FTL mapping table, which is stored in

NVRAM, from being inverted frequently, i.e., we focus on minimizing the number

of bit flips in an NVRAM cell when updating the FTL mapping table. Different

from the previous work [28], our NV-FTL adopts a two-level mapping mechanism,

which not only focuses on minimizing write activities in NVRAM but also con-

siders the access behavior of I/O requests. NV-FTL uses a page-level mapping table

to record the mapping of write requests not frequently updated, and allocates a tiny

buffer of block-level mapping table to cache the mapping of those most frequently

updated write requests. With the consideration of write activities, once a block is

needed for incoming write requests, NV-FTL actively chooses a physical block in

NAND flash memory whose PBN incurs minimum number of bit flips.

By applying NV-FTL, the number of bit flips is reduced, and thus the number of

write activities in NVRAM is minimized. Consequently, the endurance of the

NVRAM-based embedded sensor node is enhanced.
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6.3.2 NV-FTL Description

In general, a realistic I/Oworkload is a mixture of random and sequential requests. By

separating the random requests from the sequential requests, we can not only obtain

the access behavior but also handle those frequently updated write requests. Other-

wise, without considering the access behavior of I/O workload, we cannot effectively

manage NAND flash memory and may waste lots of blocks in garbage collection due

to frequent update operations. Therefore, in NV-FTL, we design a behavior detector

to separate the I/O workload into random and sequential requests, according to the

length of each request in the I/O workload. The length is a user-defined threshold,

which is determined by observing performance gains with different threshold values

(e.g., 8, 16, and 32) in the experiments. For example, if the length of a request is

smaller than 8, then this request is treated as a random request; Otherwise, if the length

of a request is greater than or equal to 8, then it is treated as a sequential request.

Figure 6.3 shows the structure of NV-FTL. As shown, NV-FTL first separates

the I/O workload into random requests and sequential requests. Then NV-FTL

adopts a two-level FTL mechanism to handle these two cases as follows:

• For random requests: NV-FTL sequentially allocates physical pages from the

first page of a physical block in NAND flash memory, so that all pages in blocks

are fully utilized. Accordingly, NV-FTL adds LPN to PPN mapping of random

requests into the page-level mapping table.

• For sequential requests: NV-FTL allocates physical pages based on block offset

as most sequential requests usually occupy a whole block, so that all pages in

blocks are fully utilized as well. Similarly, NV-FTL adds an LBN to PBN

mapping of sequential requests into the block-level mapping table buffer.

Fig. 6.3 Structure of NV-FTL
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In NV-FTL, we only allocate a tiny buffer for temporary storing a part of the

block-level mapping table. For example, the size of this block-level mapping buffer

is set as 10% of the size of the original block-level mapping table. Therefore, a

replacement policy should be considered when the buffer is full. Similar as a cache,

we only kick out the mapping of those not frequently updated blocks, while

maintaining the mapping of frequent updated blocks. The kicked out mapping

information is put into the page-level mapping table. If a block in NAND flash

memory has Np valid pages, and its corresponding block-level mapping is kicked

out to page-level mapping table, then Np entries in page-level mapping table should

be filled with the corresponding LPN to PPN mapping for each page in the block.

On the contrary, the page-level mapping of a block can be re-added into the block-

level mapping table buffer, once the block is updated again by sequential write

requests. Therefore, by observing the frequently updated requests, our technique

can dynamically adjust the block-level mapping table buffer and the page-level

mapping table, such that write activities of frequently updated requests are only

buffered in block-level mapping table buffer which only contributes a small number

of bit flips in NVRAM. The experimental results in Sect. 6.4 confirms this fact.

To further minimize write activities in NVRAM, a write-activity-aware strategy

is proposed. In our technique, to allocate a new block for the write/update requests,

the corresponding original physical block number (PBN) is first obtained from

page-level mapping table (by dividing PPN with the number of pages in a block), or

from block-level mapping table buffer with the requested LPN. Then according to

the original PBN, we actively select a physical block in NAND flash memory

whose PBN is almost the same as the original PBN, i.e., the new PBN incurs

minimum number of bit flips if the original PBN is updated by the new PBN in the

mapping table. As a result, a large number of redundant bit flips are reduced, and the

endurance of NVRAM is enhanced.

Algorithm 6.3.1 The algorithm of NV-FTL

Require: I/O requests with random request or/and sequential request.

Ensure: Allocate pages for the I/O request.

1: Divide the I/O request into random writes or/and sequential writes according

to a predefined threshold.

2: if Random write request arrives then

3: Obtain the LBN and LPN of the random write request.

4: if LBN’s mapping is not in block-level mapping table buffer or LPN’s
mapping is not in page-level mapping table then

5: This is a new write, allocate a new block PBN, and write the contents

into the block sequentially from the first page.

6: Add the mapping of (LPN, PPN) into the page-level mapping table.

7: end if

(continued)
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Algorithm 6.3.1 (continued)

8: if LBN’s mapping exists in block-level mapping table buffer or LPN’s
mapping exists in page-level mapping table then

9: This is an update, obtain the PBN of the updated block.

10: if There exists enough space in the PBN block for the update

request then

11: Write the update contents in the left space of the PBN block sequen-

tially, and invalid the old pages in the same block.

12: else

13: Actively find a new block whose block number is almost the same as

PBN, write the update contents in the new block sequentially, and

invalid the old pages in PBN block.

14: end if

15: Update block-level mapping table buffer or page-level mapping table.

16: end if

17: end if

18: if Sequential write request arrives then

19: Obtain the LBN and LPN of the sequential write request.

20: if LBN’s mapping is not in block-level mapping table buffer or LPN’s
mapping is not in page-level mapping table then

21: This is a new write, allocate a new block PBN, and write the contents of
the request into the block based on block offset.

22: if The block-level mapping table buffer is full then

23: Kick out least frequently used entry, add the kicked out mappings into

page-level mapping table.

24: end if
25: Add the mapping of (LBN, PBN) into the block-level mapping table

buffer.

26: end if

27: if LBN’s mapping exists in block-level mapping table buffer or LPN’s
mapping exists in page-level mapping table then

28: This is an update, obtain the PBN of the updated block.

29: if There exists enough space in the PBN block for the update

request then
30: Write the update contents in the left space of the PBN block based on

block offset, and invalid the old pages in the same block.

31: else

32: Actively find a new block whose block number is almost the same as

PBN, write the update contents in the new block based on block offset,

and invalid the old pages in PBN block.

33: end if

34: Update block-level mapping table buffer or page-level mapping table.

35: end if

36: end if
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Algorithm 6.3.1 shows the process of a write operation of NV-FTL. NV-FTL

first divides the incoming I/O request into random writes or/and sequential writes

according to a threshold. Then the random and sequential write requests are

processed separately. For random write request (lines 2–17), if it is a new write,

i.e., we cannot find its corresponding LBN or LPN mapping in the block-level

mapping table buffer or page-level mapping table. So NV-FTL finds a new block

PBN, and write the contents of the random write request into the allocated new

block sequentially from the first page. After that, we add the (LPN, PPN) mapping

into the page-level mapping table. If the random write request is an update, and

there exists enough space in the updated block, then write the update contents into

the left space of the block sequentially, and invalid the old pages in the same block.

Otherwise, there does not exist enough space in the updated block, NV-FTL will

actively find a new block whose block number is almost the same as PBN, and then
write the update contents in the new block based on block offset. At last, we update

the corresponding block-level mapping table buffer or page-level mapping table.

For sequential write request (lines 18–36), we process it in the similar way as that

for processing random write request.

Note that the block-level mapping table buffer is updated frequently by sequen-

tial write requests, so it may become very hot and lead to an uneven distribution of

bit flips in NVRAM. To avoid this scenario and enhance NVRAM endurance, a

wear-leveling method is integrated into NV-FTL. In NV-FTL, during a period of

time (e.g., every 100 I/O requests), the block-level mapping table buffer is moved

across the whole mapping table area (block-level and page-level mapping table) in

NVRAM. With acceptable copy operations of mapping information, an even

distribution of bit flips in NVRAM is obtained.

An example of NV-FTL is shown in Fig. 6.4. This example is based on the I/O

requests and the NAND flash memory assumptions for the motivational example

shown in Fig. 6.2. As shown, for the first random request with LPN (#18), we find a

new block (PBN #00), and the content A is written sequentially into the first page

(#00000) of block (PBN #00). For this request, there is no bit flip when updating the

mapping table. It can be seen that A is updated by a new content A1 in the 13th

request, and A1 is written into the physical page (#00010) according to the update

policy of NV-FTL. When the 13th request arrives, we use the LPN (#18) to get the

corresponding LBN (#10). Then we find the LBN (#10) is already in the block-level

mapping table buffer, so the 13th request is an update to the old page in the block

(PBN #00), then by checking the block (PBN #00), we know the old content A of

this LPN (#18) is stored in the page PPN (#00000), thus this page is set as invalid.

Since there exists enough space in block (PBN #00), the new update content A1 of

LPN (#18) is written sequentially into the block.

It is noticed that the 5th to 12th requests form a sequential write, then we allocate

a new block (PBN #11) for this request, and write the contents into each page of the

block based on offset. The corresponding LBN to PBN mapping (01, 11) is added

into the block-level mapping table buffer. Later, when the following 22nd to 29th

sequential update requests arrive, then the old pages in the block (PBN #11) are

invalid. Since we cannot find free block, the block (PBN #11) is erased, and the new
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update data E1 to L1 is written into this block based on offset. Finally, we update

the block-level mapping table buffer, and the value of corresponding LRU is

updated as well.

After processing all requests, we found that the total number of bit flips in

NVRAM is 16 by our NV-FTL, while the total number of bit flips in NVRAM

are 44 by hFTL. Our scheme achieves a reduction of 63.6% in the total number of

bit flips, which confirms that our approach can effectively reduce write activities in

NVRAM. The experimental results in Sect. 6.4 also show that our scheme can

effectively reduce the total number of bit flips.

6.4 Evaluation

To evaluate the effectiveness of the proposed NV-FTL, we conduct a series of

experiments and present the experimental results with analysis in this section. We

compare and evaluate our proposed NV-FTL scheme over the representative page-

level FTL scheme, hFTL[28].

a b

Fig. 6.4 Illustration of NV-FTL. (a ) The status variation of blocks in NAND flash memory

according to the access sequence in Fig. 6.2. (b ) The status variation of FTL page-level mapping

table and block-level mapping table buffer in NVRAM
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6.4.1 Experimental Setup

Although our design does not target at any specifical NVRAM, in the evaluation,

we assume that a particular NVRAM—PCM—is used as the main memory of

embedded sensor node. The evaluation is through a trace-driven simulation. The

framework of our simulation platform is shown in Fig. 6.5. In our experiment, we

use the same experimental configuration adopted by hFTL [28], a 1GB NAND

flash memory and a 64MB PCM are configured in our simulator. The traces along

with various flash parameters, such as block size and page size, are fed into our

simulation framework. The page size, number of pages in a block, and size of the

OOB for each page are set as 2KB, 64, and 64Bytes, respectively. Therefore, the

1GB NAND flash memory used in the experiment has 8,192 physical blocks. To

fully evaluate our scheme, we further conduct the experiments on a 4GB NAND

flash memory with the same configurations. In addition, the threshold for

distinguishing random and sequential requests is set as 8.

To represent the realistic I/O request patterns, we collected the traces from

desktop running DiskMon [41] with an Intel Pentium Dual Core 2GHz processor,

a 200GB hard disk, and a 2GB DRAM. Among these traces, CopyFiles is a trace

collected by copying files from hard disk to an external hard drive; DownFiles

represents a trace collected by downloading files from a network server;

Office represents a trace collected by running some office related applications;

P2P represents a trace collected by running a P2P file-sharing application on an

external hard drive; Table 6.1 summarizes our experimental platform and trace

collection environment.

6.4.2 Results and Discussion

In this section, we present the experimental results with analysis. We first present

the endurance impact of NV-FTL. Then we present the wear-leveling comparison

of NV-FTL and the baseline scheme.

Fig. 6.5 The framework of simulation platform
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6.4.2.1 NVRAM Endurance

The objective of this work is to reduce write activities to enhance the endurance of

NVRAM-based embedded sensor node. Therefore, the endurance of NVRAM is

one of the most important factors in analyzing the reliability of NVRAM-based

embedded sensor node. The endurance of NVRAM is mainly affected by the worst

case of bit flips in an NVRAM cell, i.e., the maximum number of bit flips in a

NVRAM cell determines the endurance of NVRAM. For example, if PCM can only

sustain 106 write cycles, then a PCM cell is worn out if it suffers from more than 106

bit flips. So our technique not only focuses on minimizing write activities in

NVRAM but also reducing the maximum number of bit flips. Table 6.2 presents

the results for the maximum and total number of bit flips among all PCM cells when

managing 1GB and 4GB NAND flash memory embedded sensor node.

We observe that NV-FTL can significantly reduce write activities of PCM in

comparison with the baseline scheme—hFTL. As shown in the table, for the

embedded sensor node with 1GB NAND flash memory, NV-FTL can achieve

more than 60% reduction of total number of bit flips. Similarly, for 4GB NAND

flash memory, NV-FTL also achieves a great amount of total number of bit flips

when compared with the baseline scheme, proofing that NV-FTL can effectively

preserve the PCM cells being converted frequently.

Moreover, in terms of maximum of bit flips, NV-FTL exhibits a similar tend find

in the result of total number of bit flips. When compared with the baseline scheme,

NV-FTL can reduce the maximum number of bit flips more than 90 and 80% for

1GB and 4GB NAND flash memory, respectively. To some extend, the reduction

in maximum number of bit flips can slow down the wearing out of certain NVRAM

cells. Since NV-FTL can reduce both the total number of bit flips and maximum

number of bit flips, we therefore conclude that NV-FTL can effectively prolong the

endurance of NVRAM, such as PCM, making the NVRAM-based embedded sensor

node has a longer longevity.

Table 6.1 Experimental setup

Hardware CPU Intel dual core 2GHz

Disk space 200GB

RAM 2GB

Simulation environment OS kernel Linux 2.6.17

Flash size 1GB & 4GB

PCM 64 MB

Trace OS Windows XP (NTFS)

Trace name generator DiskMon

Applications Web applications, MSN, Word, Excel,

PowerPoint, Media player, Emuler
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6.4.2.2 PCM Wear-Leveling

Wear-leveling is another major concern in NVRAM-based embedded sensor node.

A good wear-leveling not only prolong NVRAM-based embedded sensor node’s
longevity, but also increase its reliability since worn out cells may lead to corrupted

data. Therefore, in Fig. 6.6, we plot the maximum number of bit flips among all

mapping table entries for sensor node with 64MB PCM and 1GB NAND flash

memory. For each subfigure, the x-axis denotes the number of page-level and block-

level mapping table entries in PCM, while the y-axis shows the maximum number

Table 6.2 The maximum and total number of bit flips of NV-FTL versus hFTL

PCM with 1GB NAND flash memory

Trace name % of write % of read Total number of bit flips

hFTL NV-FTL

NV-FTL

over hFTL (%)

CopyFiles 78.75 21.25 559,496,658 293,866,292 47.48

DownFiles 71.88 28.12 1,756,464,372 568,987,257 67.61

Office 77.37 22.63 7,520,028,995 2,576,892,175 65.73

P2P 28.95 71.05 6,929,967,624 1,718,812,456 75.20

Average 64.00

Trace name % of write % of read Maximum number of bit flips

hFTL NV-FTL

NV-FTL

over hFTL (%)

CopyFiles 78.75 21.25 9,977 519 94.80

DownFiles 71.88 28.12 21,945 567 97.42

Office 77.37 22.63 9,385 1,762 81.23

P2P 28.95 71.05 74,540 762 98.98

Average 93.10

PCM with 4GB NAND flash memory

Trace name % of write % of read Total number of bit flips

hFTL NV-FTL

NV-FTL

over hFTL (%)

CopyFiles 78.75 21.25 122,605,530 93,456,325 23.77

DownFiles 71.88 28.12 842,401,436 191,579,924 77.26

Office 77.37 22.63 6,981,790,260 919,567,590 86.83

P2P 28.95 71.05 15,269,865,958 650,611,634 95.74

Average 70.90

Trace name % of write % of read Maximum number of bit flips

hFTL NV-FTL

NV-FTL

over hFTL(%)

CopyFiles 78.75 21.25 10,461 2,076 80.15

DownFiles 71.88 28.12 20,857 3,923 81.19

Office 77.37 22.63 36,667 7,377 79.88

P2P 28.95 71.05 86,383 7,623 91.18

Average 83.10
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Fig. 6.6 The wear-leveling comparison of hFTL and NV-FTL in a PCM-based embedded

sensor node with 1GB NAND flash memory over four traces. (a) hFTL/CopyFiles,
(b) NV-FTL/CopyFiles, (c) hFTL/DownFiles, (d) NV-FTL/DownFiles, (e) hFTL/Office,
(f) NV-FTL/Office, (g) hFTL/P2P, (h) NV-FTL/P2P
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of bit flips extracted from each mapping table entry. To present the distributions

clearly, we restrict the maximum number of bit flips on y-axis to 5,000.

As shown in the figure, we observe that the write distribution of bit flips for

hFTL varies a lot, and this will surely pose a threat to the endurance of PCM,

making certain PCM cells worn out quickly, as well as other NVRAMs. However,

compared to hFTL, NV-FTL distributes write activities more evenly among

all PCM cells, especially for DownFiles and Office, the wear-leveling of

which have a great improvements in NV-FTL. The results listed in Table 6.2 also

illustrate this fact. In summary, NV-FTL achieves much better wear-leveling

than the baseline scheme, leading to the NVRAM-based embedded sensor nodes

have a better reliability.

6.5 Conclusion

In this chapter, we have proposed a write-activity-aware NAND flash memory

management scheme NV-FTL which takes the first step to reduce write activities

in NVRAM-based sensor node. In our NV-FTL, the performance improvement is

achieved by preserving a bit in an NVRAM cell from being inverted frequently.

Through a two-level mapping mechanism, and a write-activity-aware strategy,

unnecessary write activities in NVRAM are directly eliminated. We conducted

experiments on a set of realistic I/O workload collected from daily-life. For a sensor

node with 64 MB PCM and 1GB (4GB) NAND flash memory, the experimental

results show that the maximum number of bit flips among PCM cells can be reduced

by 93.10% (83.10%) on average, and the total number of bit flips of all PCM cells

can be reduced by 64.00% (70.90%) on average. Furthermore, the results show that

NV-FTL can evenly distribute write activities among PCM cells in comparison

with a representative baseline FTL scheme.
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Part III

Sensors for Image Capture and
Vision Processing



Chapter 7

Artificially Engineered Compound Eye
Sensing Systems

Young Min Song, Hyun Gi Park, Gil Ju Lee, and Ju Sung Park

Abstract Understanding of light sensing organs in biology creates opportunities

for the development of novel optic systems that cannot be available with existing

technologies. The insect’s eyes, i.e., compound eyes, are particularly notable for

their exceptional interesting optical characteristics, such as wide fields of view

(FOV) and nearly infinite depth of field. The construction of man-made sensing

systems with these characteristics is of interest due to potential for applications in

micro air vehicles (MVAs), security cameras, clinical endoscopes, and new

approaches to navigation and sensing. Mimicking of such compound eyes has

been evolving for the last few decades, which starts from simple fabrication of

stand-alone microlens arrays (MLAs). Recent work has yielded significant progress

in the realization of artificial compound eyes, including multiple lens arrays

together with sensing pixel arrays with a hemispherical geometry. In this chapter,

we discuss a complete set of materials, design layouts, integration schemes, and

operating principles for sensing systems that mimic compound eyes. Certain con-

cepts extend recent advances in flexible electronics that provide previously

unavailable options in design.

Keywords Compound eyes • Microlens • Image sensors • Photodetectors •

Biomimetics

7.1 Introduction

Animal visions play a significant role in the survival through locating food,

navigation, and identification of mating suitability. Currently, biological image-

capturing optic systems are attracting a great deal of interest among scientists and
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engineers due to their sophisticated structures and functionalities. Biological eyes

have shown remarkable structural complexity integrating distinct components

across many length scales, nanometer through centimeter. The functionality

comes from the organization of functional molecules, cells, and other biomaterials.

There are many examples of vision systems that offer high visual acuity, high

sensitivity to motion, excellent photosensitivity in low-light environments, wide

fields of view (FOV), polarization perception enhancement, aberration correction,

and depth of field [1, 2]. Figure 7.1 shows examples of the variety of animal eyes.

The diversity of visual systems found in nature provides a variety of design options

with desirable operational properties, particularly compared to designs found in

conventional imaging system.

Biological eyes can be described, much like conventional imaging technologies,

as an integrated set of front-end primary optics (the optical components that collect

and direct light) and a back-end processor (e.g., the components that capture and

process the collected visual information), as well as additional optical components

that serve to improve overall system function. The structures of most animal eyes

can be described as a variation of one of approximately eight to ten major eye

structures and these are commonly categorized by two major eyes [1]: single lens

eyes or compound eyes, as shown in Fig. 7.2. Single lens (or camera-type) eyes

have a single integrated lens system, which focuses incoming light onto common

photoreceptors in the back-end structure. Compound eyes, on the other hand, have

multiple lenses per eye.

The human eye is a single lens imaging system similar to photographic or digital

camera systems. The eye consists of a flexible lens for focusing, a variable pupil for

fast sensitivity adaptation, and the retina for light detection. The human eye is

regarded as a special version of a pinhole camera, where Fresnel diffraction is

Fig. 7.1 Examples of (a–c) camera-type eyes and (d–f) compound eyes in the biological world.

Eyes in (a) human, (b) bird, (c) fish, (d) fly, (f) ant, and (g) shrimp
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compensated by the introduction of a focusing system [3]. The diameter of the

pinhole or iris is variable from 1.8 to 8 mm for bright light and dark viewing. The

lens of the human eye is spherically overcorrected by graded index effects and

aspherical surface profiles. The refractive index of the lens is higher in the central

part of the lens; the curvature of the lens becomes weaker toward the edge. This

correction offsets the undercorrected spherical aberration of the outer surface of the

cornea. Contraction or relaxation of muscles varies the focal length.

The retina contains nerve fibers, light-sensitive rod and cone cells, and a pigment

layer. There are about 6 million cones, about 120 million rods, and only about

1 million nerve fibers. The cones of the fovea (center of sharp vision) are 1–1.5 μm
in diameter and about 2–2.5 μm apart. The rods are around 2 μm in diameter. In the

outer portions of the retina, the sensitive cells are more widely spaced and are

multiply connected to nerve fibers (several hundreds to a fiber). The field of vision

of an eye approximates an ellipse about 150� high by about 210� wide. The angular
resolution or acuity ΔΦ is about 0.6–1 min of arc for the fovea [4].

Compound eyes, which can be found in arthropods (i.e., insects and crusta-

ceans), are made up of multiple lenses per eye, while camera-type eyes have a

single lens. Figure 7.3 shows five distinct types of compound eyes in nature. These

eyes are divided into two main classes: apposition compound eyes (Fig. 7.3a) and

superposition compound eyes (Fig. 7.3b–e). In the apposition eye, each microlens-

photoreceptor unit (i.e., ommatidium) is optically isolated from its neighbors. Each

ommatidium has a single positive microlens producing an image of a relatively

large sector of the environment. The rhabdom, which measures the light intensity,

has a narrow FOV and its role in imaging resembles a single rod in the camera-type

eye. The principle focusing element is the crystalline cone, which is positioned

between the microlens and rhabdom. The corneal lens provides only a minor

focusing strength. Black screening pigments form opaque walls between adjacent

ommatidia to avoid stray light. Apposition eyes have some hundreds up to tens of

thousands of these ommatidia packed in nonuniform hexagonal arrays. The distri-

bution of ommatidia on a hemispherical surface allows the apposition compound

eyes to have an extremely wide FOV while the total volume consumption keeps

small.

Lens
Retina

Optic
Nerve Optic Nerve

Microlens

Screening 
pigment

Rhabdom

Ommatidium

a b

Fig. 7.2 Anatomy of (a) a single lens eye and (b) a compound eye
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The superposition compound eye has optically cooperating ommatidia, so that a

bright image is produced by the combined action of many identical units. This type

of eyes has primarily evolved on nocturnal insects and deepwater crustaceans. The

light from multiple facets combines on the surface of the photoreceptor layer to

form a single erect image of the object. In neural superposition eyes (Fig. 7.3b), the

rhabdoms are split into seven separate light guides, each with its own optical axis.

Both the six summed signals and the seventh single signal produce an overall

“neural” image in the eye that does not differ in principle from that of other

compound eye. This provides redundant sampling and increased photosensitivity

and minimizes the loss of visual acuity.

In refractive superposition eyes (Fig. 7.3c), light is refracted through multiple

ommatidial lenses and is focused on a small portion of a common photoreceptor.

Between the lenses and photoreceptors, there is a section of unpigmented and

transparent cells in order to share photons efficiently from the adjacent ommatidia.

The refractive superposition eye demonstrates improved photosensitivity by as

much as three orders of magnitude compared to simple eyes. The number of

arthropod groups with refracting superposition eyes is large. Moths, beetles, and

crustaceans such as krill are on the list. Another variant is the reflecting superpo-

sition eyes (Fig. 7.3d) found in decapod crustaceans such as shrimp and lobster. The

facets of reflecting compound eyes have long rectangular walls, which act as

biological mirrors that reflect light to the retina. In these cases, a superposition

image can be formed without any lenses at all. The last example is parabolic

superposition eyes (Fig. 7.3e) found in many crabs and a few mayflies. The

structure involves ordinary lenses, cylindrical lenses, parabolic mirrors, and light

guides. The mechanism is the most complicated and relies on both reflection and

refraction. Detailed optical systems and operating principles can be found in other

literature [1, 2].

Fig. 7.3 Five different types of compound eyes
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7.2 Artificial Compound Eyes

7.2.1 Planar-Type Compound Eye Imaging Systems

Artificial implementation of compound eyes has attracted a great deal of research

interest due to their exceptionally wide FOV, high sensitive to motion, and nearly

infinite depth of field, which exhibits a huge potential for medical, industrial, and

military applications. The use of miniaturized, arrayed optical components fabri-

cated by using semiconductor planar processing technologies has been proposed to

mimic the natural compound eyes. Since the commercially available image sensors

such as CCD or CMOS are fabricated on planar wafers, a thin monolithic objective

based on the compound eye concept has to be a planar structure as well.

Various technical approaches were reported for planar-type compound eye imag-

ing systems. Duparre et al. reported an artificial apposition compound eye, which

consists of a microlens array (MLA) positioned on a substrate, preferably with optical

isolation of the channels, and optoelectronic detector arrays (Fig. 7.4) [5]. The MLAs

have a diameter D, focal length f, and pitch pL, as illustrated in Fig. 7.4b. Pinhole

arrays with a diameter d and pitch pP are positioned in the microlenses’ focal plane on
the spacing structure’s backside. The pitch difference enables the different viewing

directions of each optical channel. Each channel’s optical axis points in a different

direction in object space with the optical axes of the channels directed outward if the

pitch of the receptor array is smaller than that of the MLA. If the pitch of the MLA is

smaller than that of the receptor array, the image is inverted. A pinhole array can be

used to narrow the photosensitive area of the detector pixels if they are not small

enough for the required resolution.

Tanida et al. proposed the concept of thin observation module by bound optics

(TOMBO) inspired by compound eyes [6]. In the TOMBO system, only a small

Fig. 7.4 Planar artificial apposition compound eye. (a) Three-dimensional model of the artificial

apposition compound eye showing the focusing microlens array (MLA). (b) Cross-sectional view
of (a) with important parameters. (Reproduced by permission of the International Society for

Optics and Photonics [5])
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number of channels are used, but each cell of the system has a matrix of associated

photoreceptors which pick up all the information of the microimages. The

microlenses are centered with the matrix of photodetectors capturing the microim-

ages (Fig. 7.5a). The difference in the microimages is the result of the different

radial positions of the corresponding channel within the array. For close objects, the

information content of the overall image calculated from all the microimages is

much larger than that of the single microimages (Fig. 7.5b, c). However, there is a

burden of extraordinary image processing. Other imaging types based on

microelectromechanical systems (MEMS) technology or an array of elementary

motion detectors (EMDs) in a radial arrangement were also reported [7, 8].

In a more complex approach, mimicking a superposition compound eye, a stack

of three MLAs, as shown in Fig. 7.6, was used [9]. The lenses of the first array

image demagnify and invert subimages of the object into the plane of the second

lens array. The lenses of the third array image these inverted subimages to the

image sensor plane. The lenses of the second array serve as field lenses, imaging the

pupil of the first array to the corresponding entrance pupils of the third lens array.

As shown in Fig. 7.6a, size, focal length, and distances in the system are optimized

to obtain correct superposition of the individual subimages in the plane of the image

sensor. The parallel transfer of different parts of an overall FOV with strong

demagnification by separated optical channels allows the superposition eye to

have a collective space bandwidth product (SBP) which is equal to the sum of the

Fig. 7.5 (a) Erect image retrieved by sampling of multiple images. (b) TOMBO system structure

and (c) optical system. (Reproduced by permission of The Optical Society of America [6])
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individual channel’s ones. Consequently, the superposition eye has the potential for
much higher resolution than the experimentally demonstrated artificial apposition

compound eyes.

Figure 7.6b, c shows the images of a radial star pattern, captured at different

axial positions from the superposition eye. It can be observed that the matching of

the image plane of the individual telescopes with the position of the perfect

annexation of the partial images is particularly critical. This is mainly influenced

by the correspondence of the axial position of the intermediate images with the

position of the field apertures. It is demonstrated that one overall image is generated

by the transfer of different image sections through separated channels with a strong

demagnification. One of the drawbacks is the complexity of lens configuration,

which is much higher as compared with the apposition compound eye. Future

applications are, for example, large-object field microscopes. If it becomes possible

to build ultrathin and flexible cameras, a large range of possible products comes into

sight.

7.2.2 Hemispherical Compound Eye Lens Arrays and Optic
Components

Since the abovementioned imaging systems were fabricated on the planar sub-

strates, achieving a wide FOV in those structures has been hindered mainly due to

the inherent flatness of the arrayed optical components. Several research groups

have tried to demonstrate MLAs on hemispherical or curvy surfaces. One of the

Fig. 7.6 (a) Superposition-type compound eye imaging systems consisting of three layers of

MLAs. (b) Image of a radial star test pattern at an object distance of 41 cm from the compound eye.

(c) Image captured at the image plane 120 μm further away from the compound eye. (Reproduced

by permission of The Optical Society of America [9])
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techniques to create compound eye lens structures is the fabrication of lens-on-lens

arrays (Fig. 7.7) [10]. Lens-on-lens arrays are small concave polymer structures that

sit on top of larger concave structures. To start, cylindrical microchannels with a

diameter of 2–3 μm are formed in a silicon substrate, as depicted in Fig. 7.7a. A

polycarbonate film was sealed to the microchannel array and heated, and a pressure

difference between the inside and outside of the microchannels was applied. This

process was then repeated with a larger set of microchannels to complete lens-on-

lens arrays. The resulting lens-on-lens array can be fabricated with any combination

of concave and convex lenses as well. Figure 7.7b, c shows the fabricated examples

of lens-on-lens arrays with shapes of (b) convex-on-convex and (c) convex-on-

concave. The organization, dimensions, and height of the small and large lenses can

be controlled through the fabrication of the template.

Another approach uses irreversible thermomechanical deformation to form a

curved MLA [11]. A planar array of concave silica microlenses was fabricated

using femtosecond laser pulses followed by HF treatment, as shown in Fig. 7.8.

Silica was then used as a mold to form a planar array of convex lenses out of

polymethyl methacrylate. The array was then heated and bent around a glass

Fig. 7.7 (a) The fabrication process of the MLA. Top and side views of the silicon template used

to make the MLA (1), oblique scanning electron microscope images of convex MLA (2) and

concave MLA (3). (b–c) Oblique SEM images of convex-on-convex (b) and convex-on-concave

(c). (Reproduced by permission of The Royal Society of Chemistry [10])
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hemisphere. The resulting array demonstrates a 140� FOV, which is significant

improvement over planar lens arrays.

More advanced example is a hemispherical polymer dome with a set of artificial

ommatidia, which consists of a refractive polymer microlens, a light-guiding

polymer cone, and a self-aligned waveguide to collect light with a small angular

acceptance [12]. The ommatidia are omnidirectionally arranged along a hemispher-

ical surface such that they provide a wide FOV similar to that of natural compound

eyes. The spherical configuration of the microlenses is achieved by reconfigurable

microtemplating that enables polymer replication using the deformed elastomer

membrane with microlens patterns. More importantly, the formation of polymer

waveguides and cuvette-shaped cones, those are self-aligned with microlenses, is

also realized by a self-writing process in a photosensitive polymer resin. These 3D

polymer optical systems have the potential for a broad range of optical applications,

such as data storage, medical diagnostics, surveillance imaging, and light-field

photography.

The compound eyes in nocturnal insects present a fascinating object for biomi-

metic studies due to their well-organized hierarchical structures, consisting of

subwavelength structures (SWSs) with a tapered profile on the MLAs [13]. The

former acts as a homogeneous medium with a graded refractive index to reduce

Fig. 7.8 (a) Fabrication process steps for MLAs on a hemispherical surface. (b) Optical image of

laser exposure spots on glass substrate. (c) SEM image of single exposure spot. (d) SEM image of

the morphology of lens array template. (Reproduced by permission of the American Institute of

Physics [11])
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Fresnel reflection at the surface, and the latter focuses the incident light toward the

photoreceptor cells. The combination of micro- and nanostructures also shows

antifogging effects as well as efficient light collecting properties. Song

et al. demonstrated integrated ommatidium-like structures on the semiconductor

materials to enhance the optical efficiency in the optoelectronic devices. The

fabrication procedure for these structures is depicted in Fig. 7.9a. First, hexagonally

patterned microstructures (MSs) were fabricated on a gallium phosphide (GaP)

substrate by a dry etch process using thermally reflowed photoresist (PR) masks

(Fig. 7.9b). For SWS fabrication, Ag nanoparticles were grown on the entire surface

by a thermal dewetting of Ag thin films. These nanoparticles were used as an etch

mask to define tapered nanostructure on the micro-patterned substrate. The final

nanostructures were randomly distributed on the MS arrays, with an average

distance of 150 nm and a height of 120 nm (Fig. 7.9c). These structures can be

formed on other substrates to enhance the optical efficiency of various optoelec-

tronic devices [14, 15].

(i) PR patterning (ii) Thermal reflow (iii) Dry etch for MS

(iv) Ag coating (v) Thermal dewetting (vi) Dry etch for SWS

PR Reflowed 
PR

MS

Ag 
thin film

Ag NPs SWS on MS

a

b c

Fig. 7.9 (a) Fabrication procedure for the subwavelength structure (SWS)/MS architecture. (b–c)
Tilted-angle view of SEM images for the fabricated sample with (b) an MS and (c) an SWS/MS on

a gallium phosphide (GaP) substrate. (Reproduced by permission of The Optical Society of

America [13])
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7.2.3 Curved Image Sensors and Hemispherical Compound
Eye Imaging Systems

There also have been advanced researches beyond fabricating stand-alone lens

arrays to create complete imaging systems that integrating lenses, photodetectors,

and other electrical and/or optical components. Creating curved photodetector

arrays is an extremely significant challenge to the demonstration of bioinspired

vision systems, including single lens and compound eye systems. Recently,

researchers at the University of Michigan have developed the organic photodetctor

focal plane arrays (FPAs) on a three dimensionally curved surface that mimics the

size, function, and architecture of the human eye [16]. To create an imaging system

mimicking the natural eye requires the fabrication of photodetector arrays onto a

curved surface that matches the curvature of a single lens. They overcome these

challenges by direct transfer technique employing elastomeric stamps and cold

welding (Fig. 7.10a), which dramatically simplify lens design without degrading

the FOV, focal area, illumination uniformity, and image quality.

Fig. 7.10 (a) Hemispherical organic photodetector focal plane array (FPA) and its incorporation

into a simple imaging system. (b) Photograph of a completed hemispherical focal plane with an

11� 13 array of photodetectors on a 1 cm radius plastic hemisphere. (c) Process sequence for

fabricating a hemispherical FPA. (Reproduced by permission of the Elsevier publishing group

[16])
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Figure 7.10b shows the schematic of the completed imaging system and its

incorporation into a simple imaging system. The passive matrix FPA consists of

two perpendicular electrode stripe arrays placed above and below continuous layers

of organic semiconductor materials forming the active photodetection regions.

Individual photodetectors are defined at crossings of the upper and lower stripes,

where device readout is realized by probing the appropriate row and column

electrodes. Figure 7.10c shows an example of a completed hemispherical FPA

consisting of double heterojunction photodiodes. The direct material transfer tech-

nique avoids introduction of excessive strain into heterogeneous material layers,

thus allowing for the fabrication of high performance organic electronic devices

with micrometer scale dimensions on curved surfaces with radii 1 cm or less.

Similar imaging systems were also reported from University of Illinois at

Urbana Champaign [17, 18]. The curved photodetector arrays, for demonstrating

artificial human eye camera, were fabricated using conventional planar fabrication

methods, but it was transferred onto the hemispherical substrate by using a transfer

printing technique. A 16� 16 array of photodetectors, blocking diodes, and flexible

metal interconnects was fabricated on a silicon on insulator (SOI) wafer, and then

transferred onto a radially stretched PDMS film. After releasing the PDMS, hemi-

spherical FPAs can be achieved. Transfer printing onto a matching hemispherical

glass substrate with an adhesive, adding a hemispherical cap with integrating lens

and interfacing to external control box complete the human eye camera system.

Research on curved image sensor was then extended to the electronic eye camera

system with adjustable zoom capability [19]. Key idea is the use of both tunable

lens and tunable detector arrays. Figure 7.11a shows a schematic illustration of such

camera, including the tunable lens (upper) and tunable detector (lower) modules.

The lens consists of a fluid-filled gap between a thin PDMS membrane and a glass

window, to form a plano-convex lens with 9 mm diameter and radius of curvature

Fig. 7.11 (a) Hemispherical image sensor with a tunable lens (top) and a tunable detector array

(bottom). (b) Tilted view of the photodetector array in flat (top) and deformed (bottom) state.
(Reproduced by permission of Proceedings of the National Academy of Sciences [19])
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that is adjustable with fluid pressure. The tunable detector consists of an array of

interconnected silicon photodiodes and blocking diodes (16� 16 pixels) mounted

on a thin PDMS membrane, in a mechanically optimized, open mesh serpentine

design. This detector sheet mounts on a fluid-filled cavity; controlling the pressure

deforms the sheet into concave or convex hemispherical shapes with well-defined,

tunable levels of curvature.

Figure 7.11b shows tilted views of a photodetector array in its initial, flat

configuration without applied pressure (upper frame) and in a concave shape

induced by extracting liquid out of the chamber with negative applied pressure

(lower frame). The PDMS film is elastomeric and reversibly deformable, creating a

flexible optoelectronics array capable of high strain without loss of performance.

Narrow metal lines encapsulated with thin films of polyimide on top and bottom

provide ribbon-type interconnects between unit cells, in a neutral mechanical plane

that isolates the metal from bending induced strains. These features enable the

photodetector array to accommodate large strains during deformation by hydraulic

tuning systems. The photodetector surface deforms to a hemispherical shape due to

water extraction, which implies a uniform spacing between photodetectors. Certain

concepts extend recent advances in stretchable electronics that is the technology for

building electronic circuits, being made stretchable, rather than flexible.

A challenge in building digital cameras with the hemispherical, compound

apposition layouts of arthropod eyes is that essential design requirements cannot

be met with existing planar sensor technologies or conventional optics. Recently, as

a natural extension of recent advances in stretchable electronics and hemispherical

photodetector arrays, Song et al. have demonstrated arthropod-inspired cameras

with nearly full hemispherical shape with 160� FOV [20]. Their surfaces are

densely populated by imaging elements (i.e., artificial ommatidia), which are

comparable in number (180) to those of the eyes of fire ants and dark beetles.

The devices combine elastomeric compound optical elements with deformable

arrays of thin silicon photodetectors into integrated sheets that can be elastically

transformed from the planar geometries to hemispherical shapes for integration into

apposition cameras.

Figure 7.12a shows illustrations of an array of elastomeric microlenses and

supporting posts joined by a base membrane (above) and a corresponding collection

of silicon photodiodes and blocking diodes interconnected by filamentary serpen-

tine wires and configured for matrix addressing (below). On the left in Fig. 7.12a,

these two subsystems are shown in planar geometries. Aligned bonding of these two

subsystems places each photodiode at the focal position of a corresponding

microlens to yield integrated imaging systems. Similar to the concept of tunable

cameras, hydraulic actuation can deterministically transform the planar layout into

a full hemispherical shape without any change in optical alignment or adverse

effect on electrical or optical performance. Figure 7.12b shows an image of a

representative system after hemispherical deformation. A complete apposition

camera consists of this imager, combined with a perforated sheet of black silicon

in order to prevent stray light (Fig. 7.12c). By analogy to natural compound eyes,

each microlens, supporting post, and photodiode corresponds to a corneal lens,
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crystalline cone, and rhabdom, respectively. The black perforated sheet serves as

the black screening pigment, which can be found in those apposition-type com-

pound eyes. These device configurations seem to be applicable to other types of

compound eyes, such as refracting/reflecting superposition eyes and neural super-

position eyes.

Figure 7.13a depicts operating principles of a hemispherical, apposition com-

pound eye camera through quantitative ray-tracing results for the simple case of an

8� 8 ommatidia. Each microlens generates an image of the object with characteris-

tics determined by the viewing angle. Overlap of a portion of each image with the

active area of a corresponding photodiode generates a photocurrent at this location of

the array. Improved resolution can be realized by scanning the camera, as shown in

the left frame of Fig. 7.13a. Figure 7.13b presents pictures, rendered on hemispherical

surfaces, of soccer ball patterns captured at three different polar angles (i.e.,�50�, 0�,
and 50�) relative to the center of the camera. This is the first demonstration of

compound eye imaging, which enables exceptionally wide-angle FOV, without

off-axis aberrations. All three images reveal comparable clarity without blurring or

aberrations. The researchers also presented the imaging results showing the nearly

infinite depth of field, which results from the short focal length of microlens and the

nature of image formation in compound eyes.
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Fig. 7.12 (a) Fabrication methods for hemispherical compound eye camera consisting of optical

and electrical subsystems. (b) Optical micrograph of the integrated forms of lens/detector arrays

after deformation. (c) Photograph of the completed camera mounted on a printed circuit board.

(Reproduced by permission of Nature Publishing Group [20])
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One of the drawbacks of such compound eye imagers is inferior spatial resolu-

tion compared to that of camera-type eyes. In order to overcome these limitations,

Lee et al. recently proposed COMPUtational compound EYE (COMPU-EYE), a

new compound eye design that increases acceptance angles and uses a modern

digital signal processing technique [21]. The proposed COMPU-EYE yielded a

fourfold improvement in spatial resolution. Another powerful mode of such system

is that each area is observed by multiple ommatidia. Thus, in the COMPU-EYE

systems, damaged or disjointed ommatidia do not have a significant influence on

the overall observation.

Another type of artificial compound eyes, featuring a panoramic FOV in a very

thin package, has been developed through the CurvACE (Curved Artificial Com-

pound Eyes) research project in the European Union [22]. Figure 7.14 shows

schematic illustration of “CurvACE” design and assembly. In this approach, three

separate planar array layers, i.e., microlenses, photodetectors, and electromechan-

ical interconnects, were fabricated and integrated into a curved optical system. The
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Fig. 7.13 (a) Conceptual view of image formation of hemispherical, apposition-type compound

eye camera. (b) Pictures of a soccer ball captured at three different polar angles, i.e.,�50�, 0�, and
50�, respectively. Images are rendered on the hemispherical surface. (Reproduced by permission

of Nature Publishing Group [20])
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MLAs are molded on a glass carrier, which focuses light precisely onto the sensitive

areas of a silicon-based photodetector layer. This layer contains an array of analog

very-large-scale integration (VLSI) photodetectors as well as additional circuitry

for signal processing. A flexible electromechanical interconnection layer, formed

by a polyimide printed circuit board, physically supports the ensemble and transfers

the output signals from the individual ommatidia to the processing units. These

three individual layers were then aligned and integrated. The ommatidial layers are

cut down to the bottom layer using a high-precision dicing. Since the interconnect

layer is flexible, this step allows the entire array to be flexible and bendable.

The final imager, shown in Fig. 7.14a, is light and exhibits good hemispherical

FOV (180� � 60�, depicted in Fig. 7.14b), high temperature resistance, and local

adaptation to illumination. The fabricated prototype features several similarities

with the eye of the fruit fly Drosophila in terms of spatial resolution, acceptance

angle, the number of ommatidia, local light adaptation, crosstalk prevention, and

signal acquisition bandwidth. A fully spherical CurvACE could be realized by

fabricating and individually bending several ommatidial arrays with one ommatid-

ium per column along the meridians of a sphere to measure optic flow

omnidirectionally (Fig. 7.15).

Fig. 7.14 Fabrication procedure for “CurvACE (Curved Artificial Compound Eye)” system.

(Reproduced by permission of Proceedings of the National Academy of Sciences [22])
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7.3 Summary

In this chapter, we reviewed recent approaches for mimicking compound eye

imaging systems, offering the wide FOV, nearly infinite depth of field, and fast

response to motion. We first summarized basic anatomies and operating principles

for five different types of compound eyes (i.e., one apposition type and four

superposition types) found in arthropod’s eyes. We categorized the artificial com-

pound eyes into three different types: planar-type compound eyes, hemispherical

compound eye optics (without imager), and hemispherical compound eyes. Exam-

ples in three different types of artificial compound eyes illustrated the rapid

progress of these concepts. In particular, it is shown that recent advances in flexible

electronics enabled a realization of a complete set of well-matured, hemispherical

compound eye imagers that incorporate all of the functional organs, such as cornea,

crystalline cones, rhabdom, and screening pigments. Imaging characteristics of

these compound eye sensors/imagers also illustrated the powerful mode of com-

pound eye sensing concepts. The size, resolution, and optical efficiency of artificial

compound eyes are still not on the level of commercial product. However, future

works will provide brilliant ideas for cost-effective mass production of high reso-

lution, small form package of these imaging systems with enhanced optical

efficiency.
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Fig. 7.15 (a) Representative “CurvACE” prototype. (b) Illustration of the panoramic fields of

view (FOV) of the fabricated imaging system. (Reproduced by permission of Proceedings of the
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Chapter 8

Intelligent Vision Processing Technology
for Advanced Driver Assistance Systems

Po-Chun Shen, Kuan-Hung Chen, Jui-Sheng Lee, Guan-Yu Chen,

Yi-Ting Lin, Bing-Yang Cheng, Guo-An Jian, Hsiu-Cheng Chang,

Wei-Ming Lu, and Jiun-In Guo

Abstract Intelligent vision processing technology has a wide range of applications

on vehicles. Many of these applications are related to a so-called Advanced Driver

Assistance System (ADAS). Collaborated with cameras, Pedestrian and Motorcy-

clist Detection System (PMD), Lane Departure Warning System (LDWS), Forward

Collision Warning System (FCWS), Speed Limit Detection System (SLDS), and

Dynamic Local Contrast Enhancement (DLCE) techniques can help drivers notice

important events or objects around. This chapter gives an in-depth exploration for

these intelligent vision processing technologies from the viewpoints of methodol-

ogy development, algorithm optimization, and system implementation on embed-

ded platforms. More precisely, this chapter tends to first give a survey and overview

for newly appeared state-of-the-art intelligent vision processing technologies for

ADAS, and then highlights some significant technologies including PMD, LDWS,

FCWS, SLDS, and DLCE developed in System on Chip (SoC) Laboratory, Fong-

Chia University, Taiwan, and intelligent Vision System (iVS) Laboratory, National

Chiao Tung University, Taiwan. Besides, implementation and verification of the

above ADAS technologies will also be presented. In summary, the proposed PMD

design achieves 32.5 frame per second (fps) for 720� 480 (D1) resolution on an

AMD A10-7850K processor by using heterogeneous computing. On an

automotive-grade Freescale i.MX6 (including 4-core ARM Cortex A9, 1 GB

DDR3 RAM, and Linux environment) platform, the proposed LDWS, FCWS,

and SLDS designs, respectively, achieve 33 fps, 32 fps, and 30 fps for D1 resolu-

tion. Finally, the proposed DLCE system is realized on a TREK-668 platform with

an Intel Atom 1.6 GHz processor for real-time requirement of 50 fps at D1

resolution.
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8.1 Introduction

According to the survey report of Gartner in 2015, autonomous vehicles attract the

highest expectation among many other popular applications. Autonomous cars

adopt sensors such as RAdio Detection And Ranging (RADAR), Light Detection

And Ranging (LiDAR), and cameras to understand environment around. Among

these sensors, cameras are rather inexpensive in cost consideration and mature in

manufacturing aspect. However, we need an elaborated intelligent processing

system to analyze the visual contents to construct sensing ability for autonomous

cars. In addition, design trend for car safety moves from passive ways to active

ones. In the USA, rear view monitoring becomes a standard equipment for new

cars. Car manufacturers such as BMW, Lexus, and Infiniti have launched Around

View Monitoring (AVM) adoption. In EU, Lane Departure Warning System

(LDWS) is already a standard equipment for vehicles. Besides, car manufacturers

such as BMW, Audi, Volvo, and Mercedes-Benz provide advanced options, e.g.,

Adaptive Cruise Control (ACC), Adaptive Front lighting System (AFS), Driver

Status Monitoring (DSM), Blind Spot Detection (BSD), and so on, to customers.

Moreover, search engine vendor Google also devotes to develop self-driving cars.

Google self-driving cars adopt a LiDAR sensor for detecting objects around from a

3D-space viewpoint and millimeter wave RADAR sensors for distant object detec-

tion. As for pedestrian and bicycle detection, vision technology is adopted. A car

electronics vendor worth mentioning is Mobileye, which provides vision Systems

on Chip (SoCs) for safety driving to car manufacturers. Based on solid foundation

of ARM and digital signal processor (DSP) experience, TI has also launched

TDA2x/3x SoCs for Advanced Driver Assistance Systems (ADAS). These above

facts reveal that intelligent vision processing technology for ADAS attracts high

attention recently and will probably become critical in the upcoming 5–10 years.

Accordingly, this chapter tends to give a survey and overview for newly appeared

intelligent vision processing technology for ADAS in Sect. 8.2, and highlights some

significant technologies including Pedestrian and Motorcyclist Detection System

(PMD), LDWS, Forward Collision Warning System (FCWS), Speed Limit Detec-

tion System (SLDS), and Dynamic Local Contrast Enhancement (DLCE) devel-

oped in our laboratory in Sect. 8.3. Besides, implementation and verification of the

above ADAS technology are also presented in Sect. 8.4. Finally, we end this chapter

in Sect. 8.5, i.e., the conclusion.
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8.2 Existing ADAS Systems

Machine learning leads the trend to support multiple-object detecting and

distinguishing. How to generate good machine learning samples and simplify the

complex architecture are still challenges to real-time processing with limit com-

puting resource. Certain unique features are extracted to recognize one kind of

object, which reduces the computation complexity with minor sacrifice of detection

diversity. With inclement weather against techniques, ADAS systems perform even

better. This section reviews the related works of intelligent vision processing

technology for ADAS which can be categorized into PMD, LDWS, FCWS,

SLDS, and DLCE in the following sub-sections.

8.2.1 Pedestrian and Motorcyclist Detection System

Various techniques have been developed for detecting moving objects commonly

seen on the road, including pure pedestrians [1–21], pure vehicles [22–29], and

multiple kinds of objects [30, 31]. Enhancing the detection rate and lowering down

the false alarm rate are the two main objectives of all existing vision-based objects

detection designs. The designs [30, 31] are dedicated on multiple kinds of objects

detection, while the remainders focused on single kind of object, either pedestrian

or motorcyclist detection. All of these existing designs are verified by using

software models only and simulated on personal computers. One of the contribu-

tions of this work is to present the experience of implementing a vision-based

multiple moving objects detection system on a portable platform. Matching models

are required to enable machines to detect objects in images. These matching models

can be approximately classified into two types, i.e., with either global features or

local features. Features of the interested objects are extracted to train the classifier.

Using global features of the objects is beneficial to achieving high detection rate,

while using local features of the objects can solve the occlusion problems.

In [1], the key insight is that one may compute finely sampled feature pyramids

at a fraction of the cost, without sacrificing performance, i.e., features computed at

octave-spaced scale intervals are sufficient to approximate features on a finely

sampled pyramid for a broad family of features. Extrapolation is inexpensive as

compared to direct feature computation. The work [2] presented a spatialized

random forest (SRF) approach, which can encode an unlimited length of high-

order local spatial contexts. By spatially random neighbor selection and random

histogram-bin partition during the tree construction, the SRF can explore much

more complicated and informative local spatial patterns in a randomized manner. In

[3], the authors had evaluated their system on a data set specifically for pedestrian

detection from a moving vehicle, and they have shown that it is able to outperform

other fast detection methods in both speed and accuracy. This is due to: (1) the use

of a Coarse to Fine (CtF) procedure for fast image scan; (2) the use of object parts to
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simulate local deformations; (3) the evaluation of detections with missing resolu-

tions; and (4) the introduction of an additional feature that balances out scores with

missing resolutions and gives possibly high scores also to small detections, which

are very important in the context of driving assistance. The work [4] proposed a

decomposition-based human localization model dealing with this issue in three

steps, i.e., a stable upper-body is firstly detected, then a set of bigger bounding

boxes are extended, from which the most appropriate instance is distinguished by a

discriminative Whole Person Model (WPM). The work [5] presented a method for

characterizing tiny images of pedestrians in a surveillance scenario, specifically, for

performing head orientation and body orientation estimation, employing arrays of

covariance as descriptors, named Weighted ARray of COvariances (WARCO). The

design [7] addressed the problem of ascertaining the existence of objects in an

image. In the first step, the input image is partitioned into non-overlapping local

patches, then the patches are categorized into two classes, namely natural and

man-made objects to estimate object candidates. Then, a Bayesian methodology

is employed to produce more reliable results by eliminating false positives. To

boost the object patch detection performance, they exploit the difference between

coarse and fine segmentation results. The design [8] proposed a representation for

scenes containing relocatable objects that can cause partial occlusions of people in a

camera’s field of view. The authors formulated an occluder-centric representation,

called a graphical model layer, where a person’s motion in the ground plane is

defined as a first-order Markov process on activity zones, while image evidence is

aggregated in 2D observation regions that are depth-ordered with respect to the

occlusion mask of the relocatable object. The work [9] improved on the successful

Evolution COnstructed (ECO) features algorithm by employing speciation during

evolution to create more diverse and effective ECO features. Speciation allows

candidate solutions during evolution to compete within niches rather than against a

large population.

The aforementioned literature provide solid foundation for researchers to

develop their works. However, there is still a gap to be filled before one can achieve

accurate moving objects detection for intelligent automobiles with real-time per-

formance on portable platforms.

8.2.2 Lane Departure Warning System

In the basic system flow of LDWS, there are two main steps of detecting the lanes.

One is lane-mark generation, and the other is lane model fitting.

At lane-mark generation stage, most papers, such as [32, 33], and [34, 35], used

canny edge detector, which can keep a good performance even in low contrast

weather conditions, to extract the lane-mark. However, the computing burden of

canny edge detector is more than the one of brightness thresholding. With this

reason, the paper [36] used brighter region to extract lane-mark based on Charge-

Coupled Device (CCD) camera parameter regulation skill.
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Straight line is the most famous and common lane model, which can be detected

with Hough transform [33, 34, 36] or Weight Least Square Regression (WLDR)

[37], because the lane-mark appears straight near the vehicles. In order to include

curves, curve lane models are adopted in some papers. Lindner et al. [32] used the

fitting value of Hamacher function to decide whether the line can be added or not.

Yoo et al. [35] used the quadratic curve model to represent the lane-mark as shown

in Eq. (8.1), where x and y are coordinate values, c0 is the curvature of the lane, m is

the slope, and b is the offset of the lane.

y ¼ 1

2
c0x

2 þ mxþ b ð8:1Þ

8.2.3 Forward Collision Warning System

In basic system flow of FCWS, Sun et al. [38] claimed two steps for detecting

vehicles, i.e., Hypothesis Generation (HG) and Hypothesis Verification (HV).

Generally speaking, the computing time in HV is more than that in HG, so

eliminating most of free-driving space in HG by apparent vehicle features is

needed. Next, some famous methods of HG and HV are introduced in the following

paragraphs.

For shadow feature in HG, Kumar [39] used edge and gray value to capture

shadow features. To begin with, free-driving space is extracted by edge segmenta-

tion and then they compute the mean and standard deviation to calculate threshold

of shadow. The intensity-value difference in the vertical direction is examined to

see whether or not there exists a transition from brighter intensity to darker

intensity. The candidates are revealed in HG by shadow features.

For symmetry feature in HG, Teoh et al. [40] used symmetry characteristic to

generate vehicle candidates. Canny operator is adopted to find reliable edge to be

the basis of symmetry calculation. They select a pair of proper width and height to

calculate symmetry depending on different scanning lines.

For tail-light feature in HG, Fossati et al. [41] used color, shape, area, and

position information as a criterion of pairing algorithm. With low-exposure camera,

they can take advantage of accurate color information in Hue–Saturation–Value

(HSV) space to decide which type the light-object belongs to. After pairing tail-

light objects, they estimated the forward vehicles position by using a pinhole model.

For Support Vector Machine (SVM) in HV, Teoh et al. [40] used two-pattern

classifier based on a linear SVM to differentiate between vehicles and non-vehicles.

In fact, they extract Edge Orientation Histogram (EOH) to be their features of the

classifier by quantizing the gradient of each pixel into eight bins. Khairdoost

et al. [42] applied lots of methods to SVM in order to raise classifier accuracy.

First, Pyramid Histogram of Oriented Gradient (PHOG) is adopted to produce more
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features for the classifier. Second, they used Principle Component Analysis (PCA)

to eliminate redundant PHOG features. Third, genetic algorithm is utilized to find

the weighting of PHOG-PCA features.

8.2.4 Speed Limit Detection System

A basic speed limit signs detection flow can be generally divided into three parts,

which include speed limit signs detection, to firstly locate the potential candidates

for speed limit signs, speed limit signs verification, to verify if the candidates from

the previous stage are indeed speed limit signs, and speed limit signs recognition, to

classify critical information from the speed limit signs [54, 55].

8.2.4.1 Speed Limit Signs Detection

The goal of this phase is to select the potential signs by locating where they appear.

There are two major kinds of speed limit signs, which are circular and rectangular

as shown in Fig. 8.1 over the world.

Radial symmetric transform [44, 45] is one of popular shape detection algo-

rithms in the sign location process, which aims to detect the center of n-side regular

polygons in gray-scale images through the radial symmetric feature.

8.2.4.2 Speed Limit Signs Verification

In this phase, the candidates from the previous stage are verified whether they are

speed limit signs or not by checking their contents.

AdaBoost learning with Haar-like features, a machine learning architecture

proposed by Viola–Jones, is adopted [46]. Cascaded geometric detectors are

defined such as area, solidity which is the ratio between the number of ROI

Fig. 8.1 Common types of speed limit signs over the world
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background pixels and the total number of ROI pixels, vertices relative positions

which detect rotated and non-rotated objects, and dimensional ratios which discard

non-symmetric objects and maintain rectangular shape objects [47].

8.2.4.3 Speed Limit Signs Recognition

Here, the speed limit signs are classified to recognize the actual speed limit digits

inside the signs. A binary classifier SVM is adopted by the tree structure with

rotation invariant features, which is generated by Fourier transformed input image

to classify speed limit signs [48]. Digits features are also considered one of efficient

manners, e.g., blob, which is defined as a closed region, and breach, which is

defined as the open region [49, 50].

8.2.5 Inclement Weather Processing Technology (DLCE)

Currently, there is no one-size-fits-all solution to inclement weathers. Each inclem-

ent weather is considered separately. Many de-fog technologies are proposed in

recent years, which can be categorized into multi-frame-need/single-frame-need or

image enhancement/physical model recovery. Some multi-frame-need methods

[56, 57] generated a good result but those are not able to be adopted in dynamic

scenes. Thus, single-frame-need methods were developed, with an image

enhancement-based idea. Solving fog influence with single frame is accompanied

with huge challenges. No matter using cost function and Markov Random Fields

[58] or Independent Component Analysis (ICA) [59] has some disadvantages, i.e.,

unnatural image, and limited applied image. A Dark Channel Prior (DCP) [60, 61]

was proposed for de-fogging foggy images in 2009. This assumption obtained

wonderful de-fogging results but required high computational complexity and

relied on precision of the dark channel computation, that is, the result may fail

once the dark channel is wrong. Night is also one of most encountered inclement

weathers. Histogram Equalization (HE) [62] is a common way used in image

processing for inclement weathers, which is usually applied to image enhancement

for single-camera high dynamic range (HDR) processing. However, HE could not

reveal comprehensive details and did not cover the consideration for local condi-

tions. Therefore, Adaptive Histogram Equalization (AHE) [63, 64] and Contrast

Limited Adaptive Histogram Equalization (CLAHE) [65] were proposed to

improve this weakness of HE. A better result is generated by adopting these

methods. Since low contrast is a common phenomenon among different inclement

weathers, these contrast enhancement algorithms are quite often to be adopted in

this field.
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8.3 Advanced ADAS System

Vision processing technology has a wide range of applications on vehicles

(Fig. 8.2). Collaborated with front cameras, PMD, LDWS, FCWS, Stop-and-Go,

Traffic Light Detection (TLD), and SLDS techniques can help drivers notice

pedestrians, motorcyclists, vehicles, traffic lights, and speed limit signs in front of

the way. With proper vehicle control intervention, FCWS and Stop-and-Go tech-

niques can guarantee drivers further driving safety. Side cameras capture videos for

BSD Systems (BSDS). Meanwhile, wide-view video stitching can combine several

video sources captured from different cameras around the car and provide a

panoramic view with viewing angle up to 360� for drivers. Furthermore, HDR

technology helps drivers see clear in scenes with high variation in lighting, e.g.,

when going in/out tunnels and facing strong lights in opposite direction at night.

Inside the cars, driver dangerous behavior detection system can help remind drivers

to drive the cars properly. Besides, hand tracking technology help drivers control

the in-car equipment by a more convenient and safer way, i.e., hand gesture.

In the following, we introduce more details on several significant intelligent

vision processing technologies for ADAS including PMD, LDWS, FCWS, SLDS,

and DLCE.

8.3.1 Pedestrian and Motorcyclist Detection System

Machine learning algorithms are widely used in pattern recognition such as face

detection and license plate recognition. They own high flexibility and good accu-

racy in detecting the target objects for specific applications. The classifiers used in

Fig. 8.2 The application scenario of our intelligent vision processing technology developed in

NCTU and FCU, Taiwan
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machine learning algorithms are specifically trained based on the collected samples

for the target. However, they often generate false alarms as patterns similar to target

objects appear in the background, which is also the major design challenge when

applying machine learning algorithms on object detection. On the other hand, larger

color contrast between the object and the background is helpful for detection.

Hence, the positive samples used to train the classifier should be representative.

To enhance the robustness of multiple moving object detection, we propose several

rules in capturing training samples, and then employ AdaBoost algorithm to detect

pedestrians, and people riding motorcycles commonly seen on the road.

Due to the great diversity of clothing and posture, pedestrian detection has

always been a challenging task. Besides, information from the background may

also influence the detection result. Therefore, we propose to choose pedestrian

samples by following the rules below: each sample includes one pedestrian only,

let the boundary of the sample close to the pedestrian, and include both samples

which include global features and local features. In addition, the training sample

selection method for motorcycle detection is somewhat different to that for pedes-

trian detection because motorcycles move much faster than pedestrian. According

to the distance, we present sample selection ways for detecting farther motorcycles

and nearer ones, respectively. Considering that farther motorcycles appear to be

smaller than the nearer ones, we adopt samples with global features to enhance both

the detection accuracy and detection distance. On the contrary, nearer motorcycles

appear to be larger in size than the farther ones, we adopt samples with local

features to decrease the false detection rate and avoid detection miss due to

occlusion. Moreover, we adopted vehicle samples of local features for training

the classifier to detect both nearer and farther vehicles because vehicles are rather

larger than motorcycles in terms of size.

The performance of the classifier is not always enhanced as the number of

samples is increased. The training phase for obtaining a discriminative objects

classifier may be time consuming. Therefore, we propose a multi-pass self-correc-

tion procedure for effectively achieving the goal. First, we have a classifier trained

by using conventional one-pass procedure. We then use this classifier to detect the

internal samples from the adopted database and keep the correctly detected samples

only for retraining the classifier. After that, we use the classifier to detect more

samples beyond the adopted database and keep the correctly detected samples only

when retraining the classifier. This method not only can avoid wrecking the feature

of the basic classifier, but also can emphasize versatile features of different objects

for improving detection performance. To improve the detection performance indi-

cates both increasing the detection accuracy and lowering down the false detection

rate. From the performance evaluation, we find that the proposed self-correction

procedure not only can save 25% effective sample selection time but also can lower

down 50% false detection rate due to the effective samples collected. The time

saving is evaluated according to the working time saving of an operator who is

familiar with the sample selection process including sample capturing and classifier

training. More details of the above methods can be found in [30].

Furthermore, we adopt heterogeneous computing with OpenCL for realizing this

object detection design on a multicore CPU and GPU platform. By utilizing the

8 Intelligent Vision Processing Technology for Advanced Driver Assistance Systems 183



techniques of scale parallelizing, stage parallelizing, and dynamic stage scheduling

on AdaBoost algorithm, windows load unbalance problem and scale load unbalance

problem are solved. Consequently, the proposed object detection design achieves

32.5 frame per second (fps) at 720� 480 (D1) resolution on an AMD A10-7850K

processor.

8.3.2 Lane Departure Warning System and Forward
Collision Warning System

Traffic accidents may cause great damage on people’s lives and wealth. In Taiwan,
there are 273,449 traffic accidents (i.e., the sum of A1 traffic accidents, which

causes people die within 24 h, and A2 ones, which causes people injury or die

beyond 24 h) in 2013. About 20.4% of A1 traffic accidents happened due to fatigue

driving or drivers’ inattention. Therefore, it is inevitable to develop some driver

assistance functions to help reminding the drivers to be aware of the dangerous

driving conditions. Among the ADAS functions, LDWS and FCWS are two major

technologies.

In real driving environments, there are lots of problems, which may cause ADAS

functions to fail, such as inclement weathers and complicated scenes. To conquer

the problem of inclement weather, dynamic threshold, which combines local

threshold with global threshold and change the threshold automatically, is proposed

to avoid illumination variation. To reduce the effect of different scenes, multiple

frame approval, which accumulates the frequency of the desired objects based on

the position of the frame in order to eliminate static objects and the false alarm

caused by windshield wiper, is adopted when the vehicle speed is over 40 km/h.

With the aforementioned solutions, we are able to overcome the design challenges

of the two popular ADAS functions, i.e., LDWS and FCWS, to be applied in real

world driving environments, which is one of the major contributions of this chapter.

Hence, we propose the design, verification, and vision radar system integration

of two popular ADAS functions including LDWS and FCWS. A dynamic threshold

method (including local threshold and global threshold) is adopted to improve the

accuracy of lane detection and vehicle detection in various weather conditions.

Multiple frame approval is adopted to conquer the effect of some tough scenes, such

as static objects, signs appearing temporarily, or interference of the windshield

wiper. The proposed system is implemented on automotive-grade Freescale i.MX6

(including 4-core ARM Cortex A9, 1 GB DDR3 RAM, and Linux environment)

with a USB webcam to capture the video. Under the D1 resolution, the performance

of the proposed LDWS achieves 33 fps, while the performance of the proposed

FCWS achieves 32 fps, and the performance of integrated application achieves

22 fps.
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8.3.3 Speed Limit Detection System

In recent years, car cam recorders have become more and more popular. Thanks to

it, the footages of car accidents, dangerous driving, or other critical road-side events

can be entirely recorded, which can help justify who is the perpetrator and be the

evidence for illegal driving. Furthermore, the information of traffic signs is able to

be extracted from footages. To realize multiple-country SLDS on embedded sys-

tems, we simplify the proposed algorithms computing resource with template

databases and digital features.

Currently, color-based algorithms are adopted in most of the SLDSs along with

training samples for machine learning algorithms. This approach needs to not

merely adjust training samples based on different cameras, but also take long-

period training time causing it less practical chance. A low complexity shape-based

speed limit sign locating algorithm, adaptive threshold and multiple-country-suit-

able speed-limit-digit recognition algorithm are proposed. Our multiple-country

SLDS maintains good detection rate under inclement weathers. The proposed

algorithm reaches 150 fps on the Intel i7-2600 3.4 GHz CPU desktop with D1

resolution on desktop and 30 fps with D1 resolution on Freescale i.MX 6 platform.

8.3.4 Inclement Weather Processing Technology (DLCE)

Many key functions in ADAS were proposed and expected to execute with normal

weather conditions in the recent years. Capturing a low contrast image and shooting

a color-faded image might cause failure of these systems. The technologies prof-

fered to deal with inclement weather [56–68] are framed narrowly, which are not

one-size-fits-all. The contrast of vision decrease exists at nights, foggy days, cloudy

days, and rainy days with our observations. Thus, exploiting the idea of AHE, we

propose a so-called Dynamic Local Contrast Enhancement (DLCE) technique,

which can strengthen the image quality in the most inclement weather conditions,

improve unnatural over-enhancement image quality, and reduce noise existed in the

image. DLCE technique is designed and implemented on an embedded platform to

verify its correctness and robustness. Without specific hardware and software

optimizations, the proposed DLCE system is realized on TREK-668 platform

with ATOM 1.6 GHz in real-time for both requirements of 120 fps 352� 288

(CIF) resolution and 50 fps D1 resolution.

8.4 Implementation Issues

Both detection performance and real-time implementation on embedded system are

our important targets. Through using OpenCL programming language, a heteroge-

neous system architecture can speed up the processing performance of PMD. Those
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who tend to detect targets with unique appearances, i.e., LDWS, FCWS and SLDS,

can well recognize the targets by analyzing specific features, e.g., shadows, tail

lights, and shape. Furthermore, these detection systems keep good precision rate in

various weather by adopting the extended idea of DLCE. The implementation of

proposed PMD, LDWS, FCWS, SLDS, and DLCE is illustrated in this section as

follows.

8.4.1 Pedestrian and Motorcyclist Detection System

AdaBoost algorithm has been widely used in face recognition. Due to its simplicity

and regularity, it has also been adopted to detect other targets such as pedestrians,

motorcyclists, and vehicles. Haar-like features are usually utilized alone with

AdaBoost algorithm. Besides, developers find that a skill called integral imaging

can reduce the redundant computation of Haar-like features and therefore can

accelerate the detection speed. Moreover, AdaBoost classifier contains multiple

weak classifiers in a cascade manner. Only when a candidate passes all weak

classifiers, it is recognized as a targeted object.

Before a superior AdaBoost classifier can be obtained, one should collect enough

positive samples and negative samples and train the classifier. The selection of

training samples affects the detection performance of the resulting classifier obvi-

ously. By adopting the sample selection rules and multi-pass self-correction pro-

cedure presented in Sect. 8.3.1, we can train a superior AdaBoost classifier

efficiently. After that, we can utilize OpenCV to implement the AdaBoost classifier

for PMD.

Although OpenCV contains many useful subroutines, the version performs only

4.76 fps on the Panda board for 320� 240 (QVGA) video format. On the other

hand, we have also implemented the proposed design as a C model to improve the

real-time performance. The C version can achieve 30.3 fps for QVGA video format

on the Panda board, i.e., 6.37 times of performance speedup is obtained. Our

method achieves a detection rate of 91.8% with only 3.3% false alarm rate for

multiple objects detection. The detection performance of our method is obviously

better than that of existing methods.

In addition, we also adopt heterogeneous computing with OpenCL for realizing

this PMD design on a multicore CPU and GPU platform. Figure 8.3 illustrates the

flow chart of the proposed heterogeneous computing system for PMD. Scaling up of

detecting windows for different sizes of pedestrians is required. The big scaling

factors have less number of windows than small scaling factors have. Besides, the

amount of windows for detecting near objects is much less than that for detecting

far objects. Meanwhile, using GPU to process small amount of windows is ineffi-

ciency due to the induced memory latency. Hence, we propose to execute the

far-distance PM detection in parallel on GPU and finish the near-distance PM

detection in parallel on CPU to maximize the resource utilization of both CPU

and GPU cores. Besides, the non-PM windows are rejected at the earlier stages in
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the cascade process of AdaBoost algorithm, and only few windows go through all

the stages. Over 95% of candidate windows are dropped after the first five stages

and only 0.03% of candidate windows finish the whole cascade process. Because

the parallelism of the rest candidate windows is not suitable for GPU parallel

processing, GPU passes the rest of candidate windows to CPU to complete the

whole cascade process in the proposed system. Meanwhile, GPU can process the

next scale of pedestrian detection. Moreover, a dynamic stage scheduling is pro-

posed to keep both the CPU and GPU busy in different situations. Once the

processing time on GPU is less than that on CPU, more stages then are allocated

for GPU in the next scale computation and vice versa. By utilizing these techniques

Fig. 8.3 The flowchart of proposed heterogeneous computing system for Pedestrian and Motor-

cyclist Detection System (PMD)
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of scale parallelizing, stage parallelizing, and dynamic stage scheduling on

AdaBoost algorithm, windows load unbalance problem and scale load unbalance

problem are solved. Consequently, the proposed PMD design can achieve 32.5 fps

at D1 resolution on an AMD A10-7850K processor.

8.4.2 Lane Departure Warning System

As shown in Fig. 8.4, Conditional Dynamic Threshold (CDT) is adopted to extract

brighter region as lane-marks. Line-thinning speeds up the Hough transform pro-

cedure, then line collection reduces lots of lines not belonging to lane-marks. Our

algorithm can solve the problems of detecting outer lanes and avoiding the effect of

windshield wiper by the occurrence frequency in finite state machine.

CDT is applied at the first stage, that is, more conditions are added into the

equation to conquer the effect of the different weathers, such as day, nightfall, or

night. The weather condition is based on the sky region as shown in Fig. 8.5.

Fig. 8.4 The flowchart of proposed Lane Departure Warning System (LDWS)
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After thresholding of CDT, line-thinning is executed to speed up Hough trans-

form, as shown in Fig. 8.6.

The line model is composed of the middle point of the vehicle in x coordinate,
and the vanishing point in y coordinate. With our observation, we find that the

distance from the point to the line, belonging to the lane, will be always less than the

threshold, 50 pixels in D1 resolution, and the constraint is shown in Eq. (8.2).

p x0; y0ð Þ and L : axþ byþ c ¼ 0

D p; Lð Þ ¼ a � x0 þ b � y0 þ cj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p < 50 ð8:2Þ

This system is integrated with the FCWS in order to enhance driving safety,

whose results are shown at the end of Sect. 8.4.3.

Fig. 8.5 Sky region of judging weather condition

Fig. 8.6 Line detection result images: (a) original image, (b) after CDT, (c) after line-thinning,
and (d) after Hough transform
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8.4.3 Forward Collision Warning System

As shown in Fig. 8.7, weather judgment is applied and benefits dynamic threshold

decision to extract brighter region as tail-light features and darker region as shadow

features. We use vertical and horizontal edge to verify features in spatial domain.

The occurrence frequency reduces the false detections caused by different scenes or

windshield wiper in temporal domain since the changes in each frame of different

scenes and windshield wiper are stronger than the one of lane is.

Vehicle model based on certain position takes advantage of judging whether the

vehicle size is correct or not. The proposed vehicle model expresses the situation,

that is, the farther the vehicle is, the smaller it will be, and vice versa, as shown in

Eq. (8.5), which is deduced from pinhole camera extended equation, Eq. (8.3), and

an equation from [43], i.e., Eq. (8.4), by eliminating variable D. For parameter

meaning, Fc is camera focal, and yh is the vanishing point. We assume that the

Fig. 8.7 The flowchart of proposed Forward Collision Warning System (FCWS)
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camera height (Hc) is 1.5 m, and the average width of vehicles (Wa) is 2 m. The

bottom width of the vehicle must be in the range of generated vehicle model on the

corresponding image y-axis as demonstrated in Fig. 8.8.

D ¼ Fc �Wa

ωa
ð8:3Þ

D ¼ Fc � Hc

yb � yh
ð8:4Þ

ωa ¼ yb � yhð Þ*Wa

Hc
! ωa ¼ yb � yhð Þ*1:3 ð8:5Þ

Light objects can be obtained by Connecting Component Labels (CCL) in the

image after dynamic threshold. Rule-pairing is to find tail-light features with four

rules, i.e., horizontal position, area, motion, and vehicle model. If two of the light

objects satisfy the four rules, the tail-light feature is formed.

Four 5-min videos are picked up to show our integrated achievements (i.e.,

LDWS and FCWS) in this chapter. Forward vehicles within the range between

5 and 40 m at day, and between 5 and 30 m at night, and lateral vehicles within the

range between 10 and 30 m at both day and night should be detected in our

specification. We sample each frame per second in order to reduce the counting

process of detection rate and false alarm, defined in Eq. (8.7). As shown in

Table 8.1, we can achieve 90.15% detection rate and 5.96% false alarm rate

averagely, and each result of the video sequence would be displayed in Fig. 8.9.

vehicles real answerð Þ
non� vehicles real answerð Þ

� vehicles our judgementð Þ
non� vehicles our judgementð Þ

�

vehicles our judgementð Þ
non� vehicles our judgementð Þ

�
a
b
c
d

Detection rate ¼ a

aþ b
, False alarm rate ¼ c

aþ c

ð8:6Þ

Fig. 8.8 Distance estimation: (a) pinhole model and (b) equation from [43]
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On Freescale i.MX6 with Logitech C920 webcam input, LDWS achieves 33 fps

at D1 resolution, FCWS achieves 32 fps at D1 resolution, and the integrated system

reaches 22 fps at D1 resolution.

8.4.4 Speed Limit Detection System

8.4.4.1 Shape Detection

Figure 8.10 shows the flowchart of proposed SLDS, which starts from shape

detection after getting image. The voting process is based on the gradient of each

pixel. The direction of gradient can form a vote. The vote generated from each pixel

follows the symmetric axes, which cause the highest in the center of the shapes.

Sobel operator is used to generate horizontal and vertical gradients, where each

selected pixel is represented with its absolute magnitude, and the gradient vector is

denoted as g(p). The direction of g(p) can be formulated with the horizontal

gradient Gx and the vertical gradient Gy into an angle as shown in Eq. (8.7).

g pð Þ ¼ tan �1Gy

Gx
ð8:7Þ

Table 8.1 The integrated system experiment results

No Weather Scene Detection rate False alarm

1 Day Highway 99.62% (0265/0266) 001.48% (004/0269)

2 Day Highway 96.88% (0249/0257) 002.35% (006/0255)

3 Day City 98.49% (0196/0199) 009.25% (020/0216)

4 Night Highway 76.07% (0248/0326) 006.06% (016/0264)

5 Night City 80.85% (0114/0141) 016.17% (022/0136)

Day 98.33% (0710/0722) 004.05% (030/0400)

Night 77.51% (0362/0467) 005.26% (038/0722)

Average 90.15% (1072/1189) 005.96% (068/1140)

Fig. 8.9 The integrated system experiment results
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The voting image is firstly initialized to zero, and accumulates vote-number by

horizontal and vertical voting line, which is generated by each pixel with positive

and negative votes as illustrated in Fig. 8.11.

The centers of sign candidate will receive higher vote-number as shown in Fig.

8.12, and then several sign candidates are picked up with designed constraints for

rest judging processes.

Fig. 8.10 Proposed speed

limit detection algorithm

Fig. 8.11 The voting process for both horizontal and vertical vote
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8.4.4.2 Achromatic Decomposition

We use the inner product between (1,1,1), where gray scale is along, and each

considered pixel to check the angle α between these two vectors to apply the

decomposition in RGB domain as illustrated in Fig. 8.13, where each considered

pixel in vector form of (r,g,b). The cosine function of α, which is equal to the inner

product is shown in Eq. (8.8).

cos α ¼ 1; 1; 1ð Þ � r; g; bð Þ
1; 1; 1ð Þj j � r; g; bð Þj j ¼

r þ gþ bffiffiffi
3

p �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ g2 þ b2

p ð8:8Þ

8.4.4.3 Binarization and Digit Segmentation

Otsu threshold is adopted in days and adaptive threshold is adopted in nights. Using

the fact that the speed limit of rectangular speed limit signs is two-digit, the pairing

rules sizes and positions are proposed as below:

Fig. 8.12 The result after the voting process

Fig. 8.13 The schematic of

the RGB model and the

angle α
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1. The areas of the digit candidates should be similar;

2. The positions of the digit candidates should be close enough;

3. The density of the pixels inside the digit candidates should be similar.

The pairing steps of circular speed limit signs are similar but looser to one of the

rectangular speed limit signs because two-digit and three-digit speed limits are

included in circular speed limit signs (Fig. 8.14).

8.4.4.4 Digit Recognition

The extracted digits are firstly classified with the built-in different-font templates

and selected out three possible numbers. After it, the blob, the closed region inside

the digit, and breach features are applied to verify the final number.

After calculating the Sum of Absolute Difference (SAD) between the target digit

candidate and the built-in templates, we select three possible digit numbers with

less matching difference. With possible digit candidates, we adopt union row,

which gathers several rows as a union row, to detect the blob feature, and then

verify the digit. The pixel value of a union row is the union value of all rows in the

union row. Then, for each union row, we count the number of lines in white pixels.

A blob is formed only if the number of lines is the sequence of “1, 2, . . ., 2, 1”.
Similarly, we count the number of pixels where the white pixel first appears from

both the right and the left in each column to half of width of digit candidates to

detect breach, where there are a series number of pixels that are larger than half of

digit height (Fig. 8.15).

Fig. 8.14 The example of digit segmentation results

Fig. 8.15 The example of digit recognition results
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Freescale i.MX6 is chosen as the target embedded platform and the proposed

algorithm is first designed in C++ with Visual Studio platform on an Intel i7-2600

3.40 GHz CPU desktop running Windows 7 with 8 GB memory. It reaches 150 fps

at D1 resolution in average for both rectangular and circular speed limit signs on

desktop and 30 fps at D1 resolution on Freescale i.MX6. The accuracy for two

different major types of signs is listed in Table 8.2. Tables 8.3 and 8.4 also show the

accuracy under different weather conditions for different types of signs.

As listed in Table 8.5, the proposed system provides high accuracy and efficient

performance in applications of speed limit detection. It can reach real-time imple-

mentation on embedded systems with low computing resource, support different

types of multiple-country speed limit signs, and support different digit fonts thanks

to adopting the blob and breach features. Figure 8.16 shows SLDS results in various

weather conditions and countries.

Table 8.2 The accuracy for two different major types of signs

Rectangular Circular

Total video frames count 3482 2832

Total speed limit sign count 24 25

Detected signs 23 24

Detection accuracy (%) 95.83 96.00

Total detected signs frames count 81 80

Total detected signs and correctly classified frames 78 77

Recognition accuracy (%) 96.30 96.25

Overall accuracy (detection accuracy * recognition accuracy) (%) 92.28 92.40

Table 8.3 The details of rectangular speed limit detection

Video sequence number 1 2 3 4 5 6 7

Weather Day Day Day Night Night Rain Rain

Number of signs 4 4 3 4 2 2 3

Detected signs 4 4 3 3 2 2 3

Missed signs 0 0 0 1 0 0 0

Number of frames with sign detection 15 17 10 9 7 9 12

Number of correct speed limit recognition 15 16 10 8 6 9 12

Number of wrong speed limit recognition 0 1 0 1 1 0 0

Table 8.4 The details of circular speed limit detection

Video sequence number 1 2 3 4 5 6 7

Weather Day Day Day Day Night Night Rain

Number of signs 4 6 5 5 2 2 1

Detected signs 4 6 5 5 1 2 1

Missed signs 0 0 0 0 1 0 0

Number of frames with sign detection 12 20 15 16 4 9 4

Number of correct speed limit recognition 12 19 15 15 4 9 3

Number of wrong speed limit recognition 0 1 0 1 0 0 1
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8.4.5 Inclement Weather Processing Technology (DLCE)

In the proposed DLCE system, a contrast of a pre-defined block in the image is

calculated and is used to limit the height of the histogram dynamically. Figure 8.17

shows the flowchart of the proposed system.

Table 8.5 The comparisons among other works and our system

[51] [52] [46] [53] Our system

CPU 2.13 GHz

dual-core

laptop

1.67 GHz Intel

Atom 230 and a

NVIDA

GeForce

9400M GSGPU

2.16 GHz

dual-core

laptop

2.13 GHz

dual-core

laptop

Intel®
Core™
i7-2600

CPU

3.4 GHz

Freescale i.

MX6 with

4-core

1 GHz

Cortex-A9

CPU

Accuracy

(%)

90 88 96.25 90.9 92.3

Video

resolution

640� 480 640� 480 700� 400 Image

only

720� 480

Frame rate

on PC (fps)

20 33 25 7.7

(130 ms)

150 30

Real-time

on embed-

ded system

X O X X O

Supporting

all types of

speed limit

sign

O X X X O

Supporting

different

fonts of

speed limit

signs

X X X X O

Fig. 8.16 The overall results for speed limit signs detection
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Two main goals at harsh environment judgment phase are: (1) distinguishing

harsh environment, and (2) obtaining the local contract information, as shown in

Fig. 8.18. The luminance difference of pixel D(x,y) is calculated by the following

equation:

D x; yð Þ ¼ f x; yð Þ � A x; yð Þj j ð8:9Þ

where f(x,y) is luminance of pixel (x,y) and A(x,y) is the average of luminance in

block W�W. Eventually, the contrast with image size M�N is generated as

Eq. (8.10).

Contrast ¼
XM

x¼0

XN

y¼0
D x; yð Þ

M � N
ð8:10Þ

The luminance difference of pixel determines the value at which the histogram is

clipped according to the following equations:

Fig. 8.17 Flowchart of the

proposed Dynamic Local

Contrast Enhancement

(DLCE) method
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clip ¼ 1� βð Þ∗Havg þ α∗Havg ð8:11Þ

β ¼
XM

x¼0

XN

y¼0
D x; yð Þ

M � N

0
@

1
A=255 ð8:12Þ

β, Havg, and α represent dynamic control parameter, average of histogram, and

intensity parameter to bridle image adjustment, respectively. Mapping function Re

(x) updates depend on β after clipped pixel is distributed, which benefits these

techniques to fit the current scene. (Note: CDF is cumulative distribution function.)

Re xð Þ ¼ H
0
max � H

0
min

� �
� CDF xð Þ þ H

0
min ð8:13Þ

H
0
max ¼ Hmax � β∗ Hmax � Hminð Þ ð8:14Þ

H
0
min ¼ Hmin þ β∗ Hmax � Hminð Þ ð8:15Þ

The proposed method has been implemented on TREK-668 embedded platform

with 1.6 GHz Intel Atom N2600 CPU and tested under various inclement weather

conditions. The performance of the prototype is able to achieve 50 fps at D1 video

input.

Figures 8.19 and 8.20 present the quality of DLCE and Table 8.6 proves the

statistics compared with Global Histogram Equalization (GHE), CLAHE [65], and

DCP [60]. The average of higher contrast values, calculated by Eq. (8.10), as in

Table 8.6 proves that DLCE method provides videos with clearer scene. Besides,

local contrast is also improved when adopting the proposed method.

Image

Integral Image 
Calculation

Is the Last Pixel?
Luminance 

Difference Calculate

Local Contrast
Analyze

> Threshold

Harsh 
Environment

Normal
Enviorment

Fig. 8.18 Flowchart of the

harsh environment

detection
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DLCE benefits ADAS in gaining better image quality at inclement weather

conditions. More pedestrians are detected, better lane detection is generated, and

farther scene can be seen while DLCE is applied, as demonstrated in Fig. 8.21 and

Table 8.7.

Fig. 8.19 Foggy day results with different methods: (a) original, (b) Global Histogram Equali-

zation (GHE), (c) Contrast Limited Adaptive Histogram Equalization (CLAHE), (d) Dark Channel
Prior (DCP), and (e) DLCE

Fig. 8.20 Night results with different methods: (a) original, (b) GHE, (c) CLAHE, (d) DCP, and
(e) DLCE

Table 8.6 Contrast values with various methods

Original GHE CLAHE [65] DCP [60] DLCE

Fog day 9 18 25 19 24

Night 4 23 15 6 17
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8.5 Conclusion

ADAS becomes quite important in these years for smart vehicle development.

Moreover, having an autonomous car is not a far dream human beings immerse

in. Vision-based object detection is an intuitive detection method similar to human

visual perception, which is much low-cost compared with other detection methods

Fig. 8.21 ADAS results with adopting DLCE (a–b) PD, (c–d) LDWS, (e–f) car recorder, and (b,
d, f) DLCE is adopted

Table 8.7 Increasing rate after adopting DLCE

Number of detected lane

LDWS

Number of detected lane

LDWS+DLCE

Increasing rate of

detected lane (%)

Rainy

day

533 834 56.47

Foggy

day

1100 1710 55.45

Night 912 1098 20.39
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such as RADAR or LiDAR. However, current vision-based objects detection

methods still suffer from several challenges such as high false alarm rate and

unstable detection rate which limit their value in practical applications. In addition,

luminance variation and weather change induce tougher challenges to vision-based

object detection. Therefore, more research and development effort are necessary in

this area.

In this chapter, we have introduced a set of rules in selecting proper training

samples and presented a multi-pass self-correction training procedure to achieve an

effective multiple moving objects detection system with high accuracy and low

false alarm rates. Besides, FCWS and LDWS are proposed and implemented on

Freescale i.MX6 with a monocular camera, which provides safety information to

drivers. The dynamic threshold method conquers the problems resulted from

different weather conditions, and the multiple frame approval reduces the effect

of different scenes and windshield wiper. Moreover, the proposed LDWS and

FCWS algorithms are integrated together in order to produce comprehensive

information for day and night highway driving, which detects not only the forward

vehicle, but also the potential cut-in vehicles. The implementation shows that the

integrated system can achieve real-time processing for video input with D1 reso-

lution. Furthermore, speed limit signs, which are significant traffic signs beside the

road, are regarded as the primary targets to recognize. A detection system is

designed to not only work under different weather conditions, but also achieve

real-time processing performance based on single webcam. With more and more

demands on the driving safety, future works can focus on using the blob and breach

features on recognition of licenses plates and supporting other traffic signs based on

the shape detection which can make good use of videos from car cam recorders. In

addition, DLCE method can help ADAS system obtain better results at inclement

weather conditions. The significant improvements of DLCE are proved in terms of

detection accuracy of LDWS and pedestrian detection system. The proposed

method has been implemented on TREK-668 embedded platform with 1.6 GHz

Intel Atom N2600 CPU and tested with many inclement weather conditions. The

performance of the prototype is able to achieve 50 fps at D1 video input.

Currently, these works can extend the functions of car cam recorders, making it

actively ensure the safety of drivers. Although there are lots of challenges ahead,

the dream of autonomous car will eventually come true by continuous efforts on

enhancing existing functions and enlarging the ability of detecting object.
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Chapter 9

Implantable Optical Neural Interface

Sang Beom Jun and Yoonseob Lim

Abstract For more than several decades, due to the rapid development of sophis-

ticated electronics, the electrical neural interface has become the most popular

method for recording and modulating neural activity in nerve systems. The elec-

trical neural interface has been successfully applied to implantable neural prosthetic

systems such as cochlear implant, deep brain stimulation system, artificial retina,

and so on. Recently, in order to overcome the limitations of electrical methods for

neural interface, novel optical technologies have been developed and applied to

neuroscience research. Overall, the optical neural interfaces can be categorized into

the intrinsic and the extrinsic methods depending on the modification of natural

nerve system. For example, infrared neural stimulation (INS) and optogenetic

neural stimulation are the typical methods for intrinsic and extrinsic neural inter-

faces, respectively. In addition to the optogenetic stimulation, it is also possible to

monitor neural activity from specific neurons genetically modified to express

activity-correlated fluorescence signals. Therefore, the optogenetic neural record-

ing enables the detection of activity from specific types of neurons. Despite the

fascinating advantages, to date, the use of the optical neural interface is limited only

to the neuroscience research not for clinical purposes. In this chapter, the state-of-

art technologies in optical neural interface are reviewed from the aspects of both

neurobiology and engineering. In addition, the challenges to realize the clinical use

of optical neural interfaces are discussed.
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9.1 Introduction

Since Santiago Ramón y Cajal demonstrated the richness of anatomical structures

in nervous system, neuroscientists have been trying to understand the relationship

between anatomical structures and functions of neural circuits. It would be

undoubtable that the interaction of neural populations in different areas of brain

determines the behavior [1]. It is also known that there exist many distinct cell types

that play different roles in perception, decision-making, and memory formation

even from neighboring neural populations [1–4]. For long time, electrophysiolog-

ical techniques have been the most popular research tools for monitoring and

manipulating the activity of a single or population of cells in the target brain area

because the ionic current flow in the nerve system can be easily detected by using

relatively simple electronics.

The remarkable progress in the electrical engineering since 1950s has also

accelerated the development of various electrophysiological methodologies such

as patch clamps, multichannel extracellular recording, silicon-based microelectrode

arrays, and so on. The advances in electrophysiology have benefited not only the

neuroscience research but also the neural interfaces for clinical purposes, which

make interconnection between nerve systems and external electrical systems in

order to help people with neurological diseases or disabilities. For example, the

cochlear implant system is the first successful implantable neural prosthetic system

commercialized from 1980s [5]. To date, the cochlear implant systems have been

implanted to more than several hundreds of thousands people with profound

hearing loss. Deep brain stimulation system is the second most successful implant-

able neural prosthetic device, which delivers repetitive electrical stimulation pulses

in the deep brain region in order to restore normal motor functions of patients with

Parkinson’s disease, essential tremor, obsessive–compulsive disorder, and so forth.

Recently, artificial retina system enabled the restoration of damaged vision for

blind people. As the knowledge on the neurological diseases has accumulated and

the technologies have rapidly developed in relevant engineering fields such as

electronics, mechanics, and biomaterials, the implantable neural prosthetics are

being an emerging technology for treatments of a variety of neurological diseases

including psychiatric symptoms as well as sensory and motor disabilities.

While the commercialized neural prosthetic systems take advantages of electri-

cal stimulation on the population of neurons, the recent state-of-arts technologies in

neural interface aim to realize the connection with individual neurons to achieve

precise monitoring and control of neuronal functions. These attempts have been

undergone as brain–computer interface (BCI) or brain–machine interface (BMI).

Recently, it was shown that it is feasible to precisely control the fine movement of a

robot arm utilizing the information from individual neurons in motor cortices of

quadriplegia patients.

In order to make the connection with a number of individual neurons, it is

essential to use a multichannel electrode array that is fabricated via semiconductor

thin-film processes. For more than several decades, various types of high-density
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microelectrode arrays have been developed and applied to neuroscience researches.

There have also been numerous evidences that monitoring electrical activity of

single or multiple neuron and electrical stimulation can be used to understand and

manipulate the function of neural circuits or even create artificial sensory percep-

tions [6–9]. To date, the conventional multichannel electrode array can detect the

signals from a large number of neurons via up to several hundred channels.

However, the electrically recorded neural signals do not convey the information

on the neuronal cell types even though different types of neurons have distinct roles

in the signaling in the brain. In addition, electrical stimulation also has a limitation

of non-specific activation of different neuronal cell populations of the brain because

electrical current can diffuse away toward nearby cells. Accordingly, there has been

a growing need for different approaches for monitoring and manipulating the

activities of specific neuronal cell types in different brain areas.

Electrical neural interfaces are not the only method for detecting or modulating

the neural activity. Even though the electrical method has been the main technology

for connection with nerve systems, there have also been a number of attempts to

employ optical methods for neural interface. In terms of optical detection of

neuronal activity, various phenomena accompanying neuronal activation have

been identified and detected via optical means. Depending on whether the phenom-

ena are intrinsic biological ones or extrinsically modified ones, the optical detec-

tions are divided into intrinsic and extrinsic optical neural recordings. Intrinsic

optical signal (IOS) detection is to measure endogenous physiological changes

associated with neuronal activity [10]. Labeling with fluorescence is not necessary

because IOS takes advantages of reflection, transmittance, or scattering of incident

light in blood flow, oxygenation of hemoglobin, cellular volume, and the membrane

potential responding to physiological changes in the brain [11–17]. Although the

intrinsic signals are mostly obtained from the surface of brain, fiber-optic tech-

niques enable the detection from deeper brain regions combined with laser Doppler

flowmetry (LDF), near-infrared (NIR) spectrometer, functional optical coherence

tomography (fOCT), and surface plasmon resonance (SPR).

The intrinsic optical method is not applied only to monitoring the neural activity

but also to neural modulation. For example, infrared neural stimulation (INS)

enables to control neural activities by applying the light energy to the target neural

cells [18–21]. While the exact underlying mechanism is not clarified yet, it was

shown that infrared light can excite or inhibit neuronal cells depending on the

thermal gradient and capacitance change across the cell membrane [22–27]. How-

ever, since the conventional intrinsic optical modulation uses infrared wavelength

for longer penetration depth, it is inevitable to cause tissue damage due to strong

water absorption [28]. In order to overcome this problem, it is proposed to use

plasmonic nanoheater combined with INS. The surface plasmonic resonance inter-

action between metallic nanoheater and incident infrared light elevates the local

temperature near the nanoheaters located at neuronal membrane. This intrinsic

technique has a potential for optical activation or inhibition of neuronal metabo-

lisms as well as modulation of the neuronal activity [29–32]. Even though the

intrinsic optical measurement or modulation of neural activity provides a valuable
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tool to monitor the activation of single neuron or brain region, there are drawbacks

to become widespread for neuroscience research such as low signal to noise ratio,

expensive and large size systems for miniaturization.

Another approach to achieve optical neural interface is to use exogenous optical

probes or actuator based on fluorescence proteins. Over the last few decades, in

neuroscience and biomedical engineering fields, the introduction of fluorescence

has enabled the rapid advance in fluorescent microscopy for imaging biological

structures. In the early studies, fluorescence microscopy is used mainly for mor-

phological observation of tissues and cells. The introduction of green fluorescent

protein (GFP) and the identification of gene sequences have accelerated the devel-

opment of advanced microscopy technologies like two-photon microscopy and

microendoscopy [33–35]. Combining genetic targeting techniques such as modifi-

cation of genome, viral vector injection, or cell transfections, the fluorescence

optics has become an essential tool for identifying specific type of cells or subcel-

lular structures.

The combination of fluorescence and genetics has not only advanced the mor-

phological imaging but also provided powerful tools for neural interface. The key

principle is to optically modulate or monitor the activity of genetically selected

neurons in the brain using light with specific wavelength, which is called

optogenetics. Optogenetics is defined as a technique to control cells in living tissue,

typically nervous tissues that are genetically modified to express light-sensitive ion

channels such as neural activity-dependent fluorescence markers or to introduce

light-sensitive opsins, light-sensitive proteins, which can control opening of chan-

nels on the membrane. The recent development of genetically encoded Ca2+-

activity dependent fluorescence has changed the paradigm of neuroscience research

from electricity-based monitoring to more dynamic experiments where electrical

activity of hundreds of neurons can be indirectly measured through two-photon

microscopy at the same time [36–40]. In recent studies, head-mountable and

miniaturized optical instruments were invented so that neuronal activities in the

animal brain can be measured while animal behaves freely during behavior tasks

[41–51].

The intrinsic optical technologies enabled a number of novel biomedical

research as well as applications for biomedical imaging such as neural infrared

spectroscopy (NIRS) or optical coherence tomography (OCT). However, in terms

of monitoring or modulating individual neuronal activities, they are still far from

the implantable neural interfaces. Compared with intrinsic optical methods, the

extrinsic optogenetic methods can provide cell-type specificity and a higher effi-

ciency for both stimulation and monitoring due to genetic modification and use of

fluorescence. Due to these advantages, even though it has been only a single decade

since the optogenetic method was first applied to neuroscience research, the related

technologies are rapidly developing in various aspects such as opsins, fluorescence

indicators, implantable systems, gene delivery methods, and even ethical issues for

clinical applications. This chapter is organized to introduce the current technologies

for implantable optical neural interfaces mostly based on the optogenetic technol-

ogy. First, we are going to review the different types of microscopy technology for
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monitoring activities of neurons. Second, optical modulation technique will be

reviewed in terms of biological and engineering aspects. Last, the existing chal-

lenges in various aspects are discussed to achieve the implantable optical system for

clinical purpose.

9.2 Optical Monitoring of Neural Activity

As the optogenetic techniques enabled cell type-specific targeting, the activity-

dependent fluorescence proteins such as calcium indicators and voltage-sensitive

fluorescence proteins have become very popular in neuroscience studies [52]. Com-

bined with the genetic modification, these extrinsic optical signals are also becom-

ing a powerful means to examine neuronal signaling from targeted neurons in

culture, brain slice, and living animal [53, 54]. However, in order to monitor the

neuronal activity from specific brain regions not from neuronal cultures or slices, it

is crucial to use specialized fluorescence detection or imaging systems. Recently,

various types of implantable fluorescence detection systems have been proposed for

in vivo animal experiments. Overall, there are two different strategies for the

instrumentation. One is to detect fluorescence intensity through implanted optic

fibers. The other approach is to use fluorescence endoscopy techniques. Since the

former is detecting the fluorescence intensity near the individual optic fiber tips

implanted in the brain region of interest, it is suitable for detection of deep brain

regions. The latter is useful to acquire the fluorescence time-lapse images in a

specific visual field. For both approaches, it is obvious that the ideal implantable

optical monitoring requires the development and the improvement of the optical

probes converting action potentials into the fluorescence change, as well as the

development of the implantable systems for fluorescence detection. In this section,

the basic mechanisms and the current state of the in vivo extrinsic optical moni-

toring are reviewed in terms of the activity-dependent optical probes and the

instrumentations.

9.2.1 Optical Probes for Neural Recording

It is well known that the intracellular calcium ions play an important role in a

variety of means such as muscle contraction, neuronal transmission, apoptosis,

cellular movement, cellular growth, and so forth [55]. In presynaptic terminals, it

is notable that exocytosis of neurotransmitter is triggered by calcium concentration

increase. In postsynaptic regions in dendritic spines, the calcium transient is also

involved in synaptic plasticity [56]. In addition, calcium signaling in nucleus is

known to regulate the gene transcriptions [57]. More importantly for monitoring

neuronal activity, at the resting state, the intracellular calcium concentration is

maintained less than 100 nM in most neurons while the concentration rises up to
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100 times higher during action potential generation [58]. Accordingly, the record-

ing of intracellular calcium transient signal is conventionally used to monitor the

neural activity [59].

In order to detect the neural activity-dependent calcium transient signals, there

have been a number of attempts to develop optimized optical probes expressing the

intracellular calcium signals as fluorescence changes. The first calcium indicator

was proposed based on calcium-binding photoproteins such as aequorin [35]. Later,

more sensitive fluorescent calcium indicators became available using the binding

chemical reaction between a fluorescent chromophore and calcium-selective che-

lators like ethylene glycol tetraacetic acid (EGTA) or calcium-specific aminopoly-

carboxylic acids like BAPTA (1,2-bis(o-aminophenoxy)ethane-N,N,N’,N’-

tetraacetic acid). Based on this chemical reaction mechanism, to date, several

calcium indicators with different excitation spectra and affinities to calcium have

been developed including quin-2, fura-2, fluo-3, fluo-4, Oregon Green BAPTA, and

so on [60–63]. Since these indicators are easy to use and have relatively large signal

to noise ratios, they are currently widely used in neurophysiological studies. In

order to load the calcium indicators into the intracellular domain, in early days, the

dyes were delivered inside the individual neurons using a sharp metal electrode or

glass micropipettes. These techniques are still conventionally used for basic studies

of calcium signaling in neurons. To load the indicator dyes into the intracellular

domains of neurons, the popular method is the use of membrane-permeable

acetoxymethyl (AM) ester forms. The AM calcium dye molecules are trapped

inside the cells after the hydrophobic eater residues are removed during the entry

into the intracellular cytosol. As the application for in vivo studies, the simple

application of AM calcium dyes to the brain tissue results in the loading region with

the diameter of several hundred micrometers.

The essential breakthrough of the use of calcium indicator as an optical probe for

neural activity was the genetically encoded calcium indicators (GECIs). GECIs

enable the measurement of the calcium transient signals from the genetically

identified neurons. Among several different methods to make neurons expressing

fluorescence GECIs, the most popular one is currently the use of viral transduction

using stereotaxic injection into the targeted brain areas. Among various viral

vectors, lenti-, adeno-, and adeno-associated viral vectors are commonly used to

deliver the GECI constructs into the neurons of interest [64, 65]. The specific

expression can be achieved via the use of the specific genetic promoters or the

transgenic animals with the Cre recombinase driver [66]. In addition, the produc-

tion of transgenic mice with stable GECI expression has been also possible recently

because it would facilitate the experiment procedure tremendously [67]. Even

though there have been a few successes, the generation of GECI transgenic animal

is not always possible for the specific types of neurons because the chemical

reaction between calcium ions and indicator molecules can interfere the endoge-

nous calcium signaling.

Another popular optical probe is voltage-sensitive dyes. Voltage-sensitive dyes

are also fluorescence probes which alter their intensity in response to the exerted

electrical voltage changes [68]. Since a number of physiological processes are
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accompanied by changes in the membrane potential, the fluorescence measurement

can be used as an optical indicator if the dye molecules are properly located near the

cellular membrane. In principle, the voltage-sensitive fluorescent protein (VSFP)

has a paired structure of hydrocarbon chains as the anchors and a hydrophilic group

for alignment of the chromophore. It is believed that the chromophore shows an

electrochromic mechanism during change of the electric field. Compared to cal-

cium indicators, voltage-sensitive fluorescence proteins were first introduced more

lately and highlighted due to the fast response time and the linear measurement of

membrane potential. Recently, it was reported that the genetically encoded voltage-

sensitive probes were successfully inserted into voltage-gated potassium or sodium

channels [69]. Even though those probes were able to express fluorescence change

proportional to the membrane potential, the efficiency of targeting specific mem-

brane was not stable and the signal to noise ratio was not high enough to be detected

in vivo environment. By leading researchers, a new generation of VSFPs was

developed such as Ciona intestinalis voltage-sensitive-containing phosphate

(Ci-VSP) based on F€orster resonance energy transfer (FRET) sensors, which

showed the stable fluorescence dynamics responding membrane potential signaling

[70]. However, there are still challenges to overcome in order to use the VSFP as an

in vivo optical probe. First of all, low-noise fluorescence signal needs to be

maintained for long time since there exist several noise sources such as mechanical

noises, hemodynamic noises, and crosstalk noise in in vivo imaging environments

[54]. Second, the present in vivo VSFP imaging is limited only to the cortex regions

of the brain due to the limitation of the detection system [71].

9.2.2 Optical Systems for Neural Recording

The instrumentation for fluorescence detection requires the light-sensing device

and the appropriate light source for the excitation. Unlike in vitro conditions,

in vivo fluorescence detection requires the stable and high sensitivity equipment

since the fluorescence-emitting target cells are compactly surrounded with other

neighboring cells and the scattering effect for exciting light and emitted light is very

severe. In addition, the physical movement of brain can deteriorate the signal

detections due to the motion artifacts in freely moving animals or clinical applica-

tions. If the neurons of interests exist at the superficial cortical layers, the optical

signal can be obtained using typical detecting approaches such as photodiode

arrays, charged coupled detector (CCD)-based cameras, or complementary metal-

oxide-semiconductor (CMOS)-based cameras [72, 73]. Imaging at a deeper region

in the brain than the superficial area usually employs confocal or two-photon

microscopy. These techniques are also available for long-term experiments in

combination with the formation of the chronic window or thinned skull prepara-

tions. However, these methods have the limitation due to the shallow imaging depth

because the deeper region imaging requires the stronger excitation light and the

fluorescence signals also will scatter away before detected from the outside system.
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Therefore, in order to avoid this problem, the most realistic way is the implantation

of optic fibers for both excitation light delivery and fluorescence detection or the

endoscopic approach which requires the insertion of a fiber bundle or gradient

refractive index (GRIN) lenses [74, 75]. Since these methods can decrease the

distance between the optics and the target fluorescent proteins, the higher SNR can

be achieved at the expense of the invasiveness even though tissue damages are not

unavoidable.

Other than the methods mentioned above, various optical techniques can be

applied for in vivo measurement of fluorescence signaling mostly for reduction of

noise and increased sensitivity. Electron multiplying (EM)-CCDs can significantly

improve the SNR via on-chip multiplication and higher cooling performance.

Another approach for high sensitive detection is to use time-correlated single

photon counting (TCSPC) system [75]. The frame rate of the imaging system is

also crucial especially for detection of voltage-sensitive calcium signal since the

voltage transients-based fluorescence change is as fast as action potentials unlike

calcium indicators. In general applications of VSFP, the minimal frame rates are

approximately 100–1000 Hz while imaging the calcium transients requires less than

100 Hz due to the slow response time. In addition, there are increasing attempts to

develop miniaturized head-mountable imaging devices for measurement in freely

moving animals. For example, recently, a miniaturized system included objective,

dichroic mirror, and PMT [45].

In this section, the basic principles for fluorescence microscopy are described

below. Then the attempts to miniaturize the microscopy systems for implantable

neural recording systems are discussed.

9.2.2.1 Miniaturized Microscopy

Microscopic system described above typically includes large optic table and tele-

scopic system that make it impossible to use for in vivo imaging in freely behaving

animals. Various forms of miniaturized microscopic system have been explored to

construct a small microscope so that an animal can carry the system while behaving

freely in the experiment setting. These include the miniaturized design of

microendoscopes, confocal microscopes, and two-photon microscopic systems

[17–27]. Key technological progress in microscope objectives, laser pulse delivery

method, and miniaturized scanning system has been essential to build those small

microscopes.

9.2.2.2 Confocal Microscopy

In conventional microscopy, a thin section of tissue is placed on the microscope and

entire area of the specimen is illuminated to obtain the image through objective

lens. However, using traditional microscopic system, other parts of the tissue can

also be illuminated, thereby resulting in a blurred image with background noise.
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Such a degradation of image quality in resolution and contrast due to light scatter-

ing makes even harder to image the three-dimensional biological structures inside

the living tissues. Confocal microscopy, developed by Marvin Minsky, had opened

up a new possibility of acquiring a high-resolution, high-contrast image in depth

[76]. In his original design, to avoid unwanted scattered light from tissue, he

illuminated the specimen with focused light through objective and gathered

returning light through an another pinhole aperture that may block rays that are

incoming from out-of-focus areas.

To understand how the confocal microscopy works, an example of several light

rays for imaging is illustrated in scattering medium in Fig. 9.1a. Solid lines

represent light rays from the focal point in the specimen whereas dashed lines

represent the path of scattered photons. Placing the screen with pinhole at the

opposite side of lens system, only photons that follow the solid lines will pass the

pinhole while scattered photons are rejected by the screen. It means that only small

area of specimen could only be observed at a time in confocal microscopy.

Therefore, to create the complete image of the specimen, photodetector builds up

the image pixel by pixel mostly while scanning the specimen. Typically, image

with 512� 512 pixels can be created at a frame rate of 0.1–30 Hz. Since photons

from out-of-plane unfocused light are blocked by the screen, confocal microscopes

can create a very crisp image of the specimen, which is collection of images from

thin planar region of the specimen (Fig. 9.2).

Fig. 9.1 Schematic drawings of different microscopic systems. (a) Light scattering pathways in

confocal microscopy are shown. Only photons that follow the solid lines can pass pinhole and

reach the photo sensor. (b) In two-photon microscopy, photons near the focused point can reach the
photo sensor. (c) Microendoscopy uses the needle-like lens to get images in much deeper area than

two-photon or confocal microscopy
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The ability of the confocal microscopy for a sharp optical sectioning enables

three-dimensional imaging of the specimen. Usually, data from each section along

the optical axis are gathered to create the reconstructed 3D images. Confocal

system collects only a small fraction of light rays that pass the pinhole aperture

so a light source with very high intensity is required. Recently, laser light source

based scanning system is widely used for more precise optical sectioning

(400–750 nm wavelength) [77].

Even though the confocal microscopy has opened up a new era for fluorescence

imaging with high resolution, no studies for miniaturized confocal microscopy for

neural activity monitoring have been reported except the development of a new

endoscopic system for imaging digestive organ or inspecting human skins [44–

46]. The goal of these studies was the early detection and image based therapy of

disease in hollow organs, including colon, esophagus, lung, oropharynx, and

cervix [47].

9.2.2.3 Two-Photon Microscopy

Invention of confocal microscopy has provided a new window of research oppor-

tunity by creating high-resolution image of biological tissue whereas conventional

microscopes could not resolve microscopic structures in thick specimens due to

out-of-focus image from severe scattering. Despite the superior quality of resulting

image, confocal microscopy has been restricted to in vitro preparations, such as

cultured neurons or brain slices [77]. The main drawbacks of confocal microscopy

are: (1) limited depth of imaging by the poor optical penetration (typically up to

200 μm), (2) photobleaching of fluorescent probes from excessive use of excitation,

(3) low frame rate for imaging, and (4) high cost relative to the conventional

microscopy.

Fig. 9.2 Example image by

confocal microscopy

(adapted from [5])
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Some of the above problems have been resolved with the introduction of

two-photon microscopy (Fig. 9.1b) [78]. Basic component of two-photon micros-

copy is similar to that of confocal microscopy but two-photon system requires laser

source with longer wavelength and no pinhole structure is necessary. First, optical

penetration depth has become around 500 μm by adapting longer excitation wave-

length of laser pulse (700–1050 nm) than that of confocal system. For commonly

used fluorescent markers, range of photon absorption is in NIR wavelength whereas

emission occurs in visible range. Using NIR excitation is useful to imaging in

optically thick specimens. NIR light has less absorption in biological tissues than

blue–green light but also has less scattering. So two-photon microscopy can create

more localized excitation than confocal system does, which leads to high-resolution

three-dimensional imaging into much deeper regions of tissue. Some researchers

have even reported imaging depth of 1.6 mm from the surface of the mouse brain

using 1280 nm two-photon excitation [79]. Finally, two-photon microscopy could

have less photodamage. In confocal microscopy, there is severe deviation of light

path and some photons from the focused region can also be blocked by the screen.

This is why high intensity light source is used for confocal microscopy. But

two-photon requires no pinhole configuration, thus less signal loss is expected.

Low chance of photodamage in tissue could improve the viability of tissues,

thereby increasing the possibility of long-term imaging.

These advantages indeed have made two-photon microscopy suitable for in vivo

imaging in intact tissue and in animals. In neuroscience, two-photon microscopy

has been applied in many studies regarding neural circuit dynamics from cellular

level to population levels [36–40]. With the recent development of optogenetic

tools and advanced surgical techniques, its wide application in recording and

modulating the activity of neural system could also be possible.

Various forms of miniature two-photon microscopic system have been devel-

oped since the first head-fixed one was introduced in early 2000s [41–46]. Several

major components are the same as those used for a standard two-photon microscope

(see Fig. 9.1b). In both setups, an ultrafast laser source (up to 100 fsec laser pulses,

wavelength: 700–1050 nm) is required for fluorescent excitation and telescope for

laser beam size adjustment. Specific to the two-photon fiberscope, two parts are

needed: (1) optic fiber coupler and (2) miniaturized front piece. Optic fiber coupler

connects a single-mode or multimode optical fiber to the existing microscope

system so that fluorescent photons can be transferred stably to the photon sensor

that is placed on the standard two-photon system.

To make the miniaturized front piece of fiberscope, several components have to

be miniaturized or redesigned.

1. A compact laser-scanning mechanism

Most fiberscopes developed so far contain laser-scanning system at the micro-

scope headpiece [41–43]. Several different approaches have been applied:

cantilever fiber-scanners operating at resonant or non-resonant frequencies

and microelectromechanical systems (MEMS) scanning mirrors. In Fig. 9.3,

four different scanning methods are shown. Three of them employ the
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mechanical resonant or non-resonant property of cantilever with the piezo-

electric system (Fig. 9.3a).

In resonant setup, the illuminating fiber is attached to the piezoelectric bender so

that 10–20 mm of fiber is free to vibrate. By applying modulated voltage

signal to the piezoelectric bender, different scanning trajectories can be

achieved at the tip of illuminating fiber. However, resonant scanning method

does not provide lateral offset or random access scanning. To overcome this

problem, non-resonant frequency based scanning method was also proposed

(Fig. 9.3b) [43]. In this setup, by adjusting the frequency of the fiber tip,

raster-like scanning and random access scanning can be obtained. Recently,

MEMS-based scanning mirrors with a modest zoom ability and a flexibility in

scan rate adjustment were also applied [38].

2. Miniaturized objective

A water-immersion objective lens is necessary for high-resolution in vivo imag-

ing because water has higher refractive index than air, thereby increasing the

numerical aperture (NA) of objective. However, standard water-immersion

objective cannot be mounted on the head of small animal due to its size and

weight. The first fiberscope utilized this kind of objective but with the

advancement in micro-optical components, Gradient-Index (GRIN) lens

have been used in two-photon fiberscopes with limited NA (0.48–0.58)

[42, 44, 46]. The recent development of GRIN lens with plano-convex lens

(NA: 0.85) could also be applied.

3. Efficient transmission of laser pulse

Unlike standard two-photon microscopy setup, animal has to carry the minia-

turized front piece that is originally a component of standard two-photon

microscope. This means that secure optical path to deliver the laser pulse has

to be constructed. With standard optical fiber, for example, step-index single-

mode fiber, ultrafast laser pulse gets broaden because of material dispersion

and nonlinear effect from high laser powers. Light dispersion could be

alleviated through a negative prechirp by passing laser light through the

Fig. 9.3 Scanning method used in miniaturized two-photon microscopy. (a) Voltage profiles

applied on the piezoelectric plate can create different vibration pattern of optical fiber at its

resonant frequency. (b) Non-resonant method can create a raster or free-line scan of optical fiber
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grating pair, which adjusts the arrival time of different color of light at the

surface of specimen. In other words, this method makes red and blue com-

ponent arrive at the tip of fiber at the same time. However, as the energy of

laser pulse increases for deeper imaging, nonlinear effect on pulse broadening

still remains. Recently, by applying hollow-core photonic crystal fiber, the

problem of pulse broadening is almost resolved. In this fiber, light travels

space filled with air and this creates less dispersion and pulse broadening at

high laser power. Several fiberscopes utilized this kind of optical fiber and

demonstrated successful delivery of laser pulses to the fiberscopes [42, 44,

46].

4. Fluorescence detection system

There are two different ways to detect fluorescent photons: (1) gather photons

using remote photon sensor system on the optical table, and (2) detect

fluorescent light through photomultiplier tube (PMT) attached on the side

of fiberscopes. In the first design of fiberscope, a small PMT unit was used

[41]. Although this setup makes an efficient detection of fluorescent light,

entire fiberscopes body becomes heavier (note that the first fiberscope weighs

25 g), which makes it unable for application to small animals like mice to

carry the scope. However, most of the fiberscopes that separate the fluores-

cent detector system from fiberscopes are 3–5 g. In these systems, multimode

optical fiber is often used to deliver the fluorescent light to the detector.

Although there is loss of photons at the end of fiber, keeping detection unit

apart could be useful for multi wavelength imaging of different fluorescent dyes.

Several studies have developed a small size two-photon microscopic system

(0.6–25 g) but most of the devices were applied to a deeply anesthetized animal and

do not have enough sensitivity to observe fast electrophysiological events. There is

only one study that has shown its ability of Ca2+ imaging of neurons in visual cortex

of freely behaving rats [45]. Weight of the proposed fiberscope was around 5.5 g

and the system can monitor 16 different neurons at 11 Hz frame rate. To reduce the

weight of the whole system mounted on animal’s head, a coherent optical fiber

bundle connected with scanning unit of standard two-photon microscopy has also

been proposed. Although this approach is advantageous in terms of detection

system, however, the resolution of the image is dependent on the quantity of optical

fibers in the bundle.

9.2.2.4 Microendoscopy

Two-photon microscopy provides better optical sectioning than confocal micros-

copy does. However, optical penetration depth by two-photon microscopy is still

around 500 μm. Therefore, it can only support imaging near the superficial area of
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the brain. Although it has been shown that multiphoton microscopy can image the

mouse brain up to 1.6 mm, the method is still in development phase [80]

(Table 9.1).

Optical microendoscopy has been proposed to extend the optical penetration

depth into tissue (Fig. 9.1c) [47–50]. The method uses needle-like micro-optical

probe (diameter: 350–1000 μm), which acts like an optical relay and is inserted into

the target area (up to 1 cm into tissue). Most of the micro-optical probe is made of

GRIN lens. Its diameter, length, and numerical aperture values are dependent on the

imaging condition [33]. Sometimes, two different GRIN lenses with distinctive NA

values (objective and relay lens) could be combined for higher resolution and

deeper insertion. Recently developed high-resolution micro lens can provide a

spatial resolution close to the conventional water-immersion objective (up to

0.6 μm) [34].

There are two different ways of imaging tissues lying in deeper area from the

surface of specimen with microendoscope: (1) micro lens is held by the surrounding

tissue after insertion and only microscope objective is free to move for fine focus

adjustment, and (2) both micro lens and microscope objective are fixed to separate

movement device. They can move either independently or in tandem for focus

control. Since the diameter of micro lens can be up to 2800 μm (note that typical

electrode for electrophysiology is around 100–200 μm), great care has to be taken

when inserting the probe into the tissue. In one study, they inserted GRIN lens

(diameter: 350 μm) a few tens of micrometers in each step and paused between

insertion steps to minimize the possible tissue damage and compression [48]. Pos-

sibility of long-term functional imaging of deep nuclei in the mouse brain

(2.5–5.0 mm depth) was also explored for acute imaging with GRIN lens inserted

through chronically implanted guide cannula made of thin polyimide film

[51]. However, significant damage of the blood vessels along the insertion path

cannot be avoided.

Diameter and length of micro lens are determined based on the experimental

conditions. Different diameter of probes could change the resolution and magnifi-

cation values. For example, wider probes at some NA value provide longer working

distances and broader field of view. Length of microendoscopes probe depends on

the depth of the tissue to be imaged. Typically, length of relay micro lens is adjusted

Table 9.1 Optical specifications of different microendoscopes

Microendoscope type Diameter (mm)

Length

(mm)

Field of

view (μm)

lateral

resolution

(μm)

Doublet [81] 1 (objective)/2

(focusing unit)

1.4–6.2 240–370 2.8–3.9

Doublet [51] 0.5 9.86 200 0.85

Doublet [49] 0.35–1.0 11–35 75–275 0.86

GRIN/plano-convex doublet

(LaSFN9 plano-convex lens) [82]

1.0 4.0 75 0.6
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for substantial depth of imaging. Detailed design condition can be found in [49] and

we have provided optical parameters of different microendoscopes in Table 9.2

(adapted from [33]).

Microendoscope has been applied to imaging through standard fluorescence

microscope system (one-or two-photon microscopy) [47–50]. In several studies,

miniaturized systems were also developed so that a small animal like rat or mice

can carry the whole imaging setup mounted on the skull (see miniaturized micros-

copy section for the detail) [35–37]. Microendoscopy has shown its possibility in

examining brain areas that have never been imaged before in live animals. In these

studies, microendoscope is combined with the standard one- or two-photon micro-

scope systems. Typically, animal’s head is restrained by strong metal post on the

experiment table during imaging session, which could alternate the state of neural

activities in the brain. In recent studies, miniaturized version of endoscopes has

been developed and successfully applied to small animals like mice and bird

[27, 35–37, 41].

Configuration of miniaturized microendoscope is similar to that of miniaturized

two-photon microscope except that light source is directly attached to the minia-

turized system and fluorescent photons are collected through embedded CMOS

system [36, 41, 51]. In Table 9.2, we have compared the key specifications of the

two microscopy systems. Although many of studies that developed miniaturized

two-photon microscope did not succeed in imaging the neural activities in behaving

animal (except one study [41]), miniaturized microendoscope has been successfully

applied to freely behaving animals [36, 41, 51]. This is because weight of the whole

system is less than 4 g and frame rate is relatively high enough to monitor the Ca2+

dynamics of neural population than miniaturized two-photon system (see Table 9.2

for detail). Recently, several companies have introduced commercialized products

and neuroscience society has shown their ability of imaging neural populations in

behaving animal’s brain [37, 42, 43]. Also, in one study, they have also built their

own microendoscope and applied it to imaging the neural activities in HVC of song

bird [41]. They have also made all the components of microscopes in public and

even the software for data acquisition is available at https://github.com/WALIII/

FreedomScope.

Table 9.2 Characteristics of miniaturized microendoscopes and two-photon microscope

Specification Miniaturized microendoscope Miniaturized two-photon microscope

Mass (g) <4 >4

Frame rate (Hz) 30–100 1–36

Optical resolution (μm) 1.5 0.9

Image size (pixels) ~640� 480 ~720� 480

Field of view (μm) 600� 800 200
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9.3 Optical Neural Modulation of Nerve Systems

As described above, using genetically encoded activity sensors, optical detection

has become a powerful tool for monitoring the neural activity of action potentials. If

the genetically encoded activity sensors are replaced with genetically encoded

actuator controlling transmembrane ionic flow, then the optogenetic modulation

(stimulation or inhibition) can be achieved. Since the optogenetic modulation has

very distinct advantages from conventional electrical modulation in terms of cell-

type specificity and less invasiveness, it can be an improved alternative for con-

ventional neural prosthetic systems using electrical stimulation. The term

optogenetics was also coined from the optogenetic control of neurons expressing

light-sensitive channels and pumps. Similar to the optical detection of neural

activity-dependent fluorescence, the optogenetic neuromodulation method consists

of genetic modifications and optical systems. In this section, the development of

opsins for neuromodulation is first overviewed. Then, the optics systems for

implantable optogenetic control are reviewed.

9.3.1 Light-Sensitive Proteins

The earliest method that used light to control genetically selected neurons was

reported in 2002. They employed rhodopsin photoreceptors of drosophila for

controlling neural activity in cultured neurons [83]. In 2003, they also developed

a method for light-dependent activation of neurons using ionotropic channels such

as TRPV1 and TRPM8 combined with caged ligands responding to light [84]. In

2005, Miesenb€ock and colleagues reported the first photostimulation of genetically

targeted neuronal channels in dopaminergic systems of fruit flies, resulting in

controlling of the behavior of an animal [85]. In the same year, Karl Deisseroth

and his colleagues firstly demonstrated the optogenetic control system using

Channelrhodopsin-2 (ChR2) in cultured mammalian neurons [86, 87].

Channelrhodopsin is a subfamily protein of rhodopsin that functions as light-

gated ion channels first founded in green algae [88]. Originally, channelrhodopsin

plays a role to control alga’s movement in response to light. However, when

expressed in cells of other organisms, it enables the optical control of ionic flow

across the membrane of cells including neurons. In resting state, the inside of

neurons is negatively charged by the action of sodium-potassium pumps and

selectively permeable membrane. If the light-sensitive channels or light-sensitive

ion pumps induce ionic flux across the cellular membrane of neurons, the mem-

brane potential will change, resulting in either activating or inhibiting the neural

activity. Since the complementary DNA sequence of channelrhodopsin in the green

alga Chlamydomonas reinhardtii is identified, it became possible to artificially

make the cells to express the opsin-related proteins in the animals. In the early

2000s, it was demonstrated that various light-sensitive ion transport proteins

224 S.B. Jun and Y. Lim



including light-driven pumps and light-gated ion channels like channelrhodopsin-1

(ChR1) and ChR2 can be expressed in oocytes of Xenopus laevis and mammalian

cells. Later, these opsins became available to use in neuronal cells in mammals.

One of the most important improvements in optogenetics was the introduction of

fast light-activated channels. Even though light-sensitive channels or pumps act as a

controller of ionic currents, the gating speed was not fast enough at early attempts.

However, millisecond-scale temporal resolution of control was also realized by

Deisseroth group in 2005 [86]. In addition to the optogenetic activation of neurons,

inhibiting of neural activity became possible due to introduction of chloride ion

pump, halorhodopsin (NpHR), and enhanced halorhodopsins (eNpHR2.0 and

eNpHR3.0) [89, 90]. Compared to NpHR, eNpHR allows high-level expression in

mammalian neurons without toxicity via screening a number of membrane traf-

ficking modulators.

In this manner, various microbial opsins have been identified and modified to

adapt to the mammalian nerve systems. The development of opsins has been

achieved mostly in terms of high photosensitivity and expression levels, fast

response time, and low toxicity. Recently, instead of immediate photoactivation,

prolonged photoactivation also became possible via introduction of step-function

opsins (SFO) and stabilized step-function opsins (SSFO) [91, 92]. They enabled a

sustained photocurrent for longer duration approximately for 30 min. It offered a

potential to slowly change the balance between excitation and inhibition for longer

timescale, which might be a crucial treatment method for various neurological

disorders such as epilepsy, Parkinson’s disease, and so forth.

Once the light-sensitive opsins are ready to use, they should be delivered to the

targeted neurons for successful neuromodulation. To date, most optogenetic

approaches for stimulating or inhibiting neurons have been applied to mice due to

the large number of transgenic strains available. The most popular ways to express

the opsins at the target cells are Cre recombinase targeting and viral transfection.

Cre recombinase is an enzyme derived from a bacteriophage, which is widely used

in molecular biology in order to catalyze specific recombination sites located in

genes. Cre recombination occurs with loxP recognition sites located near the target

gene sequences, resulting in expression of the encoded opsins. Since various

transgenic cell type-specific Cre mice are available, the Cre recombinase method

became very popular in optogenetic research [93, 94]. Currently, combined with

cell type-specific Cre/loxP genetic methods, optogenetics has been routinely used

to activate or inhibit specific cell types of neurons in vivo [95].

However, it is inapplicable to clinical application due to the complex proce-

dures. Compared to Cre recombinase method, viral transfection is more promising

for opsin delivery. The viral transfection employs viruses as carriers to deliver the

opsin genes. The most common viruses for this purpose are adeno-associated

viruses (AAV) or lentiviruses. Recent studies showed that the opsin delivery

through AAV is feasible for rodents as well as primates [96–98]. In the primate

study, it was shown that the optogenetic control of neural activity is stable and no

harmful effect on the tissue for more than a month even though the results in action

potential appeared more complicated than conventional electrophysiology experi-

ments. Besides, the FDA in USA approved the delivery of AAVs into the brain for

clinical researches [99].
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9.3.2 Optical Neuromodulation System

When the optogenetic technique was first introduced, the optical system was not

customized for activation of the light-sensitive opsins. Rather, it just employed the

light source equipped with fluorescence microscope for excitation of fluorophore.

Since the power of the built-in light source are around 10 mW/mm2 after filtering

light in unwanted spectra, it was enough to activate the light-sensitive opsins in

neuronal cultures or slice preparations [86, 87]. However, in order to apply

optogenetic neuromodulation to in vivo studies, it is required to deliver the light

with specific wavelength to brain structures located deep within the cortex. Since

the light penetration through brain tissue is limited by scattering effect, it is

obviously impossible to deliver the enough light energy to the target cells in deep

brain region even with highly sensitive opsins [100, 101]. Therefore, it became very

common to use penetrating optical waveguide structures also known as an optrode

[102–105].

The easiest way to make a penetrating optrode is to use optical fibers coupled

with a light source. Since the various types of optical fibers are commercially

available, the use of optical fibers coupled with specific wavelength lasers or

LEDs has become a popular method. However, for in vivo animal experiments,

once the optical fibers are located into the target brain region, the fibers are firmly

fixed commonly with biocompatible cement. Then, it is impossible to disconnect

the optic fiber from either the light source or animals. Therefore, the use of optical

connectors became popular, providing freedom to disconnect the light source while

not delivering light. The connection is typically realized by combination of a

ceramic sleeve and a patch cord of optic fiber connected with a metal ferrule. The

sleeve is fixed on top of the skull through a skin and the patch cord is inserted into

the brain while the other end is located in the sleeve with ferrule. This type of

connector is called a fiber-optic cannula, which has been used for long time in

optics. In addition, the optical commutator (also known as optical rotating joint) has

also become available, which allows the animals with implanted optic fibers to

rotate freely in a certain experiment space without twisting the fibers.

Another approach for optrodes is to integrate the optical waveguide with a

microelectrode as shown in Fig. 9.4. Combining electrode arrays for electrical

neural recording and optical waveguide for optogenetic stimulation enabled simul-

taneous optical stimulation and electrophysiological recording of target neurons.

Zhang and his colleagues first demonstrated the dual modality hybrid system for

optogenetic stimulation via a tapered optical waveguide and simultaneous

multichannel recording via 100 channel intracortical multielectrode arrays

[102, 103]. In order to implant the optrode and the electrode into the deeper region

with minimal cortical damage, a novel method is proposed to form a coaxial

optrode, a tapered, gold-coated optical fiber inserted in an insulation tube

[105]. This device enables the electrophysiological recording through the exposed

gold coating in addition to the light delivery optic fiber.
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As the optogenetic techniques rapidly develop, the optogenetics are not

employed only for the neuroscience studies but also for the neuromodulation

therapies. Even though there are several issues prior to the clinical use such as

stability of opsin expression, miniaturized optical systems, and even ethical issues,

there are attempts to use the optogenetics as a more effective neuromodulation tool

for neuroprosthetic systems. However, the optical systems described above are

implemented mainly for in vitro or in vivo animal experiments. In order to use

optogenetics for clinical neuromodulation systems, the optical systems should be

far more improved in terms of miniaturization, safety, and removal of external

systems. First of all, the long connection between the optic fiber and light source

should be minimized or removed. It has been already reported that LED light source

can be integrated directly with the implanted optic fibers or waveguides [106]. As a

prototype system, a miniaturized LED device for wireless control was also pro-

posed to optogenetically stimulate cortical neurons via transcranial light

delivery [107].

Fig. 9.4 Single optrode and optrode-MEA device. (a) Concept schematic of single optrode. (b)
SEM images of the optrode tip. The exposed metallic part of the tip is approximately 50 μm,

appearing brighter in the upper image. (c) Schematic of the hybrid device. The optrode is coupled

to the MEA through a laser drilled hole. (d) An optical microscope image of the device, showing

blue laser light emanating from the tip of the optrode [103] (Copyright©2009 IEEE)
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9.4 Challenges and Perspectives

In the present chapter, we have discussed several optical interface methods for

in vivo or in vitro monitoring neurons and optogenetically modulating neurons.

These techniques have enabled researchers to record activity of hundreds of

different neurons at the same time or altering the behavior of population of neurons

with specific cell types. However, current method can be used in the experimental

conditions. In this section, we are going to discuss challenging issues so that optical

interface method can be applied for long-term reliable experiments or even appli-

cation to human patients.

9.4.1 Miniaturization of Optical Hardware

To optically monitor the activities of neurons, light from laser source should be

delivered to the target region of the brain. In most cases, light is transferred through

optical fiber. This means that animal should be tethered to the cable and this could

restrain the behavior of animal. What is more, most miniaturized microscope still

use the high-end optical systems such as ultrafast laser source and telescopic

systems placed on the optic table during experiment. These devices are not easy

to be miniaturized at this point. Unlike optical imaging system, optical modulation

system can take an advantage of relatively small LED system as a light source and a

wireless optical neural control system has been introduced recently [108]. This

system weighs only 2 g and is equipped with wireless powering system as well.

9.4.2 Power Consumption

For standard optogenetics application, LED (Light Emitting Diode) has been

widely used because it is cheap, easy to control, and could be easily incorporated

with optic systems. However, the major disadvantage is a low light transmission

efficiency. While the emitted power of standard LED can be up to 5 W, actual light

reaching the surface of the target tissue is only in the order of a few milliwatts,

which meets the light sensitivity of the cells expressing the opsin. In general, the

power transmission efficiency is much less than 10% from the light source to the

tissue. It means that optical interface system cannot be run on a small battery and

the power loss will case heat dissipation. Typical 3 V coin battery can discharge

current less than 0.1 Ah and such a low power capacity is not enough to turn the

LED on constantly. As suggested in recently developed wireless system [108],

wireless power system with supercapacitor may be required. Laser system has

much higher efficiency than LED (up to 50%) but laser system is not easy to be

miniaturized.
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9.4.3 Heating Problem

Continuous application of light can increase the temperature of tissues in the brain.

If the tissue at 300 μm from the surface were continuously receiving light

(23.5 mW/mm2), temperature of the brain will be risen up to 10 �C which is

much more than the range of temperature fluctuation suggested by ISO standards

(1 �C) [109]. However, in typical conditions for optogenetic modulation, pulsed

light stimulation is delivered to the target tissues. For example, 20 Hz pulsed-

modulated stimulation increases the temperature by only 0.5 �C. However, the
optogenetic monitoring for the activity-dependent fluorescence change or the

prolonged optical stimulation still requires the longer period of light exposure.

Therefore, it would be important to design the minimal but effective light delivery

protocol that may not significantly increase the tissue temperature. Since not only

the light delivery but also the heat dissipation from waveguides, electronics, or

batteries can induce the temperature increase, the whole implantable system should

be carefully designed to decrease the possibility of temperature increase. Even with

a slight increase of the tissue temperature, it has been known that homeostatic

signaling can modulate the neural systems [110–115]. It was also reported that

singing behavior of a song bird can be radically altered by directly cooling and

warming the motor area, HVC [116].

9.4.4 Single-Cell Manipulation

In many optogenetics experiments, population of neurons are activated or silenced.

Traditional optical interface technology is not enough to support an experiment for

controlling individual cells comprising a neural network for specific behavior or

perception. Recently, a novel tool was proposed to enable spatial control of light

modulation and single-cell targeted experiment. The proposed system does not

require any scanning devices under two-photon microscopy system maintaining a

high spatial resolution [117, 118]. This technique has great advantage in activating

ChR2 in a single cell and monitoring the network-wise changes by two-photon

fluorescence microscopy. However, the technology is in the early developmental

stage and far from the development of the implantable devices yet.

9.4.5 Clinical Application

To date, optogenetic neural interface methods have only been applied to mice,

birds, and nonhuman primate [98, 119, 120]. To utilize the optogenetics technique

for human clinical application, several key issues still remain to be resolved. First,

efficient way to express the viral product in human brain has to be established.
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Currently, fewer number of cell types-specific gene sequences of the human brain

are known. Extensive basic research on anatomical and functional grouping of cell

types is required to select clinically effective cells in the human brain. Another

issue is the longevity of expression level for microbial product in the human brain.

To our knowledge, this property has not been characterized yet except the long-

term effect on the morphological changes of neurons in rat brain [121]. Finally, a

miniaturized fully implantable optical interface system powered by a battery has to

be developed so that all the essential optical and electronics can be chronically

implanted inside human brain or human body. Considering current technologies for

optic systems and batteries, in order to develop a commercialized implantable

optical neural interface, the power consumption of current systems should be

lowered at least more than 10 times.

9.5 Conclusions

During the last decade, the optogenetics enabled new neuromodulation and mon-

itoring technologies from genetically targeted neurons. It has furthered the funda-

mental scientific understanding in neuroscience research regarding how specific

types of neurons perform the function in the complicated neural networks. More-

over, on the clinical side, optogenetics research has led to insights into several

neurological diseases and psychiatric disorders such as Parkinson’s disease, autism,

schizophrenia, drug abuse, depression, and so forth. Due to these precedent mean-

ingful results, the clinical use of optogenetics is already predicted by pioneers.

Considering the possibility of clinical optogenetic technology, in this chapter,

extrinsic optical neural interface systems are reviewed in terms of monitoring and

modulating the neural activity in vivo. As described in this chapter, there are a

number of critical hurdles to overcome such as miniaturization of optical systems,

gene delivery for opsin expression, thermal and biological safety, high power

consumption, and heat dissipation issues. However, as the optogenetic technology

has been rapidly improved in terms of optical systems as well as opsins and optical

probes, the remaining issues will be also resolved in near future. Therefore, it is

very likely that the optogenetic neural interface can be a futuristic therapeutic tool

connecting nerve systems and external systems beyond its scientific impact.
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Chapter 10

Real-Time Programmable Closed-Loop
Stimulation/Recording Platforms for Deep
Brain Study

Hung-Chih Chiu and Hsi-Pin Ma

Abstract Biomedical systems have expanded markedly in recent years, spreading

into many areas of human life. Rapid advances in biological science have led to the

creation of novel electrical circuits and signal processing methods and the devel-

opment of tools for diagnosing and treating human diseases. Many biomedical

engineering researchers have developed novel tools designed to tackle specific

medical conditions.

The instruments used represent an interface between biology and electronics.

These interfaces enable biological phenomena to be quantified and characterized,

thus allowing the biological processes underlying them to be elucidated. A typical

interface comprises a sensor or electrode for detecting some biological parameter,

the signals from which are then amplified and converted into a digital form. These

digital data can be processed by hardware or transferred to a personal computer for

closed-loop control, long-term storage, and more precise signal processing. The

guidelines for such signal processing algorithms require low complexity, short

latency, high sensitivity, and accurate characterization. Microprocessors are used

to make the design of an electronic algorithm flexible and adaptable. Depending on

the requirements of a specific application, the data can be transferred through wired

or wireless links. Communication can be achieved using widely available and

clearly defined technical specifications.

This chapter discusses the main hardware and software components used in

closed-loop deep brain stimulation systems and describes the evaluation procedures

that are used to ensure that the system performs as specified. Even when the system

parameters can change with the physiological characteristics, a closed-loop control

system can accurately extract the signals of interest.
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Deep brain stimulation • Parkinson’s disease • Time-frequency signal

processing • Phase analysis • Phase synchrony • EEG • Local field potential

H.-C. Chiu • H.-P. Ma (*)

Department of Electrical Engineering, National Tsing Hua University, Hsinchu, Taiwan

e-mail: hp@ee.nthu.edu.tw

© Springer International Publishing Switzerland 2017

C.-M. Kyung et al. (eds.), Smart Sensors and Systems,
DOI 10.1007/978-3-319-33201-7_10

237

mailto:hp@ee.nthu.edu.tw


10.1 Introduction

Bioelectronic systems are used to measure and quantify physiological parameters

within the human body and to treat certain medical conditions. The interface with

the human body makes it possible to investigate the biological world and the

function of human body systems. Compared with conventional biomedical elec-

tronic systems based on digital signal processing (DSP) units, a real-time electronic

system can provide a programmable approach to recording and stimulating the

system, low-complexity DSP, and a closed-loop strategy for recording feedback

from the stimulated nuclei.

Electrical stimulation systems have been used to study the behavior of neurons

in the brain [1–4]. Various therapies use deep brain stimulation (DBS) to alleviate

neurological disorders and to treat Parkinson’s disease [5], tremors [6], epilepsy

[7, 8], depression [9], cluster headaches [10, 11], and other maladies [12, 13]. In

order for DBS therapy to be effective, the electrical pulses used must be of high

frequency. Many previous studies have quantified the energy used in neural activ-

ities. This has been done by calculating the power density in a particular bandwidth

of the brain, because neural synchrony exhibits large variability in amplitudes and

recurrence. There is increasing evidence to suggest that deep electrical stimulation

of brain structures suppresses neuronal synchrony at the basal ganglia

(BG) [14]. Suppression of neuronal synchrony in Parkinson’s disease usually

involves open-loop deep electrical stimulation of brain structures using local field

potentials (LFPs) [15]. Open-loop deep electrical stimulation delivers

preprogrammed electric signal patterns, but an effective feedback loop for

maintaining the neurotransmitters cannot be selected. By contrast, a closed-loop

stimulation strategy has a considerably stronger effect while preserving battery life

and allowing precise control of the functional electrical stimulation of the brain.

However, closed-loop stimulation strategies are not yet well enough understood to

allow the selection of the stimulation conditions. Few guidelines are available

covering the selection of appropriate closed-loop stimulation strategies, in which

the signal characteristic changes in the power spectra of the LFPs [16], or the phase

is synchronous in the specific frequency band [17]. Closed-loop stimulation strat-

egies must take account of power consumption and battery life. A long-term

objective is to develop a system that can automatically adjust the stimulation

strategies to achieve suppression of neuronal synchrony based on the electrical

signals from the deep brain. Closed-loop stimulation platforms for deep brain study

are discussed in detail in this chapter, which is organized as follows.

The remainder of this chapter is organized as follows: design considerations for

closed-loop stimulation strategies are discussed in Sect. 10.2. Standard closed-loop

DBS and recording system design are described in Sect. 10.3. Section 10.4 dis-

cusses closed-loop control policies and DSP. Section 10.5 presents an integrated

electronic and signal processing system, including system architecture, firmware

design, mathematical instruments for measuring neural activity, and closed-loop

neural phase synchrony detection. Section 10.6 offers some conclusions.
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10.2 Considerations for Closed-Loop System Design

In closed-loop DBS, bioelectrical signals are used to extract information from a

biological system. These signals exhibit different electrical characteristics, includ-

ing different levels of complexity, because an organ comprises multiple tissue types

and functional units, but is composed of cells that have common features. The

electrical signal received will reflect these similar cell features, but intracellular

variation will have an effect on the electrical properties. The electrical properties

can be captured by devices as simple as a closed-loop device on the skin surface or

microelectrodes placed in direct contact with the biological tissue. The character-

istics of the bioelectrical signals place further constraints on the design and appli-

cation of biomedical instrumentation systems. Novel closed-loop design strategies

must be considered for the instrumentation systems used in medical facilities and

research centers. In the design of a biomedical system, the following factors must

be considered:

(1) Energy source: The human or animal body can provide an original source for

the DBS system. Many biomedical systems allow human health to be monitored by

an implanted device. Different body parts produce different signals. Bioelectric

signals are produced by muscles and neuron cells, with the cell potential providing

the electricity source.

(2) Sensors: A sensor is used to convert the physical condition or property into an

electrical signal with specific characteristics. Factors including noise and electrode

impedance can influence the choice of analog front-end architecture. For example,

the electrode impedance is not dependent on the electrical properties of the mate-

rials, but on chemical reactions at the interface between the electrode and the

electrolyte [18]. In general, commercial electrodes for bioelectrical recording

have an impedance of 1 kHz, a range from 10 to 1000 kΩ, and capacitance values

of between 100 and 350 pF. Hence, the amplifier must be properly designed to

accommodate such large capacitive impedance. In real applications, the electrode

impedance includes thermal noise [19], whose background fluctuations generate

5–10 μV over 10 kHz.

(3) Signal acquisition and processing systems: Converting the physical condition
into an electrical signal can assist the user of the closed-loop DBS system. Signal

acquisition mainly involves the use of function blocks such as amplifiers, A/D

converters, D/A converters, wireless circuits, and digital control circuits.

After the biosignals have been converted into a digital form, the data must be

passed through a closed-loop processing algorithm. Digital recording must be

tightly controlled as it affects both the signal traces produced and the performance

of the algorithm. Effective control of these parameters sets the system state under

which the processing algorithm is characterized to the expected condition. For

example, different kinds of bioelectrical sensing systems require different sampling

rates, electrodes, and closed-loop control policies. All of them must be designed to a

specification. In real clinical applications, motion artifacts from the patient may be
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produced while recording the electrical signal, and such artifacts can significantly

affect algorithm performance.

(4) System Latency: The operation of closed-loop system control can be divided

into three steps: data acquisition, processing, and event detection [16]. Each step

can be controlled by a digital core or by independent programs that communicate

with each other via defined protocols. Each step introduces time and delay latency.

If this latency is too long or unpredictable, it may interfere with the real-time

closed-loop stimulation.

The time period for data acquisition in a sample block is controlled by the system

protocol. The exact latency depends on the type of A/D converter used. As the data

stored in the buffers is processed by the algorithms, the processing latency depends

on the complexity of processing and the clock speed. The detection latency is

determined by a number of factors that successively trigger the stimulator. There-

fore, assessment of the timing characteristics is a critical issue in the development

of closed-loop systems. Exact latency can be achieved with careful implementation.

(5) Monitor system: The monitor system is the bridge between the biomedical

system and the host PC. Results can be displayed on a user-friendly graphical user

interface. The monitor system can be numerical or graphical, or show features

characteristic of the biomedical activity being investigated.

10.3 General Closed-Loop Deep Brain Stimulation
and Recording System Design

The efficacy of DBS in treating neurological disorders such as movement disorders,

pain, epilepsy, and psychiatric disorders has been demonstrated, and a closed-loop

control policy can further improve these treatments by precisely monitoring the

neurotransmitters. A typical closed-loop DBS system can be characterized as

follows: (1) an adaptive DBS system can be used to measure and analyze a chosen

variable reflecting ongoing pathological changes in the patient’s clinical condition
to derive new stimulation settings [20]. (2) Key elements that can be added to the

generalized bi-directional brain-machine interface to facilitate research on chronic

conditions include multichannel LFP amplification, accelerometers, spectral anal-

ysis, and wireless telemetry for data uploads [21]. (3) Closed-loop DBS systems

have further developments in the charge transfer mechanisms at the electrode and

tissue interface. This can be used to investigate the symptoms of neurological

disorders and any side effects that may occur. Transgenic animals may be used in

the testing of systems that improve the energy efficiency of the stimulation

[22, 23]. (4) Closed-loop stimulation methods can dissociate changes in BG dis-

charge rates and patterns, providing insights into the pathophysiology of PD

[16]. This will have a significantly greater effect on akinesia. (5) While modulating

neural activity is an effective treatment for neurological diseases, systems have

been demonstrated that can identify a biomarker and the transfer functions of
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different stimulation amplitudes in a chronic animal mode [24]. (6) Signal unit

recording can be done using a variety of brainwave recording techniques, and these

parameters can be used for closed-loop activation of spinal circuitry below the level

of injury [25]. A typical model of a closed-loop DBS system is illustrated in

Fig. 10.1.

The DBS system mainly comprises a monitor and signal acquisition system, a

microprocessor, a stimulator, and peripheral interconnection components. All the

subsystems must be properly calibrated. Microprocessors form the kernel of the

DBS, and their incorporation into biomedical systems has added computing power

and greater control capability. The signal processor is used to acquire data, control

the transducer, and provide closed-loop DSP. The performance of the signal

processing algorithm is assessed prior to hardware implementation, and an input

biosignal is passed through the algorithm. It must be demonstrated through simu-

lation that the signal processing algorithm is rigorous, accurate, and produces

reproducible data [23, 26]. The wider availability of microcontrollers has provided

functional sub-circuits that offer both manual programming and automatic digital

control, which can help reduce the complexity of the circuit interface. Compared

with conventional biomedical electronic systems using DSP, the real-time closed-

loop electronic system offers programmable recording and stimulation, a

low-complexity and short latency DSP, and a closed-loop strategy for measuring

feedback within the stimulated nuclei. In biomedical applications where low-power

operation is a major concern, energy efficiency when performing a specific task

becomes a significant consideration. These issues are discussed in Sect. 10.3.1.

10.3.1 Neural Recording System

The deep brain signals measured by the sensors are amplified to levels suitable for

signal processing. The electrical signals are on the order of microvolts to millivolts,

for example, 10–300 μV for LFPs, 1 μV for evoked potentials, and 10–20 μV for

EEGs [27]. Two different methods are used for brainwave recording. One is called

monopolar recording, in which a channel potential is compared to a reference

electrode placed at a distant location. Monopolar recording involves amplitudes

up to 50 μV, which are more sensitive to global neural activity and motion artifacts.

Low-noise
Amplifier

Bandwidth-
Tunable Filter

N-to-1
Mux.

A/D
Converter

Digital Core/
Microcontroller

D/A Converter

Pulse Generator

Stimulation
Buffers and 
Multiplexers

Bidirectional
Telemetry

System

Long-shank
microprobe

Fig. 10.1 System architecture of a real-time programmable closed-loop stimulation and recording

platform comprising a neural recording system, a stimulation system, and a digital core
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The other method is called bipolar recording, in which a channel is compared to any

one of the other channels, at amplitudes of approximately 5–20 μV, depending on

the electrode distance and location. This method is less sensitive to noise and

motion artifacts and more sensitive to localized neural activity.

As already noted, in a DBS application, the neural activities are captured by the

probes or electrodes, and the bioelectrical signals generated can be fed into a

microprocessor. Generally, amplifiers must be used without distortion and suppress

system or environmental noise. Figure 10.2 shows a schematic of a recording

system, which comprises a low noise amplifier and successive approximation

(SAR) A/D conversion. The amplifier has an analog output or is integrated with

the SAR A/D unit.

10.3.1.1 Amplifier

In principle, biosignal amplifiers are differential amplifiers which can measure a

potential difference and contain high-impedance input circuits with a high common

mode rejection ratio (CMRR) of between 60 and 110 dB. High CMRR can

minimize noise from the power line and AC inductive power link. Ideally, the

amplifier can amplify the difference between the brain signals from two input

electrodes and eliminate the signal components that are common to both signals.

When electronics are applied to the electrodes before the preamplifier or filtering,

the CMRR of the amplifier may be reduced. For example, neural spikes contain

high-frequency information (e.g., 300–6 kHz) and have a high-pass cutoff of

around 6 kHz [28]. Analog filtering allows these high-frequency signals to pass

through unattenuated. The anti-aliasing filter includes a low-pass cutoff, and the

sampling rates must be high enough to sense high-frequency signals.

Amplifiers designed for deep brain signal recording must meet specific require-

ments. First, a high sampling rate over 20 kHz is required by the A/D converter, so

an anti-aliasing filter must be incorporated. These filters typically remove high-

frequency signals (e.g., higher than 500 Hz), in order to retain the LFPs waveform.

Second, the input impedances must be higher than the probe impedance.

Fig. 10.2 The architecture

of the recording system
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A typical neural probe impedance is in the range of 1–1000 kΩ at 1 kHz. The

input impedance should be at least 100 times larger than that of the probe. Pre-

amplifiers with high impedance are therefore commonly used at the buffering stage

in the differential amplifier [29, 30].

10.3.1.2 A/D Converter

Many modern biomedical recording systems provide multichannels with high

sampling rates, but the amplitude resolution and dynamic range of the A/D con-

verter has a significant effect on the frequency range of the electrical signals

recorded. In a deep brain recording system, an SAR A/D is commonly used to

test the accuracy of the substrate resistance network, because it is widely applied to

bio-chips and complete analysis methods of the SAR A/D. The advantages of this

architecture are a low latency-time, high accuracy, and low-power consumption,

with maximum sample rates of 2–5 MHz.

After neural signals are amplified, the digitized signal from each amplifier cycles

many times per second, and this is called the sampling rate. The sampling frequency

must satisfy the Nyquist criterion and must be at least 2 times larger than the highest

frequency occurring in the biosignal. If the system does not satisfy the Nyquist

criterion, the information contained in the sequence of samples will be distorted by

aliasing [31]. In practice, the sampling rate may be several times higher than the

recording bandwidth, since an anti-aliasing filter cannot filter out the higher fre-

quency signals.

As described above, the brain signal is recorded using a multichannel differential

amplifier. The signal input from different amplifiers and the entire analog signal

must be digitized simultaneously. However, the digitization system contains a

single A/D converter and the samples are acquired at different times. Several

methods are available to address this problem: (1) a sample-and-hold method can

hold the analog signal until the digitizer is ready to read the data or (2) a high

sampling rate can reduce the sample time between each channel. A more detailed

discussion of sampling and digitizing theory can be found in this reference [32].

10.3.2 Neural Stimulation System

The stimulation system consists of a responsive stimulator, electrode leads, and a

function of the programmable parameters [33]. The stimulator is capable of com-

munication with external components such as baseband circuits, a microcontroller,

or wireless telemetry. The operator can use the bi-directional telemetry system to

rewrite the digital core firmware and adjust the stimulator setting. The sensing data

transmitter communicates with the central data management system where data can

be stored and reviewed by physicians.
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In principle, the closed-loop stimulator is a multi-functional stimulation device,

which performs the following functions: (1) responsive stimulation, (2) digital to

analog (D/A) decoding, and (3) battery voltage monitoring. Closed-loop responsive

stimulation is controlled by a detection system in the digital core. As shown in

Fig. 10.3, a range of stimulation parameters can be adjusted, including the stimulus

voltage, stimulation frequency, and the pulse width and duration [34]. As discussed

above, stimulation can be monopolar or bipolar. Monopolar stimulation requires the

same polarity, while in bipolar stimulation the input is cathodic and the reference

potential is anodic.

The D/A decoder is used to classify the digital patterns. The stimulation param-

eters can identify the pattern across the electrographic events and detection algo-

rithm. After the stimulation parameter is set, the stimulator transmits the

stimulation current to the tissue via the neural probe. A closed-loop stimulation

control system can automatically evaluate the neural disorder and suppress neuro-

nal synchrony. In addition, closed-loop stimulation incorporating battery voltage

monitoring offers significantly extended battery life and reduced power

consumption.

10.3.3 Digital Integrated Circuits

The digital circuit is the core of the closed-loop DBS system, performing data

acquisition, DSP, sensor interfacing, and event detection. The generic architecture

of the digital module is presented in Fig. 10.4.

Fig. 10.3 Types of stimulation pulse shape, width, and duration
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The DSP component of a closed-loop system performs two essential functions:

feature extraction and control policy. Feature extraction is used to identify signal

characteristics from the raw data and to convert the data into the mathematical

domain. Data can be transferred to the frequency domain using Fourier transform or

by assessment of power spectra, coherence, or cross-correlation coefficients

[35, 36]. In closed-loop system design, it is essential that the signal processing is

dynamic to allow optimal control policies to be applied to the digital circuits.

Detection methods have therefore been adapted to fit the low-complexity con-

straints on the DSP. It is also important to take account of the system control policy

when considering the closed-loop function for different depths of the brain. These

functions include turning the stimulator on and off, feedback control of specific

features, evaluation of the detection latency, and switching between the various

subsystem interfaces.

The digital buffer is the bridge between the analog front-end and the digital

circuits and can be used to acquire the digital signals from the subject. Different

kinds of bioelectrical signal require different sampling rates. However, when the

buffer cannot be merged with the digital module, tunable bus encoder technology

can be used to reduce the biosignal activity [37].The digital buffer requires clocks,

because different levels and functions of the system require different clock fre-

quencies in the digital domain. As each subsystem can decrease the frequency range

for different algorithms or baseband circuits, system power consumption and

battery life can be substantially affected. For example, a sleep mode can be used

to reduce the system power consumption. This mode is controlled by a low clock

manager, and the controller can shut off the system main clock. Synchronous circuit

design is very critical in a system which includes two different clock domains.

Hence, the design of a state machine is a critical issue.

Digital Buffer Data Memory Baseband 
Communication

DSP
Closed-loop 

Detection 
Algorithm

Power 
Management

Digital Core

Sensor Wireless 
Module

Power
Module

Fig. 10.4 A general architecture of digital core in closed-loop system
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10.4 Closed-Loop Control Policy and Digital Signal
Processing

Biomedical signals carry information on a biological system. Biomedical measure-

ment systems must be secure and perform as intended to allow medical personnel to

make precise diagnoses and choose the correct treatments. To satisfy these require-

ments, the digital core must meet numerous standards and regulations for each

biomedical signal processing method used in the system. However, precise detec-

tion of the target signal and noise components remains a critical issue.

Most closed-loop stimulation systems use components of brain signals that are

clearly characterized as biosignal features. They are detected using data processing

algorithms that continuously monitor the brain activity. A data processing algo-

rithm analyzes each incoming sample block from each biosignal to identify these

features. The detection system is capable of comparison and specific detection. In

general, two detection methods, linear and nonlinear, are used by the detection

algorithm. These processing methods can be applied independently or to integrated

circuits, and electrical stimulation systems can also be configured for detection.

After the signal is processed, feedback is required to improve the detection of the

probes at different depths in the brain. As the signals may include ECoG from the

cortex or from the subthalamic nucleus in the deep brain, they clearly supply

different amounts of information, based on the frequency domain [38]. The detec-

tion system must be able to adapt its parameters to improve the accuracy of the

closed-loop stimulation system. Possible improvements in signal processing fall

into the following categories: (1) extraction of information in more useful forms,

(2) predictive data to anticipate the information from a specific signal, (3) data

compression, and (4) filtering out of nonessential information, such as power-line

noise or motion artifacts. Thus, it is common for a DBS system to incorporate

features such as digital filters, linear and nonlinear combinations, or other

modifications.

10.4.1 Digital Filtering

Digital filters are central to all signal processing systems. Each sample of the

digitized signal is passed through a specific type of filter. Digital filters are used

to filter out unwanted noise or artifacts from the biosignal to enhance the quality of

the signal and prepare it for closed-loop detection.

If input data x[n] enter the filter sequentially, the output data y[n] is the weighted

sum of the current and past values, and is given by:
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y n½ � ¼
XM
i¼0

aix n� i½ � �
XN
i¼1

biy n� i½ �;

where x[n�i] is the past input data, y[n�i] is the past output data, the ai and bi
parameters are the weights, and M and N are the numerical data lengths. The

filtered output data have the same number of samples, in which the first sample

of y[n] corresponds to the first sample of x[n]. Filters that depend on current and

past data are known as causal filters. In real-time applications, causal filtering is

necessary because future input and output data are not yet available. A simple

example is the computation of a moving average. When computing a moving

average, the signal passes through the filter, and the filter data is equal to the sum

of the past input samples (N) each weighted by 1/N. This filter attenuates the high

frequencies and preserves the low frequencies. The guidelines for developing

closed-loop control demand low complexity and short latency. The sums of the

past N consecutive samples have to be considered in the optimal range.

10.4.2 Time Domain Signal Processing Techniques

Linear signal processing can incorporate a number of different procedures. These

can be categorized as (1) block processing, (2) peak detection and integration, and

(3) wave detection. In a closed-loop system, it is desirable for the signal processing

to occur in real time. Before being fed into the processing algorithm, the incoming

raw data samples are segmented consecutively, either with or without overlapping.

If the signal features are computed more frequently than is necessary, the system

will consume additional computational time and power. In efficient real-time

implementations, therefore, the data window size and overlap of the blocks should

closely reflect the processing algorithm, detection latency, and available processing

power.

Peak detection and integration are the most straightforward and simple methods

for achieving this. Peak detection determines the maximum or minimum value of

the data in a window and uses this value as the feature. Features can be averaged or

integrated to provide more detailed information on the time domain. These methods

can also be applied to the detection of transient spectrum peaks in the frequency

domain.

Wave detection is calculated as the sum of the amplitude changes within a time

window. This method is mainly used to measure the complexity of the fractal

dimensions of a deep brain signal. The wave difference or the ratio of the average

change between a short and long window can be used to determine whether the

signal complexity is increasing or decreasing.
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10.4.3 Frequency Domain Signal Processing Techniques

Deep brain signals have continuous amplitude and frequency modulated oscilla-

tions. A number of researchers are tracking these changes in the frequency domain.

Much of frequency domain theory is based on Fourier analysis, which transforms

time domain data into a frequency domain representation. Depending on the

specific constraints or objectives, techniques such as fast Fourier transform (FFT)

or autoregressive (AR) modeling are used. An FFT spectrum tracks the brain signal

at a corresponding frequency, and the power spectrum of the FFT can be obtained

by squaring the magnitude. This is an efficient implementation method for brain

signals in a closed-loop system. AR modeling can use higher spectral resolution for

signal window sizes shorter than those used in FFT. The development of small

window sizes is necessary for closed-loop systems, because long latencies signif-

icantly affect real-time operations.

10.5 A Design Case: A Real-Time Closed-Loop
Neurostimulation System Based on Neural Phase
Synchrony Detection

10.5.1 Introduction to Closed-Loop Neurostimulation System

Parkinson’s disease (PD) is one of the most prevalent diseases in people aged 50–60

years [39]. The introduction of levodopa (L-dopa) in the late 1960s caused a sharp

decline in the surgical treatment of PD. Oral administration of L-dopa, which

transforms into dopamine in the basal ganglia (BG), is a widely adapted chemical

therapy for PD [40, 41]. However, long-term use of L-dopa is associated with motor

fluctuations and dyskinesia [42], and DBS of BG nuclei is increasingly considered a

highly effective and adjunctive therapy for PD symptoms [43–45], such as tremor

and dystonia; moreover, it limits drug-induced side effects.

Numerous studies have quantified the energy in neural activities, which is

measured by calculating the power density in a particular bandwidth of the brain

because neural synchrony exhibits large amplitude and recurrence variability.

Furthermore, increasing evidence indicates that deep electrical stimulation of

brain structures suppresses neuronal synchrony at both BG [14]. Suppressed neu-

ronal synchrony in PD usually involves open-loop deep electrical stimulation of

brain structures such as LFPs [46]. Open-loop deep electrical stimulation delivers

preprogrammed electric signal patterns, but the effective feedback loop for

maintaining neurotransmitters cannot be chosen. By contrast, closed-loop

stimulation strategy has a considerably stronger effect with preserving battery

life, decreased neural synchronization, and an ideal control policy for feedback

within the stimulated nuclei. For instance, neurological disorders are ameliorated

when stimulation is based on electrical signal feedback and matched to the
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frequency of the abnormal synchronization [16]. In addition, characteristic changes

in the power spectra of LFPs have been identified after DBS of the BG, and an

adaptive model based on recursive identification by the brain has been developed

[17]. However, the power spectra do not consider the dynamic phase synchronous

properties exhibited by the additional information in closed-loop strategies. The

phase synchronous in the specific frequency band is a marker of neurological

disorders in PD such as the beta band synchronization of BG is associated with

the motor symptoms, such as the hypokinetic symptoms [47] and associated

symptoms were reduced by different therapies [48]. Hence, the phase synchronous

of neurophysiologic signals is used to estimate the neurological disorders at beta

frequency oscillations. With this framework, this study is to develop a program-

mable closed-loop stimulation control system that automatically evaluates the

neural phase synchrony to achieve reduction of motor symptoms.

Synchronous neural detection hardware that precisely controls intracortical

microstimulation [49], closed-loop spike detection algorithms for triggering elec-

trical stimulation, [50], and electroencephalograph (EEG) seizure detection [51, 52]

have been implemented. Advanced algorithms include complexity analysis pro-

cedures, such as approximate entropy (ApEn) calculation and ameliorate neurolog-

ical disorders [53]. In our previous studies, we developed a multichannel open-loop

stimulation system-on-chip (SoC) that is based on an open-source 8051 microcon-

troller for real-time data collection [54, 55]. Because no commercial embedded

systems are available for neural phase synchrony stimulation and recording, we

developed a closed-loop DSP platform using flexible FFT and a fully programma-

ble stimulus control strategy, which considers parameters such as stimulation

amplitude, frequency, and pulse width. This platform is flexible and adaptable to

the electronic algorithm design, which is substantially advantageous in the first step

of the investigation.

In the present study, an RISC processor [56] is the core of the closed-loop phase

detection algorithm; it provides a flexible architecture and a uniform length instruc-

tion set that affords system implementation at various processing performance

levels. At the system architecture level, a combination of programmable and digital

circuits provides implementation feasibility to different algorithms. Hence, the

major closed-loop phase detection algorithm and signal processing are set by the

user, thus precisely controlling the stimulator. An analysis of the performance

requirements in neural networks shows that the proposed microprocessor is ade-

quate for signal processing. At the microarchitecture level, the processor performs

feature extraction using diverse FFT resolutions for obtaining neural information.

Additionally, a low-complexity algorithm for addition and multiplication was

proposed for variable-FFT-length (16–1024 points) implementations that involve

a tradeoff between memory bandwidth and run time. Using the proposed algorithm,

continuous LFP signals were collected from freely moving PD rats. We focus on the

phase interaction of the signal amplitude to achieve highly dynamic modulation of

neural activity by using the phase of low-frequency rhythms. Hence, the proposed

processor provides a platform for combined statistical testing in a closed-loop

microstimulation, which enables onset pattern detection and provides a precise

stimulus for adequate treatment of PD symptoms.
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10.5.2 System Architecture

The closed-loop phase detection system mainly consists of a recording analog

front-end (AFE), a RISC processor, a stimulator, and a peripheral component

interconnects. All external devices and algorithms are interconnected using a

shared 32-bit data Wishbone bus, and the DSP, AFE, and analog-to-digital con-

verter (ADC) interfaces can be connected in parallel with the crossbar switch. In

addition, the host PC can rewrite processor firmware and monitor neural signal. The

complete platform for closed-loop phase detection and the functional flow diagram

is illustrated in Fig. 10.5.

10.5.2.1 Recording and Functional Electrical Stimulation

Adult (2-month-old) male Sprague Dawley rats weighing 250–350 g were used in

this experiment. All animal handling, surgical, and behavior testing procedures

were carried out in accordance with the guidelines on animal ethics. In each

experiment, the rats were first anesthetized with chloral hydrate (400 g/kg) and

urethane (0.5 g/kg). Microelectrodes were implanted into layer V of the M1 primary

motor cortical region located using a stereotaxic apparatus with an average imped-

ance of 50 kΩ at 130 Hz, after which the variable waveforms were recorded.

Experimental experience has shown that a critical constraint in investigating neu-

rophysiologic signals is that simultaneous recording of brain signals during DBS

induces electrical artifacts several orders of amplitude larger than the brain waves.

To overcome this constraint, investigators commonly adopt two distinct

approaches. One approach involves recording the brain waves at the BG projection

sites, where stimulation artifacts are less intense. The second approach, which we

adopted in this study, involves avoiding stimulation artifacts by immediately

recording brain waves after DBS. A 2-min M1 layer V time series was used for

signal processing and statistical analysis on the host PC.

Neural recording

Host PC

Closed-loop 
stimulator 

control unit

Closed-loop control unit

Neural 
stimulation

Neural signal 
visualization

Phase 
visualization

Spectrum
visualization

Phase synchrony 
computation

Fig. 10.5 Functional flow diagram of the closed-loop phase detection system. The digital signal

processor is responsible for FFT, the control policy, and phase computation. In addition, the host

PC can be used to rewrite the digital signal processor firmware, stimulation threshold, and to create

a GUI for monitoring and storing data
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Data collection and the electrical stimulation architecture were based on our

previous study. Deep brain signals were band-pass filtered between 0.1 and 700 Hz

and amplified 3000-fold. A voltage-controlled stimulation (VCS) for a grounded

load transmits the stimulation current to the tissues via the neural electrode.

Through a programmable VCS interface implemented in the FPGA evaluation

board, the user selects the RISC processor, sets the stimulation parameters, and

stimulates the neurons.

10.5.2.2 Phase Analysis

Excessive synchronized oscillation in the beta frequency is one of the most com-

mon PD biomarker signals [14, 46] and a characteristic feature of the neural

network activity in LFPs. However, the neuronal oscillations are quite inconsistent,

and frequency spectra do not contain phase variant properties. On the basis of this

knowledge, time-series fragmentation techniques are employed for analyzing inter-

mittent synchronized oscillations to investigate the dynamic phase of synchronized

signals, and the phase space of the brain signals is used to estimate the neural

rhythms. The localized phase synchronizations are analyzed separately using fre-

quency correlation. Each offline signal processing procedure is detailed for PC. All

PC-based analyses were performed using MATLAB (The MathWorks, Natick,

MA, USA). Before spectral analysis, raw data were band-pass filtered between

10 and 50 Hz to remove power-line noise and low-frequency oscillations. The time-

varying power of neural changes in the motor state was estimated using short-time

Fourier transform. Power changes were estimated using FFT with windows of 1024

samples, a Hanning window with a width of 0.5 s, and a 50% overlap, until all

signals were analyzed. In this time-varying spectral analysis, the high beta frequen-

cies (20–35 Hz) of different relative power information were measured.

We detected localized phase synchronizations with respect to both time and

frequency. Phase synchronizations were analyzed separately using a coherence

technique. This technique involves obtaining the cross-spectrum of two signals

by using the power spectral density. First, FFT is applied to both auto-power (Pxx)

and cross-power spectra (Pxy).

Pxx wð Þ ¼ E X wð Þj j2
h i

; ð10:1Þ

Pxy wð Þ ¼ E X wð ÞY wð Þ*
h i

; ð10:2Þ

where X(w) and Y(w) are obtained using FFT of the time domain signals x(t) and

y(t) (Fig. 10.6a). Next, phase relations are computed as follows:

Phase wð Þ ¼ �arctan Txy wð Þ� � ð10:3Þ
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where Txy(w) is a transfer function based on the cross-spectrum of a signal pair; it is

defined as

Txy wð Þ ¼
E X wð ÞY wð Þ*
h i

E X wð Þj j2
h i ð10:4Þ

All mean phases (n¼ 37) in the DBS ON and OFF states are presented in

Fig. 10.6b. Phase relations refer to the periodicity labeling of the neural activity

signals at a point between the coordinates (�3.141 to 3.141). On analyzing the beta

frequency power time series, the phase series was found not to be a constant in the

intermittent synchrony of power over time. The mean phase of DBS ON is more

stable than that of DBS OFF. Therefore, adding phase time-series detection capa-

bility to a VCS system facilitates addressing neurobiological concerns.
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Fig. 10.6 LFP betas in the DBS ON and OFF states exhibit different characteristics. (a) Beta is
observed in the 13–35 Hz range, where the power range is reduced and DBS ON and OFF is

intermittently synchronous. The power ranges shown are plotted logarithmically. Time domain

signals x(t) and y(t) are used to calculate the cross-spectrum and phase synchrony. (b) The mean

phase (n¼ 37) is calculated for DBS ON and OFF, and the mean phase in DBS ON is more stable

than that in DBS OFF
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10.5.2.3 Closed-Loop Stimulator Control Unit

As mentioned, neural phase dynamics can be calculated using the Fourier theory,

and the phase equation of (10.1) enables the processor to activate the stimulator by

using a precise threshold. The threshold condition of phase synchronization (PS) is

defined as

PS ¼ 1, �β � π � Phase wð Þ � β � π
0, otherwise

�
ð10:5Þ

where β is a constant determined using the statistical analysis presented in the

subsequent paragraph. PS¼ 1 activates the stimulator. In this study, precisely

control of stimulator in short latency is a critical factor in maintaining the closed-

loop system. An operational flowchart is depicted in Fig. 10.7.

A preliminary statistical analysis was performed to evaluate the start threshold β.
Before determining the stimulation threshold, the continuous phase parameters

were analyzed using paired t tests to evaluate the mean difference between stimu-

lator ON and OFF states that maps β to an optimal stimulator start condition. Such

analysis was performed on neural signals exhibiting PD symptoms. First, the phase

characteristics of stimulator ON and OFF were independently tested for normality

using the Shapiro–Wilk test. When the statistic is significant, the hypothesis that the

distribution is normal is rejected. Second, another nonparametric statistical analy-

sis, the paired t test, was performed to evaluate the differences in each pair.

Significant p values were obtained in all cases.

y

x

FFT
Neural

recording

Neural
stimulation

Closed-loop Stimulator 
control unit

Phase analysisBrain

- ≥Phase≥ Closed-loop
control unit

Fig. 10.7 System architecture of the closed-loop phase synchrony detection, consisting of a

neural recording, a neural stimulation, and a closed-loop control unit. Closed-loop control unit

covert the neural signal into phase domain and trigger stimulator when that phase synchrony

exceeds a threshold
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10.5.3 Real-Time Digital Processing Platform

Although our previous studies have successfully implemented 8051 microcon-

trollers in freely moving rats [54, 55], the architecture requires numerous instruc-

tions for a single operation. A high number of instructions can negatively affect the

memory size, processing bandwidth, and real-time performance. Therefore, this

study employed a 32-bit RISC processor, OpenRISC 1200 [56], for arithmetic

operations, data storage, system control, and neural variant property evaluation.

The 32-bit processor provides a computing speed of 2.1 DMIPS per MHz under the

dhrystone benchmark and DSP MAC 32� 32 operations per MHz. By contrast, the

8051 microcontroller in our previous studies computed at 1.67 DMIPS per MHz.

In addition, virtual memory support, a five-stage pipeline, and basic capabilities are

included in OpenRISC 1200. Processor efficiency and flexibility in specific tasks

are crucial for precise and complex biomedical algorithms that sense neural

activity.

The neural phase analysis of the system is classified into two components: First,

the vector mode of the coordinate rotation digital computer (CORDIC) algorithm

[57] is proposed, fulfilling the arctangent function, because it requires shift and add

operations for each vector rotation. Because of the 16-bit fixed point computation in

the processor, the word length of CORDIC computations must be considered for

numerical accuracy. To achieve a 10-bit resolution of the fraction part [48], the

word length should be at least (n + log2 n + 2), and n+ 1 rotations must be

performed. Second, the variable point radix-24 FFT is proposed [58]. In the

proposed RISC processor, this architecture achieves the lowest computing com-

plexity for mathematical operations. In addition, the radix-24 algorithm provides a

variable FFT length ranging from 16 to 1024 points. To increase FFT computation

efficiency, the twiddle factor is precomputed, stored in an array in the processor

memory, and accessed through table lookup.

Real-time signal processing for the closed-loop detection of localized phase

synchronizations is implemented using a digital processor. The proposed algorithm

and control policy can be verified on the implantable device firmware by using a

wireless module. The firmware is segmented and updated independently and allows

a series of instructions into the program memory from the boot ROM. The proces-

sor is programmed to deliver information as follows: (1) retrieve data from the

SRAM and input it into the asynchronous FIFO; (2) set the stimulation parameters

and the threshold for specific brain regions; and (3) start the N-point radix-24 FFT

and CORDIC for phase computation.

After the phase property is calculated using the proposed algorithm, a hybrid

approach is used where Fourier-based segmentation with phase synchrony is

applied to maintain the neural activity reflected in the deep brain. Subsequently,

the phase threshold condition β, which starts the stimulator, is trained statistically.

When phase synchrony occurs, the processor generates a stimulation pulse. The

initial programming setting generates a pulse width of 60 μs at a frequency of

125 Hz and amplitude of 5 V and supplies a constant current of 100 μA. These
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parameters are effective in managing PD symptoms [59]; the user can flexibly

modify the stimulation parameters by modifying the instruction set.

Detection latency is a critical factor in maintaining a real-time closed-loop

system in which features of phase change are used to trigger stimulation. To

evaluate the detection latency, an EEG dataset that generated output signals serving

as AFE triggers was used. When one of the phase characteristics can trigger

stimulation, it triggers the stimulator output and sets the identity of the detection

unit, which is used in the feedback control scheme. The latency between a phase

discriminator and a digital sample is then calculated using the same sample clock. A

timing diagram of the experimental protocol is illustrated in Fig. 10.8. Closed-loop

stimulation latencies were calculated using numerous individual subsystems, such

as the digital sample, control policy, and phase detection algorithm. Using a 1024-

point digital sample, the average run time for the asynchronous FIFO was 0.256 s.

Furthermore, the phase detection latency calculated using the phase frequency and

corresponding change in the Wishbone bus was determined for each firmware

option. The difference in reaction latency for the RISC processor is largely attrib-

utable to the FFT and CORDIC; the mean latencies for the 1024-point FFT

computation and CORDIC were 33 and 12.8 ms, respectively. Table 10.1 illustrates

a comparison of the detection latency of the proposed system with those of recently

published closed-loop systems. The shortest latency is reported in [53], where the

sampling frequency is lower. Nevertheless, the 1024-point FFT and sampling

frequency of our system is higher, and the neurological detect state is not the

same. For the same neurological detect state, the shortest latency is in [60], where

the test platform uses a software and hardware coworker but does not consider the

sampling time.

10.5.4 Implementation Results

An ALTERA DE2-115 FPGA evaluation board, capable of reloading instructions

and implanted with dedicated RISC processors, was used to verify the functionality

and basic control policy. The processor instructions were stored in a 2 MB SRAM; a

Time

Sampling period : 0.25ms

: Neural recording buffer 
: FFT computation
: Phase analysis computation
: Closed-loop stimulator control unit

0.256s
33ms

12.8ms
0.13ms

Fig. 10.8 Timing diagram of the phase detection firmware

10 Real-Time Programmable Closed-Loop Stimulation/Recording Platforms for. . . 255



waveform generator was used to store the EEG dataset and regenerate the brain

signal for the digital processors. The EEG datasets were collected from our previ-

ous study. Figure 10.9 showed the top view of the recording system and a rat

implanted with the neuron-probes. In addition, the EEG dataset was used to

demonstrate the functionality of the system: data collection, phase characteristic

identification, and compatibility with the closed-loop algorithm and the evaluation

board.

After the system is initiated, the user can rewrite the firmware codes and start the

RISC processors, which can access digital samples directly from the ADCs (wave-

form generators) and continuously perform phase detection. To facilitate validating

the dynamic phase and the stimulator control policy states, the experimental results

are streamed in real time to the host PC through a wireless module so that the user

can monitor the algorithm operation.

A specific example is the closed-loop DBS for PD, which entails (1) capturing

neural signals by controlling the ADC sampling clock; (2) statistically determining

the stimulation threshold; and (3) evaluating the phase synchronization through DSP.

Table 10.1 Comparison of the proposed system with recent systems

[60] [53] [51] [23] This work

DSP

operation

Empirically

derived lin-

ear thresh-

old on the

amplitude

Programmable,

64-point FFT

(radix-4), and

on-line seizure

detection

256-

point

FFT

(radix-2)

LFP amplitude

threshold for

triggering

stimulation

Flexible
N-point
FFT (N¼ 16
through
1024)
(Radix-24)

Processor PC OR1200 Cortex-

M3

Embedded pro-

cessor (Spike

2 software)

OR1200

Latency 0.600 s 0.500–0.800 s >0.500 s >0.030–0.040 sa

+ x

0.302 s
(N¼ 1024)
0.550 s
(N¼ 256,
5 MHz)
0.114 s
(N¼ 64,
13.6 MHz)

Sampling

frequency

422 Hz 200 Hz 256 Hz 1 kHz 4 kHz

Operating

frequency

N/A 13.6 MHz 7 kHz

(0.5 V)

5 MHz

(1 V)

N/A 25 MHz

Neurological

state

LFP, EMG,

ECoG

Epilepsy Epilepsy LFPs LFPs,
EMG,
sEEG

ax without consider 0.400 s moving average filter, digital sample, and software and hardware

interface delay time

N/A Not Available
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10.5.4.1 Data Collection

The digital samples are loaded into a waveform generator and output to a 12-bit

ADC. The sampling frequency for the neural signal is 4 kHz, and system operation

at 25 MHz is adequate for real-time signal processing. Subsequently, the processor

has a buffer for retrieving 1024 digital samples through a parallel interface. FFT,

CORDIC, and phase are computed for the next 1024 digital samples and phase

synchronizations are subsequently detected. The experiment was completed in

approximately 2 min. After using the timing diagram to design the firmware, the

default instructions are written to the processor; handshakes with the host PC ensure

that the data are passed correctly, subsequently; the user sets the stimulation

parameters and controls the ADC.

10.5.4.2 Statistical Results

Statistical analyses were performed using the R 3.1.1 software (R Foundation for

Statistical Computing, Vienna, Austria). A two-sided p value less than 0.05 was

considered statistically significant. Data were expressed as the mean� standard

deviation. The continuous data of DBS ON and OFF were assessed using the paired

t test. Forty data records for DBS ON and OFF, each measured 40 times, were

included. Three data signals were excluded because of poor data recording and

incomplete recording of brain signals.

All data (n¼ 37) are presented in Table 10.2. The mean phases of DBS ON and

OFF show statistically significant (1.084� 0.748 vs. 1.600� 0.864; p¼ 0.002) that

using the paired t test. Normality for DBS ON and OFF was statistically significant

Fig. 10.9 Data collection and electrical stimulation
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( p¼ 0.180, p¼ 0.113). Figure 10.10 showed the Box–Whisker plot of phase sup-

pression. According to this statistical result, the stimulation threshold based on DBS

OFF was sets 1.6�.

10.5.4.3 Phase Synchronization Detection in the EEG Dataset

For detecting phase suppression, the transfer function that measures the signal of

synchronous change over short-time intervals is calculated. Every 0.256 s, a 1024-

point FFT is performed for the input data with a 50% overlap in time, followed by

the execution of the CORDIC algorithm. Phase synchronization is determined using

two 1024-sample cycles along with DSP; phase response detection takes approxi-

mately 0.302 s.

Neural recording of M1 layer V stimulation artifacts during electrical stimula-

tion at 125 Hz and pulse width of 60 μs is presented in Fig. 10.11a. To evaluate the
effect of electrical stimulation on phase detection, neural signals after DBS

(Fig. 10.11b) are used as a dataset for DSP. Figure 10.11c, d shows a 0.302 s

segment of the 1024-point FFT and phase irregular stimulation pattern; the upper

panels depict power and phase detection events for triggering stimulation. These

signals were recorded to determine whether the LFP power spectra and phase were

consistent across each segment of the time series despite interventions such as DBS

ON or OFF states. In each segment, the signal that differed indicates that the power

and phase in the beta range triggered stimulation.

Table 10.2 Effect of electrical stimulation on phase response

ON OFF

Phase 1.084� 0.748 1.600� 0.864 p¼ 0.002

Shapiro–Wilk test: DBS ON: p¼ 0.180, DBS OFF: p¼ 0.113

Fig. 10.10 Box–Whisker

plot of phase suppression of

the beta band. Suppression

of phase synchrony of LFPs

occurs between 20 and

35 Hz in the DBS ON and

OFF states
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10.5.4.4 Comparison with Other Studies

The foundation of the closed-loop system is related to choose the neural data as a

biomarker. All techniques have its advantage, depending on the different algorithm

and practical system constraints. Table 10.3 lists the results of the phase detection

algorithm compared with monitor power spectrum when that power exceeds a

stimulation threshold in the specific frequency band [38] and LFPs oscillations
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Fig. 10.11 Two-second series analysis in detecting the fine temporal structure of intermittent

power spectrum and phase synchrony. (a) An example of a 250 s LFP neural signal S1 before

showing stimulation artifacts and S2 after applying the stimulus paradigm. (b) Neural recording
for 2 s after electrical stimulation. (c, d) 0.302 s trace of the stimulation pattern; 1024-point FFT

and phase irregular stimulation pattern
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was used to control triggered stimulator via a defined threshold [23]. In addition, the

EEG dataset (n¼ 37) was used to demonstrate the functionality of the closed-loop

system and the total duration for all experiments was nearly 2 min.

To evaluate the closed-loop effect of electrical stimulation on power spectrum,

LFPs oscillations and phase synchrony detection, the numbers of triggered stimu-

lator are used as an indicator in this experiment. In an open-loop system, the total

detection number is 397, without considering the stimulation threshold. And then

closed-loop spectrum detection and LFPs oscillation detection need 371 and

358 times stimulation. Our proposed method requires 302 times stimulation.

Hence, the selection of features for detection has important implications for

power consumption.

As a result, the spectrum, LFPs oscillations, and phase synchrony detection

numbers represent distinct phenomena (Fig. 10.12) and Fig. 10.12d showing that

our proposed method in the beta frequency band has a lower percentage of triggered

stimulator over time. These three methods were individually significant in the EEG

dataset (LFPs amplitude, phase synchrony, and power spectrum; p< 0.001) and

exhibit a positive relationship over time.

In this study, a real-time closed-loop neurostimulation system should be able to

provide localized phase detection and precise control of electrical stimulation for

in-vivo experiments; accordingly, such in-vivo experiments have to be considered

for the next step of experimentation.

10.6 Conclusions

With the development of bioelectronics, DSP, and effective feedback loops for

maintaining neurotransmitters, the closed-loop DBS system is playing a growing

role in the treatment of certain medical conditions. Precise control of electrical

stimulation requires an advanced signal processing algorithm that maintains ther-

apeutic efficacy at optimal levels. Through detailed analysis of typical closed-loop

DBS systems, this chapter has presented an overview of neural recording systems,

stimulation systems, and digital integrated circuits. The specifications of each

function have been presented.

A real-time closed-loop neurostimulation system based on a neural phase syn-

chrony detection design has also been discussed. We developed a closed-loop

digital signal processor platform using the radix-24 algorithm, providing a variable

FFT length ranging from 16 to 1024 points with a short latency response (0.302 s)

and offering fully programmable stimulation. This study focused on the use of

transfer-function-based LFP processing for calculating phase synchrony, which

Table 10.3 Summary of power spectrum, LFP AMPLITUDE, and phase synchrony detections

[38] [23] This work

Stimulation times 371� 14 358� 31 302� 21
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was then used to trigger the neural stimulator. A preliminary statistical analysis

provided additional evidence that the feedback threshold parameters can be opti-

mized and directly transferred to fit the threshold conditions. Advanced statistical

methods can then be used to address neurobiological problems. Finally, the pro-

posed method can be extended to other biomedical signal applications such as

electromyography and surface EEG. Commercial platforms can be employed to

conduct short-term experiments and functional verification, whereas ICs are more

practical for specific and long-term applications.

Fig. 10.12 The percentage of triggered stimulator over time (% per 0.302 s block). The solid line

is result of linear regression. (a) The percentage of LFPs amplitude triggered stimulator. Multiple

R-squared is 0.537, p< 0.001. (b) The percentage of phase synchrony triggered stimulator.

Multiple R-squared is 0.482, p< 0.001. (c) The percentage of phase synchrony triggered stimu-

lator. Multiple R-squared is 0.512, p< 0.001. (d) Mean and standard error of the percentage of

triggered stimulator with different stimulation conditions
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Chapter 11

Internet of Medical Things: The Next PC
(Personal Care) Era

Liang-Gee Chen, Yi-Lwun Ho, Tsung-Te Liu, and Shey-Shi Lu

Abstract Advances in wireless and semiconductor technology have enabled the

health care revolution, leading to the emergence of the next personal care (PC) era

with the Internet of Medical Things. This chapter will present a comprehensive

telecare platform for the next-generation PC era, as well as various innovative

biomedical system-on-a-chip (SoC) enablers. In section “Telehealth for the Next

Personal Care (PC) Era” of this chapter, we will introduce a fourth-generation

synchronous telecare platform that provides 24-h real-time patient monitoring,

emergency reminders, and abnormal condition alarms implemented at the National

Taiwan University Hospital (NTUH). We will demonstrate the efficacy and effi-

ciency of the telecare platform by applying it to three case studies. The first case

study shows that a nursing-led transitional care combining telehealth care and

discharge planning can significantly help family caregivers successfully transition

from hospital to home. The second and third case studies together show that a

fourth-generation synchronous telecare program can further provide both cost-

saving and clinical benefits. In section “Biomedical SoC Solutions for the Next

Personal Care (PC) Era” of this chapter, we will demonstrate a variety of CMOS

biomedical SoC solutions enabling the next PC era, including miniature

implementations operating outside and through the body, and implantable solutions

inside the body. A CMOS assay SoC for rapid blood screening and a portable

gas-chromatography microsystem for volatile compound detection operating out-

side the body will first be introduced. After that, we will present a 0.5-V biomedical

SoC for an intra-body communication system. Three implantable wireless CMOS
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biomedical prototypes, a release-on-demand drug delivery SoC, a pain-control-on-

demand batteryless SoC, and a batteryless remotely controlled locomotive SoC,

will then be introduced. Finally, we will present several SoC solutions that perform

energy-efficient physiological signal processing for real-time biomedical applica-

tions in the next PC era.

Keywords Personal care • Telehealth • Telenursing • Discharge planning • Family

caregiver • Cardiovascular diseases • Age factors • Cost-benefit analysis •

Biomedical • System-on-chip (SoC) • Biosensor • CMOS • Lab-on-a-chip • Rapid

blood test • Micro gas chromatography (μGC) • Volatile organic compound

(VOC) • Intra-body communication (IBC) • Drug delivery • Implantable •

Batteryless • Dorsal root ganglion • Pain control • Electrolysis • Locomotive •

Inductive coupling • Wireless powering • ECG • EEG • ECoG • Spike sorting •

Processor • Asynchronous circuit • Energy efficiency

Healthcare spending in most developed countries has already reached more than

8% of their gross domestic product (GDP) (Fig. 11.1) [1]. Among all countries,

healthcare spending in the USA is the highest and is expected to reach 19.5% GDP

by 2017 [3, 4]. As a result, the Patient Protection and Affordable Care Act

(PPACA), or commonly referred to as “Obamacare,” was enacted in 2010 for

healthcare system reformation to reduce spending and to improve the quality and

efficiency of healthcare. This essentially drives the healthcare system from an

expensive “centralized” healthcare routine around hospitals toward a low-cost

Fig. 11.1 Healthcare spending as a percentage of gross domestic product (GDP) [1, 2]
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“distributed” healthcare routine tailored for personal care. In other words, “preven-

tive care and home monitoring will play an important role in increasing the quality

of healthcare and decreasing the costs,” as stated by Roeen Roashan, an IHS analyst

of consumer medical devices and digital health [5].

At the same time, transforming from a centralized healthcare system to a

distributed healthcare system demands innovative medical devices and equipment

that provide both better performance and affordability. As shown in Fig. 11.2, with

the help of wireless medical devices and mobile gateways such as tablets and

cellular phones, the biometric parameters of patients can be monitored remotely

and closely by professional physicians and nurses. This makes early detection of

acute episodes of deterioration and timely intervention possible, which results in

real-time closed-loop telehealth systems that can realize distributed personal

healthcare from home to hospital.

This chapter therefore introduces two essential components that enable an

efficient and affordable next-generation personal healthcare system. We first pre-

sent a telehealth platform currently deployed at the National Taiwan University

Hospital (NTUH). This telehealth platform provides the highest level of patient care

with remote monitoring and real-time response. Next, we present a variety of

wireless biomedical SoC solutions that support the telehealth platform and enable

the next personal care (PC) era with the Internet of Medical Things.

Fig. 11.2 Remote monitoring of the biometric and clinical data of patients
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11.1 Telehealth for the Next Personal Care (PC) Era

Long-term healthcare for chronic conditions is one of the greatest challenges to

worldwide healthcare systems [6]. This issue is especially important in Taiwan,

since elderly people in Taiwan prefer to stay at home close to their family members,

rather than in institutions and unfamiliar environments [7]. A telehealth program

that incorporates telemonitoring and disease management can therefore provide

home-based monitoring and support for patients with chronic diseases.

A telehealth program can be classified into four generations: (1) non-reactive

data collection programs, (2) programs with non-immediate analytical structure,

(3) remote patient management programs, and (4) fully integrated remote manage-

ment programs [8]. The fourth-generation synchronous telehealth program provides

the highest level of patient care with round-the-clock presence of physicians and

nursing staff to analyze and respond in real time to the patient data obtained

remotely. The telehealth program at NTUH is a fourth-generation synchronous

telehealth program [9, 10] and an Internet-based system. The telehealth platform at

NTUH, as shown in Fig. 11.3, is a synchronized, structured, and integrated remote

management platform for patients with chronic diseases. Users can access required

information on the platform, such as patients’ biometric data, electronic medical

records, and monthly statistical reports [11]. As shown in Fig. 11.4, the telecare

platform horizontally connects the relevant information of electronic health

records, patient visits, and future medical treatment planning. Moreover, the

Fig. 11.3 Screenshot of telehealth platform at NTUH [11]
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telecare platform vertically connects to the providers of medical devices and

equipment, exchanging information using the standard HL7 format. It also provides

clinical decision support and automatic electrocardiography (ECG) diagnosis.

Several studies have shown that telehealth programs improve the results of long-

term care in patients with chronic diseases, including heart failure, chronic respi-

ratory disease, and diabetes [12–16]. In Sect. 11.1 of this chapter, we will further

demonstrate the efficacy and efficiency of telehealth programs for the next PC era

by presenting three case studies performed at NTUH. The first case study shows

that a nursing-led transitional care combining telehealth care and discharge plan-

ning could help family caregivers successfully transition from hospital to home by

reducing family caregiver burden, enhancing stress mastery, and improving family

function [9]. The second and third case studies together show that a fourth-

generation synchronous telehealth program could both save costs and provide

clinical benefits [10, 17].

11.1.1 The Effectiveness of Telehealth Care on Caregiver
Burden, Mastery of Stress, and Family Function
Among Family Caregivers

Patients with heart failure must have advanced disease management and appropri-

ate nursing care to help them and their family caregivers to successfully transition

from hospital to home [18, 19]. In this section, we evaluate the effectiveness of

nursing-led transitional care combining telehealth care and discharge planning on

family caregiver burden, stress mastery, and family function [9]. Family caregivers

Fig. 11.4 Operating principles and characteristics of telehealth platform at NTUH
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of heart failure patients receiving telehealth services were evaluated and compared

with those receiving only traditional discharge planning during the transition from

hospital discharge to home.

11.1.1.1 Experimental Method

The study subjects were sixty patients who suffered from heart failure during May

to October 2010. Thirty families in the experimental group participated in

telehealth care after discharge from the hospital, while the comparison group

comprised thirty families who received only standard discharge planning. After

being discharged from the hospital, the experimental group patients were each

provided with a telehealth device that connected them to a central platform in the

hospital, and their family caregivers were trained to measure patients’ physiological
parameters at home and to upload the data to the hospital. These data were

monitored and analyzed constantly by telenursing specialists, who also provided

necessary medical intervention, 24-h health education counseling, and telephonic

medical referral services. Data on caregiver burden, stress mastery, and family

function were collected from family caregivers twice: once during the discharge

planning before the patients’ discharge from the hospital and once during the

patients’ 1-month follow-up visit at the cardiac clinic.

11.1.1.2 Experimental Results

Table 11.1 shows the experimental results at the pretest (discharge) and posttest

(1-month follow-up) periods. Caregiver burden was measured by the Caregiver

Burden Inventory (CBI) score; the higher the score, the lower the level of well-

being. While family caregivers in both groups showed a decrease in CBI at the

1-month follow-up, the degree of improvement was significantly greater in the

experimental group, as shown in Fig. 11.5.

The Mastery of Stress Scale (MSS) score was used to measure the mastery of

stress related to a caregiver role; the higher the score, the higher the level of mastery

of stress. Although family caregivers in both groups improved their mastery of

stress, as shown in Fig. 11.6, those in the experimental group showed greater

improvement, except in the Acceptance domain. Since this study followed up

with the family caregivers for only 1 month, initiating acceptance of the critical

situation of the family members in this short-term intervention could be difficult.

We believe that family members need a long time to adapt to patients’ life-

threatening conditions.

Finally, the Feetham Family Functioning Scale (FSSS) score measured the

family functioning of the caregivers; a higher score indicates better family func-

tioning. Similar to the results of CBI and MSS, family function in both groups

improved at posttest, while the experimental group demonstrated greater improve-

ment, as shown in Fig. 11.7. However, telehealth care had no significant impact on
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the subscale score for “relationships between the family and family members.” One

possible explanation is that telehealth care offered only one outside agent the

opportunity to interact with family caregivers through daily communication, and

hence, their contact within social networks and community improved. Therefore,

the system could improve social interactions but could not ensure enhancement of

the relationship inside the family.

In summary, these experimental results show that a nursing-led transitional care

combining telehealth care and discharge planning could help family caregivers

successfully transition from hospital to home by reducing caregiver burden,

increasing stress mastery, and improving family function during the first 30 days

at home after patients with heart failure are discharged from the hospital. This

demonstrates that in the next PC era, the advanced technology of telehealth care

could not only monitor the physical condition of patients during the critical stage of

transition from discharge from the hospital to the home but also help, support, and

empower family caregivers to achieve a successful transition.

11.1.2 Assessment of the Clinical Outcomes and Cost-
Effectiveness of a Fourth-Generation Synchronous
Telehealth Program

Although a fourth-generation synchronous telehealth program provides the highest

level of patient care, the long-term clinical effect, and the cost-effectiveness of the

fourth-generation synchronous telehealth service for patients with chronic cardio-

vascular diseases have not yet been studied. In this section, we present two studies

to evaluate the impacts of a fourth-generation synchronous telehealth program on

patients with chronic cardiovascular diseases [10, 17]. The first one is a quasi-

experimental study that evaluates whether patients with chronic cardiovascular

diseases have better clinical outcomes and cost-effectiveness 6 months before and

after the initiation of the fourth-generation telehealth program [17]. The second one

is a retrospective cohort study that evaluates whether patients with chronic cardio-

vascular diseases receiving the fourth-generation telehealth program have better

clinical outcomes and cost-effectiveness compared to those receiving only standard

healthcare in a longer follow-up period [10].

11.1.2.1 First Study: Experimental Method

The study subjects were 141 patients with cardiovascular diseases who received

telehealth services at NTUH from November 2009 to May 2010, including a senior

group of 93 patients older than 65 years and a non-senior group of 48 patients. The

telehealth services for cardiovascular diseases included (1) real-time transmission

of biometrics such as blood pressure, pulse rate, ECG, oximetry, and glucometry
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from the patients to the healthcare team for analysis, (2) telephonic communication

between the healthcare team and the patients to promote health, and (3) continuous

analytical and decision-making support from full-time (24 h) case managers and

cardiologists in charge of care. The clinical impact and the cost-effectiveness of the

telehealth service on cardiovascular patients were assessed on the basis of the data

on hospital visits and health expenditures collected 6 months before and after the

initiation of the telehealth service.

11.1.2.2 First Study: Experimental Results

Table 11.2 shows the admission rates and the duration of hospital stays 6 months

before (pre) and after (post) the initiation of the telehealth service for patients with

cardiovascular diseases in the non-senior and senior groups. After receiving the

telehealth services, patients of both groups had a significantly decreased rate of

all-cause admission per month, a significantly decreased average day per month

duration of all-cause hospital stay, and a significantly increased rate of all-cause

outpatient visit per month. The patients in this study did not have any all-cause

emergency department visits during the study period. These experimental results

demonstrate that synchronous telehealth intervention may reduce both the all-cause

admission rate and duration of all-cause hospital stay for patients with cardiovas-

cular diseases regardless of age.

Table 11.3 shows the monthly average cost per patient (in US$) for the 6-month

periods before (pre) and after (post) the initiation of the telehealth service. In both

groups, the expenditure during outpatient care per month increased, while the

expenditure during inpatient care per month decreased. The expenditure during

emergency department care increased in the senior group, but decreased in the

non-senior group. The total cost of all-cause healthcare, nonetheless, decreased

significantly in both groups after initiation of the telehealth service.

In summary, these experimental results show that the fourth-generation

telehealth service can decrease the all-cause admission rate, reduce the duration

of all-cause hospital stay, and lower the total cost of all-cause healthcare for

patients with cardiovascular disease regardless of age. This is particularly important

for patients older than 65 years whose application of the telehealth service was in

doubt, they also benefitted from reduced healthcare expenditures and better clinical

outcomes when their illnesses were managed by the telehealth service. This dem-

onstrates that the advanced technology of the fourth-generation synchronous

telehealth program could both save costs and provide clinical benefits in the next

PC era.

11.1.2.3 Second Study: Experimental Method

The study subjects were 1754 patients with chronic cardiovascular diseases from

December 2009 to April 2013. The case group consisted of 576 patients aged
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20 years or above receiving the telehealth program at NTUH, while the control

groups included 1178 patients who visited our cardiovascular center at NTUH and

received only conventional healthcare, but did not participate in the telehealth

program. The two groups were matched for age, gender, and the Charlson comor-

bidity index. Because of the different follow-up times for the two groups, the costs

and events were adjusted by the follow-up time (month) in the subsequent analysis.

The primary clinical outcomes included the rate of hospitalizations, length of

hospitalization, and emergency department visits adjusted by the follow-up period.

The total costs for the telehealth group were defined as the sum of medical costs and

intervention costs, while the total costs for the control group were only the medical

costs. The intervention costs of the telehealth program included direct costs

(in-house staff costs, contract costs, and fees to other organizations) and indirect

costs (marketing, business development, and administrative costs). The cost-

effectiveness was evaluated by the cost saved for each hospitalization that was

averted and the cost per hospitalization stay that was averted.

11.1.2.4 Second Study: Experimental Results

Table 11.4 shows the clinical events adjusted by follow-up months for two study

groups. There were significantly fewer emergency department visits, hospitaliza-

tions, hospitalization days, and intensive care unit admissions per month in the

telehealth group compared with the control group. The outpatient department visits

between two groups, nevertheless, exhibited similar results. Table 11.5 shows the

multivariate Cox regression analysis for event-free survival. Repeated events Cox

regression analysis results showed significantly longer hospitalization-free survival

for the telehealth group, but the emergency department visit-free survival of the

telehealth group was not significantly longer. While age, the Charlson comorbidity

index, and telehealth were independent predictors for re-hospitalization and

repeated hospitalization, only age and the Charlson comorbidity index were inde-

pendent predictors for an emergency department visit. These experimental results

show that in general a fourth-generation telehealth program can reduce the rate of

hospitalizations and the length of hospital stay for patients with chronic cardiovas-

cular diseases.

Table 11.4 Clinical events, adjusted by follow-up months [10]

Events Cases (n ¼ 576) mean (SD) Controls (n ¼ 1178) P value

Follow-up months 20.4 (11.4) 25.8 (14.5) <0.001

ED visits 0.06 (0.13) 0.09 (0.23) <0.001

Hospitalizations 0.05 (0.12) 0.11 (0.21)

Hospitalization days 0.77 (2.78) 1.4 (3.6)

ICU admissions 0.01 (0.07) 0.04 (0.14)

OPD visits 1.57 (1.12) 1.66 (1.78) 0.75

ED emergency department, ICU intensive care unit, OPD outpatient department
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Table 11.6 shows the medical and healthcare costs for the two different study

groups. The average total healthcare costs per month in the telehealth group were

US$821.4, including a medical cost of US$587.6 and an intervention cost of US

$224.8. This was lower than the total costs in the control group, which comprised

medical costs only. The generalized linear model (GLM) analysis shown in

Table 11.7 revealed that telehealth, heart failure, and cancer were significantly

associated with the total cost. The emergency department costs, hospitalization

costs, outpatient clinic visit costs, and the composite medical costs in the control

group were higher compared with those in the telehealth group. Note that the

hospitalization costs accounted for the largest portion of the total costs and were

significantly higher in the control group. The GLM analysis also showed that only

telehealth was significantly associated with the hospitalization costs. These exper-

imental results show that a fourth-generation telehealth program can reduce the

medical costs for patients with chronic cardiovascular diseases, even with addi-

tional intervention costs.

Figure 11.8 shows 5000 bootstrapped replicates of incremental costs with

respect to the rate of hospitalization, hospitalization days averted, and emergency

department visits averted on a cost-effectiveness plane. Since 99.9% of the 5000

bootstrapped replicates were in the cost-saving quadrant for all three analyses, we

can conclude that the telehealth program was a dominant strategy.

In summary, these experimental results show that the fourth-generation

telehealth program can reduce the rate of hospitalization, the length of hospital

stay, and the accompanying medical costs for patients with chronic cardiovascular

diseases. The additional intervention costs associated with this new generation of

Table 11.6 Medical cost (US$ per patient/month) [10]

Medical costs

Case mean

(SD) ($)

Control mean

(SD) ($)

P
value

By clinical
setting

Emergency department

costs

20.90 (66.60) 37.30 (126.20) <0.001

Hospitalization costs 386.30 (1424.30) 878.20 (2697.20) <0.001

Outpatient clinic visit

costs

180.40 (278.60) 248.20 (984.60) 0.06

Total medical costs 587.60 (1497.80) 1163.60 (3036.60) <0.001

Total healthcare costs 812.40 (1497.80) 1163.00 (3036.60) <0.001

By items Laboratory examinations 66.10 (171.10) 120.2 (270.90) <0.001

Imaging 20.00 (56.20) 56.40 (150.10) <0.001

Medication 130.00 (304.00) 226.60 (864.50) 0.009

Other treatment and

management

56.10 (286.60) 81.30 (315.00) 0.11

Physician visit 16.10 (65.20) 26.40 (69.40) 0.003

Nursing 42.60 (224.30) 69.40 (244.60) 0.03

General ward 51.90 (240.00) 59.70 (212.40) 0.49

ICUa ward 19.20 (135.70) 30.30 (146.10) 0.13
aICU intensive care unit
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telehealth program did not increase the total costs for patient care. This demon-

strates that the use of a fourth-generation synchronous telehealth program can

realize both better clinical outcomes and cost-effectiveness in the next PC era.

Fig. 11.8 Cost-

effectiveness planes for (a)
hospitalization times, (b)
hospitalization days, and (c)
emergency department

visits averted [10]
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11.2 Biomedical SoC Solutions for the Next Personal Care
(PC) Era

In Sect. 11.2 of this chapter, we demonstrate a variety of CMOS biomedical system-

on-a-chip (SoC) solutions enabling the next PC era. Innovative medical electronics

not only support the telehealth platform as mentioned in Sect. 11.1 but also can

potentially change future medicine practices in a revolutionary way. As shown in

Fig. 11.9, several novel biomedical SoC solutions such as DNA and glucose sensing

SoCs have been developed at National Taiwan University (NTU) to support future

telehealth systems [66]. In this section, we also further introduce a variety of

miniature biomedical SoCs for the next PC era: (1) SoC operating outside the

body—a CMOS assay SoC for rapid blood screening and a portable

gas-chromatography microsystem for volatile compound detection; (2) SoC com-

municating through the body—a 0.5-V biomedical SoC for an intra-body commu-

nication system; (3) SoC operating inside the body—a release-on-demand drug

delivery SoC, a pain-control-on-demand batteryless SoC, and a batteryless

remotely controlled locomotive SoC; and (4) SoCs performing energy-efficient

biomedical signal processing.

Fig. 11.9 Innovative medical electronics roadmap
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11.2.1 Biomedical SoC Outside the Body: CMOS Assay SoC
for Rapid Blood Screening

Blood test is an essential procedure for disease assessment and physical condition

evaluation. The conventional blood test procedure using enzyme-linked immuno-

sorbent assay (ELISA) is complex and time-consuming, preventing it from becom-

ing a practical solution for self-tested point-of-care applications. As a result, a more

efficient blood test tool that offers a simpler procedure and a faster response with a

lower cost is essential for the next PC era. In this section, a highly integrated CMOS

lab-on-a-chip SoC prototype is therefore presented to realize a rapid and cheap

disease-screening solution with only a single drop of blood sample [20].

11.2.1.1 System Architecture

Figure 11.10 shows a CMOS assay SoC for blood-screening immunoassay [20]. The

proposed design can provide a rapid blood-screening test of risk prediction by

determining whether the concentration of the target biomolecule in a human blood

sample, such as tumor necrosis factor-alpha (TNF-alpha) and N-terminal pro-brain

natriuretic peptide (NT-proBNP), exceeds the referenced warning threshold. The

CMOS assay SoC employs a micro-controller unit (MCU) to orchestrate the whole

test procedure that involves five steps: (1) blood filtration, (2) biomolecular conju-

gation, (3) electrolytic pumping, (4) magnetic flushing, and (5) biomolecular detec-

tion. The proposed sandwiched assay detection protocol can avoid the pre-purified

antigen process while realizing higher sensitivity and specificity compared with the

approach based on direct detection [21]. Figure 11.11 shows the schematic of the

proposed CMOS assay protocol flow and mechanism. After receiving a power-on-

reset signal (Rst), the blood test is started and the five steps are processed as follows:

1. Blood filtration: A nanoporous aluminum oxide membrane with a pore size of

200 nm diffuses the biomolecules from the blood sample into the mixing

reservoir underneath, while preventing the blood cells from leaking into the

mixing reservoir. The blood filtration time is controlled by the signal VAAO.

2. Biomolecular conjugation: A simple MEMS-based mixing reservoir prefilled

with phosphate-buffered saline (PBS) containing magnetic beads with linked

detection antibody is integrated in the CMOS SoC, instead of using a traditional

complex microfluidic channel [22]. The filtered biomolecules then conjugate

with the detection antibodies attached to the magnetic beads.

3. Electrolytic pumping: After conjugation, an electrolytic voltage VElectrode is

applied to the electrodes to generate electrolytic bubbles. The gas force induced

by the electrolytic bubbles then pumps the conjugated biomolecular sample into

the sensing reservoir [23, 24].

4. Magnetic flushing: The sensing reservoir consists of an 8� 8 Hall sensor array

and magnetic coils. The pre-immobilized antibodies on the surface of the Hall

sensor array capture the conjugated biomolecules on magnetic beads [25], while
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magnetic coils, driven by a current Icoil, generate the magnetic force required to

flush out the unbounded magnetic beads from the Hall sensor array.

5. Biomolecule detection: The biomolecules on magnetic beads bounded on the

surface of the Hall sensor array are now ready for detection. The MCU issues

64 detection signals (VDetect) scanning the entire Hall sensor array, and sends an

alarm signal (VAlarm) to notify the user when the concentration of biomolecules

exceeds the preset statistical value.

11.2.1.2 Circuit Implementation

The circuit architecture of the CMOS assay SoC is shown in Fig. 11.12. The SoC

consists of a sensor analog front-end, an MCU, and digital control peripheral

circuits, which are explained in detail as follows:

1. Sensor analog front-end: The analog front-end is composed of a chopped

spinning current circuit, a chopper-stabilized differential difference amplifier

Fig. 11.10 Schematic of the CMOS assay SoC [20]
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(DDA), a low-pass filter (LPF), a comparator, and a temperature sensor

(T sensor). A chopped spinning current circuit is employed to reduce the

dynamic offset resulting from the mismatches between Hall sensors. A

chopper-stabilized DDA is then used to amplify and detect the Hall voltage
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Fig. 11.12 Circuit architecture of the CMOS assay SoC [20]

Fig. 11.11 Schematic of the CMOS assay protocol flow [20]
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difference between a sensing Hall sensor voltage VH and the reference Hall

sensor voltage VHR. The DDA circuit consists of a sensing input stage, a

reference input stage, a feedback input stage, a transimpedance amplifier

(TIA), and a Class-AB output stage. After that, a third-order Bessel-type LPF

is employed to filter out the up-converted offset signal. Figure 11.13 shows the

measured noise spectra of the LPF output VOut without and with noise reduction

techniques using chopped spinning current and chopper DDA circuitry. A

reduced input referred noise density of 25 nV/√Hz at a gain of 65 dB demon-

strates the effectiveness of the noise reduction technique. Finally, the compar-

ator compares VOut with the preset VRef determined by the curve plotted for

biomolecule concentration against Hall voltage, and then feedbacks the result

VCom to the MCU. A T sensor based on the bandgap reference is employed to

Fig. 11.13 Measured noise spectra of the LPF output (a) without and (b) with noise reduction

techniques [20]
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calibrate thermal-induced offset voltage, thereby minimizing the temperature

sensitivity of the baseline voltage VH.

2. MCU and digital control peripheral circuits: The MCU orchestrates the entire

five steps of the blood test procedure, and coordinates with digital control

peripheral circuits that include a logic controller and row and column decoders.

LEDs controlled by the MCU illuminate to indicate different test stages of blood

screening, as shown in Fig. 11.11.

11.2.1.3 Experimental Results

Figure 11.14 shows the die photo of the CMOS assay SoC and the image of the

post-CMOS MEMS. The first prototype of a CMOS assay SoC is shown in

Fig. 11.14 Die photo of the CMOS assay SoC and image of the post-CMOS MEMS [20]
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Fig. 11.15; it is verified by the screening of whole blood samples of normal and

abnormal human subjects. Figure 11.16 shows the measured concentration of

NT-proBNP through aluminum oxide (AAO) filtration time. As expected, the

concentration of NT-proBNP increases with filtration time in both samples, and

the proposed SoC can clearly distinguish between the blood samples of normal

and abnormal human subjects. Furthermore, in vitro TNF-alpha and

NT-proBNP tests were performed to assess the sensitivity of the proposed

CMOS assay SoC, as shown in Fig. 11.17. The increase in TNF-alpha concen-

tration is an important sign of the anti-tumor response, while the increase in

NT-proBNP concentration indicates possible heart failure response. Based on

the clinical data of NTUH, the referenced warning thresholds of TNF-alpha and

NT-proBNP concentrations are set at 8.1 and 125 (age <75 years) pg/ml,

respectively. The measurement results demonstrate that the CMOS assay SoC

can serve as a fast and inexpensive disease-screening device with high sensi-

tivity and specificity for the next PC era.

Fig. 11.15 CMOS assay SoC prototype [20]
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11.2.2 Biomedical SoC Outside the Body: Portable
Gas-Chromatography Microsystem for Volatile
Compound Detection

According to a recent survey in the USA [26, 27], the 5-year survival rate for lung

cancer (17.8%) is much lower than that for many other prevalent cancers, such as

breast cancer (90.5%) and prostate cancer (99.6%). While the 5-year survival rate

for lung cancer cases, which are detected when the disease is still inside the lung

and localized, can be as high as 54%, it is only 4% when the disease has spread to

other organs. However, only 15% of patients with lung cancer are diagnosed at an

early state, since a tumor size smaller than 0.5 cm at an early state is difficult to

detect by conventional non-invasive lung cancer diagnostic equipment, such as

magnetic resonance imaging (MRI), positron emission tomography (PET), and

computed tomography (CT). Moreover, it takes a long time to complete a scan,

and the examinee is exposed to radiation with this equipment. A recent study

suggests that volatile organic compounds (VOCs) from human breath gas can be

used as biomarkers to detect lung cancer [28]. As a result, using

gas-chromatography mass spectrometry (GC-MS) to measure the exhaled air of

the examinee can serve as an alternative non-invasive diagnostic method for lung

cancer. However, traditional GC-MS equipment is very bulky and expensive and

requires specialists to operate. In this section, a portable gas-chromatography

microsystem (μGC) that can detect lung cancer-associated VOCs is presented for

early diagnosis in the next PC era [29].

Fig. 11.16 Experimental results of blood filtration as a function of filtration time [20]
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Fig. 11.17 Measured voltage change vs. concentration of (a) TNF-alpha and (b) NT-proBNP [20]
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11.2.2.1 System Architecture

Figure 11.18 shows a μGC and its application scenario in the next PC era [29]. An

examinee can easily use a portable μGC to detect and recode VOCs of the exhaled

air anytime and anywhere, transfer the detected VOC data to a smartphone, and

finally transmit the data to a cloud server for further signal processing and analysis.

The portable μGC consists of an MEMS preconcentrator, an MEMS separation

column, a CMOS compatible chemiresist gas detector, and a CMOS SoC.

Figure 11.19 shows the operation of the μGC that involves three steps:

1. Target analyte condensation: The MEMS preconcentrator of the μGC, shown in

Fig. 11.20a, condenses the target analyte concentration in two successive modes:

the sampling mode and the analysis mode. In the sampling mode, the system

switches the solenoid valves to allow the gas to flow through the

preconcentrator, where the adsorbent traps the target analytes, as shown in

Fig. 11.21. Poly (vinylidene chloride-co-vinyl chloride) is used as the adsorbent,

and a silver film is deposited on the preconcentrator channel surface as the

micro-heater. The preconcentrator factor of sampling 1 ppm toluene is 2170,

as shown in Fig. 11.22. After the sampling completes, the system switches to the

analysis mode, in which the preconcentrator is heated to desorb the trapped

analytes and a miniature gas pump is turned on, as shown in Fig. 11.21. The

carrier gas purified by the scrubber then pumps the concentrated analyte samples

into the separation column.

2. Analyte separation: The concentrated analytes interact with the stationary phase

and form the fragments by a controlled temperature gradient in the separation

Fig. 11.18 Portable gas-chromatography microsystem (μGC) and its application scenario [29]
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column with a long microfluidic channel, as shown in Fig. 11.20b. The

microfluidic channel is 3 m long, 200 μm wide, and 0.35 μm deep. The

separation column is designed to separate seven lung cancer-associated VOCs:

Fig. 11.19 Operation flow of the μGC [29]

Fig. 11.20 (a) MEMS preconcentrator, (b) MEMS separation column, and (c) universal

chemiresist gas detector [29]
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Fig. 11.21 Operating modes and block diagrams of the μGC [29]

Fig. 11.22 Sample performance of the MEMS preconcentrator [29]
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acetone, 2-butanone, benzene, heptane, toluene, m-xylene, and 1,3,5-

trimethylbenzene. The analyte fragments finally elute from the separation col-

umn to the universal chemiresist gas detector.

3. Analyte detection: Each analyte reacts with the universal chemiresist gas detec-

tor based on the CMOS technology, where both interdigitated electrodes and

stacked grid electrodes are coated with monolayer-protected gold nanoclusters

(MPCs) [30], as shown in Fig. 11.20c. Different kinds of analytes and concen-

tration levels cause various resistance changes, which are detected by the

CMOS SoC.

11.2.2.2 Circuit Implementation

The architecture of CMOS SoC consists of an interface calibration circuit, a

low-noise analog front-end, a 10-bit SAR ADC, and an MCU, as shown in

Fig. 11.21. Since the post-CMOS processes of MPC coating causes the initial

resistance of the universal gas detector to vary from 1 to 10 MΩ, a wide range

calibration circuit is necessary to calibrate the resistance variation. The complete

calibration circuitry is composed of a comparator, a counter, a bandgap reference,

and a 10-bit current DAC. The negative feedback loop of the calibration circuitry

will convert the resistance change of the universal gas detector into voltage output

and calibrate it to the reference voltage. Figure 11.23 shows the measured circuit

performance after calibration. To offer higher resolution for low-concentration

analytes, a low-noise analog front-end comprising a chopper instrumentation

amplifier, and a second-order Sallen–Key LPF is employed. Figures 11.24 and

11.25 show the measured input referred noise density and detection sensitivity.

With the low-noise analog front-end, the input referred noise density is reduced to

70 nV/√HZ and the detection sensitivity is up to 15 ppb for 1,3,5-trimethybenzen.

Fig. 11.23 Performance of

the calibration circuit [29]
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11.2.2.3 Experimental Results

Figure 11.26 shows the image of the μGC prototype and the die photo of CMOS

SoC. The measured gas chromatographic data are further processed offline through

a peak detection and quantification procedure to identify and quantify analytes in a

gas chromatogram. The peak detection and quantification procedure involves four

steps:

1. Chromatogram smoothing: First, the Savitzky–Golay filter is employed in this

study to smooth the measured gas chromatographic data.

2. Baseline correction: A distribution-based classification method is used to esti-

mate the baseline noise of the gas chromatogram [31]. The measured gas

chromatogram after smoothing and baseline correction is shown in Fig. 11.27a.

3. Peak detection: The continuous Mexican hat wavelet transform is employed to

detect the positions of the gas chromatographic peaks. The coefficient scale of

Fig. 11.25 Measured

detection sensitivity [29]

Fig. 11.24 Measured input

referred noise density [29]
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the continuous wavelet transform (CWT) of each detected peak is then converted

to the full width at the half maximum (FWHM) of each detected peak, as shown

in Fig. 11.27b.

4. Deconvolution: The exponentially modified Gaussian (EMG) model is selected

as the peak shape model. Using the position and FWHM of each detected peak as

the initial parameters, the overlapping chromatographic peaks can be

deconvoluted and quantified, as shown in Fig. 11.27c.

Table 11.8 summarizes the final detection results of seven lung cancer-

associated VOCs after the peak detection and quantification processes. The posi-

tions of detected chromatographic peaks are aligned to our in-house VOC retention

time (RT) library. The results demonstrate that the portable μGC together with the

proposed signal processing method is both efficient and effective to detect lung

cancer-associated VOCs for early diagnosis in the next PC era.

11.2.3 Communication Through the Body: Biomedical SoC
for Intra-Body Communication System

Intra-body communications (IBCs) employ a human body as the transmission

medium, thereby avoiding the use of an antenna, which is subject to the classic

tradeoff between the form factor and power dissipation in traditional wireless

communications. By choosing a considerably lower carrier frequency than those

of the traditional local-area wireless sensor networks, IBC can realize lower power

dissipation and a smaller form factor. Moreover, the human-body channel is usually

more power efficient than the air over these frequencies of interest. As a result, IBC

Fig. 11.26 (a) CMOS SoC die photo and (b) image of the μGC prototype [29]
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Fig. 11.27 Measured and processed results of seven lung cancer-associated VOCs after (a)
smoothing and baseline correction; (b) after peak detection by CWT; and (c) after deconvolution
[29]
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is a promising candidate for biomedical applications demanding both a long-time

operation and a small form factor in the next PC era. In this section, a fully

integrated CMOS IBC SoC is presented for the next PC era [32].

11.2.3.1 System Architecture

Figure 11.28 shows the conceptual diagram of a human-body communication

network using IBC [32]. Ag/AgCl electrodes are used to connect an RF gateway

and a biomedical SoC to the human body. The RF gateway, attached to the wrist in

this application example, comprises a transceiver and an MCU. It serves as a relay

station between a remote wire/wireless device and the biomedical SoC attached to

the human body. The biomedical SoC consisting of a transceiver, an MCU, and an

ADC, wakes up after receiving commands from the RF gateway through the human

body, and then transmits the measured biomedical data back to the RF gateway

through the human body. The RF gateway finally transmits the collected biomedical

data to a cellular phone or a remote computer.

To maximize the communication efficiency of the human-body network, the

channel characteristics of the human body have been measured and shown in

Fig. 11.29. The human-body channel exhibits characteristics of an LPF and the

measurement results show a channel bandwidth of 300 MHz with a transmission

loss of 7 dB. It is also suggested that [33] the communication frequency range for

IBC should be from 200 to 600 MHz to minimize the path loss. A communication

frequency of 200 MHz is therefore chosen for the proposed human-body commu-

nication network.

11.2.3.2 Circuit Implementation

The transceiver of CMOS IBC SoC must consume both a low power and small

silicon area. Figure 11.30 shows a low power (2.9 mW), miniaturized

(520 μm� 220 μm), on–off-keying (OOK) receiver architecture consisting of a

Table 11.8 Information of seven detected VOCs [29]

VOC name Abundance (ΔVa) RT (sb) Area (ΔV s) SNR FWHM (s)

Acetone 0.0004 24.2 0.0027 4 6.3

2-Butanone 0.0016 38.5 0.0112 5 6.3

Benzene 0.0027 58.5 0.0217 53 7.4

Heptane 0.0049 84.2 0.0538 113 10.3

Toluene 0.0093 117.3 0.0932 205 9.2

m-Xylene 0.0317 172.3 0.3366 645 9.7

1,3,5-Trimethylbenzene 0.1014 221.4 1.6876 2167 13.7
aV is voltage
bs is second
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low-voltage amplifier (LVA), cascaded gain amplifiers, single-ended to differential

(STD) amplifiers, a low-voltage multiplier (LVM), an LPF, a comparator, and

buffer circuits. The receiver employs self-mixing methodology without the need

to use additional oscillators and demodulators, as shown in Fig. 11.30. The received

RF signal with frequency FC is translated to a DC signal and a higher frequency

signal with 2FC because of the self-mixing mechanism. The receiver signal will be

finally demodulated and converted to a rail-to-rail signal after the buffer stage.

The LVA uses a common-source amplifier with high input impedance to accom-

modate the electrode that contacts human skin. The LVM employs the parallel

multiplier structure in [34] for high dynamic range and low-power operation. An

additional voltage conversion circuit is used to convert the output signal level of the

receiver (0.5 V) to the logic level of the MCU (1.8 V). The OOK transmitter is

composed of a ring oscillator, a source-follower buffer, and a class-C power

Fig. 11.28 Conceptual

diagram of the proposed

human-body

communication network

[32]
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amplifier. The OOK modulation is realized by switching on and off the ring

oscillator that generates the 200-MHz carrier signal. The IBC SoC uses only one

off-chip inductor for the power amplifier circuit. The transceiver can be solely

powered by a solar cell at 0.5 V, while an additional molecular battery supplies the

MCU and ADC operating at 1.8 V.

11.2.3.3 Experimental Results

Figure 11.31 shows the die photo of the CMOS SoC for IBC. The measured bit error

rate (BER) versus the input power characteristic of the receiver is shown in

Fig. 11.32. For a BER of 10�3, the minimum input carrier power of �68 dBM is

required for operation at 145 MHz, while the maximum input power can be up to

�5 dBm. This corresponds to 63 dB of the dynamic range without any gain control
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Fig. 11.30 Block diagram of the self-mixing receiver architecture [32]
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circuits, as a result of low-voltage multiplier topology. The maximum data rate is

2 Mb/s.

An experiment was set up to demonstrate the human-body communication

network, as shown in Fig. 11.28. The biomedical signals of ECG were first collected

by the ADC of the biomedical SoC, transmitted from the transmitter of the

biomedical SoC through the human body via electrodes to the receiver of the RF

gateway. The ECG signals were finally sent from the transmitter of the RF gateway

Fig. 11.31 Die photo of the

CMOS SoC [32]
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to a cellular phone. Figure 11.33 shows the biomedical data obtained by the receiver

of the RF gateway. The final ECG signals received at the cellular phone were

displayed on the cellular phone screen, as shown in Fig. 11.34. The well-

recognized P, Q, R, S, and T waveforms clearly demonstrate a low-power

(4.535 mW), small size (1.5 mm2) IBC biomedical SoC solution for the next PC era.

We have presented several biomedical SoC prototypes that offer in vitro ana-

lytical and diagnostic tools outside and through the human body. In the following

sections, we will further present three implantable SoC solutions that provide

in vivo therapeutic and sensing applications inside the human body.

11.2.4 Biomedical SoC Inside the Body: Implantable
Release-on-Demand Wireless CMOS Drug
Delivery SoC

The method of drug delivery has a significant impact on the efficacy of drug

therapy. Compared with the traditional non-invasive routines of administration,

Fig. 11.33 Transmitted

(by the transmitter of

biomedical SoC) and

received (by the receiver of

the RF gateway) biomedical

data observed by the

oscilloscope [32]

Fig. 11.34 ECG signals on

a cellular phone screen [32]
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such as peroral, transdermal, and inhalation routines, novel implantable drug

delivery devices that can precisely control key therapy parameters can greatly

enhance the efficacy of drug therapy [35]. However, current implantable drug

delivery implementations are bulky with a low integration level because of process

incompatibility between the drug reservoir and control IC. In this section, a fully

integrated implantable CMOS drug delivery SoC with low cost, small size, and

low-power consumption is presented for the next PC era. The device can deliver

both liquid and solid drug formulations, and can be precisely controlled by physi-

cians or patients non-invasively by wireless means [36].

11.2.4.1 System Architecture

Figure 11.35 shows the application scenario and schematic of the drug delivery

system [36]. The entire drug assembly is enclosed in a lightweight, stable, biocom-

patible round titanium with a small drug outlet. The system is powered by a high-

energy-density, rechargeable lithium-ion nanowire battery [37] (4.5 mm in diam-

eter) with a capacity of 223 mAh. The miniature (3� 3 mm) spiral loop antenna

receives the wireless command signals, and serves as an energy converter that can

pick up energy from external sources and store it to the rechargeable battery

[38]. The design and operation principles of the drug reservoir and drug delivery

SoC are explained in detail in the following two sub-sections.

11.2.4.2 Drug Reservoir Implementation

Each cell within the drug delivery array consists of a reservoir containing drug

formulations, a metal membrane capping the reservoir, and metal trances directing

Fig. 11.35 (a) Application scenario and (b) schematic of the drug delivery system [36]
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electrical current to the top of the membranes. The membranes, composed of

CMOS-compatible, biocompatible titanium (Ti), and platinum (Pt) films, are real-

ized by post-IC photolithography and a lift-off process [39]. The cavities for

reservoirs are formed by CMOS-compatible post-IC deep etching from the back-

side of the die, with a polydimethylsilicane (PDMS) layer to increase the volume

capacity of the reservoirs [39]. The activation process of each individual cell

reservoir is similar to the operation of an electrical fuse. As the electric current

passes through the membrane, joule heating raises the temperature at the center of

the membrane. Once the membrane is heated to the point of failure, the drug

contained in each cell reservoir is released. Figure 11.36 shows the results of a

simulation conducted for the temperature distribution on a heated membrane in air

by using an FEM electrothermal simulator (ANSYS). The temperature at the center

of the membrane increases rapidly and reaches the point of failure (about 200 K for

Ti) in 1.6 μs with a 3 V activation voltage.

11.2.4.3 SoC Circuit Implementation

The wireless drug delivery SoC shown in Fig. 11.37 mainly consists of an OOK

receiver and an MCU. A receiver based on the OOKmodulation scheme can realize

low-power consumption and small die size without the need for mixers and VCO.

The OOK receiver is composed of a common-source feedback pre-amplifier, a

cascaded amplifier, an envelope detector, and a comparator with an output buffer.

The measured sensitivities of the OOK receiver at different frequencies are shown

in Fig. 11.38. The receiver can achieve a sensitivity of �61 dBm for a data rate of

Fig. 11.36 Simulated results of the temperature distribution on a heated membrane in air [36]
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5 kbps at 403 MHz, a frequency band complying with the Medical Implanted

Communication System (MICS) standard for data transmission and reception in

the body. To initiate the drug delivery operation, an external OOK command signal

in RS232 format is wirelessly transmitted to the SoC, then acquired and

demodulated by the OOK receiver. The MCU decodes the demodulated signal

from the receiver and activates the selected drug cell by applying current to its

membrane through a switch. This leads to the rupture of membrane and the release

of drugs.
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Fig. 11.37 System architecture of the drug delivery SoC [36]
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Fig. 11.38 Measured sensitivities of the OOK receiver at different frequencies [36]
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11.2.4.4 Implementation Results

Figure 11.39 shows the die photo of the drug delivery SoC, including eight

individually addressable reservoirs. The volume of each reservoir is about 100 nL

after the PDMS layer is bonded to the backside of the die. Figure 11.40 shows the

images of the membrane before and after heating, which demonstrates the mem-

brane addressed by the MCU ruptures after joule heating. Figure 11.41 shows the

temporal response of the activation current injected into the membrane. The

membrane ruptures in 50 ms after the activation current is applied. Detailed

analysis shows that the temperature increase of the liquid drug is below 4 �C for

a reservoir volume of 100 nL [36], which indicates a very low likelihood of

deleterious thermal exposure to tissue or reservoir contents during membrane

activation. To further confirm whether the concentration could be controlled by

independent on-demand release of reservoir contents, an in vitro experiment of

subsequent drug release is set up. The drug delivery system is immersed in the DI

water, and blue dye is used as the reservoir content so that the concentration

distribution of the released content can be observed and recorded by a microscope

with a CCD video camera. Each membrane is then ruptured in sequence by
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Fig. 11.39 Die photos of the drug delivery SoC [36]

Fig. 11.40 Images of the membrane before and after heating [36]
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injecting the activation current. Figure 11.42 shows the measurement results of

normalized concentration versus time at spot M illustrated in the inset figure after

the reservoir contents are released from two ruptured openings of drug reservoirs,

Fig. 11.41 Temporal response of the activation current [36]

Fig. 11.42 Measurement results of normalized concentration as a function of time at spot M after

the reservoir contents are released from the two ruptured openings, A and B, of drug reservoirs [36]
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A and B. We see that the concentration at M doubles after the adjacent reservoirs A

and B are open. This clearly demonstrates that the implantable drug delivery SoC

can be precisely controlled by the wireless commands, enabling future release-on-

demand, localized therapies, and treatments for the next PC era.

11.2.5 Biomedical SoC Outside the Body: Implantable Pain-
Control-on-Demand Batteryless Wireless CMOS SoC

Low back pain (LBP) is the fifth most common reason for physician visits in the

USA [40, 41], while inflammation of the dorsal root ganglia (DRG) may cause

approximately 40% of LBP to be neuropathic pain [42–45]. Electrical stimulation

to the central or peripheral neural conduction paths using pulsed radio frequency

(PRF) pain therapy has been employed to relieve pain effectively while minimizing

thermal damage. However, the pain relief after PRF therapy sustains only for a

short period of time, i.e., about 3–6 months on average [46–48]. For offering

continuous pain relief without repeated surgical procedures, a non-destructive and

batteryless method using PRF for pain control is essential. Therefore, in this

section, we present an implantable batteryless SoC that uses low-voltage PRF

stimulation to avoid thermal damage while offering effective pain control on

demand for the next PC era [49].

11.2.5.1 System Architecture

Figure 11.43 shows the application of an implantable pain-control-on-demand

batteryless SoC. A patient with LBP can send a command from an external

handheld device to the implanted SoC. The SoC will trigger the electrode stimulator

to generate low-voltage PRF stimulation, providing an effective self-controlled

analgesia anytime and anywhere. Figure 11.44 shows the block diagram of the

proposed DRG stimulation system using an implantable batteryless SoC for pain

control. The SoC consists of a radio-frequency-to-direct-current (RF-DC) circuit, a

voltage limiter, voltage regulators, an RF receiver, a clock regenerator, a logic

controller, and a PRF driver. The RF-DC circuit receives power from an external

power source located outside the skin, and converts the RF signal RFin into a DC

voltage VDDr. A low-frequency (1 MHz) spiral antenna is used for easy alignment

and increased penetration depth. The following voltage limiter and regulator

circuits together generate regulated supplies DVDD and AVDD for digital and analog

circuits, respectively. The clock regenerator extracts the clock signal from the RF

source to generate a l-MHz system clock. The PRF generator of the logic controller

generates default bi-phasic PRF waveforms for the PRF drivers. The bi-phasic

outputs are delivered to a pair of bi-polar electrodes placed into the surgically

exposed L5 nerve of the lumbar region for stimulus in animal studies. The OOK
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receiver in [50, 51] is employed to acquire 402-MHz command signals complying

with the MICS standard from an external handheld device, and then to direct the

logic controller to output the specified PRF waveform.

11.2.5.2 Circuit Implementation

The RF-DC full-wave rectifier comprises four diode-connected MOS transistors.

To avoid a reverse recovery current that causes additional power loss and power

supply noise, the NMOS transistors are connected to ground via a substrate resistor

RSub, and the bodies of the PMOS transistors are weakly connected to VDDr by an

additional resistor Rbp. Figure 11.45 shows the measured rectified VDDr with respect

to the inductive contact alignment when the VDD of the Class-E power amplifier in

the external power source is set to 6 V. The minimal required VDDr of the SoC is

2.2 V, corresponding to the maximal 18-mm gap distance. This distance is suffi-

cient for the operation of the proposed batteryless wireless SoC implant under the

skin. Figure 11.45 also shows that the maximal alignment offset of the antenna

center is approximately 8 mm with a 10-mm gap distance.

Fig. 11.43 DRG
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Fig. 11.44 Block diagram of the proposed DRG stimulator system for pain control [49]
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The following voltage limiter composed of five serial connection diodes and a

200-kΩ resistor prevents the DC voltage from exceeding 5 V. The digital and

analog regulators share the same bandgap reference [46]. A Schmitt trigger is

used to realize the clock regenerator for better noise immunity and noise margin.

A patient can specify a custom stimulation protocol by wirelessly issuing PRF

parameters, such as pulse frequency and repetition rate, via an external handheld

device. Figure 11.46 shows the block diagram of the PRF generator of the logic

controller as well as the PRF waveform and parameter definitions. All three PRF

parameters are programmable and can be reset by the OOK receiver.

Fig. 11.45 Measured rectified VDDr with respect to the vertical and horizontal offsets [49]

Fig. 11.46 (a) Block diagram of the PRF generator. (b) PRF waveform and parameter definitions

[49]
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11.2.5.3 Experimental Results

Figure 11.47 shows the die photo of the pain-control-on-demand wireless CMOS

SoC. The RF-DC rectifier circuit occupies more than half of the chip area to

maximize the efficiency and reduce the thermal effect. Figure 11.48 shows the

DRG stimulator prototype powered by the external power source. The SoC loaded

by a 10 kΩ resistor dissipates 12.48 mW with a chip temperature below 39 �C, as
shown in the measured infrared (IR) thermography when activated. The packaged

SoC chip was implanted into rats for the animal study. Before the implantation, the

L5 nerve of the lumbar region was exposed to induce neuropathic pain by ligation.

The bi-polar electrodes were then penetrated into the transverse process and placed

beside DRG, as shown in Fig. 11.49. Once the external power source is close to the

rat, the LED inside the rat lights up to demonstrate successful power delivery from

the external power source to the SoC. The rats were grouped into the control group,

two rats for which PRF was not applied, and the experimental group, four rats for

which low-voltage PRF stimulation was applied for a 5-min duration. Von Frey

(VF) monofilaments with different bending forces were utilized to stimulate the

plantar surface of the foot to test mechanical allodynia. A higher VF score indicates

high pain tolerance. All animals were tested before the surgery to collect their

baseline values and were allowed to recover from surgical trauma before resuming

the test on days 1, 2, 3, 5, and 7 to evaluate the VF score of both groups, as shown in

Fig. 11.50. The experimental group with PRF stimulation had consistently higher

pain tolerance than the control group without PRF stimulation. This clearly

Fig. 11.47 Die photo of the pain-control-on-demand CMOS SoC [49]
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demonstrates that the implantable batteryless wireless CMOS SoC using PRF can

effectively reduce the sensation of pain on the DRG, offering a promising pain-

control-on-demand solution for the next PC era.

Fig. 11.48 DRG stimulator prototype and its measured IR thermography when activated [49]

Fig. 11.49 Demonstration of the PRF treatment and placement of stimulation electrodes on the L5

spinal nerve [49]
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11.2.6 Biomedical SoC Inside the Body: Implantable
Batteryless Remotely Controlled Locomotive SoC

In the previous two sections, two implantable biomedical integrated SoC solutions

for therapeutic and treatment applications for the next PC era were introduced. An

implementable medical device with a controllable motion movement can poten-

tially perform even advanced diagnosis and treatment inside the human body, such

as tumor scan, drug delivery, and neuron stimulation, in a revolutionary way with

minimum injury. Therefore, in this section, an implantable batteryless remotely

controlled locomotive SoC that uses electrolytic bubbles as the propulsion mech-

anism is presented. Compared to the solution in the previous study [52], the solution

introduced in this section is highly integrated without bulky external components

such as magnets and on-board coils, and is capable of moving in four orthogonal

directions with two speed controls [53].

11.2.6.1 System Architecture

Figure 11.51 shows the operation of the remotely controlled locomotive SoC. The

process of electrolyzing water on chip generates micro-bubbles, which are adopted

as the force to propel the chip. A user can control the micro-bubble emissions as

well as the direction of motion by remotely commanding the SoC to appoint the

Fig. 11.50 Experimental results of the VF score variation before and after PRF stimulation to

DRG [49]
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voltages to the corresponding on-chip electrolysis electrodes. The generated micro-

bubbles composed of oxygen and hydrogen can be absorbed by the human body.

Figure 11.52 shows the block diagram of the CMOS locomotive SoC, which

consists of an on-chip coil, a rectifier, a regulator, an amplitude-shift keying (ASK)

demodulator, a clock generator, an MCU, a power-on-reset circuit, an electrode

driving circuit, and on-chip electrolysis electrodes. An external 10-MHz RF signal

with a 1-Mb/s ASK modulated command is inductively coupled from a transmitter

to the chip through the on-chip coil. In addition to serving as locomotive control

command, the received ASK signal is used for wireless powering and on-chip clock

Fig. 11.51 Operation of the proposed remotely controlled locomotive SoC [53]

Fig. 11.52 Block diagram of the proposed CMOS locomotive SoC [53]
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generation. After rectification and regulation, the received signal is converted to the

global supply voltage VDD (2 V) for the system. The electrode driving circuit is

connected with the two voltages provided from the regulator outputs, EV1 (1.3 V)

and EV2 (2 V), to generate bubbles at two different rates for two speed controls.

The MCU controls the chip movement direction and adjusts the speed based on the

demodulated command DO.

11.2.6.2 Circuit Implementation

Since the bubble generation rate is proportional to the applied voltage and the

reaction area [54], four electrolysis electrodes with high-density interdigitated

electrode pattern for high bubble generation rate are integrated on the four sides

of the SoC, as shown in Fig. 11.51. Figure 11.53 shows the measured transient

response of generated bubble volume and the corresponding recorded images. The

linear increase in the volume of generated bubbles with time indicates a nearly

constant bubble generation rate under a fixed electrolytic voltage.

The full-wave rectifier employing low-power bridge topology [55] converts the

alternating ASK modulated RF signal to a DC voltage VREC. The regulator consists

of a start-up circuit, a bandgap reference, and an error amplifier [56]. The regulator

provides the system supply VDD and two switchable electrolysis voltage EV1 and

EV2 by resistor voltage divider circuits. The ASK demodulator is composed of an

envelope detector, an LPF, and cascaded limiting amplifier [57]. Figure 11.54

Fig. 11.53 Measured transient response of the generated bubble volume and the corresponding

recoded images [53]
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shows the measured system supply voltage VDD and the demodulated command

DO with the received ASK modulated RF signal inputs.

The clock generator employing a four-stage cascaded self-biasing amplifier

converts the ASK modulated signal to the full-swing clock signal CLK for the

MCU. The electrode driving circuit consists of five analog switches and four analog

buffers. The transmission-gate-based analog switch is controlled by the MCU to

switch currents to the desired electrodes. Additional analog buffer comprising

operational-amplifier-based unit-gain-buffer is employed to mitigate the loading

effect due to human-body-fluid impedance variation with the concentration change

of electrolyzed ions.

11.2.6.3 Experimental Results

Figure 11.55 shows the die photo of the locomotive SoC with on-chip coils and

electrolysis electrodes. In order to verify the function of the proposed locomotive

SoC, a bare chip is placed on the electrolyte surface, powered and controlled

wirelessly to move in one direction by an ASK transmitter, as shown in

Fig. 11.56. A saline solution with similar impedance to human-body fluid is used

as the electrolyte. Substrate polishing is also used to reduce the chip mass for higher

moving speed. The trajectory of the chip movement can be observed in Fig. 11.56.

The locomotive SoC can move about 1.8 cm in 60 s, equivalent to a velocity of

0.3 mm/s. Figure 11.57 shows another experiment when a command is issued to

change the direction during the chip movement. We can see that the locomotive

SoC changes moving direction at T¼ 10 s after receiving a command of direction

Fig. 11.54 Measured system supply voltage VDD and the demodulated command DO with the

received ASK modulated RF signal inputs [53]
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Fig. 11.55 Die photo of the proposed locomotive SoC [53]

Fig. 11.56 Pictures of the chip movement with red dots marking the cruising track [53]
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change. The experimental results clearly demonstrate that the implantable

batteryless remotely controlled locomotive SoC can help realize revolutionary

diagnosis and treatment applications inside the human body in the next PC era.

11.2.7 Energy-Efficient Biomedical-Signal-Processing SoC

In the previous sections, the acquired physiological data or biomarker information

from the SoC is directly transmitted to a remote computation platform for further

processing and offline analysis. In other words, there is no biomedical signal

processing involved on chip. However, sometimes on-chip biomedical processing

is mainly necessary for the following two reasons:

1. Power and performance constraints: The bandwidth of the wireless data link

might not be capable of supporting the direct transmission of rich biomedical

data without consuming a huge amount of power. Additional on-chip biomedical

processing can help reduce the data rate and minimize the overall power.

2. Application requirements: Some biomedical applications such as in the detection

of sudden cardiac arrest (SCA) and seizures demand real-time responses to

provide timely warning. Offline remote biomedical signal processing would

not meet the latency requirement of these applications.

Fig. 11.57 Pictures of the chip movement with red dots marking the cruising track. The chip

changes moving direction at T¼ 10 s after receiving a command of direction change [53]
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As a result, several energy-efficient SoC solutions [58–61] that can perform

ECG, electroencephalogram (EEG), and electrocorticogram (ECoG) biomedical

signal processing, neural spike-sorting functions in real time will be presented for

the next PC era.

11.2.7.1 On-Chip ECG Signal Processing

In the USA, more than 5000 people experience SCA every week [58]. The survival

rate of SCA victims drops by 10% per minute without defibrillation, and more than

95% of SCA victims die [62]. As a result, it is essential to provide timely warnings

against fatal vascular signs. Figure 11.58 shows a heterogeneous ECG processor

that can extract the abnormal ECG characteristics for ventricular fibrillation (VF),

ventricular tachycardia (VT), and premature ventricular contraction (PVC)

[58]. The heterogeneous ECG processor consists of an application processor

(ASP) and an OpenRISC, a 32-bit general-purpose processor (GPP). The ASP

first extracts the chaotic phase space differential (CPSD) [63] value from the raw

ECG values. The GPP then decides whether there is a fatal sign based on the

extracted CPSD values.

Figure 11.59 illustrates the CPSD algorithm [63] that has been developed to

continuously detect critical cardiac conditions based on the time-delayed phase-

space reconstruction method. A typical VF ECG signal spreads out on the phase

space, while a normal ECG signal does not. Figure 11.59g shows the corresponding

CPSD value and the VF threshold. The block diagram of the integrated ASP for

CPSD acceleration is shown in Fig. 11.60. The ASP consists of four processing

pipelines. In the first pipeline, a filter unit removes the low-frequency drifting

voltage and 60-Hz power line noise. A phase space matrix (PM) constructor

scans the filtered data, extracts the phase vectors, and then constructs the

corresponding PM in the second pipeline. Two PMs are compared and their

differences are accumulated in the third pipeline, while the CPSD value is calcu-

lated with the latest PM difference in the last pipeline.

Fig. 11.58 Block diagram of the heterogeneous ECG processor [58]

11 Internet of Medical Things: The Next PC (Personal Care) Era 321



Figure 11.61 shows the die photo of the heterogeneous ECG processor. The

processor can realize 98% reduction in wireless transmission power by performing

on-chip ECG signal processing. The heterogeneous architecture using both ASP

and GPP can achieve 99% power reduction compared with the one based on only

GPP. The implementation results demonstrate that the on-chip ECG signal

processing can provide real-time monitoring of heart conditions and give a timely

warning against the fatal vascular signs for the next PC era.

Fig. 11.59 CPSD algorithm. (a) Normal and abnormal ECG signals; (b) Phase space matrix

(PM) constructed from normal ECG signal in the training phase as a reference during testing; (c, d)
PMs constructed from normal and abnormal ECG signals during testing, respectively; (e, f)
Difference in PMs of (c, b) as well as (d, b), respectively; (g) Corresponding CPSD value and

the threshold for VF [58]

Fig. 11.60 Block diagram of the ASP for CPSD acceleration [58]
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11.2.7.2 On-Chip EEG/ECoG Signal Processing

On-line EEG/ECoG signal feature analysis can significantly enhance applications

such as responsive neurostimulation (RNS) and brain–machine interface (BMI).

Figure 11.62 shows the typical procedure of EEG/ECoG signal analysis involving

pre-processing (PP) with filtering, feature extraction (FE), classification and

decoding (CD). The corresponding EEG/ECoG signal processor consisting of

three processing pipelines with heterogeneous hardware units is shown in

Fig. 11.63 [59].

The PP pipeline performs both temporal and spatial linear filtering to remove the

artifact and assemble the signal-of-interest. The PP architecture based on multipli-

cation and accumulation (MAC) units cascaded with register array can significantly

reduce memory-access power. In the FE stage, four types of features—temporal-

domain characteristics, spatial-domain cross-channel correlations, frequency-

domain spectrum features, and non-linear chaotic values—are extracted in parallel

for 16 channels to increase both the accuracy and robustness of the processor.

Fig. 11.61 Die photo of the heterogeneous ECG processor [58]
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Fig. 11.62 Procedure of EEG/ECoG signal analysis [59]
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The dimension reduction unit using MAC then reduces the dimension of the feature

space with the offline training algorithms. The FE architecture based on dedicated

accelerators and reconfigurable logics provides both efficiency and flexibility.

A reduced instruction set computer is employed on the CD stage to preserve the

full programmability for the CD algorithm. The processor can output the decision

every 0.1 s for real-time applications.

Figure 11.64 shows the die photo of the EEG/ECoG signal processor. Processing

folding among 16 channels is utilized to further reduce the area and power.

Figure 11.65 shows the experiment of early seizure detection using the EEG/ECoG

signal processor. The processor analyzes the ECoG signals of a rat and detects the

early stage of a chemically induced seizure. The decreased brain chaoticity,

increased temporal energy, and oscillation frequency of the rhythmic discharge

could be clearly observed sequentially on the feature space. The experimental

results demonstrate that the on-chip EEG/ECoG signal processing can provide

real-time monitoring of brain condition and early detection of seizure in the next

PC era.

11.2.7.3 On-Chip Neural Spike Sorting

A closed-loop BMI system demands on-chip real-time neural signal processing for

two reasons. First, since each implanted electrode may recode spike signals from

multiple surrounded neurons, a real-time neural signal processing, spike sorting, is

necessary to classify different spike signals based on their source neurons. Second,

as mentioned before, real-time neural signal processing extracting only useful spike

information can substantially reduce the communication data rate. Figure 11.66

shows the procedure of a typical neural spike-sorting process involving spike

detection, spike alignment, and feature extraction and classification, which is

similar to the procedure of EEG/ECoG signal analysis. A higher spike sampling

rate (SR) usually leads to a better sorting performance, but consumes larger power.
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Fig. 11.63 Block diagram of the EEG/ECoG signal processor [59]
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Fig. 11.64 Die photo of the EEG/ECoG signal processor [59]

Fig. 11.65 Early detection of seizure using the EEG/ECoG signal processor [59]
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Figure 11.67 shows an on-chip neural spike-sorting processor that can overcome

this power–performance tradeoff by employing additional interpolation hardware

[60]. The processor consists of three stages with different SRs: SRDET, SRALIGN,

and SRFE&CLA. Since the spike detection usually employs simple energy detection,

a low SR (SRDET) is sufficient in the first stage. To reduce the sampling skew and

enhance the neuron separation accuracy, the second stage utilizes interpolation to

align the spike with a higher SR (SRALIGN). Finally, the feature extraction and

classification processing operate at a lower SR (SRFE&CLA) to minimize the power

consumption after down-sampling. Figure 11.68 shows the die photo of a neural

spike-sorting processor with interpolation. An IAD engine performs interpolation,

alignment, and down-sampling, as shown in Fig. 11.67. Figure 11.69 shows the

Fig. 11.66 Procedure of neural spike sorting [60]

Fig. 11.67 On-chip neural spike-sorting processor with interpolation [60]

Fig. 11.68 Die photo of

neural spike-sorting

processor with interpolation

[60]
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experimental results of the spike-sorting processor with the pre-recorded neural

signals from rat hippocampus [64, 65]. It would be difficult to distinguish the

boundary of different clusters of the detected spikes on the feature space owing to

the low SR (12.5 ksps) and large sampling skew of the original data when the IAD

engine is turned off, as shown in Fig. 11.69a. The boundary of the clusters becomes

much more distinguishable after the IAD engine is turned on with

SRALIGN¼ 100 ksps and SRFE&CLA¼ 50 ksps, as shown in Fig. 11.69b.

To further minimize the power consumption by the spike-sorting function for an

implantable neural sensor, a robust and energy-efficient spike-sorting architecture

exploiting an asynchronous timing strategy can be employed, as shown in

Fig. 11.70 [61]. An asynchronous self-timed four-phase dual-rail handshaking

protocol can reliably govern the communication between each module of the

processor. As a result, each self-timed module can operate at its own speed reliably

and achieve best-effort performance while minimizing the leakage. Figure 11.71

shows the die photos of synchronous and asynchronous spike-sorting processors.

The implementation results show that the asynchronous spike-sorting processor

realizes a 2.3 times reduction in power compared to the traditional synchronous

approach. This demonstrates that the on-chip neural signal spike sorting can enable

future closed-loop BMI systems with minimum energy and power overhead for the

next PC era.

Fig. 11.69 Experimental results of spike-sorting processor (a) without interpolation and (b) with
interpolation. (c) The results of (b) after K-means classification algorithm [60]
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Fig. 11.70 Block diagram and circuit schematics of an asynchronous spike-sorting processor [61]
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Chapter 12

Functional Nanofibers for Flexible
Electronics

Suiyang Liao, Ya Huang, and Hui Wu

Abstract In the field of flexible electronics, elastomeric substrates take the place

of their rigid counterparts and boost fascinating uses such as solar cells, electronic

skins, and flexible displays. Nano-level dimensions lead to novel properties of

materials, which is the case in nanofibers with a large aspect ratio and a high

surface–volume ratio. Researchers are striving to apply nanofibers of polymers,

metals, carbon materials, composites, and even ceramics to flexible electronics.

Electrospinning, as a method to prepare nanofibers, is low cost and versatile, which

are the two advantages for massive production. This review recapitulates the most

recent progress of fabricating flexible electronics based on electrospun nanofibers

and reveals the problematic issues faced by both electrospinning and flexible

electronics.

Keywords Flexible electronics • Nanofibers • Optoelectronics • Smart sensor

12.1 Introduction

Modern society has been changed dramatically by portable electronic equipment

like smartphones such as iPhones, personal computers, and tablets such as iPads.

Most of these devices leave us with an impression of rigidity. Rigid electronics, if

we may name the conventional electronics in this way, together with flexible

electronics, will continue changing the world and provide us with convenience.

Rigid electronics will keep thriving by decreasing the feature size of integrated

circuits [1], by developing more efficient methods to produce silicon wafers with

higher diameter, and by lightening and minimizing energy storage systems and

through similar innovations. Although the future of flexible electronics is fascinat-

ing, it’s quite challenging as well.

Flexible electronics’ emergence dates back to the 1960s and this concept can be

interpreted in various ways, such as plastic electronics, addressing its mechanical
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advantages, printable electronics, addressing its general manufacturing, and

organic or polymer electronics, addressing the substance it relies on [2]. Generally,

an electronic system is constructed with electronic components and devices, flex-

ible substrates, interconnects, a bonding layer and an encapsulating layer. As

regards flexible electronic systems, they are almost the same as a conventional

electronic system, except for the elastomeric substrates. Theoretically, thinness can

pave the way to obtain elastomeric substrates for flexible devices. The failure of

materials results from reasons such as mechanical fragility, thermal mismatch

between substrates and functional layers, and erosion from ambient chemicals,

with mechanical fragility being the most severe problem for films. To be more

specific, device failure is usually caused by a strain that is higher than the threshold.

For example, when a film is bent, the largest strains occur on both surfaces with

tensional strain and compressive strain being proportional to the thickness of the

film. Since the threshold is a material constant, the thinner the layer is, the harder it

is to collapse. However, the price paid for thinness is bad resistance against

diffusion of oxygen and moisture. Meanwhile, warping and buckling tend to

occur in thin films more severely when they bear thermal impact, and since mostly

multi-layer devices are constituted with materials of different coefficients of ther-

mal expansion, thermal mismatch often causes delamination. Thus, the single

change in structure not only leads to numerous innovative applications but also

brings about massive challenges, lying in both material preparation and device

fabrication.

But is thinness the only solution? Absolutely not. There exists another philoso-

phy to tackle the trouble. Since substrates merely work as carriers for functional

parts and the failure of electronics comes from the disability of the functional parts,

which in most scenarios, results from being damaged by over-stretched substrates,

the stability and lifespan of the whole system can be extended once those functional

parts are located on rigid substrates. Please note that we are not going back to rigid

electronics but talking about a hybrid of the rigid and the flexible. Ships and boats

might be torn apart by storms and waves, but buildings on the islands remain still.

So are the functional parts on rigid islands, which are distributed in a flexible

medium that undergoes external force field.

Many methods have been investigated for flexible electronics. In this review, we

will summarize the state-of-the-art progress of electrospun nanofibers based on

flexible electronic components and devices. The next section will give a brief

introduction to the electrospinning method. The following section shows how the

electrospun nanofibers are applied to fabricating components or devices such as

transistors, transparent electrodes, sensors, and energy devices. The last section will

examine the method critically to present its disadvantages and further more we will

give our perspective on how the method can been revised to face the challenges.
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12.2 Electrospinning

Several methods have been well established to prepare nanofibers, but each has its

pros and cons. Organic nanofibers can be prepared by methods such as drawing,

template-synthesis [3, 4], phase-separation [5–8], self-assembly [9–11], and

electrospinning. More methods can be applied to prepared inorganic nanofibers,

including metal nanofibers, carbon nanofibers, and ceramic nanofibers. To name a

few, we have also template-synthesis [12–17], chemical vapor deposition (CVD)

[18–22], solvent-thermal method, biomolecule self-assembling [23], and

electrospinning. For more information, the reader might be interested in and refer

to the review article by Nayak et al. [24].

Electrospinning is facile, and the facility makes low cost. Electrospinning is also

versatile, not only because it is non-selective on the raw materials, but to the extent

of the control it has on the morphology and structures of the products. Researchers,

via electrospinning, can handle most forms of one-dimensional nanostructures,

such as nanowires [25], nanofibers, nanobelts [26, 27], nanorods [28–30], nanogrids

[31], and core-sheath structures [32–36]. Self-contained theories have been

constructed, and the results altogether form a system to guide the electrospinning

process [37, 38]. Unable to match the imagination of material scientists, the typical

electrospinning method has been revised by changing the shape of the nozzle, by

controlling the electric field, or by using various collecting electrodes.

A systematic study on how the electrospun fibers will behave when the geomet-

ric shape and feature size of the insulating region are varied has been presented

[39]. An auxiliary electrode can be applied in the process [38, 40–42]. When the

electric field of the counter electrode changes, the degree of orientation of

electrospun nanofibers to the field direction of a target electrode changes

[43, 44]. Using a three-pole electrospinning device with a channel electrode,

researchers can produce well-aligned nanofibers [45]. The shape of the collecting

electrode can be made cylindrical and rotatable [44, 46, 47]. A concentric nozzle, an

inner nozzle and an outer nozzle, has been used in concentric electrospinning, to

produce a core-shell nanostructure [48, 49]. A wire electrode has been used to

sweep through a bath containing a polymeric solution in contact with a high voltage

[50]. Setting the collecting electrode beside instead of under the nozzle and using a

strong electric field to overcome the gravity, researchers can collect aligned fibers

between the electrodes [51].

Though the electrospinning process is amazing, we are not going to go further

but address some fundamental theoretical results and introduce the very conven-

tional setup and procedure, and for more information on the method itself, you may

be interested in two review articles, one by Greiner and Wendorff and the other by

Li [52, 53].

Some transformative theoretical work regarding the method should be noted.

Taylor was the first one to give the simulation result of how the shape of the charged

droplet changed under the electric force [54]. Yarin et al. proposed a theory of

stable shapes of droplets affected by an electric field and compared with data
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acquired in their experimental work on electrospinning of nanofibers from polymer

solutions and melts [55]. Carrying the same charges, when sprayed out of the

spinneret, fibers tend to reject itself and whip. Shin et al. work showed that the

fluid instability is a key element in the spinning process and revealed by a linear

instability analysis that describes the jet behavior in terms of known fluid properties

and operating conditions [56]. Kiselev et al. showed how elimination of the

whipping motion of electrospinning fibers leads to nearly perfect alignment of

fibers collected onto fast-rotating cylindrical collectors [57].

Now, we would like to demonstrate a typical electrospinning process. Figure-

12.1 is a conventional setup.

The electric field strength applied is 100–500 kV m�1, and the distance from the

tip to the counter electrode is 10–25 cm. There are three main steps. Firstly,

experimenters prepare the precursor solution, which will flow out at a certain rate

controlled by the syringe pump. Then a high voltage is applied and the electric field

provides a driving force to deform the charged droplet to become a Taylor cone.

Finally, a jet is sprayed out of the spinneret and then deposited on a counter

electrode randomly because of the whip motion. Readers should notice that much

work has been done to eliminate the randomness, mostly by modifying the counter

electrodes as mentioned above. Besides, in an actual experiment, methods such as

direct-dispersing [58, 59], gas–solid reaction [60–62], in situ photoreduction

[63, 64], sol-gel method [65, 66], emulsion [67–69], co-evaporation method and

coaxial method are combined with the electrospinning process to improve the

stability and properties of the one-dimensional nanostructure and after the deposi-

tion of the electrospun fibers, post treatments such as calcination, carbonation, and

Taylor cone

syringe

polymer solution

needle

liquid jet

high voltage
power supply

V

collector

+
+

+
+
+

+
+

+

Fig. 12.1 A conventional

setup of electrospinning.

Reproduced with

permission [53]. 2004,

Wiley-VCH
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activation are generally applied to obtain nanofibers of ceramics, carbon materials,

and activated carbon, respectively. For more information about the methods to

combine with electrospinning, readers will find the review by Lu et al. to be

interesting [70].

12.3 Flexible Components and Devices Based
on Electrospun Nanofibers

As mentioned above, a generic flexible electronic system is made up of five

building blocks: electronic components and devices, flexible substrates, intercon-

nects, a bonding layer, and an encapsulating layer [71]. While the rest of our review

will be devoted to components and devices, we still want to debrief our readers

about substrates, since within the realm we concern and on the level of lab research,

the selection of substrates are covered by most of the published work. Thin glass,

plastic films, and metal foils are three types of substrates most frequently used.

None of them is perfect. The biggest problem for thin glass is their brittleness due to

crack propagation. Plastic films suffer a lot from easy penetration of oxygen and

water, which might harm the functional part in the long run, and the thermal

mismatch stress, which limits the processing temperature and the serving ambience.

Most of the published work have chosen polymer foils as substrates, such as

polyethylene terephthalate (PET), polyethylene naphthalate (PEN), and polyimide

(PI), not bad as the starting point towards industrial products. The last type of metal

foils, with stainless steel be the most popular, typically have bad optical transmit-

tance and most lethally, the surface roughness can cause the system to fail.

Although, crack propagation can be avoided, to some extent, by coating plastic

layer, bad resistance against chemicals by coating a barrier, and fine polishing can

reduce the surface roughness, extra treatments are required. One intrinsic property

of metal substrates is electric conductivity and since a counter electrode is required

in any electrospinning setup, it might be interesting to deposit functional nanofibers

on such substrates to accomplish direct fabrication of flexible devices, while in

most of the related work, a transfer process is involved. The rest of our review will

concentrate on how the method of electrospinning has been used in fabricating

flexible electronic components and devices, and in improving the properties of the

rest four building blocks.

Electronic components and devices can be subdivided into numerous categories.

We would like to distinguish components from devices so that we can construct our

statement in a more logical way. Components are the most basic elements in

electronics and devices are integrations of certain components. Electrospinning is

versatile but the functional nanofibers prepared in this way cannot cover all the

materials used in flexible electronics. Here, in this review, we summarize the recent

significant electrospinning progresses in components such as transistors, transpar-

ent electrodes and in devices such as sensors, solar cells, batteries, and

supercapacitors.
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12.3.1 Components for a Typical Electrical System: Field-
Effect Transistors

Basically, a field-effect transistor (FET) operates as a capacitor where one plate is a

conducting channel between two ohmic contacts: the source and drain electrodes

[72]. In 1930, Lilienfeld first proposed the principle of the FET [73]. In 1987, after

Koezuka et al. reported on a structure based on electrochemically polymerized

polythiophene, organic FETs, or OFETs, were identified as promising candidates

for building electronic devices [74, 75]. Many modern applications, including

radio-frequency identification, next-generation displays, chemical sensors, and

nonvolatile memories, are based on OFETs.

Although the electrospinning technique is suitable for almost all sorts of mate-

rials, most researches on fabrications of transistors tend to use polymers and

organic–organic composites, which results in OFETs. Another advantage for

OFETs is that they adopt the architecture of the thin-film transistor (TFT), thus

flexibility achieved easily [72]. Still, carbon materials have been used via

electrospinning. Chang et al. presented a simple yet scalable process by means of

direct-write electrospun fibers to accomplish both doping and patterning of

graphene simultaneously [74]. By combining near-field electrospinning with dif-

ferent types of functional polymer fibers to modulate the electrical properties,

complementary graphene FETs including n- and p-type graphene FETs, pn, and

other types of electronic junctions can be constructed on the same substrate under

ambient pressure and room temperature. As mentioned, post-treatments are neces-

sary steps to obtain nanofibers of ceramics, metals, or carbon materials, from the

precursor, which would raise the cost and hinder the massive production. Choosing

organic nanofibers, researchers easily made it a one-step device fabrication [76].

Using OFETs as building blocks, many modern applications become reality,

such as nonvolatile memories [77–79]. Chang et al. reported on the fabrication and

characterization of transistor memories on flexible PEN substrate using the

electrospun nanofibers of poly(3-hexylthiophene) (P3HT) semiconductor: gold

nanoparticles (Au NPs) hybrid [77]. Functionalized with self-assembled monolayer

(SAM) of para-substituted amino (Au-NH2), methyl (Au-CH3) or trifluoromethyl

(Au-CF3) tail groups on the benzenethiol moiety, the ~10 nm sized Au NPs induced

interface with the P3HT matrix, and it is at the interface that charge traps influence

the accumulated density of holes. Due to the valence band set by the interface, it

takes extra external electric field to offset, and this is the mechanism of the

enhancement/depletion mode of OFETs. They used coaxial electrospinning to get

the hybrid nanofibers, which seems to be relatively complicated, and it is a

drawback. As for the fabrication of device, the flexible PEN with a 100-nm-thick

Au gate electrode was subsequently deposited by thermal deposition, the atomic

layer deposition (ALD) method was adopted to prepare 100-nm-thick Al2O3 as

dielectric. After transferring the nanofiber onto the substrate, thick gold source/

drain electrodes were thermally deposited, resulting in a prototypically memory

shown in Fig. 12.2a with an optical picture inserted. Further, they studied the device
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performances including operation voltages, retention, and endurance ability as well

as stability against external mechanical stimulus. Figure 12.2b shows the transfer

characteristics Id–Vg (drain current–gate voltage curve) sweeping from 15 V to

�10 V at a step length of 5 V. The test of flexibility was conducted by flexing the

memory with a Vernier caliper, as shown in Fig. 12.2c. First of all, the device

architectures were not cracked or deformed. Secondly, the statistical data on

threshold voltages under programmed/erased state, mobility, and ON/OFF state

current with various bending radii or repeated cycles were collected and analyzed.

As Fig. 12.2d, e showed, the mobility and the threshold voltages remained similar

without any notable fluctuation under various curvature radii of 30, 20, 10, and

5 mm or under a 1000-bending cycles at a 2-bends/s rate.

Aside from the complicated processing, doubt can be cast on the thermally

stability of such an organic system.

Fig. 12.2 (a) Schematic configuration of the hybrid nanofiber-based transistor memory devices,

chemical structures of P3HT, and surface-modified Au NPs; the inset is the optical microscope

image of the hybrid nanofiber-based transistor memories, (b) Transfer characteristics of P3HT:Au
hybrid nanofiber-based transistor memories device (programmed state: Vg¼�5 V, 1 ms; erased

state: Vg¼ 5 V, 1 ms; Vd¼�5 V), (c) Hybrid nanofiber-based transistor memory devices under flat

and various bending radii, (d) Variation on the mobility of the flexible hybrid nanofiber-based

transistor memory devices, (e) Variation of programmed and erased threshold voltages of the

flexible hybrid nanofiber-based transistor memory devices. Reproduced with permission

[77]. 2013, Wiley-VCH
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12.3.2 Transparent Electrodes: A Component of Cutting-
Edge Technology

In modern devices such as touch panels, solar cells, organic light emitting diode

(OLED), and liquid crystal display (LCD), traditional electrodes don’t suit any
more due to the requirements of both transparency and conductivity [80–84]. The

conventional material is indium doped tin oxide (ITO), which has been studied for

over 60 years. The technology of ITO is mature but ITOs’ application and devel-

opment are highly limited by two characteristics: high cost and brittleness. Appar-

ently, ITOs don’t meet the requirements of flexible electronics. Because of the

innate brittleness resulting from their ceramic nature, doped metal oxides such as

ITO, aluminum doped zinc oxides (AZO), gallium doped zinc oxides (GZO), and

fluorine doped tin oxides (FTO) are no longer the materials of first choice in flexible

electronics. Scientists have been focusing on polymers, since the discovery of

conductive polymers in 1970s [85], carbon nanostructures, and metal

nanostructures. Electrospinning, along with other inspiring post treatments, has

been adopted in this area as well.

Because of the molecular structure and the nature of metal bonding, respec-

tively, polymers and metals are the two most promising candidates with intrinsic

ductility and flexibility. Additionally, metals present great conductivity. So,

electrospinning has mostly been conducted to fabricate metal networks for trans-

parent conductive electrodes with flexibility and efforts to obtain the electrodes

based on conducting polymers have also been made [80, 86–88]. Moreover, the

electrospinning method has also worked as an associating step in other electrode

fabrication [89–91].

For example, Hsu et al. combined electrospinning with electroless deposition

[86]. The process flow was shown schematically in Fig. 12.3a. Two key steps

guaranteed great sheet resistance-transparency (Rs–T ) performance. Tin

(II) chloride was dissolved in the polyvinyl butyral (PVB) solution as the precursor.

Before electrospinning, the substrates were spin-coated with hydrophobic polymer

film to reduce metal precursor onto the substrates. After electrospinning, the

nanowires were immersed in silver nitrate aqueous solution so that Ag+ got reduced

to form Ag seed layer, which contributed to selectively metal deposition. The

selectively deposition was achieved by the hydrophobic film and the metal seed

layer to reach high Rs–T performance, which was shown in Fig. 12.3b. This could

be attributed to the reduced number of junctions, since the electrospun nanofibers

tend to exhibit large aspect ratio, and low junction resistance, because the electro-

less deposition naturally “fused” the junctions, as shown in Fig. 12.3c. Besides, they

studied the relationship between the diameter of Cu nanowires and the electroless

deposition time. Results in Fig. 12.3d proved that the diameter could be controlled

to adjust the Rs–T performance. To demonstrate the mechanical flexibility, a

bending test was applied to evaluate, as shown in Fig. 12.3e. Figure 12.3f quanti-

tatively demonstrated the flexibility and the durability.

342 S. Liao et al.



Copper nanofiber networks is one of the most promising candidates to replace

ITO due to the advantages of low cost and moderate flexibility, etc. However, one

factor that must be considered when the lab products are pushed forward into

industry is their resistance against tough serving environment. To prevent the

increase of sheet resistance caused by thermal oxidation or chemical corrosion,

Cui’s group developed a way of passive coating, based on atomic layer deposition,

during which process AZO and Al2O3 were deposited on the active metal

nanofibers [92].

Fig. 12.3 (a) The process flow of electrolessly deposited metallic electrospun nanowire transpar-

ent electrodes, (b) Rs–T relationships of the electrolessly deposited metal nanowires, (c) the fused
junctions decreased the resistance, (d) the thickness of the Cu NWs was time-dependent and the

growth exhibited a linear increase after an induction period, (e) photograph of a copper nanowire

transparent electrode deposited on a flexible PET substrate, (f) the results of cycling stability tests:
with a bending radius of 4 mm, the metal NWs maintained its initial conductivity after 1000

bending cycles. Reproduced with permission [86]. 2014, American Chemical Society
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Regarding polymer-based electrodes, Ramakrishna et al. fabricated a counter

electrode for flexible dye-sensitized solar cells (DSC) by directly depositing con-

ductive polyaniline doped with 10-camphorsulfonic acid (PANI�CAS) blended

with polylactic acid (PLA) composite films on flexible indium tin oxide-coated

PEN substrate [93]. And the photoelectric conversion efficiency of the DSCs

achieved 3.1% under 1 sun illumination of 100 nW cm�2. As an indispensable

building block of solar cell, transparent and conductive electrodes have been widely

used and since this is a device level topic, we will cover this later with more detailed

description.

Another recent work worth mentioning is a transparent electrode based on metal

nanotrough network [89]. Using the electrospun nanofiber network as template, Wu

et al. adopted some standard thin-film coating methods to deposit functional

materials onto the nanofiber network. A schematic demonstration of the fabricating

process can be found in Fig. 12.4a, during which they produced random or

uniaxially aligned nanofiber networks (Fig. 12.4b). There are several

eye-catching points in their work, but here we list three of them. First, nanotroughs’
resistance against tougher mechanic environment is better most other typical

nanostructures, and this is where the flexibility comes, as shown in Fig. 12.4c, d.

Second, the high resistance of most nanostructure is due to the junction and many

researches have been conducted to tackle this problem. In this work, due to the

anisotropy of physical depositing processes, or directionality of most thin-film

coating methods such as thermal evaporation, electron-beam evaporation, or mag-

netron sputtering, the deposition of functional materials happens preferentially on

one side of the network. With the other organic side being exposed, it is easy to

remove the organic template by dissolving, thus the contact resistance issue can be

perfectly solved, as shown in Fig. 12.4e. Third, the process is suitable for a wide

range of materials since, as mentioned above, most physical depositions can be

applied. They have fabricated nanotrough network based on materials including

silicon, indium tin oxide, and metals such as gold, silver, copper, platinum, alumi-

num, chromium, nickel, and their alloys. When put into actual usage, requirements

differ according to different particular applications. The tradeoff between transmit-

tance and conductivity can be found in Fig. 12.4f. As for the device fabrication, a

flexible touch screen and a transparent conductive tape were built to demonstrate its

novel performance.

12.3.3 Devices for Interaction: Sensors

Sensors detect the information such as strain, some gas, or a specific chemical from

the environment and convert it into information of another form, mostly the change

of voltage and current. In the field of flexible electronics, sensors are even more

important especially when they are used in electronic skins [94]. To take advantage

of the large specific surface of nanostructures, functional materials have been

electrospun to be highly sensitive sensors. Electrospinning, as a novel method to
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prepare 1-D nanomaterials, has been widely used in the process of sensor fabrica-

tion. Materials that have been sufficiently investigated and applied to fabricate

strain sensors, gas sensors, biosensors, UV sensors, humidity sensors, pressure

sensors, and sensors for the purpose of detecting certain chemicals such as Hg+

[95], H2S [96, 97], and H2O2 [98, 99]. For a better comprehension about how this

method is applied in sensors, Table 12.1 is given to show readers a bigger picture of

the recent development of the area, in which all the cited articles are published

during the past 6 years. Besides, the review by Ding et al. gave an overview on gas

sensors using electrospun nanofibers comprising polyelectrolytes, conducting poly-

mer composites, and semiconductors based on various sensing techniques such as

acoustic wave, resistive, photoelectric, and optical techniques [145].

Fig. 12.4 (a) Schematic of the polymer-nanofiber templating process for fabricating nanotroughs,

(b) electrospun fibers deposited on different fiber collectors, a copper ring with a diameter of 5 cm

and two parallel electrodes with a gap of 3 cm, (c) SEM images of gold nanotroughs on aluminum

foil after folding, (d) transmittance spectra of two gold nanotrough network samples scanned, (e)
SEM images of a freestanding metal nanotrough network after been folded from 500 to 1800 nm,

showing very flat spectrum for the entire wavelength, (f) a top-view SEM images of a junction

between two gold nanotroughs (left) and an SEM image of the cross-section of a single gold

nanotrough, revealing its concave shape (right). Reproduced with permission [89]. 2013, Nature

Publishing Group
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Things can be much easier if a mere sensor is the ultimate goal. However, it will

really take some finesses to reach flexibility. To the best of our knowledge, most

researches towards building sensors, no matter flexible or not, via electrospinning,

have been dedicated to strain sensors [49, 101, 102, 128, 146], due to the objective

requirements to detect rather small deformation. But still, other sorts of sensors

have been successfully fabricated by researchers [147–150]. For example, Mandal

et al. showed that the piezoelectricity of as-electrospun poly (vinylidene fluoride‐
trifluoroethylene) (P(VDF-TrFE)) nanofiber webs opens up new possibilities for

their use as a flexible nanogenerators and nano-pressure sensors [143].

Park et al. established a micropatterning strategy, shown in Fig. 12.5a which

would find its application in stretchable circuits and strain sensors [128]. In their

experiment, the poly(4-vinylpyridine) (P4VP) of 30 wt% dissolved in

dimethylformamide (DMF) was electrospun and collected on a PET film to obtain

the nanofiber mat. Then, certain areas were shielded by Ni shadow mask and the

rest areas were irradiated with UV/O3 (UVO). And since the shielded areas would

not be dissolved in ethanol, the micropattern would be formed after the mat was

dipped in a precursor solution prepared by dissolving HAuCl4� 3H2O in 0.02 M

ethanol. Constant tensile force of 20N with 20 μm/s was applied until ε¼ 0.37 to

obtain the stress–strain curve in Fig. 12.5b. The similarity of the overall shapes of

the three indicated that the nanofiber mat maintained its overall mechanical behav-

ior. By controlling the reduction times, the strain sensitivity of the composite mat

can be controlled, as shown in Fig. 12.5c. Since electric circuits require invariance

in resistivity under a mechanical strain, while strain sensors require a large variance

in resistivity under an external strain, the composite mat could find applications in

both. As shown in Fig. 12.5d, both the strain-invariant and the strain-sensitive

patterns were employed to fabricate a strain sensor. Finally, an array of strain

sensors and circuits from a single material was created. The bending measurement

was carried out at a frequency of 1 Hz (32 cycles for each strain value in the range

0.03–0.17) and the pattern was completely stable over 200 bending cycles.

12.3.4 Devices for Energy Generation and Storage: Solar
Cells, Batteries, and Supercapacitors

Energy is one of the most crucial issues we have been faced up with ever after the

millennium. With the explosion of population, the drastic development of industry,

and the increasing concerns about environment, the final choice of methods of

energy generation will have to strike a balance among all stakeholders. From the

perspective of benefits among countries, energy is the course of strained interna-

tional relationship since the amount of fossil fuels, roughly including gas, oil, and

coals, is limited [151]. And furthermore, with fossil fuels being the main energy

sources, legitimate share of carbon dioxide emission becomes the arguing point of

many international summits. From the standing of commerce, an accessible energy
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source, from which an electronic gadget can get recharged fast, can free people

from carrying mobile power and anyone will be amazed by how much space, and

accordingly how much weight and it is heavier than it seems to be, the batteries

have taken if they open any Apple devices [152–154]. It has to be admitted that this

is really a waste of space and we can hardly imagine how thin those tablets and

cellphones can be and what fascinating functions can be added into them if the

space can be spared. It can be fairly addressed that not only the evolution of Apple

devices but the success of Tesla electronic cars count on more advanced energy

solutions, as Tesla’s Chief Technology Officer envisioned that the combination of

batteries and solar cells would lead to cheap electricity [155, 156].

Let’s start from the energy source. It can be easily found that the account of

renewable sources will increase largely in the next two decades, and the share of

renewable energy in world energy demand will increase from 10% in 2010 to 14%

in 2035 [157]. And as the most approachable sustainable energy source, solar

energy plays a huge part in the sector of renewable energy. Although we have
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the range ε¼ 0.03–0.17. Reproduced with permission [128]. 2013, American Chemical Society
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mentioned the application as solar cells in the section of transparent conductive

electrodes, which is an indispensable component of the device, this section will go

one step further on this energy generating method. Among the recent work,

transparent conductive electrodes built via electrospinning have been one of the

building blocks of solar cells. Wu et al. constructed a copper nanofiber-based

transparent conductive electrode with a three-step processing demonstrated sche-

matically in Fig. 12.6a [80]. In step one, copper acetate/poly(vinyl acetate) (PVA)

solution as the precursor was electrospun onto a glass substrate. Step two was heat

treatment in air at 500 �C for 2 h to remove the polymer and transform copper ion

into dark brown CuO. The last step saw the reduction of CuO by annealing in an H2

atmosphere at 300 �C for 1 h. Although the fabrication process is not as simple as

some one-step construction, its products does have some excellent property that is

unachievable through other methods, once again, the junction resistance. It is never

hard to understand why the fused junction, shown in Fig. 12.6b, can be obtained

once we know well about the processing. And since electrospinning is highly

tunable, experimenters controlled the electrospinning time to adjust the fiber

density to reach variable transmittance/resistance to meet the requirements of

specific applications, which can be found in Fig. 12.6c. Besides, due to the large

aspect ratio of the copper nanofibers, the electrode was bendable and possessed

some stretching ability, as shown in Fig. 12.6d, e. In the level of device fabrication,

a Poly-3-hexylthiophene (P3HT):[6,6]-phenyl-C61-butyric acid (PCBM) solar cell,

shown in Fig. 12.6f, was fabricated using routine methods. They spin-coated a

50-nm layer of poly(3,4-ethylenedioxythiophene) polystyrene sulfonate (PEDOT:

PSS) onto the electrode and then the sample was transferred to a nitrogen filled

glove box and annealed at 110 �C for 10 min. The active layer (P3HT:PCBM 1:1

weight ratio, 25 mg/mL in dichlorobenzene, film thickness: ~240 nm) and metal

electrode (7 nm Ca/200 nm Al) deposition and device testing were performed inside

a nitrogen glove box. The power conversion efficiency of the device is 3.0%, which

is comparable to devices made on glass/ITO substrates.

As for energy storage, battery is the most frequently used technique for current

supplying. In a conventional system, chemical reactions are generally involved in

the process of energy storing and releasing. The two electrodes of an electrochem-

ical cell are separated by an electrolyte causing the anode/anodic half-cell reaction

to take place at the corresponding electrode to produce a potential difference.

Electrochemical cells are connected in series or in parallel to be a battery. Li ion

batteries outperform other battery technologies such as lead-acid batteries and

Ni-Cd batteries, due to the high energy density and potential towards flexibility

[158–160]. In Li ion batteries, the presence of Li in its ionic state rather than

metallic state solves the dendrite problem, and that contributes to a better safety

compared to Li-metal batteries [161]. Functional nanofibers are widely used in the

field, especially on lithium ion batteries. Researchers’ work has been involved in

improving lithium ion batteries’ electrolyte [162, 163], electrodes [164–170], and

separators [165, 171] by electrospinning. Silicon is a promising replacement of

graphite in the current graphite/LiCoO2 batteries with ten times higher theoretical

capacity, abundance, non-toxicity, and low cost. But further development is limited
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by the poor conductivity of Si and the bad cycling stability. Using a simultaneous

electrospraying and electrospinning technique, Xu et al. synthesized a flexible 3D

Si/C fiber paper electrode by simultaneously electrospraying nano-Si-polyacrylo-

nitrile (PAN) clusters and electrospinning PAN fibers followed by carbonization.

The setup, demonstrated in Fig. 12.7a, can incorporate Si nanoparticles into a

carbon textile matrix uniformly, and the occupied fiber cages in the network

provided free space to accommodate the volume expansion of nano-Si, as shown

in Fig. 12.7b, c. Figure 12.7d, e illustrates both the as-synthesized Si/PAN paper

and the post-carbonization Si/C composite film exhibited good flexibility. To prove

its electrochemical performance as anodes, they built a coin cell with lithium as

counter electrodes. It turned out to demonstrate a very high overall capacity of

Fig. 12.6 (a) Schematic of materials preparation method. Left column: Schematic of an

electrospinning setup, shown without a syringe pump. Right column: the fabrication process of

Cu nanofibers. In the first step, CuAc2/PVA composite fibers were prepared by electrospinning. In

step 2, the fibers were calcinated in air to get CuO nanofibers. In step 3, the CuO nanofibers were

reduced to Cu nanofibers by annealing in an H2 atmosphere, (b) AFM image of a junction between

two nanofibers. The curved lines show the heights of two nanofibers and the cross junction,

respectively, (c) Digital photos of a series of Cu nanofiber transparent electrodes with different

fiber densities. Each sample has a size of 2 cm by 2.5 cm. The right column shows corresponding

SEM images. Scale bar is 2 μm, (d) The transparent electrodes based on Cu nanofiber networks

show much better flexibilities than sputtered Cu films on PDMS substrates. The Mandrel diameter

is the bending radius, (e) Cu nanofiber networks show much smaller changes in terms of sheet

resistance upon stretching with 10% strain. The sheet resistance was measured after the films were

released back to their original lengths, (f) a schematic demonstration of the P3HT:PCBM solar cell

using a Cu nanofiber film as the transparent electrode. Reproduced with permission [80]. 2010,

American Chemical Society
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~1600 mAh g�1 with capacity loss less than 0.079% per cycle for 600 cycles, and

excellent rate capability. This work presents a good solution for nano-Si loading

and indeed, the paper electrode bears fair flexibility or bendability. But whether it

can function well as anodes when deformed is not mentioned and its device

flexibility is yet to be proven.

Supercapacitors, or electrochemical supercapacitors, is one of the most effective

and practical technologies for energy storage. They are different from traditional

Fig. 12.7 (a) The synthesis process and the architecture of the flexible 3D Si/C fiber paper

electrode, (b, c) top-view SEM images of the 3D Si/C fiber paper electrode, (d) Photographs of
the electrospun/sprayed flexible paper electrode before carbonization, (e) Photographs of the

electrospun/sprayed flexible paper electrode after carbonization. Reproduced with permission

[172]. 2014, Wiley-VCH
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dielectric capacitors and batteries, but can also be able to supply a high power

output as well as store energy. The development of supercapacitors suffers from

two disadvantages: low energy density and high production cost [173]. The prop-

erty and structure of the electrode materials are vital in the improvement of energy

density. Electrospinning can tackle the two problems simultaneously. The method

has been applied to construct nanostructures with high surface area and high

porosity from carbon materials [174–178], polymers [48, 175, 179–182], and

metal oxides [175, 181] for the electrode application. One way to further decrease

the cost is to choose the right material. Lignin is the second most abundant natural

polymer after cellulose and based on alkali lignin. Lai et al. prepared mechanically

flexible mats for the electrode use in supercapacitors [178]. The spin precursors

were aqueous mixtures of lignin and PVA with different mass ratios of 30/70,

50/50, and 70/30. The lignin/PVA composite nanofibers were collected on alumi-

num foil covering the roller. After stabilization and carbonization, product mats in

Fig. 12.8a were obtained. The PVA mats were brittle as can be seen in the inset of

Fig. 12.8b, while the presence of lignin strengthened the mechanical performance.

Figure 12.8c was an SEM image of 70/30 lignin/PVA composite nanofiber mat and

Fig. 12.8 (a) Electrospun carbon nanofibers made from 70/30 lignin/PVA, the inset showing the

flexibility, (b) electrospun carbon nanofibers made from neat PVA, the inset showing the brittle-

ness, (c) 70/30 lignin/PVA composite nanofiber mat from 12 wt% aqueous solution, (d) cycling
stability of the mat in (c) at the current density of 2000 mA g�1, the inset showing the charge/

discharge curves of the 1st, 1000th, and 6000th cycles at 2000 mA g�1. Reproduced with

permission [178]. 2014, Elsevier
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the diameter was ~140 nm. In the next stage of their experiment, electrochemical

capacitive performance of the prepared electrospun carbon nanofibers (ECNF) were

investigated by using cyclic voltammetry, galvanostatic charge/discharge, and

electrochemical impedance spectroscopy. The nanofiber mats also exhibited excel-

lent cycling stability as shown in Fig. 12.8d. The work revealed that high amount of

lignin in the precursor nanofibers resulted in smaller average pore size, larger pore

volume, and higher specific surface area in the electrospun mats.

12.4 Conclusions and Outlook

In this review, a brief introduction to flexible electronics has been given; the biggest

difference in flexible electronics from the conventional electronics is the substrate.

This single change leads to fascinating properties, as well as a series of problems.

Electrospinning is one of the most promising methods of fabricating nanostructures.

Instead of showing details in the procedure, we listed the main steps in a classic

process. Most importantly, as researchers have revised the method to meet their

needs, we have summarized those special electrospinning methods by citing recent

related work to provide examples. In order to maintain functionality with flexible

substrates, certain materials have been used and special structures are applied in

building components or devices. We have summarized the significant progresses of

field-effect transistors, transparent electrodes, sensors, solar cells, batteries, and

supercapacitors, as they are in the most recent research.

But problems remain and we are faced with challenges. Great achievements in

controlling the morphology of nanostructures via electrospinning have been made,

but more precise control such as the spacing between two separated nanofibers is a

dream still to come true. The versatility of electrospinning methods in flexible

electronics can be questioned because though all categories of materials have been

successfully electrospun into functional structures, most work has been conducted

on polymers and the least focused material is ceramics. We believe one of the

challenges is whether scientists can further revise the method to overcome the

innate brittleness of ceramics and include more materials. One last issue emerges

after reflection on the imbalance of the application of electrospinning to the

building blocks of flexible electronic systems. As has been indicated, some related

research has produced flexible materials, instead of flexible devices, and future

work, if possible, should go one step further into the device level. At this moment,

most products’ flexibility can only be addressed as the ability to bend. To improve

the stretching ability via electrospinning is rarely explored. Electrospinning might

perform well in fabricating fiber networks conforming irregular surfaces.

Electrospinning can be time-consuming, especially when a dense network is

demanded. The time cost can be a disadvantage in industry. Besides, to accelerate

its commercialization, how to modify this method so that it can be compatible with

roll-to-roll technologies is very important. To start with, researchers want to

consider the possibility of removing the transfer process but doing in situ
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fabrication, or at least improving the efficiency of transferring. Since transferring,

in most cases, is due to the limited thermal budget of plastic substrates, this is not

only about electrospinning, but also some other disciplines.
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Chapter 13

Urine Microchip Sensing System

Ching-Hsing Luo, Mei-Jywan Syu, Shu-Chu Shiesh, Shin-Chi Lai,

Wei-Jhe Ma, Yi-Hsiang Juan, and Wen-Ho Juang

Abstract The use of biosensors in intelligent electronics is a hot and popular topic.

Various professionals, multidisciplinary, and cross-domain integrations in terms of

chemical engineering, electrical engineering, medicine, industrial design, and man-

ufacturers have been developed in recent years. In this chapter, a urine sensing

system is introduced. The development of a urine detection device is mainly aimed

at the essential indexes of chronic kidney diseases for homecare. Renal failure and

complications include acute or chronic urinary tract obstruction, hepatic failure,

and nephritic syndrome. At present, more than 2000 people per million worldwide

have to rely on hemodialysis. The majority of patients with end stage renal disease

have limited mobility, and patients must go to the hospital for diagnosis. Traditional

urine detection requires a great deal of duty time prior to a patient obtaining the

report. Therefore, this urine sensing system is expected to achieve fast detection and

lower cost for patients.

Keywords Urinary creatinine • glomerular filtration rate (GFR) • chronic kidney

disease (CKD) • urine albumin-to-creatinine ratio (UACR) • Microalbumin •
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Front-end readout circuit • Successive approximation ADC (analog-to-digital

converter) • Mixed-signal IC design

The rest of this chapter is organized as follows: Sect. 13.1 introduces various

bio-electrochemical sensors for detecting albumin and creatinine on a micro-

sensing array chip for chronic kidney disease (CKD). Section 13.2 focuses on a

bio-electrochemical acquisition device for measurement and testing with the elec-

trochemical sensors. The device includes front-end readout circuits, an analog-to-

digital converter, and microcontroller. Furthermore, Section 13.3 discusses clinic

validation of the proposed sensing system using various analyses and evaluations

and provides a discussion of clinical practicalities.

The urine detection system design is presented as the smart sensor and system

shown in Fig. 13.1. The system includes bio-electrochemical sensors and a readout

circuit system. The former senses the electrochemical signal with a high-accuracy

design for creatinine and albumin. The latter reads the sensing signals and converts

them into the chemical concentrations displayed on a PC or a mobile device. In

addition, clinical validation is required to testify the accuracy and reliability of the

proposed urine microchip sensing system via hospital-level analysis technologies.

The proposed system reduces the cost of sensing and makes homecare detection

of CKD realistic. Patients can determine their renal performance on a daily basis to

avoid their kidney(s) getting worse or irreversibly destroyed. Thus, this system not

only reduces consumption of medical resources but also reduces the burden on the

medical-care system.

This chapter is organized as follows: Sect. 13.1.1 describes the design of the

biosensors and their characteristics, such as the use of creatinine and albumin for

the CKD index. Section 13.1.2 introduces the front-end readout circuit, the analog-

to-digital (ADC) design, the micro-control unit (MCU), and the mixed-signal IC

design. It briefly reviews several readout circuit structures and describes the basic

ADC structure and operation. In addition, the MCU design and mixed-signal IC
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design are both introduced. Section 13.1.3 provides the clinical validation for CKD,

estimation of the glomerular filtration rate (eGFR), and the urine albumin-to-

creatinine ratio (UACR).

13.1 Biosensing: Creatinine and Albumin

Biosensors have been investigated for several decades [1]. There are a variety of

reaction mechanisms, adsorption mechanisms, transducers, microelectrome-

chanical systems (MEMS) devices, and electric circuit designs comprising the

modules of a biosensor. Traditionally, it is the immobilized enzyme(s) that are

utilized for biosensors because of the specificity of enzymes towards unique sub-

strates. However, there have already been other methods proposed due to the fact

that immobilized enzymes are more expensive and exhibit shorter-term stability

compared to these other approaches. The signal transducer can include

(1) electrochemicals such as amperometric, potentiometric, capacitance, and

impedance, (2) a field-effect transistor (FET), (3) optical fiber, (4) a piezoelectric

quartz crystal, (5) fluorescence, (6) surface-enhanced Raman scattering, and (7) sur-

face plasmon resonance (SPR), etc.

In this session, the content of urine that is frequently highly correlated to kidney,

liver, and related diseases is introduced. Particularly, the albumin/creatinine ratio

(ACR, μg/mg) instead of urinary creatinine (or CCR, creatinine clearance rate of

24 h) or urinary albumin concentration alone is becoming accepted as a more

reliable index for the detection of microalbuminuria [2].

13.1.1 Urinary Creatinine

The measurement of serum creatinine is useful for kidney function evaluations,

such as during kidney failure, urinary tract obstruction, kidney infection, or damage

to the kidney system. However, creatinine concentration in urine varies from 500 to

2000 mg/d. The values also depend on the sex, age, and weight. The most common

measurement is CCR, which is an assessment of glomerular filtration rate (GFR).

CCR is calculated from a ratio of urine creatinine to serum creatinine concentration

with urine volume. CCR requires a timed urine collection (usually 24-h), which is

very inconvenient and may have the error of incomplete urine collection. The eGFR

is a calculation using serum creatinine values in combined with other parameters.

When eGFR <60 mL/min/1.73 m2 for more than 3 months, it indicates CKD.

Several formulae are used for the calculation, such as Cockcroft-Gault equation,

modification of diet in renal disease-simplified GFR (MDRD-S-GFR), and

CKD-EPI equation.

The other indicator for CKD is the excretion of urine albumin. Instead of the

CCR for 24-h collection of urine, UACR can be used to estimate excretion of urine
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albumin using first morning urine. This avoids the inconvenience caused from 24-h

timely collection of urine. ACR, calculated from the ratio of urine albumin to urine

creatinine, could be a more efficient CKD indicator for kidney function. When the

UACR value is greater than 30 mg/g but less than 300 mg/g, this indicates

microalbuminuria. Consequently, both urine albumin and urine creatinine are

important measurements regarding the above urinary diseases and a point-of-care

testing must be established for the early diagnosis and better prognosis.

13.1.2 Measurement of Creatinine Concentration

Creatinine is a metabolite from creatine generated from the catalysis of creatine

kinase (CK) with the substrate of creatine phosphate (PCr). The brief reaction can

be expressed as below.

The most common method to measure creatinine concentration is using the Jaffé

reaction [3–5]. Jaffé observed that when mixing picric acid with creatinine under

alkali conditions, a red-orange creatinine–picrate complex forms. Thus, the reac-

tion, and therefore the creatinine concentration, can be measured by a spectropho-

tometer. However, the precision of this method can be interrupted by the other

metabolites.

Other than the Jaffé method, creatinine can also be detected using the multi-

enzyme complex or a single enzyme with or without immobilization measuring for

the catalyzed hydrolysis of creatinine [6]. The two kinds of catalyzed reactions are

described as below.
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Some companies provide test strips for the measurement of creatinine level.

Certain companies offer a creatinine assay kit that uses an enzyme mixture of

creatininase and creatinase. The required volume of samples is 2–50 μL, and the

incubation time is 1 h.

1. Using the enzyme complex of creatinine amidohydrolase (or creatininase),

creatine amidino-hydrolase (or creatinase), and sarcosine oxidase (SO) [7].

2.

Creatinine þ H2O  ���!creatininase
Creatine

Creatine þ H2O  ���!creatinase
Sarcosine þ urea

Sarcosine þ O2  �������!sarcorsine oxidase
Formaldehyde þ Glycine þ H2O2

Using an enzyme complex makes the creatinine sensor quite expensive. The

amperometric mode is used to measure the end product H2O2, which is correlated to

the concentration of creatinine. Thus, the creatinine concentration can be detected

[8]. However, to be able to detect the H2O2, a higher potential of around 0.7 V

would be required. On the contrary, in such a case, interference, such as the

presence of uric acid in the urine, could become more severe.

Meyerhoff and Rechnitz used an enzyme activator, tripolyphosphate, to improve

the activity of creatinine iminohydrolase (EC 3.5.4.2.1), thus allowing the creati-

nine concentration to be calibrated according to the potentiometric change [9].

In addition, there are other similar enzyme mixtures being considered, for

instance, creatininase/creatinase is used by companies as the assay kit. With the

aid of a coloring agent or a fluorescent dye, variations in the concentration can be

obtained by an optical change instead of an electric signal. The equations are

expressed as follows:

Creatinine ������!creatininase
Creatine ������!creatinase

Sarcosine ������!oxidation
Color=Fluorescence

By a single enzyme, creatinine deiminase (or creatinine iminohydrolase) [10, 11]

Creatinine �����������!creatinine deiminase
N-methylhydantoin þ OH� þ NHþ4

In this case, the dissolved ammonium ion in the solution is the end product,

although few studies have reported the use of ammonia gas as the target analyte.

Thus, creatinine concentration can be calibrated against the potentiometric signal,

which is caused by the formation of an ammonium ion. The detection of creatinine

concentration using the enzymatic reaction can often be achieved with (1) a spec-

trophotometer or even together with commercial assay kits (the detection is often

made by adding a coloring agent with the enzymatic reaction); (2) a test strip; (3) an
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immobilized enzyme biochip; or (4) a fluorometer (the detection must be aided with

a fluorescent dye).

Jurkiewicz et al. used flow injection analysis together with an immobilized

enzyme electrode for the detection of urea and creatinine [12]. Creatinine

deiminase was immobilized on controlled-pore glass beads, whereas urease was

immobilized on a nylon open tubular reactor. Both urea and creatinine, after the

hydrolysis by urease and creatinine deiminase, respectively, released ammonia.

Thus, a flow-through ammonium ion-selective electrode with an inner solid

graphite-epoxy composite was prepared for the purpose of detection.

The immobilized enzyme chips can also include an enzyme field-effect transis-

tor (ENFET). The creatinine hydrolysis enzyme complex or a single enzyme is

coated onto the FET micro-device. Together with an appropriately designed sens-

ing material, the enzyme(s) can be fabricated on the electrode of the FET device.

There are many approaches to immobilize the enzyme(s) for the catalyzation of the

creatinine hydrolysis reaction. The immobilization methods may also include

magnetic nanomaterials or the conduction of a polymer composite to entrap the

regarding enzyme(s) [13].

However, the enzyme(s) for the hydrolysis of creatinine are very expensive.

Therefore, for decades, other methods have always been investigated with the effort

focused on reducing the cost of creatinine sensors (or analysis). Among all of these

approaches, molecular imprinting (MI) technology has been applied to create a

specific cavity for creatinine. It is accomplished by uniformly mixing monomers,

crosslinkers, and creatinine (as the template molecule) in a solvent. Then, by

providing an initiator and energy, the molecularly imprinted polymers (MIP) for

specific binding of creatinine can be synthesized. Creatinine MIP-related research

has been conducted by different researchers from different perspectives [14–27].

Prasad’s team reported the use of an MIP-modified hanging mercury drop

electrode (HMDE) for the differential pulse, cathodic stripping voltammetric

(DPCSV) detection of creatinine concentration [28, 29]. The creatinine sensor

was fabricated by the drop coating of a creatinine-imprinted polymer/dimethyl-

formamide (DMF) solution onto the surface of a HMDE. The creatinine was

pre-concentrated and oxidized in the MIP layer. The sensor was highly selective

for creatinine with extremely little interference. The results confirmed that the

imprinted polymer successfully acts as a recognition element of the creatinine

sensor. The proposed MIP-modified HMDE can be used to determine creatinine

in human serum accurately and rapidly. Lakshmi et al. also reported that poly ( p-
aminobenzoicacid-co-1, 2-dichloroethane) film was casted on the surface of a

HMDE for the selectivity and sensitivity evaluation of creatine in real samples

[30]. Via non-covalent (electrostatic) imprinting, the MIPs could specifically rec-

ognize creatine. Creatine concentration could be detected by a differential pulse,

cathodic stripping voltammetric signal. The modified sensor was reproducible and

selective with a limit of detection of 0.11 ng/mL creatine. The addition of urea,

creatinine, and phenylalanine showed no significant binding to the as-prepared

MIP film.
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Sergeyeva et al. proposed a calorimetric test-system for the measurement of

creatinine concentration in aqueous solution. A creatinine-selective MIP layer

was fabricated by using the functional monomer of, say, 2-acrylamido-2-

methyl-1-propanesulfonic acid, itaconic acid, or methacrylic acid, with

N, N 0-methylenebisacrylamide as a crosslinker [31]. Choice of the functional

monomer was based on the results of computational modeling. Photo-initiated

grafting polymerization was applied to develop the MIP film onto the surface of

a microfiltration polyvinylidene fluoride membrane.

Subrahmanyam et al. proposed a method for the selective detection of creatinine,

which was based on the reaction between polymerized hemithioacetal, formed by

allyl mercaptan, o-phthalic aldehyde, and primary amine leading to the formation of

a fluorescent isoindole complex [32]. This method was previously demonstrated for

the detection of creatine using imprinted polymers. Other than the traditional

methods, the use of a computer simulation to develop a rational design of a MIP

selective for creatinine was developed. The functional monomers from the virtual

library were assigned and screened against the target molecule, creatinine, using

molecular modeling software. The monomers giving the highest binding score were

tested by simulated annealing to mimic the complexation of the functional mono-

mers with the template in the mixture. The simulation results gave an optimized

MIP composition. The computationally designed polymer demonstrated superior

selectivity. The “Bite-and-Switch” approach combined with molecular imprinting

can be used for the design of assays and sensors that are selective for amino-

containing substances.

Syu’s lab also investigated the synthesis of imprinted polymer materials with

different functionalities for the specific uptake of creatinine [33–38]. Additionally,

they fabricated MIP film for AC impedance measurement of creatinine concentra-

tion via which the calibration curves of creatinine concentration both in a serum and

urine environment could be established, respectively. Furthermore, serum creati-

nine and urine creatinine concentrations in clinical samples can thus be obtained by

the impedance mode of detection. In the future, together with the AC impedance

chip from the IC design, a creatinine-imprinted impedance chip can be assembled

and developed.

13.1.3 Urinary Albumin

Up to this stage, there have been a lot of reports on the binding or sensing of serum

albumin or the design of its microchip or with MEMS. Nevertheless, there have

been very few reports on urinary albumin. There have been a few reports on the

sensing of urine albumin. Up to the present, there has been no literature that really

deals with the sensing of urine albumin.

Human serum albumin bound to TiO2, CeO2, Al2O3, and ZnO nanoparticles and

SPR have been applied to measure the change after the binding of albumin [39].
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Wang et al. [40] synthesized an ionic-liquid composite imprinted polymer by

using 3-(3-aminopropyl)-1-vinylimidazolium tetrafluoroborate ionic liquid as the

functional monomer, N,N0-methylenebisacrylamide as the crosslinker, and ammo-

nium persulfate and N,N,N0,N0-tetramethylethylenediamine to initiate the polymer-

ization with serum albumin as the template. Thus, using this ionic-liquid imprinted

polymer-modified electrode, the current change could be measured against the

uptake of serum albumin, and thus the calibration of albumin concentration could

be achieved. Earlier than the proposed work of Wang, there were already albumin

imprinted polymers being synthesized, and there had been discussion of the binding

towards albumin as well.

A one-spot synthesis method was used in a study to load acridine orange onto a

gold nanorod-based electrode [41]. The gold nanorods were coated with

mesoporous silica. Bovine serum albumin could be detected by the quenching of

fluorescence signal upon the uptake of the albumin to the acridine orange modified

Au nanorod@SiO2 electrode.

Park et al. [42] developed a biofield-effect-transistor (BioFET) for detection of

albumin in a human urine/phosphate buffer saline (PBS) mixture of albumin. PBS

was used to reduce the electrolyte effect of the urine on the FET. Anti-albumin was

immobilized on the gate surface of the FET device to become the so-called BioFET.

The drain current was modulated by the albumin bound to the immobilized anti-

albumin on the BioFET. The current variation ratio was approximately proportional

to the albumin concentration in the range 50–250 mg/L. This study shows the

feasibility of the BioFET as a urinary albumin sensor.

Additionally, Park et al. designed and developed an albumin BioFET based on

the potentiometric measurement of albumin concentration. The gate surface of the

BioFET was chemically modified by a self-assembled monolayer (SAM), which

was synthesized by thiazole benzo crown ether ethylamine (TBCEA)–thioctic acid

to selectively immobilize anti-albumin [43]. Thus, the binding of various albumin

concentrations to the anti-albumin/TBCEA-thioctic acid SAM was quantitatively

measured by the output voltage changes in the BioFET. Furthermore, a molecularly

imprinted chitosan-acrylamide, graphene, ferrocene composite cryogel biosensor

was also fabricated to detect microalbumin [44].

Once the layered materials specifically for the sensing of urine creatinine and

urine albumin are both fabricated onto a microchip, we are going to develop a

biochip for ACR in a valid clinical range.

13.2 Urine Detection System

In the urine detection system, some of the biomedical signal is a potentiometric

signal, such as pH. Therefore, we have to use the potential method to deal with this

potential signal. In the following section, the basic potential method for a front-end

readout circuit, ADC design, and mix-signal design are discussed.
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13.2.1 Front-End Readout Circuit

Figure 13.2 shows the general architecture of a potentiometric circuit [45]. The first

part is a set of two voltage follower circuits. The input impedance of the operational

amplifier is designed to be very high for good isolation of the output from the input

signal source. It can avoid loading effects with very little power drawn from the

signal source. The second stage of the circuit is an instrumentation amplifier. The

advantage of the differential instrumentation amplifier (IA) is that the total gain can

be varied by RG. The other advantages are related to its high input impedance, high

common mode rejection ratio, and noise elimination capability.

Figure 13.3 shows the measurement method for pH detection in which an

instrumentation amplifier is used [46] and the reference electrode (RE) is a com-

mercial Ag/AgCl electrode.

In the urine detection system, some of the biomedical signal is a current signal,

such as nitrite, so we have to use the potentiostat method to deal with this current

signal. In this section, the basic potentiostat method is discussed.

Figure 13.4 shows another structure of the potentiostat method. This structure

includes a control amplifier, a buffer and an I–V converter [47]. It’s worth noting

that the current signal of the nitrite is an approximation of nA, so we use a high

Fig. 13.2 Potentiometric circuit

Fig. 13.3 Measurement

structure of the pH

biosensor
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sensitivity I–V converter to replace the traditional transimpedance amplifier. The

control amplifier can provide a current path to the sensor, and the buffer is used to

reduce the loading effect. In addition, the operation amplifier of the high sensitivity

I–V converter offers a virtual ground at the working electrode and generates the

output voltage simultaneously.

In Fig. 13.5, the readout circuit with the potentiostat [48] maintains a constant

bias potential between the reference and the working electrodes using one opera-

tional trans-conductance amplifier with an MOS transistor and a resistor to perform

current-to-current conversion. In addition, in order to reduce MOS transistor

mismatch effects, the cascode technique is used to improve mismatch problems.

A current mirror [49] is placed in the sensor current path to generate a mirror of

the sensing current. In addition, through the current-to-frequency converter, the

proposed circuit improves the linearity with calibration data measured in advance.

In order to increase the dynamic range and reduce the noise, a fully differential

potentiostat [50] is used.
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With the rapid progress of the CMOS process, miniaturization and heteroge-

neous integration have become the trend in biosensors. The main advantages of

miniaturized biosensors include the fact that they are portable, disposable, low

power, low cost, and high capacity. Based on these characteristics, biosensors are

able to replace bulky instruments operated by professionals. Thus, ease-of-use

measurement devices can spread among families to provide self-diagnosis records.

Due to its high capacity, the multi-sensing technique integrates biosensors into an

array to provide high throughput. Schienle [51] implemented a DNA sensor array

chip with 128 positions and an in-pixel A/D conversion which provides a dynamic

range of five decades for wide-range applications, and Hassibi [52] proposed a

biosensor array for label-free biomolecular detection based on the electrochemical

impedance spectroscopy (EIS) method.

To understand what really determines the performance of impedance biosensors,

the concept of an affinity-based biosensor is introduced in Fig. 13.6.

Affinity-based biosensors divide the operation into two steps: (1) selecting and

binding the target and excluding non-target biomolecules through a chemical

reaction using selective probes, which is called the affinity step, and (2) sensing

the change at the probe surface, then processing it in an electrical form, including

amplification, filtering, and even post-processing (readout step). The affinity step,

rather than the readout step, dominates the overall performance of impedance

biosensors [53]. The impedance sensing technique is sufficient for many applica-

tions because of its low cost, compact, and simple features.

Basically, there are two major processes in the EIS method: the fast Fourier

transform (FFT)-based and frequency response analyzer (FRA)-based EIS. These

two categories were compared [54], and the latter one was chosen as the better way

to achieve compact implementation at the cost of long interrogation time. As for the

FFT-based method, the advantage is that all interested frequencies can be computed

at the same time, but it requires a quite complicated computation to perform the

discrete Fourier transform; thus, it is not suitable for microsystem applications.

Previous works [54–57] used the FRA-based method in a bio-impedance circuit
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design, tending to develop a microarray system. A 5-channel impedance-to-digital

converter (IDC) array was successfully implemented [57] with an on-chip signal

generator and miniaturized electrodes. However, these works required two identical

reference currents with opposite polarities at the input of the integrator to reset

whenever the output of the integrator exceeded the range between two appropri-

ately set voltage levels. Unless a calibration unit is designed, these architectures

suffer from severe current mismatch, which may cause a 20% (or larger) error in

the worst case PVT variations. This may cause different measurement results for

the same biosensor.

EIS is one of the measurements for measuring the dielectric and transport

properties of materials [58]. Using a FRA for measuring impedance has become

the de facto standard [59]. FRA realization is based on sending different frequency

(e.g., 1 mHz–1 MHz) stimulating signals (sine and cosine wave) into an impedance

sensor, collecting frequency responses and analyzing the results. Through this

analysis, a sensor impedance model can be built up [58].

Because of changes in lifestyle and dietary habits, Taiwan’s CKD incidence rate

has become the highest in the world. CKD medical treatment is included in

Taiwan’s National Health Insurance, which is a huge burden to the medical-care

system and to the social welfare system. Therefore, developing methods by which

to examine and monitor kidney system function and detect urinary infections is

becoming important. Creatinine concentration in urine is an index chemical used to

monitor human kidney function. However, it takes time and procedures to deter-

mine the creatinine concentration in human urine. In order to acquire the examina-

tion results faster and more convenient, an examining or monitoring system circuit

is designed to meet the need for low power usage and small size. It is hoped that a

research effort towards kidney system function evaluation and urinary infection

detection will decrease the CKD incidence rate and contribute to public health and

the quality of medical care.

To acquire the creatinine concentration in urine quickly and conveniently, the

analog front-end with sigma-delta modulator impedance readout circuit is pro-

posed, as shown in Fig. 13.7. This front-end readout circuit includes an interface

circuit for the creatinine sensor, a read and procedure circuit and an analog-to-

digital converter (A/D). This design provides a fast and convenient detection

circuit.

A/D

A*Sin(ωt)

B*Sin(ωt+θ)

Biosensor
Interface MCU

On-chip Off-chip

Fig. 13.7 Front-end with sigma-delta modulator impedance readout schematic diagram
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To sense the creatinine concentration in urine, the well-known lock-in amplifier

analog approach method is adopted in this design, as shown in Fig. 13.8. By sending

a stimulating signal Vsig ¼ A � sin ωtð Þ on an impedance sensor, changes will occur

based on the creatinine concentration in solution. Because of impedance variations

due to different creatinine concentrations, the output of interface circuit will be

Vout, imp ¼ B � sin ωtþ θð Þ. Multiplying this output Vout,imp with Vref, which is used

to elucidate the 0� and 90� phases of Vsig. After filtering, the impedance (i.e., Vreal)

is extracted using the lock-in amplifier method.

However, some parts of the lock-in amplifier method are changed to propose a

new version to extract impedance from this sensor. The system is shown in

Fig. 13.9, and the output waveform is shown in Fig. 13.10. The system includes a

sensor interface circuit, a sine wave to square wave comparator, a switch circuit,

Impendence
Sensor

Interface
90°

Vsig

Vref

Vout,imp

LP
Filter

Multiplier

Vreal

Vimag

Lock-in
Amplifier

Fig. 13.8 Analog approach method based on lock-in amplifier
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Fig. 13.9 Front-end with sigma-delta modulator impedance readout system implementation
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and an SDM A/D. This new method kicks out the 90� phase of Vsig (i.e., Vimag) and

moves the filter part onto a micro-processor or to a computer after the A/D digital

output is complete. The filter algorithm is simplified to reduce hardware requests.

This filter algorithm is intended to search for the highest and lowest value from a

data waveform and average these two values to determine two parameters that can

be calculated for sensor impedance.

13.2.2 Analog-to-Digital Converter

In this section, a successive approximation of analog-to-digital converters (SAR

ADCs) is presented for the biomedical system design. Generally, most biomedical

systems are characterized by low power consumption, low-to-medium speed (few

kHz), and medium-to-high resolution (8–12 bits). For example, in the electrocar-

diogram application, the desired frequency range is 0–100 Hz with a 10 bit reso-

lution for the ADC [60, 61]. Compared with other ADC structures, the SAR ADC is

famous for its medium-to-high resolution and medium speed conversion, which

makes it suitable for biomedical system applications, as shown in Fig. 13.11. In

Fig. 13.10 Circuit output waveform from sub-circuits
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addition, the SAR ADC has the advantage of low power consumption and a low

complexity circuit.

The basic blocks of the SAR ADC include a sample and hold circuit (S/H), an

N-bit digital-to-analog (DAC) capacitor array, a comparator circuit and a succes-

sive approximation controller (SA), as shown in Fig. 13.12. It is important to note

that a fully differential architecture is adopted, which is used to suppress supply

noise and to obtain good common-mode noise rejection. In addition, in order to

generate better performance in the input signal, a bootstrapped switch is adopted.

Because the gate-source voltage of the bootstrapped switch is fixed at supply

voltage, which creates small on-resistance value, the linearity of the switch will

be improved [62].

To understand the basic operation of the SAR ADC, we have to know the binary

search algorithm. For example, consider a random input signal from 1 to 8, where a

signal of 4 is used as the basis of comparison. If the signal is greater than 4, the

output signal is “1,” and the second step is compared with 6. However, if the signal

is not greater than 4, the output signal is “0,” and the second step is compared with
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2. The third step divides the search space in two once again, and the procedures

repeat until the input signal is determined [63].

Figure 13.13 shows the flow graph for the SAR ADC approach. The operation of

the SAR ADC can be divided into two parts: sampling and compared modes.

During the sampling mode, the SAR ADC samples the input signal on the top

plates via the switch, and all the DAC array capacitors are switched to the reference

voltage (Vref). During the first compared mode, if V+ is smaller than V�, the most

significant bit capacitor is switched to Vrefp. Thus, the voltage of the V+ is

maintained at V+¼Vrefp, and the voltage of the V� is Vinn-1/2 (Vrefn�Vrefp).

Then the procedures repeat until the least significant bit (LSB) is decided [64]. In

general, an N-bit SAR ADC utilizes only one comparator with N clock cycles to

complete a full conversion and requires the number of unit capacitors in a DAC

capacitor array to be 2N. In addition, when the operation procedure is completed,

then the output voltage of the SAR ADC will approximate the reference voltage,

such as VDD/2. Another point worth nothing is the voltage result of the comparator

is not within �0.5 LSB when the circuit completes the operation procedure.

For SAR ADCs, performance limitations are dominated by the DC offset of the

comparator, so the switching procedure can be modified to make the output voltage

of the DAC approach common-mode voltage (Vcm), as shown in Fig. 13.14 [64].

Start

V+>V-

S/H Vin, V+=Vinp, V-=Vinn i=1

Yes

Biti=1

No

Biti=0

V+=V+-(Vrp-Vrn)/2i

V-=V-

V+=V+
V-=V--(Vrp-Vrn)/2i

i=i+1

Yes

No

i=N

Stop

Fig. 13.13 Flow graph of

the SAR ADC [64]
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The advantage of this switching procedure is that it reduces the variation of VGS and

thus decreases the DC offset of the comparator.

Nowadays, for various biomedical signal applications, the operation of the SAR

ADC is not only in 8 bit but also in 12 bit resolution. Figure 13.15 shows the

adaptive SAR ADC for a biomedical acquisition system [64], where the DAC of

this architecture can be separated into a main DAC and a sub DAC for SAR ADC

operation in 12 and 8 bit resolution. In addition, energy-efficient switching is

adopted to reduce the power consumption of this ADC, and the switching operation

is modified to make the output voltage of the DAC to approximate the common-

mode voltage in order to reduce the DC offset of the comparator.

13.2.3 Micro-Control Unit

Figure 13.16 is the block diagram of the microcontroller unit, which includes: (1) an

analog-to-digital converter (ADC) controller; (2) a digital signal processor, (3) an

asynchronous serial communication port, and (4) a central control unit. The ADC

controller is designed to control ADC in order to ensure the detected data and

provide a clock signal for the ADC. The DSP block is to locate an FIR filter in order

to smooth any high-frequency noise. The asynchronous serial communication port

can transmit detected data to a computer. The central control unit of the microcon-

troller is designed with a finite state machine (FSM) with four states.
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Control
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Fig. 13.15 Adaptive SAR ADC structure [64]
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The ADC control module is designed to control the SAR ADC, as mentioned

above, for the purpose of ensuring the detected data and providing a clock signal for

the SAR ADC. The DSP module implements a recursive moving average filter, as

shown in Fig. 13.17, that smooths high-frequency noise. The moving average filter

operates by averaging a number of points from the input signal to produce each

point in the output signal. It only requires an adder and a subtractor. The average

points of the moving average filter in this system can be 4 points, 8 points, or

16 points. The UART transmission module can transmit detected data to a com-

puter. The band rate of the system can be 9600, 19200, 115200, or 921600. For the

Central
Control Unit

Async. Serial 
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DSPADC
Controller

TXD_Enable

TXD_Done
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Fig. 13.16 The block diagram and I/O ports of the proposed microcontroller
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central control unit of the microcontroller, there are four states in the proposed FSM

which include an initial state, an ADC state, a DSP state, and a UART state. The

sampling rate of the whole system ranges from 80 to 40 KHz. The FSM is shown in

Fig. 13.18.

In order to implement an SoC, we co-simulate the mixed-signal design on the

SAR ADC and microcontroller using Nano Sim Integration with VCS (NIV) for

this biomedical sensing system.

13.2.4 Mixed-Signal IC Design

This section illustrates the design flow and simulation methodology for the mixed-

signal IC. A mixed-signal IC design implies that analog and digital circuits are all

designed in a single chip [65]. In the case of this bio-sensing system, it includes a

front-end readout circuit, an analog-to-digital converter, and a MCU. The general

mixed-signal design flow can be briefly divided into the following five steps: (1) a

cell-based design flow for the digital circuit, (2) a full-custom design flow for the

analog circuit, (3) co-simulation for the digital and analog circuits, (4) chip layout,

circuit integration, and system function verification for the digital and analog

circuits, and (5) chip tape-out and chip measurements.

Full-custom design flow is for the analog circuit. The Netlist circuits after coding

and describing assume the process of the pre-layout simulation until the circuit

function and specification are satisfied. Then, the processes of chip layout, DRC,

LVS, and LPE simulations are all required to occur before the post-layout

Initial
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!reset

!reset
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Fig. 13.18 FSM of the proposed controller
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simulation. Because the circuit delay is greatly related to the size and connection of

the basic components, these simulations are applied to make sure that the timing,

power, and area specifications are all met. On the other hand, cell-based design flow

is for a digital circuit. The programmer uses the Verilog HDL to code first and then

verifies the circuit functions after adopting the synthesis tool. During the synthesis

and verification phases, it can be determined whether the circuit delay and other

information requirements meet the specifications. After the pre-simulation phase, if

the delay and functions generated from the standard cell meet the desired specifi-

cations, we can further deal with the issues of placement and routing for the

standard cell using the APR tool. Therefore, the timing, power, and area informa-

tion can be more accurately estimated. Again, a final simulation check is also

required to make sure whether or not the circuit function is correct.

For the mixed-signal chip design flow, an important step we call “co-simulation”

is used to check the correctness of the interface between the analog and digital

circuits in the early design stage and to modify the hidden errors caused by the

mixed-signal interface. The common mixed-signal co-simulation and verification

ways include: (1) the AMS Environment, (2) the Ultrsim Verilog Environment, and

(3) the Nano Sim Integration with the VCS Environment (NIV). In the following

introduction, we only focus on the NIV methodology [66, 67]. The method adopts

Nano Sim and VCS, which are provided by the Synopsys company, to co-simulate

the proposed design. The simulation results are displayed via the Waveform

Viewer tool.

In the NIV co-simulation concept, most of the designers will use hierarchical

architecture to design their chip. Here, we can regard the analog circuits as high-

level modules, where the designer calls the low-level sub-modules such as digital

circuits to process the co-simulation (called SPICE-Top), or we can regard the

digital circuits as high-level modules, and then call the low-level analog

sub-modules to process the co-simulation (called the Verilog-Top). In addition,

we use different syntaxes to describe the test pattern for the analog signal when the

mixed-signal circuits are co-simulated. Moreover, we adopt the extension syntax of

the Verilog hardware description, i.e., Verilog-A [68]. Similar to digital circuit

design by Verilog, Verilog-A as a high-level hardware description language is

specially proposed for analog circuit design in a Verilog digital design way. The

modeling descriptions of analog circuit in Verilog-A include structural description,

behavioral description, and hybrid description. In addition, the key parameter

values will affect the model accuracy. In the following paragraph, we take an

instance of the co-simulation of an analog circuit (ex: ADC) and digital circuit

(e.g., MCU) to make a brief illustration.

Figure 13.19 shows the co-simulation procedure with a mixed-signal for the

biomedical sensing system using the NIV method, where the digital background

circuit for the MCU is defined as an “MCU.v” file, and the foreground analog-to-

digital circuit is defined as an “adc.spi” file. The sub-module, adc.spi, requires an

extra test pattern while it is in the simulation phase. The simulation tool, i.e., Nano

Sim, will link these two Verilog-A files to provide the data for the test pattern and to

verify the circuit described by adc.spi in the co-simulation phase. When the

simulation is finished, there are two waveform files generated: one is the “adc.
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out” file and the other is the “MCU.vcd” file. Therefore, we can also use the

Waveform Viewer to observe the simulation results and to debug any errors. In

addition, we can also command the “Partition File” to merge these two waveform

files into a single file, and the file extension is auto set to be labeled “*.uod”. This

method allows a designer to watch the behavioral results of the analog and digital

circuits in the same waveform file.

As mentioned above, the front-end analog circuit and digital MCU can be

implemented in a single chip, which is very useful for small size and low power

bio-sensing system development.

13.3 Clinical Validation

To validate the accuracy of the proposed homecare urine sensing system close to

the hospital level of detection, the clinic validation plays a key role to ensure the

correct diagnostic information provided by the proposed system in the commercial

market.

13.3.1 Chronic Kidney Disease

CKD has now emerged as a public health burden due to the high risk of progression

to end stage renal disease (ESRD). The global prevalence of CKD is more than

Clock_generator.va Sinewaves.va Testbench.v

NIV
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Call for Verilog-A

Nanosim

adc.spi
(Netlist)

VCS

MCU.v
(RTL or Gate-level)

Partition 
File

adc.out MCU.vcdnWave

Fig. 13.19 Co-simulation flow for the medical sensing system
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10% and increases with age, exceeding 20% in subjects older than 60 years old and

35% in those 70 years or older [69, 70]. CKD is associated with a wide range of

causes of increased mortality and morbidity. Therefore, it is critical to have

objective measures of kidney damage and function for early identification and

treatment of affected patients [71–75]. The current best markers of renal function

and staging of renal disease are mainly serum creatinine for the eGFR and urine

albumin. In the new KDIGO guidelines [75], urine albumin is as important as eGFR

in evaluating the severity of kidney disease. CKD is diagnosed based on low eGFR

(<60 mL/min/1.73 m2) and/or UACR greater than 30 mg albumin/g creatinine.

These abnormalities are related to increased risk of kidney failure or to the

development of complications, especially cardiovascular disease. Therefore, it is

of particular importance to have early detection and management to prevent or

delay kidney failure, and ultimately to reduce the health burden associated with

renal or extra-renal complications.

13.3.2 Urine Microchip Sensing System

Albuminuria, an increased excretion of urinary albumin, is currently the primary

laboratory indicator for kidney damage and also is a risk stratification of kidney

disease and cardiovascular disease [74, 76, 77]. Albuminuria is defined in terms of

urinary albumin excretion per 24 h. Current guidelines recommend the use of

UACR (or ACR, urine albumin (mg/dL) divided by urine creatinine (g/dL)¼
ACR in mg/g) as a surrogate for the error-prone collection of 24-h urine samples.

Testing of ACR is recommended to people with the following risk factors: diabetes,

hypertension, acute kidney injury, cardiovascular disease, multi-system disease

with potential kidney involvement, family history of ESRD, and opportunistic

detection of hematuria. Increased ACR is associated with increased risk of adverse

outcomes [74, 76, 77]. In addition, patients with increased albuminuria may benefit

from lower blood pressure with medications blocking the renin-angiotensin system.

For the detection of albuminuria, it is recommended to detect and identify

proteinuria using urine ACR in preference to protein to creatinine ratio (PCR)

because ACR has greater sensitivity than PCR for low levels of proteinuria. ACR is

the recommended method for people with diabetes to monitor nephropathy com-

plications. However, ACR results may be affected by patient preparation and time

of day of sample collection [78]. Currently, the first morning urine is suggested for

the testing of ACR. Using a urine microchip sensing system to quantitate albumin

and creatinine simultaneously is of great help to identify albuminuria and is also

beneficial for prevention and early intervention.

Validation of the analytical and clinical performance characteristics of biosen-

sors is critical for their use in clinical practice [79]. Validation is the assessment of

measurement error, including imprecision (within-run, run-to-run and total) and

bias by method comparison (in comparison with a reference method or a known

bias routine method). Within-run imprecision is determined by quantifying a target
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molecule using reference materials and patient urine samples (two-level, with one

in normal range and one abnormal). In addition, recovery, interferences, measuring

range (linearity), detection limit, and establishment of reference intervals should be

performed using the established sensors. Measurement range (or calibration curve)

should be carried out using the same matrix as clinical samples, such as urine, to

minimize measurement error.
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Chapter 14

Building a Practical Global Indoor
Positioning System

Dongsoo Han and Sukhoon Jung

Abstract A global indoor positioning system (GIPS) is a positioning system that

provides positioning services in most buildings in villages and cities globally.

Among the various wireless signals, the Wi-Fi signal has become one of the most

feasible signals to realize GIPS because of its proliferation. This study introduces

methods and tools to construct a GIPS by using Wi-Fi fingerprinting. An

unsupervised learning-based radio map construction method is adopted to label

locations of crowdsourced fingerprints, and a probabilistic indoor positioning

algorithm is developed for the radio maps constructed with the crowdsourced

fingerprints. Along with these techniques, collecting indoor and radio maps of

buildings in villages and cities is essential for a GIPS. This study aims to collect

indoor and radio maps from volunteers who are interested in deploying indoor

positioning systems for their buildings. The methods and tools for the volunteers are

also described in the process of developing an indoor positioning system within the

larger GIPS. An experimental GIPS, named KAist Indoor LOcating System

(KAILOS), was developed integrating the methods and tools. Then the COEX-

mall indoor navigation system and KAIST campus indoor/outdoor integrated nav-

igation system were developed on KAILOS, revealing the effectiveness of

KAILOS in developing indoor positioning systems. The more volunteers who

participate in developing indoor positioning systems on KAILOS-like systems,

the sooner GIPS will be realized.
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14.1 Introduction

A global indoor positioning system (GIPS) is a positioning system that can provide

indoor positioning services in most buildings in villages and cities globally. The

goals of wide availability and high resolution should be accomplished for a

positioning system to be a GIPS. While the global positioning system (GPS) has

been dominantly used outdoors since its completion in the early 1990s, no GIPS

with such a wide availability and high resolution has yet appeared.

Various signals such as cell-tower signals, radio frequency (RF), Wi-Fi,

Bluetooth, magnetic fields, and ultra-sounds can be used for indoor positioning.

Among these signals, the Wi-Fi signal is one of the best candidates to construct a

GIPS because of its widespread availability of Wi-Fi hot spots all over the world.

However, the wide availability of Wi-Fi signals does not guarantee a high resolu-

tion of Wi-Fi-based positioning systems. A radio map, which is a collection of

fingerprints along with their collected location information, should be constructed

at each building to provide WLAN-based positioning service. Here, the fingerprint

is the WLAN signal characteristics represented by a set of signal strength and

access point ID pairs.

However, constructing precise radio maps covering most buildings in cities

globally requires tremendous time and effort. Consequently, reducing calibration

efforts to construct radio maps has long been a critical issue in this research area

[1]. Google has been collecting indoor floor plans and radio maps by crowdsourcing

since the end of 2011 [2]. Thousands of floor plans have been collected, but until

now, they have been mainly from large-scale buildings such as airport terminals,

shopping malls, and exhibition centers. However precise positioning services are

not yet available in most buildings because of lack of radio maps which require

manual calibration efforts.

In fact, constructing a GIPS that integrates indoor maps, radio maps, and

positioning algorithms is a large, complex project. This study introduces methods

and tools to construct a GIPS by using Wi-Fi signals. The key idea is to realize a

GIPS by collecting indoor and radio maps from volunteers who are interested in

developing or deploying indoor positioning systems for their buildings. A GIPS

provides methods and tools to support the volunteers, and the indoor and radio maps

collected from the volunteers while they are developing their indoor positioning

systems are shared by the users and applications of the GIPS.

The reason we employ a crowdsourcing approach is that it is the only way to

collect indoor maps and construct radio maps globally at a very low cost in a short

period of time. We developed an unsupervised learning-based radio map construc-

tion method to construct radio maps with crowdsourced fingerprints. However, all

the radio maps for the GIPS need not be constructed this way. We also developed

tools and web interfaces to collect radio maps from volunteers on the Internet. This

radio map collection strategy inevitably results in diverse types of radio maps

because collected radio maps may be constructed in various ways.
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The GIPS has to deal with such various types of radio maps. It is known that one

positioning algorithm cannot always outperform other positioning algorithms for all

types of radio maps. The GIPS should be equipped with multiple positioning

algorithms to cope with the diversity of radio map types. It switches from one

positioning algorithm to another depending on the types of radio maps for better

positioning performance. Mapping radio maps into appropriate positioning algo-

rithms is an essential function of the GIPS. In this study, we propose a method to

map radio maps into positioning algorithms. The diversity of radio maps cannot be

handled only by the mapping of radio maps and positioning algorithms, because

most existing positioning algorithms are not suitable, especially for radio maps

constructed with crowdsourced fingerprints. This study also proposes a new prob-

abilistic positioning algorithm adapted for radio maps constructed with

crowdsourced fingerprints.

Using the methods and tools needed for the GIPS, an experimental GIPS, KAist

Indoor LOcating System (KAILOS) was developed. KAILOS allows anyone to

contribute indoor and radio maps of buildings by using its methods and tools. In

return, it provides indoor positioning and navigation services for the buildings.

KAILOS has a long way to go to cover most of the buildings in villages and cities

globally. Nevertheless, it was used very effectively for developing indoor position-

ing and navigation systems in some confined areas such as COEX mall, Seoul, and

the KAIST Daejeon campus. In addition, it has been shown that the unsupervised

leaning-based radio map construction method and the proposed probabilistic posi-

tioning algorithm can be effectively used in reducing the cost of radio map

construction and improving the accuracy of positioning in crowdsourced

radio maps.

This chapter is organized as follow: Sect. 14.2 introduces a positioning technol-

ogy stack; Sect. 14.3 describes the methods, techniques, and tools to construct a

GIPS; Sect. 14.4 describes an experimental GIPS, KAILOS; Sect. 14.5 describes

the performance evaluation of radio map construction methods and the proposed

probabilistic positioning algorithm and introduces examples of using KAILOS;

finally, we draw our conclusion in Sect. 14.6.

14.2 Location Technology Stack

A positioning technology stack is a layered structure of technical and environmen-

tal elements required to implement positioning systems and services. Signals, maps,

positioning systems, and location-based applications are the major components

constituting a positioning technology stack. Figure 14.1 shows the layered archi-

tecture of such technical and environmental elements in the positioning technology

stack. As illustrated in the figure, there is only a slight difference between outdoor

and indoor positioning environments from the technology point of view.
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Signal environments are the fundamental basis of a positioning service. Without

the presence of appropriate signals, positioning service is not possible in both

indoor and outdoor environments. GPS signals are mainly used outdoors, whereas

3G, 4G, Wi-Fi, Bluetooth signals, and magnetic fields can be used indoors. From an

availability point of view, 3G, 4G, and Wi-Fi signals can be used for the GIPS

because they are available in most buildings in cities. However, from an accuracy

point of view, there is no other way but to use Wi-Fi signals incorporated with

fingerprint-based positioning techniques [3]. Thus, radio maps, which are collec-

tions of fingerprints with their collected locations, should be constructed for most of

the buildings globally.

Map environments are another fundamental basis of positioning systems and

services. Without a map, the positioning service can hardly be provided to users. In

addition, many advanced positioning techniques, such as map matching and auto-

matic radio map construction, are developed on models constructed on a map.

Partitioning and drawing road networks for an area are typical examples of the

modeling. A more complex modeling can be done with a state machine such as a

Hidden Markov Model (HMM). We leave the details to Sect. 14.3.1.

Various location-based applications, such as navigation systems, can be devel-

oped using positioning systems. Although the positioning systems can be integrated

with the applications, a positioning service platform is usually placed between the

positioning systems and the applications. Hence, the positioning service platform

layer is placed on top of the positioning system layer. Lastly, the location-based

applications layer is placed on the top of the stack. The details of each layer of the

positioning technology stacks are described in the following sections.

Fig. 14.1 Positioning technology stack
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14.3 Methods and Tools to Construct a GIPS

14.3.1 Deployment Process of Indoor Positioning System

Prior to describing the construction of a GIPS, we describe the process of installing

an indoor positioning system in a building. The techniques and tools for a GIPS will

be explained along the process of installing an indoor positioning system. Various

activities should be performed to deploy a fingerprint-based indoor positioning

system in a building. Indoor maps should be prepared, and a model of the area is

required for radio map construction and more advanced techniques. Radio maps are

then constructed for the modeled indoor area by using one of the radio map

construction methods. Once the construction of a radio map is completed, an indoor

positioning system is installed on top of the radio maps. Testing and evaluation

must be performed to ensure the quality of the deployed indoor positioning systems.

In this section, we describe the detailed activities required at each step along with

the methods and tools provided by the GIPS for these activities.

14.3.2 Indoor Map Registration and Modeling

14.3.2.1 Indoor Map Drawing and Registration

An indoor map is the basis for developing a fingerprint-based indoor positioning

system. The collection of fingerprints, installation of positioning systems, and

provision of positioning services can hardly be performed without an indoor map.

However, indoor maps of a majority of the buildings in cities are not yet available.

Crowdsourcing seems to be the only possible way to address this problem. To

support the crowdsourcing of indoor maps, the GIPS provides tools and interfaces

to collect indoor maps from volunteers all over the world. Building registration

should be the first step in the collection process. This is done by drawing a polygon

on a Google outdoor map. The GIPS highlights the specified building by changing

the color of the polygon. Floor map registration is performed after the building

registration. The GIPS also provides interfaces for volunteers to register points of

interests (POIs), such as room numbers and store names, on the registered indoor

map for users to locate their destinations.

Many positioning techniques were developed using various kinds of indoor

maps. However, if an indoor map is specified in an image file format, it lacks

information needed for some advanced positioning techniques. In addition, to use

an advanced learning-based method to label the locations of crowdsourced

unlabeled fingerprints, indoor areas need to be modeled with a state machine such

as an HMM. We describe the details of modeling in the next section.
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14.3.2.2 Modeling of Indoor Areas

To collect fingerprints, simplify the movement of a user, or represent the charac-

teristics of signals in relation to locations, modeling of the indoor area is required.

Partitioning is a basic modeling technique to collect fingerprints in an area.

Fingerprints are collected at each partitioned area. Road networks are usually

used to support the optimization of map-matching filters. A state machine is often

used to represent the characteristics of signals observed in an indoor area [4]. An

HMM, which is a variation of the state machine, is used to model the movement of

users and signal characteristics in an indoor area. The transition and observation

probabilities of the HMM match well to the movement of users and signal charac-

teristics observed at each location, respectively [5].

Supporting partitioning and road network modeling in the GIPS is rather simple

and straightforward. It is only necessary to provide tools to draw road networks on

indoor maps. Unlike the modeling of road networks, HMM modeling involves a

rather complex process. The first requirement for HMM modeling is to partition

each floor into parts. The GIPS automatically divides an indoor map into parts after

the specification of walls and doors. Because each partition of an indoor area is

mapped onto a state of the HMM, the partitions may be considered as the states of

the HMM.

14.3.3 Radio Map Construction

Radio map construction is usually performed on the models just described. In fact,

radio map construction is one of the key features distinguishing the GIPS from other

ordinary indoor positioning systems. It aims to support all kinds of radio map

construction methods, including a novel unsupervised learning-based location

labeling method (ULM) for crowdsourced fingerprints collected without location

information. The ULM is expected to greatly reduce the time and effort needed to

construct radio maps [6]. In this section, we present the existing radio map

construction methods and ULM for the GIPS.

The first proposed radio map construction method was point-by-point manual

calibration (PMC). The primary goal of this method was to achieve a high accuracy

without much regard for the cost. In this method, an indoor area is partitioned

into numerous parts, and then dedicated collectors collect Wi-Fi fingerprints

point-by-point (see Fig. 14.2a). Because PMC requires considerable time and effort,

a walking survey was developed to reduce the cost [4]. In the walking survey, only

some points, such as corners and the start and end points of the survey paths, are

specified to guide the collectors (see Fig. 14.2b). The fingerprints are collected while

the collectors walk along the path carrying collection devices.

The semi-supervised learning method utilizes references to label the locations of

fingerprints (see Fig. 14.2c). The location of access points (APs), Bluetooth signals,
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or GPS signals are often used for the references [7]. Manifold learning [8–10] and

expectation maximization [11] techniques have been developed to construct radio

maps by using unlabeled fingerprints with only a few labeled fingerprints. The goal

of semi-supervised learning is to further reduce the manual calibration cost,

although it still requires some effort to acquire references.

A recent research approach uses inertial sensors such as a three-axis accelerom-

eter, gyroscope, and compass. Microsoft Zee [12], UnLoc [13], WILL [14], LiFS

[15], and other methods have tried to incorporate dead-reckoning techniques for

labeling the locations of crowdsourced fingerprints by using inertial sensors in

smartphones along with the location of stairs, elevators, and other features. These

so-called sensor-based methods can further reduce the collection effort. However,

the involvement of additional sensors impedes the contribution of fingerprints from

numerous smartphones because sensor operation consumes additional power.

The ULM labels the location of crowdsourced fingerprints from numerous

smartphones (see Fig. 14.2d). This method is distinguished from the sensor-based

methods because it does not require any explicit labeling effort or sensing data for

reference. TheULM,which has been implemented in theGIPS for the first time, allows

almost all crowdsourced fingerprints to be used for the construction of radio maps.

Figure 14.3 shows an overview of the method. Here, the target area is assumed to

have already been modeled with an HMM. It integrates location optimization and

global search in a hybrid learning framework to determine an optimized placement

of collected fingerprint sequences in an area. When a set of unlabeled fingerprint

sequences has been collected in a building, the ULM repeats the local optimization

and global search in turn until it finds an optimized placement of the unlabeled

fingerprint sequences in the hybrid learning framework.

Fig. 14.2 Radio map construction methods: (a) PMC, (b) walking survey, (c) semi-supervised

learning, and (d) unsupervised learning
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Because the local optimization often becomes stuck in local optima, the global

search provides new inputs to prevent this. When a genetic algorithm is used for

learning, the genotype of the leaning should be created by combining access point

(AP) locations and path loss exponents, and the phenotype of the learning is

represented with a set of fingerprints. The genotype, which is an abstraction of

phenotypes, is used for the global search, and the phenotype is used for the local

optimization. The search space of the global search can be drastically reduced using

the genotype, and the local optimization can be effectively performed using the

phenotype. Although the ULM requires some computational time for labeling, it

can drastically reduce the manual effort needed to construct radio maps.

14.3.4 Mapping of Radio Maps and Positioning Algorithms

Once a radio map is constructed, a positioning system equipped with various

positioning algorithms can be installed on the radio map to provide a positioning

service. Installing a positioning system on top of the constructed radio maps is one

of critical steps in deploying an indoor positioning system in a building. If the radio

maps are assumed to be collected by crowdsourcing, the types of radio maps for the

GIPS would be diverse in terms of collection methods and density of collected

fingerprints. A positioning algorithm appropriate to each radio map type should be

used to achieve high accuracy.

In general, it is known that probabilistic positioning algorithms such as the

Gaussian and histogram methods can achieve a relatively good performance on

radio maps with a high fingerprint density, whereas discrete positioning algorithms

Fig. 14.3 ULM to label the location of crowdsourced fingerprint sequences
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do better on radio maps with a low fingerprint density. A single positioning

algorithm can hardly be expected to achieve a good performance on both low-

and high-density radio maps. Hence, the GIPS must be equipped with several

positioning algorithms and select the most appropriate one depending on the

characteristics of the respective crowdsourced radio maps. In fact, the only major

difference between the positioning system for the GIPS and ordinary positioning

systems is the diversity of the radio maps to be handled.

In this section, we describe the mapping between radio maps and positioning

algorithms for the GIPS. We start this with a brief introduction to existing posi-

tioning algorithms.

14.3.4.1 Positioning Algorithms

Positioning algorithms can be classified into two groups: probabilistic and discrete.

Positioning algorithms that estimate locations by searching the nearest fingerprints

for an online measurement in discrete radio maps, such as kNN and weighted kNN

[16], belong to the discrete positioning algorithm category. On the other hand,

positioning algorithms that estimate locations based on the distributions of signal

strengths, such as Gaussian, histogram, kernel methods, and Viterbi tracking

algorithm, belong to the probabilistic positioning algorithm category.

Figure 14.4 is a rough sketch of the expected accuracy of positioning algorithms

with respect to the precision of radio maps and radio map construction methods.

Fig. 14.4 Radio map construction methods and positioning algorithms with respect to cost and

accuracy
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As shown in the figure, the accuracy of the positioning algorithms is usually

expected to improve with the increment of the precision of radio maps, i.e., the

number of fingerprints collected at each measurement point or partitioned area.

The radio map construction methods and appropriate positioning algorithms are

also illustrated with the cost expectation. The information in the graph should not

be taken as a definitive mapping between the radio map models and the positioning

algorithms, however, because it is only a rough sketch of their matches.

14.3.4.2 Mapping Radio Maps into Positioning Algorithms

The GIPS classifies the crowdsourced radio maps into four radio map types

depending on the fingerprint collection method and number of fingerprints collected

at each measurement point. The types of radio maps given their collection method

and number n of collected fingerprints at each measurement point or partitioned

area are as follows:

– Regular-highly-dense radio map: PMC and n> 20

– Regular-dense radio map: PMC and 20� n> 10

– Regular-sparse radio map: walking survey and n¼ 1 or 2

– Irregular radio map: crowdsourcing (Irregular-dense if n� 15 and Irregular-
sparse if n< 15).

Figure 14.5 shows the mapping of radio map types into radio map models and

then positioning algorithms. As shown in the mapping, if a radio map is constructed

Fig. 14.5 Mapping of radio map construction methods, radio maps, and positioning algorithms
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by a PMC, and more than 20 fingerprints have been collected at each measurement

point, it is classified as a regular-highly-dense radio map. Any kind of radio map

model can be used to represent the characteristics of a regular-highly-dense radio

map, and any kind of positioning algorithms can be used for regular-highly-dense

radio maps.

If a radio map is constructed by PMC with 10–20 fingerprints at each measure-

ment point, it is classified as a regular-dense radio map. The discrete and Gaussian

radio map models can be used to represent the characteristics of a regular-dense

radio map. However the histogram and kernel models are not suitable because of

the lack of collected fingerprints.

In contrast, if a radio map is constructed by a walking survey and only one or two

fingerprints have been collected at each measurement point, it is classified as a

regular-sparse radio map. Only a discrete radio map model can be used to represent

the characteristics of a regular-sparse radio map. There is no other option but to use

the discrete positioning algorithms, kNN or WkNN for a regular-sparse radio map.

When fingerprints have been collected by crowdsourcing, an irregular radio map

is constructed. Irregular radio maps are divided into irregular-dense and irregular-

sparse radio maps, depending on the number of fingerprints collected at each

partitioned area. The discrete and Gaussian radio map models can be used for an

irregular radio map. The positioning algorithms corresponding to the selected radio

map models should be used.

14.3.5 Probabilistic Positioning Algorithm for Radio Maps
with Crowdsourced Fingerprints

In the previous section, the diversity of radio maps was assumed to be handled by

the GIPS with the mapping of radio maps and positioning algorithms. In reality,

however, most of the existing positioning algorithms are not suitable, especially for

the radio maps constructed with crowdsourced fingerprints. As a result, the GIPS

can hardly be expected to achieve a good performance on radio maps constructed

with crowdsourced fingerprints only by the mapping. In this section, we propose a

new probabilistic positioning algorithm adapted for radio maps constructed with

crowdsourced fingerprints.

The proposed positioning algorithm extends Viterbi tracking algorithm (VA) in

the framework of the HMM because the VA is a probabilistic positioning algorithm

utilizing historical trajectories of users [17, 18], and probabilistic tracking of

dynamic movement of users can be effectively modeled in the HMM. The Extended

VA (EVA) can take advantage of the probabilistic framework for tracking the

dynamic movement of a user—even when only a few samples have been collected

at each measurement point—without incorporation of inertial sensors. These are the

common conditions of fingerprints collected from crowdsourcing.
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14.3.5.1 Emission Probability

The modification of the emission probability calculation of the HMM is the first

extension of the VA. The emission probability is usually calculated based on

received signal strength (RSS) distributions, which require multiple fingerprint

samples. An RSS distribution is known to be multimodal and often represented in

the form of a histogram, log normal distribution, and Gaussian distribution, or even

by a single mean RSS value [19]. The more complex distributions, such as a

histogram, require more samples, but it is known that performance improvement

is not significant by the choice of the distributions unless samples are enough [20].

We derive emission probabilities by using only mean RSSs that can be obtained

from a few samples collected at each location, because not so many samples are

assumed to be available at each location.

For the derivation of emission probabilities from a mean RSS of a location, we

assume that RSS distribution follows the Gaussian for an AP at a location. Another

hidden assumption of Euclidean distance (ED)-based methods is that standard

deviations of RSSs are the same for all APs at any locations. If enough samples

are provided, the standard deviation is worth being referred to in positioning.

Otherwise, it would be better to ignore it because the standard deviation calculated

from few samples is usually unreliable.

The assumptions of Gaussian distribution and uniform standard deviation may

not hold for real-world RSS distributions. However, by taking these assumptions,

EVA inherits the robustness of the ED-based methods despite the lack of training

samples.

14.3.5.2 Dynamic Transition Probability

The second extension of the algorithm is the calculation of dynamic transition

probabilities. Transition probabilities can be dynamically calculated based on the

moving distance of a user at each time. In order to obtain the moving distance

without the incorporation of inertial sensors, we exploit the fact that the change of

user positions is reflected in Wi-Fi fingerprint. The moving distance indicated by

signal changes can be estimated by the distance between the positions of two

successive online fingerprints.

In the distance estimation, we consider the topology of routes induced by inner

structures including doors, walls, and other barriers in an indoor area. We also

consider the kmost probable locations of a fingerprint for a more reliable estimation.

Let kLt�1 be the set of the k most probable locations for an online fingerprint ot�1

given at time t�1, and kLt be that for the next fingerprint ot. The moving distance

dt�1,t of the two fingerprints is then calculated as the average distance between the

pairs of locations in the two sets,
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dt�1, t ¼ 1

kLt�1

�
� � ��kLt

�
�

�
�

X

u2kLt�1

X

v2kLt
TD u; vð Þ; ð14:1Þ

where, TD(u, v) returns the topological distance between two locations u and v.

Given a distance estimate dt�1,t at time t, a transition probabilityP lj
�
�li

� �

is extended

to P lj
�
�li, dt�1, t

� �

:. This probability can be computed using PDF under Gaussian

assumption if the standard deviation of estimation errors σ is given as follows:

P lj
�
�li, dt�1, t

� � ¼ 1

σ
ffiffiffiffiffi

2π
p e

TD li ;ljð Þ�dt�1, tð Þ2
2σ2 :

The standard deviation of estimation errors , σ is unknown. In the implementation,

from an arbitrary value, σ was adjusted based on the accumulated results of the

tracking; the difference between dt�1,t and its corresponding distance in the tracking

result was considered as the error of the moving distance estimation. A maximum

moving distance of a human was also set in order to remove unrealistic transitions;

transitions longer than a maximum distance setting were regarded to have a zero

transition probability.

14.3.5.3 Extension of Viterbi Algorithm

TheVAfinds a location sequence Lseqt ¼<lo,. . .,lt> that maximizesP(Lseqt ,Oseq
t ) for a

given fingerprint sequenceOseq
t ¼<o0, . . ., ot> observed from time 0 to time t. Here,

we extend the probability function to P Lseqt ,Oseq
t

�
�Dseq

t

� �

in order to reflect dynamic

user movements represented by a moving distance vector Dseq
t ¼<d0,1,. . ., dt�1,t>.

With the extended probability function, the standard dynamic programming

technique of VA determines the most probable trajectory of a user by simply

replacing emission and transition probabilities with the extended ones. Once the

most probable trajectory is found, the end point of the trajectory can be considered

as the user position at current time t.
While the basic tracking considers only a single best trajectory, the best

k trajectories are considered by the proposed algorithm. It estimates the position

of a user by averaging the final locations of the k most probable trajectories. That

strategy was known to be effective in decoding a data sequence observed through a

noisy channel [21].

14.3.6 Testing and Evaluation

Testing and evaluation should be performed to measure the positioning accuracy

after deploying a positioning system on the radio maps of a building. Thus the GIPS

should be equipped with methods and tools for evaluation and testing. For example,
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it is helpful to visualize the signal distributions of collected fingerprints before

testing and evaluation. The areas in which the collection of fingerprints has been

incompletely performed can be easily identified through visualization. This visual-

ization is especially important in the GIPS because the collection activity is usually

performed by volunteers who cannot easily communicate with the developers or

operators of the GIPS.

The GIPS visualizes the signal characteristics of collected fingerprints at a

location with a light green circle when only weak Wi-Fi signals are available, a

bright green circle for a few strong signals, and a red circle when many strongWi-Fi

signals are available. When an area’s set of fingerprints is incomplete by mistake,

the collection of fingerprints should be performed once more at the area.

Once the test results are obtained, any faults and errors should be examined and

fixed if possible. For example, floor errors are often detected during testing. The

GIPS can mitigate the floor errors to some extent by using the sensing data from a

pressure sensor. We do not delve into the details because of space limitations. The

volunteers can improve the signal environment by installing additional APs or

Bluetooth beacons.

14.4 KAIST Indoor Locating System

Most of the aforementioned methods, tools, and algorithms have been integrated

into an experimental GIPS named KAILOS [22, 23]. KAILOS supports the entire

deployment process of an indoor positioning system in a building. KAILOS con-

sists of three parts: KAI-Map, KAI-Pos, and KAI-Navi. Kai-Map includes indoor

and radio maps. KAI-Pos, installed on top of KAI-Map, is an indoor positioning

system equipped with several positioning algorithms, such as discrete and proba-

bilistic positioning algorithms, from which it selects an appropriate one for the

underlying radio map. It provides positioning services for the buildings whose

indoor and radio maps have been contributed to KAILOS. KAI-Navi is an indoor/

outdoor integrated navigation system. It directs users to the destinations in both

indoor and outdoor environments. The following describes the details of the

KAILOS components. Figure 14.6 shows the architecture of KAILOS.

14.4.1 KAI-Map

14.4.1.1 KAI-Radio Map

KAILOS is equipped with methods and tools to support the PMC, walking survey,

and unsupervised-learning-based radio map construction methods. To support the

PMC, KAILOS provides tools to plan collection points on indoor maps, and collect

Wi-Fi fingerprints on the planned points. The collectors are assumed to collect

10–20 fingerprints on the marked collection points. The match of the marked
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collection points and the real collection points should be confirmed by the collec-

tors themselves during the collection activity.

KAILOS also supports the walking survey by providing tools to plan survey

lines, collect fingerprints, and label the locations of collected fingerprints. In the

waking survey, the survey lines should be planned in advance without the specifi-

cation of collection points. Only the start and end points of survey lines are

specified to guide the collectors.

KAILOSalso provides tools for the proposed unsupervised learning-basedmethod.

The fingerprints are assumed to be collected by collectors who just walk around all the

locations of the floor carrying the smartphones after installing the collection tool. Then

KAILOS labels the locations of collected fingerprints. The time and effort of collec-

tors can be drastically reduced by the learning-based method.

14.4.1.2 KAI-Indoor Map

In Sect. 14.3, indoor maps were assumed to be given. In reality, however, most of

the indoor maps of buildings are still unavailable. To address this problem,

KAILOS provides tools and interfaces to contribute indoor maps. KAILOS

assumes that the contributors already have the indoor maps of their buildings in

an image file format, and radio maps will be collected by walking survey or

KAI-Navi

KAI-Indoor Map

Map Construction Tools

Floor Planning Tool

POI Editor

Survey Planning Tool

Road Network Editor

Raw-Data
Processor

Radio Map
Generator

Location
Tagger

Radio Map

Hybrid Location Provider

Map Matching

Directory
Service

Routing
Service

Indoor Maps

Location Filter

Signal Filter

Wi-Fi PDR Etc

GIPS and GINS SDK (API)

Hybrid Positioning Engine Map Server

Radio Map Server
Sensing

Data
Collector

Fingerprint
Collector

Location Based Applications

Navigation Emergency
Rescue

KAI-Radio Map KAI-Pos

Fig. 14.6 The architecture of KAILOS
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crowdsourcing. Figure 14.7 shows the schematic view of the contribution process.

As shown in the figure, building registration is the first step of the contribution

process. The floor map registration step follows after the registration of a building.

POIs are registered and specified on the floor map for users to find or search their

destinations. KAILOS supports volunteers by providing interfaces to register POIs

for the registered indoor maps.

KAILOS also provides tools to model indoor areas. Partitioning, designing road

networks, and constructing a state machine such as an HMM are typical modeling

methods. Currently, KAILOS is equipped with a tool to design road networks. This

is because the path finding for indoor navigation cannot be realized without the road

networks.

14.4.2 KAI-Pos

The probabilistic positioning algorithm introduced in Sect. 14.3 is the basis of

KAI-Pos. It also incorporates various filters for more accurate positioning. KAI-Pos

adopts an adaptive hybrid filter to utilize the dynamics of user movements, and a

Fig. 14.7 Registration of an indoor map and designing survey lines and road networks
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map-matching filter to utilize the road network model. The effect of the filters was

apparent when they were applied for developing indoor positioning systems at the

COEX mall, Seoul, Korea in 2010 and 2014.

Though Wi-Fi signals have been mainly used, KAI-Pos incorporates other

wireless signals and sensing data from various sensors for more accurate position-

ing. Bluetooth signals are often used to cover areas in which Wi-Fi signals are not

available or only weak signals are available. A pedestrian dead-reckoning PDR

using smartphone sensors, such as a three-axis accelerometer and a gyroscope, has

been incorporated to compensate for the gap incurred by the time interval of

consecutive scans. The time interval of consecutive Wi-Fi scans is known to be

approximately 3–4 s. The floor errors can also be mitigated with the incorporation

of a barometer sensor. Figure 14.8 shows the architecture of KAI-Pos. In the near

future, it will incorporate the additional signals and sensors in a very tightly coupled

manner using the so-called sensor-fusion technique [24].

14.4.3 KAI-Navi

KAI-Navi is an indoor/outdoor integrated navigation system. It directs users in both

indoor and outdoor environments. KAI-Pos operates indoors, and GPS outdoors,

and the estimated current location is displayed on KAI-Indoor Map and Google

Maps, respectively. Any outdoor navigation system can be integrated with

KAI-Navi if it can provide open APIs to be connected to. Currently, the SK

Telecom T-map outdoor navigation system, which is the most popular outdoor

navigation system in Korea, is connected with KAI-Navi. The outdoor paths have

been connected to indoor paths through special points designated as entrances of

buildings. KAI-Navi, named Campus Atlas in Google Play, was deployed on

KAIST campus, Daejeon, Korea, accommodating around 40 four- to five-story

buildings.

Fig. 14.8 Hybrid architecture of KAILOS positioning system
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14.5 Evaluation and Examples

14.5.1 Performance Evaluation of Radio Map Construction
Methods

Experiments were conducted to evaluate the performance of the radio map con-

struction methods in the N5 building, and on the seventh floor, N1 building, KAIST,

Daejeon. Four kinds of radio maps were constructed at the experiment buildings by

using the PMC, walking survey, semi-supervised learning, and unsupervised learn-

ing methods. A Samsung Galaxy S3 was used to collect fingerprints with a

sampling rate of 1 Hz. A simple kNN method (k¼ 3) was used for the localization

test in the evaluation. All programs for the evaluation were implemented in Java

and run on a 3.40-GHz Intel® Core™ i7 CPU with 8GB of memory.

Approximately 2000 fingerprints were collected on the seventh floor, N1 build-

ing, and approximately 4400 fingerprints in the N5 building for each method.

Figure 14.9 shows the evaluation results. When 400 fingerprints were collected

Fig. 14.9 Accuracy evaluation of radio map construction methods. (a) Accuracy achieved on the

seventh floor, N1 building, KAIST. (b) Accuracy achieved in N5 building, KAIST
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for the learnings, the walking survey achieved an accuracy of 1.7 m; PMC, 2.3 m;

semi-supervised learning, 4.5 m; and unsupervised learning, 5.3 m. The accuracy

gradually improved and then the improvement was saturated with the increase in

the amount of learning data for all methods. The radio map types also converted

from a sparse, to a dense, and then to a highly dense radio map with the increment in

the number of fingerprints. When 2000 fingerprints were used, the walking survey

achieved an accuracy of 1.2 m; PMC, 1.7 m; semi-supervised learning, 3.2 m; and

unsupervised learning, 3.7 m. The walking survey outperformed the PMC in

accuracy when the learning data were collected one or more times at every 1 m.

This trend continues with the increment of the amount of learning data. This is

because the distance between measurement points is reduced with the increase of

learning data point. To collect 2000 fingerprints on the seventh floor, N1 building,

the walking survey must collect fingerprints at every 4 cm, whereas the PMC was

assumed to collect fingerprints at every 3 m just by varying the number of

fingerprints collected at each measurement point.

Similar results were obtained in the N5 building. When 1500 fingerprints were

used, the walking survey achieved an accuracy of 1.7 m; PMC, 2.5 m; semi-

supervised learning, 3.3 m; and unsupervised learning, 4.7 m. When 4400 finger-

prints were used, the walking survey achieved an accuracy of 1.5 m; PMC, 2.1 m;

semi-supervised learning, 2.9 m; and unsupervised learning, 4.3 m.

Although the semi-supervised and unsupervised learning methods achieved

accuracies slightly worse than the manual calibrations, the results were promising

because they were within the accuracy range that can be used by practical posi-

tioning systems.

14.5.2 Performance Evaluation of Proposed Probabilistic
Tracking Algorithm

The evaluation of EVA was conducted on the seventh floor, N1, KAIST. As three

extensions were proposed, the extensions were applied to VA in stages. First,

ED-based emission probabilities, dynamic transition probabilities, and their com-

bination were applied to VA, separately; we denote them by EVA (ED), EVA

(dynamic transition), and EVA (ED+ dynamic transition), respectively. Then, the

three best results of EVA (ED+ dynamic transition) were used to evaluate the effect

of considering multiple best trajectories on positioning accuracy; this configuration

is denoted by 3-EVA. A simple kNN method (k¼ 3) was also compared in the

evaluation. The maximum moving distance was set to 6 m for VA and EVAs in the

experiments.

All of the extensions and their combinations were revealed to be effective for

accurate positioning. EVA(ED) was more effective than VA, especially when using

a few training samples. It provided 11% improved positioning accuracy against VA

when the number of samples was two at a location, whereas the improvement of
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using 20 samples was 5%. Using fewer samples results in less-reliable RSS

distributions being constructed. Since ED is calculated based on mean RSSs

irrespective of RSS distributions, EVA(ED) was less sensitive to the amount of

samples.

The improvement made by dynamic transition probabilities was also significant.

The strategy of considering multiple trajectories was also revealed to be effective.

The improvements of 3-EVA ranged from 8 to 14% against EVA (ED+ dynamic

transition), and from 20 to 28% against VA.

The cost of training to label locations of unlabeled fingerprints is a major hurdle

in building a crowdsourcing-based indoor positioning system. It is closely related to

the amount of data required for the training. Because the proposed positioning

algorithm can achieve high positioning accuracy even if only a few training

samples are available at a location, it can be used for practical crowdsourcing-

based positioning systems to reduce the cost of constructing radio maps with

crowdsourced fingerprints.

14.5.3 Examples of Using KAILOS

Since the release of KAILOS in the middle of 2014, the indoor positioning systems

for subway stations, indoor shopping malls, and buildings on university campuses

have been developed on KAILOS. Table 14.1 is the summary of the areas, build-

ings, and stores in which KAILOS has been used. The indoor positioning systems of

COEX and KAIST were released integrated with mycoex 3.0 and Campus Atlas

apps in the Google Play store to direct pedestrians to their destinations. The indoor

positioning systems for shopping malls and game rooms on KAILOS were devel-

oped to issue coupons or game items for the promotion of particular stores, events,

and games. The coupons or game items are notified to users when they are detected

at specific areas.

In addition, a company started registering indoor maps and constructing radio

maps of subway stations on KAILOS to provide an indoor positioning service at

subway stations in Seoul. The indoor and radio maps of five subway stations were

collected along with their POIs. The collection activity should be conducted at as

many as 600 subway stations for the complete installation of the subway indoor

positioning system in Seoul. The indoor positioning systems of sea vessels were

also developed on KAILOS for the safety of crew members. The working locations

of crew members are displayed on a monitoring panel in an upper deck control

room, and when someone is working or staying in dangerous working areas, an

alarm is activated on the panel to watch the situation.

Among the examples, we describe the details of two examples: the COEX indoor

positioning and navigation system deployed at the COEX mall in 2014, and an

indoor/outdoor integrated campus navigation system deployed at KAIST in 2015.

The KAIST campus, Daejeon, Korea, accommodates around 40 four-, five-, and

ten-story buildings in an area of 1 km2 (see Fig. 14.10a). In contrast, the COEX area
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comprises Asia’s largest underground shopping mall area, three five-star hotels, one

55-story and one 41-story premier office tower, a big department store, a subway

station, a city airport terminal, and other buildings (see Fig. 14.10b).

In both cases, a walking survey was used for the collection of fingerprints. It took

5 days for five collectors to collect the fingerprints at the COEX, and 4 days for five

collectors at KAIST. The accuracy differed depending on the conditions of the

Wi-Fi signal environments. The areas with many strong AP signals usually showed

a good accuracy. At the COEX, the accuracy on the first floor with a big open space

was worse than that on the B1 floor. This result is similar to that obtained in 2010.

The PMC was used to collect fingerprints at that time. Note that only one or two

fingerprints were collected at each location by the walking survey, whereas approx-

imately 20 fingerprints were collected by the PMC. On the B1 floor of the COEX

(304� 652 m in size), an accuracy of approximately 3–8 m was achieved by the

walking survey. A similar accuracy was achieved by the PMC in 2010. A more

detailed description on the PMC can be found in [23].

The man-month (MM) estimation to deploy an indoor positioning system in a

building can be reduced to a tenth by using KAILOS. Approximately 20 MM were

required for the development of the COEX indoor positioning and navigation

system in 2010, whereas only 2 MM were required in 2014. Indoor map drawing,

POI registration, modeling of road networks, survey planning, and fingerprint

collection activities have been included in the MM estimation. Approximately

3 MM were required for deploying an indoor positioning system at the KAIST

campus. The COEX and KAIST examples confirmed the benefits of using KAILOS

for maintaining accuracy and reducing the time and effort needed to deploy indoor

positioning systems.

Fig. 14.10 The bird’s eye view on KAIST, Daejeon, and the COEX, Seoul. (a) KAIST Campus,

Daejeon. (b) COEX mall, Seoul
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14.6 Conclusion

Wi-Fi zones are still expanding, and the density of Wi-Fi signals is ever increasing

globally. Despite the hurdles in implementing GIPS utilizing Wi-Fi signals, the

Wi-Fi signals will be mainly used for the GIPS because of already-available Wi-Fi

infrastructures.

This study presents the essential methods and tools to develop a GIPS by using

Wi-Fi signals. An unsupervised learning-based fingerprint labeling technique was

developed to construct radio maps by using crowdsourced fingerprints. It allows us

to build the radio maps for most of the buildings in cities and villages at a very low

cost. The practical probabilistic positioning algorithm turned out to be applicable

for crowdsourced radio maps because it showed relatively good performance on the

radio maps with randomly and sparsely collected fingerprints. Finally, the idea of

mapping radio maps into positioning algorithms for positioning systems will allow

the GIPS to accommodate new positioning algorithms.

However the techniques are applicable only for buildings whose indoor maps are

available. Since the indoor maps of most of the building are currently unavailable, it

will take some time until we have a complete GIPS. If the radio maps can be

constructed for the buildings without indoor maps, we can shorten the time to

realize the GIPS. Now, we are planning to develop the crowdsourcing radio map

construction techniques for the buildings without indoor maps.
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Chapter 15

Proximity-Based Federation of Smart
Objects and Their Application Framework

Yuzuru Tanaka

Abstract This chapter focuses on the formal modeling of complex application

scenarios using autonomic proximity-based federation among smart objects with

wireless network connectivity, and proposes the middleware application framework

to develop such complex application scenarios. Our modeling consists of three

different levels. In the first-level modeling, each smart object is modeled as a set of

ports, each of which represents an I/O interface for a function of this smart object to

interoperate with some function of another smart object. The federation between a

pair of smart objects having a pair of ports of the same type and opposite polarities

is modeled as the port matching between these two ports. The second-level model-

ing describes the dynamic change of the federation structure among smart objects as

a graph rewriting system, where each node and each link, respectively, represents a

smart object and a connection between two smart objects. The third-level modeling

uses a catalytic reaction network to describe each complex federation scenario in

which more than one federation are involved, and an output federation of a reaction

may work either as an input federation of another reaction and/or a catalyst to

activate another composition or decomposition reaction.

Keywords Proximity-based federation • Smart object • Port matching • Graph

rewriting • Catalytic reaction network • Autocatalytic reaction network • Pervasive

computing • Ubiquitous computing • Regulation switch • Middleware framework

15.1 Introduction

During the last couple of decades, information system environments have been

rapidly expanding their scope of subject resources, their geographical distribution,

their reorganization, and their advanced utilization. Currently, this expansion is

understood only through its several similar but different aspects, and referred to by

several different stereotyped terms such as ubiquitous computing, pervasive
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computing, mobile computing, sensor networks, and IoT. No one has clearly

defined this expansion as a whole.

Recently it is often pointed out that the lack of a formal computation model

capable of context modeling to cover this diversity as a whole is the main reason

why most applications of ubiquitous computing and/or pervasive computing are

still within the scope of the two stereotyped scenarios [1, 2], i.e., the location

transparent service continuation and the location- and/or situation-aware service

provision. The former one focuses on the ubiquity of services, while the latter

focuses on the context-dependent services. In addition to these two scenarios, IoT

focuses on the dynamic federation among smart objects through the Internet, i.e.,

the web-based federation of smart objects.

Some researchers have been trying to extend the application target of formal

computation models of process calculi, which were originally proposed to describe

dynamically changing structures and behaviors of interoperating objects, from sets

of software process objects to sets of mobile physical computing objects [1]. Such

formal computation models of process calculi include Chemical Abstract Machine

[3], Mobile Ambients [4], P-Systems [5], Bigraphical Reactive System [6], Seal

Calculus [7], Kell Calculus [8], and LMNtal [9]. These trials mainly focus on

mathematical description and inference of the behavior of a set of mobile objects,

but not those of the dynamically changing interconnection structures among mobile

physical objects based on the abstract description of their interfaces. For this reason,

their formal computation models are not sufficient to develop any innovative

application framework for the dynamic and complex interoperability application

scenarios of smart objects.

On the other hand, as to the modeling and analysis of dynamically changing

topology of ad hoc networks, there have been lots of mathematical studies on

network reconfiguration and rerouting for energy saving, for improving quality of

service, and/or for maintaining connectivity against mobility [10, 11]. They focus

on physical connectivity among nodes, but not on their logical or functional

connectivity. These models cannot describe application frameworks.

Some studies on mobile ad hoc networks are inspired by biological systems that

share such similar features as complexity, heterogeneity, autonomy, self-

organization, and context-awareness. These approaches are sometimes categorized

as studies on bio-inspired networking [12]. The middleware framework to be

proposed in this chapter is also bio-inspired, especially by DNA self-replication

and RNA transcription mechanisms.

In expanding information environments of ubiquitous and/or pervasive comput-

ing, some resources are accessible through the Web, while others are accessible

only through peer-to-peer ad hoc networks. IoT focuses only on the former case.

Any advanced utilization of some of these resources needs a way to select them, and

a way to make them interoperable with each other to perform a desired function.

Here we use the term “federation” to denote the definition and execution of

interoperation among resources that are accessible either through the Internet or

through peer-to-peer ad hoc communication. This term was probably first intro-

duced to IT areas by Dennis Heimbigner in the context of a federated database
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architecture [13], and then secondarily in late 1990s, by Bill Joy in a different

context, namely federation of services [14]. Federation is different from integration

in which member resource objects involved are assumed to have previously

designed standard interoperation interface. The current author has already proposed

federation architectures for resources over the Web [15–18], and extended their

targets to cover sensor networks using ZigBee Protocol and mobile phone applica-

tions. These architectures are, however, still within the framework of Web-based

federation.

This chapter will focus on the proximity-based federation of intellectual

resources on smart objects. Proximity-based federation denotes federation that is

autonomously activated by the proximity among smart objects. Smart objects

denote computing devices such as RFID tag chips, smart chips with sensors

and/or actuators, mobile phones, mobile PDAs, intelligent electronic appliances,

embedded computers, and access points with network servers.

This chapter will propose a generic middleware framework to develop complex

applications of smart objects in which more than one federation are involved. Our

framework is based on the three formal models we proposed in [19, 20] to describe

three different levels of autonomic proximity-based federation among smart objects

including both physical smart objects with wireless network connectivity and

software smart objects such as services on the Web. These three formal models

focus on different levels, i.e., federation and interoperation mechanisms between a

pair of smart objects, dynamic change of federation structures among smart objects,

and complex application scenarios with mutually related more than one federation.

Our first-level formal modeling focuses on the federation interface of smart

objects, hiding any details on how functions of each smart object are implemented.

Each smart object is modeled as a set of ports, each of which represents an I/O

interface of a service provided by this smart object or by another smart object. We

consider the matching of a service-requesting query and a service-providing capa-

bility as the matching of a service-requesting port and a service-providing port. In

the preceding research studies, federation mechanisms were based on the matching

of a service-requesting message with a service-providing message, and used either a

centralized repository-and-lookup service as in the case of Linda [21] or multiple

distributed repository-and-lookup services each of which is provided by some

mobile smart object as in the case of Lime [22]. Java Space [23] and Jini [24] are

Java versions of Linda and Lime middleware architectures. A survey on such

middleware architectures can be found in [25]. In these architectures, messages to

be matched are issued by program codes, and therefore the dynamic change of

federation structures by message matching cannot be discussed independently from

the codes defining the behavior of the smart objects. Our first-level formal modeling

allows us to discuss applications from the view point of their federation structures.

This enables us to extract a common substructure from similar applications as an

application framework.

Our second-level formal modeling based on graph rewriting rules focuses on

developing application frameworks each of which uses a dynamically changing

single federation, while our third-level formal modeling focuses on developing
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complex application scenarios in which many smart objects are involved in mutu-

ally related more than one federation, and describes them as collectively autocat-

alytic sets proposed by Stuart Kauffman in the context of complex systems [26].

Based on these three formal models of smart object federations, this chapter

proposes a generic middleware framework for the development of applications with

complex federation scenarios in which more than one federation are involved, and a

result federation may work as a component of another federation and/or a promoter

of another federation.

15.2 Smart Object and Its Three Levels of Formal
Modeling

Here we first briefly review our three different levels of formal modeling [19, 20].

15.2.1 Smart Object and Its Port Matching (The First-Level
Formal Modeling)

Each smart object communicates with another through a peer-to-peer communica-

tion facility, which is either a direct cable connection or a wireless connection.

Some smart objects may have WiFi communication and/or cellular phone commu-

nication facilities for their Internet connection. These different types of wireless

connections are all proximity-based connections, i.e., each of them has a distance

range of wireless communication. We model this by a function scope(o), which
denotes a set of smart objects that are currently accessible by a smart object o.

For a smart object to request a service running on another smart object, it needs

to know the id and the interface of the service. We assume that each service is

uniquely identified by its service type in its providing smart object. Therefore, each

service can be identified by the concatenation of the object id of its providing smart

object and its service type. The interface of a service can be modeled as a set of

attribute-value pairs without any duplicates of the same attribute. We call each

attribute and its value, respectively, a signal name and a signal value.

Pluggable smart objects cannot specify its access to another or its service request

by explicitly specifying the object id or the service id. Instead, they need to specify

the object by its name or the service by its type. The conversion from each of these

two different types of reference to the object id or the service id is called “resolu-

tion.” These are, respectively, called object-name resolution and service-type

resolution.

When a smart object can access the Internet, it can ask a central repository-and-

lookup service to perform each resolution. When a smart object can access others

only through peer-to-peer network, it must be able to ask each of them to perform
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each resolution. Here we assume that every smart object performs required resolu-

tion for its own services.

When a service-requesting smart object o requests a service, it sends an object id

oid’, an object name oname, or a service type stype to each smart object with oid as
its object id in its proximity represented by scope(o). Each recipient smart object

with oid”, when receiving oid’, oname, or stype, respectively, performs object-id

resolution, object-name resolution, or service-type resolution. Object-id resolution

returns the input oid’ if it is equal to oid”, or “nil” otherwise. Object-name

resolution returns oid” if the recipient has oname as its name, or “nil” otherwise.

Service-type resolution returns oid” if the recipient provides a service of type stype,
or “nil” otherwise. After obtaining oid”, the service-requesting smart object can

directly request the object with oid” for a service of type stype. The object with oid”
can acknowledge this request if it provides such a service. Otherwise it returns

“nil.”

Our model represents each resolution mechanism as well as the corresponding

resolution request (namely, the corresponding access request) as a port. Each smart

object is modeled as a set of ports. Each port consists of a port type and its polarity,

i.e., either a positive polarity “+” or a negative polarity “�”. Each resolution

mechanism is represented by a positive port, while each resolution request is

represented by a negative port. A smart object with oid as its identifier has a port

+oid. If it exposes its name oname, namely if it allows its reference by its name,

then it has a port +oname. A smart object has ports �oid and/or �oname if it

requests another smart object identified by oid and/or oname. A smart object that

provides a service of type stype has a port +stype. A smart object has a port -stype if
it requests a service of type stype. A smart object with oid and oname may have

+oid and +oname as its ports, but neither of them is mandatory. Some smart objects

may hide one or both of them.

Federation of a smart object o with another smart object o’ in its scope scope
(o) is initiated by a program running on o or on some other activating smart object

that can access both of these objects. This program detects either a specific user

operation on o or the activating object, a change of scope(o), or some other event on

o or the activating object as a trigger to initiate federation. The initiation of

federation with o’ by a smart object o or by some other activating object first

checks if o’ exists in scope(o), and, if yes, it performs the port matching between the

ports of o and the ports of o’. As its result, every port –p in o is connected with a port
+p in o’ by a channel identified by their shared port type p. We assume that ports are

not internally matched with each other to set any channel within a single object.

The same smart object may be involved in more than one different channel. The

maximum number of channels in which the same port can be involved is called the

arity of this port. Unless otherwise specified, we assume in all the examples

described in this chapter that the arity of each port is one.
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15.2.2 Semantics of Federation

This chapter does not deal with the semantics of each federation in detail. Here we

briefly show how the semantics of federation can be defined. Let us consider a

federation among three smart objects O0, O1, and O2, as shown in Fig. 15.1,

respectively, having the following port sets, {+p0, �p1, �p2}, {+p1}, and {+p2}.

Each of these three ports has three IO signals represented by s1, s2, and s3. The

polarity�s or +s of the signal s denotes that it works, respectively, as an input or as
an output. The smart objects O1 and O2, respectively, perform the addition s3:¼s1
+ s2 and the multiplication s3:¼s1� s2, while the service p0 provided by O0

combines these two functions provided by O1 and O2 to calculate (s1 + s2)� s2 as

the value of s3.

The semantics of this federation can be described in a Prolog-like language as

follows:

O0 : p0 x; y; zð Þ  ext p1 x; y;wð Þð Þ, ext p2 w; y; zð Þð Þ
O1 : p1 x; y; zð Þ  z :¼ xþ y½ �
O2 : p2 x; y; zð Þ  z :¼ x� y½ �

Each literal on the left-hand side of a rule corresponds to a service-providing

port, while each literal on the right-hand side corresponds to either a program code

or a service-requesting port. Each literal ext(L ) denotes that L is evaluated exter-

nally by some other accessible smart objects. When the service-providing port p0 of

O0 is accessed with two signal values “a” and “b,” the smart object O0 begins to

evaluate the goal

? p0 a; b; zð Þ:

The evaluation of this goal finally obtains the value of z as z¼ (a + b)� b.

-p1(-s1, -s2, +s3) -p2(-s1, -s2, +s3)

+p1(-s1, -s2, +s3) +p2(-s1, -s2, +s3)

+p0(-s1, -s2, +s3)

O0

O1
O2

Fig. 15.1 Example

federation among three

smart objects
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15.2.3 Software Smart Object

Our model treats each WiFi access point as a smart object. Once a smart object

federates with some access point apoint, it can access whatever Web services this

access point is given permission to access. Such an access point apoint provides the
following service:

ResDelegation x; yð Þ  isURL xð Þ, permitted apoint; xð Þ, WebEval x; yð Þ½ �:

The procedure WebEval(x, y) invokes the web service x with signals y. In the

proximity of apoint, any smart object o with a port�ResDelegation can request this
service with a Web service URL url and a list of parameters v. The access point

apoint delegates this access request to the target Web service at url together with
the parameter list v, which enables the smart object o to utilize this Web service

through apoint.
A smart object may presume a standard API to request a service of another smart

object that does not provide the compatible API but provides a downloadable driver

to access this service through the presumed standard API. Such a mechanism is

described as follows. Suppose that a smart object has a service to download a

software smart object y satisfying the query x. This smart object has a port

+SOdownload defined as follows:

SOdownload x; yð Þ  find x; yð Þ½ �

Here the procedure find(x, y) finds the software smart object y satisfying the query x

specified in the list format of attribute-value pairs ((attr1, v1),. . ., (attrk, vk)). If there
are more than one such smart object, it returns an arbitrary one of them. A

requesting smart object with a port �SOdownload can ask this smart object to

download a software smart object y that satisfies the query x, and install this

software smart object y on itself. The evaluation of the following by the requesting

smart object performs both the downloading and the installation.

SOdloadInstall xð Þ  ext SOdownload x; yð Þð Þ, install yð Þ½ �

The installation of a software smart object y by a requesting smart object o also adds

y in the scope of o, and initiates a federation between o and y.

If a downloaded software smart object is a proxy object to some Web service or

some other smart object, the recipient smart object can access this remote service

through this proxy software smart object.

One of the stereotyped application scenarios of ubiquitous computing, i.e., the

location transparent service continuation, can be easily described using a software

smart object. Let us consider the following example. Suppose that a personal data

adapter PDA1 has federated with an access point Office with a server. Suppose that

Office provides a DB service and a print service that are available at the user’s
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office with this access point. Let Home be another access point with a server

providing a print service available at his or her home. The location transparent

continuation of services means that he or she can continue the job that was started at

the office using PDA1 even after he or she goes back home carrying PDA1. This is

realized by the following mechanism. When he or she carries out PDA1 from Office

environment, he or she just needs to make PDA1 download the proxy software

smart object of Office. This operation is called federation suspension. When

arriving at home, PDA1 is WiFi connected to Home, and then federates with

Home. At the same time, the proxy software smart object installed in it resumes

the access to Office via this proxy software smart object. Therefore, they set up two

channels for print services, to the one available at home and to the one at the office,

and one more channel for the DB service to access the Office DB service from

home. Now PDA1 can access the database service of Office, and the two printing

services of Office and Home. When PDA1 requests a print service, it asks its user or

the application which of these services to choose. This enables the PDA1 user to

restart his or her work with the same service accessibility after moving from the

Office to Home.

This downloadable software proxy smart object can be defined as follows:

DB xð Þ  remoteEval DB xð Þ, Officeð Þ
Print xð Þ  remoteEval Print xð Þ, Officeð Þ
suspend �ð Þ  disconnect Officeð Þ½ �
resume �ð Þ  connect Officeð Þ½ �

Here, remoteEval(p(x), y) denotes an evaluation of p(x) in a remote object y for

which this proxy object works as the proxy. The last two rules define the discon-

nection and connection of this proxy object from and to the smart object Office.

15.2.4 Graph Rewriting System (The Second-Level Formal
Modeling)

The second-level formal modeling focuses on the dynamic change of federation

structures among smart objects. It describes a system of smart objects as a directed

graph in which each node represents either a smart object or a port, and each

directed edge represents either a channel or a proximity relationship. A smart object

node and a port node are, respectively, represented by a bigger white or gray circle

and a smaller black circle. A channel and a proximity relationship are represented,

respectively, by a black arrow and a gray arrow. Each gray arrow denotes that the

pointed smart object is in the scope of the pointing smart object. A port node with an

outgoing (or incoming) channel edge p to (from) an object node o denotes that this

object o has a service-providing (service-requesting) port +p (�p), and that it is not
involved in any federation yet. Each object node has its state and its type. Smart
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objects of the same type share the same port set and the same functions. The

formalization with graph rewriting rules aims to describe the dynamic change of

the channel connections among smart objects through the activation of federation

rules, and to hide all the details about the execution of service functions.

Each rewriting rule is specified as a combination of the following four types of

rules, i.e., port activation/deactivation rules, state setting rules, channeling rules,

and channel dependency rules. In each of the following rules, there always exists

only one gray smart object node. This gray smart object node called the rule-

activation node denotes that this rule is stored in this smart object node and

executed by this node. Each type of rules is carefully designed to satisfy reasonable

hardware and performance constraints of the smart objects of our concern so that it

can be executed locally without assuming the accessibility to any global informa-

tion about the current overall federation structure. The left-hand side of each rule

specifies the condition for this rule to be executed. The rule-activation node should

be able to check all the specification conditions in this condition part such as those

on smart object states, smart object types, port types, port availabilities, channel

types, channel connections, and proximity relations of this activation node itself

and of all the other nodes specified in the condition part. This implies that the rule-

activation node should be able to access all these nodes through channels. The right-

hand side of each rule specifies the actions to be executed by the rule-activation

node, which should be able to perform these actions directly or to instruct other

nodes through channels to perform these actions.

Port activation and deactivation rules have the forms in Fig. 15.2a, b. A dotted

arrow σ denotes a channel path, i.e., a sequence of channels in the same direction

whose length may be zero. The gray smart object node of type t at its state S can

activate or deactivate a specified port of the right smart object node through the

channel σ, and change the state of itself to S0. The four black smaller nodes in

(a) and (b) denote port nodes. If a port is inactive, it cannot be seen from the outside

of its owner smart object. If it becomes active, it can be seen from the outside.

State setting rules have the form in Fig. 15.3, where S0 ¼T if the length of σ is

zero.

Figure 15.4 shows the form of channeling rules for setting channels. In each rule

in Fig. 15.4a, the rule-activation smart object node (i.e., the gray node) can activate

or deactivate a specified port of the left smart object node through the channel σ to

establish or to break the corresponding channel with its neighboring smart object

node. The length of σ may be zero. In the first rule in Fig. 15.4b, the rule-activation

smart object node (i.e., the gray node) first reads the oid of the left smart object node

through the channel σ1, and ask the right smart object node to create the

corresponding oid-requesting port in itself, and establishes an oid channel between

these two smart objects. In the second rule in Fig. 15.4b, the rule-activation smart

object uses �p and +p ports to establish a channel of type p between the two smart

objects. The length of either σ1 or σ2 may be zero.

Figure 15.5 shows the form of channeling rules for breaking channels. The

activation smart object node (i.e., the gray node) can break a specified channel
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between the left smart object node accessible through σ1 and the right smart object

node accessible through σ2. The length of either σ1 or σ2 may be zero.

Channel dependency rules have the form in Fig. 15.6, where the channel p is

assumed to depend on the channel path σ. Whenever p is to be used, the existence of

the channel path σ is checked. If σ is broken, the channel p is immediately broken.

15.2.5 Catalytic Reaction Network (The Third-Level
Modeling)

A linear federation o1o2. . .on of n smart objects o1, o2, . . ., on denotes a sequence of
smart objects in which, for each i¼ 1, . . ., n�1, there is an L channel from oi+1 to oi.

For two linear federations or smart objects X and Y, their linear federation XY

denotes a liner federation in which the first smart object in Y spans an L channel to

the last smart object in X. The type of a linear federation o1o2. . .on is defined as the
concatenation of the object types of o1, o2, . . ., on. Once we have a linear federation,
it is easy to span an additional channel between any pair of nodes by making the

object on to execute such a rewriting rule in Fig. 15.4b since on can access any

objects in this linear federation through L channels. Such additional rules can be

packaged into a software smart object, and downloaded later into on for execution.

Therefore, in the sequel, we focus our discussion only on linear federations.

For the modeling of complex application scenarios of autonomic linear federa-

tion of smart objects, we use catalytic reaction networks. A catalytic composition

reaction accepts more than one input, and combines them to produce one output,

while a catalytic decomposition reaction accepts one input, and decomposes it into

two outputs. Each reaction may or may not require a catalyst. Some catalyst works

as the context of a reaction and is immobile, while some other catalyst is mobile.

Mobile catalysts are called stimuli. Each stimulus works as either a promoter or an

inhibitor of the reaction, while each context always works as a promoter of the

reaction. Different from inputs, catalysts are not consumed nor modified by their

reactions.

S

σ1 σ2

S’

σ1 σ2

o  or  p

t tFig. 15.5 Channeling rules

for breaking channels

σ

S S’
p

x
t t

Fig. 15.6 Channel dependency rule
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Our third-level modeling uses a catalytic composition reaction and a catalytic

decomposition reaction to, respectively, represent federation and defederation of

linear federations of smart objects. Figure 15.7 lists up all kinds of composition

reactions and decomposition reactions, where X, Y, C, and S denote smart object

types or linear federation types, and XY denotes the type of a linear federation of

two linear federations of types X and Y, i.e., the type of their concatenation. Each

stimulus may take either a positive or a negative sign depending on whether it

works as a promoter or an inhibitor. Here in this chapter we only focus on promoter

stimuli. The catalysts C and S are, respectively, called the context and the stimulus

of the corresponding reaction. Any decomposition reaction without any context or

stimulus means autonomous decomposition, which indicates that its input linear

federation is instable. Therefore, we do not consider such decomposition reactions

in our catalytic reaction network modeling. Furthermore, this chapter mainly

focuses on those reactions with contexts, which allows us to design the graph

rewriting rules of each context to execute the corresponding reaction.

Figure 15.8 shows a catalytic reaction with three inputs of type A, B, and C and

one output of type ABC, and a context of type C. This reaction represents the

federation of three different types of objects under the support of a context smart

object. This context object federates an input triple consisting of three smart objects

a, b, c of type A, B, and C to compose a linear federation abc of type ABC.

Whenever a new triple comes within the scope of the context object, a new linear

federation of type ABC is immediately composed.

Let us consider the following example. When a rescue center receives an

emergency call, it mobilizes a rescue team. Each rescue worker of the team needs

to pick up some rescue equipment modules necessary for the mission. In a near

Fig. 15.7 Composition and decomposition reactions with and without contexts and/or stimuli

Fig. 15.8 A confederation

catalytic reaction with three

inputs and their linear

federation as its output
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future, those equipment modules may include a wearable computer, a GPS module,

a hands-free mobile phone, a head-mount display, a small reconnaissance camera

robot, and its remote controller. The rescue center has a sufficient number of

equipment modules of each type. Depending on each mission, each worker picks

up one from the stock of each different type of equipment. The set of picked-up

equipment modules may differ for different missions. These equipment modules are

advanced IT devices, and can interoperate with each other. It is necessary to set up

instantaneously all the necessary federation channels among those equipment

modules picked-up by each worker. These federations should be able to avoid

cross-talks between equipment modules picked up by different workers. Suppose

each equipment A of a worker P needs to interoperate with his another

equipment B, A and B should not interoperate with B and A of another worker P0

even if P and P0 work within their proximities. We need a new mechanism for the

instantaneous setting-up of such a federation among a set of equipment modules for

each of more than one worker. We call such a mechanism a “confederation”

mechanism. Such a confederation mechanism can be embedded in a gate. It

works as the context object of this confederation reaction. This context object is

called the confederator. Whenever each worker passes through this gate, carrying

the set of these required modules with him or her, this confederator in the gate

immediately establishes the federation among these modules.

Here we give a general definition of confederation as follows. Consider an

n-tuple of smart objects o1, o2, . . ., on of n different types T1, T2, . . ., and Tn.

Initially, they are independent from each other. The type of a tuple of these smart

objects (o1, o2, . . ., on) is defined as (T1, T2, . . ., Tn). A confederator of type (T1, T2,

. . ., Tn) is a smart object that sets up a federation to each n-tuple of smart objects

having the tuple type (T1, T2, . . ., Tn). Such a federation can be set up by the graph

rewriting rules in Fig. 15.9 that are executed by this confederator. Here, for

simplicity, we show the case for n¼ 3.

Fig. 15.9 The rewriting rules of the confederator for the linear connection
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You may make the same confederator to execute a different set of rules given in

Fig. 15.10 to set up a cyclic connection among the same types of module objects.

All these rules are executed by the confederator to set up either a linear

connection from on to on-1, . . ., and from o2 to o1 (in case of the first set of rules)

or a cyclic connection from on to on-1, . . ., from o2 to o1, and from o1 to on (in case of

the second set of rules) as shown in Fig. 15.11. The n channels between the

Fig. 15.10 The rewriting rules of the confederator for the cyclic connection

Fig. 15.11 Different rule sets in the confederator can set up different connections among module

objects, for example, a linear connection and a cyclic connection
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confederator and the n objects will be naturally broken when all the objects leave

the proximity of the confederator.

Now we use catalytic reaction networks to describe two more complex applica-

tion scenarios of linear federations among smart objects. A catalytic reaction

network is a set of catalytic reactions in which some output of a reaction may

work as an input or a stimulus of another reaction. Figure 15.12 shows a catalytic

reaction network including a single reaction with two types of smart objects A and

Ac as inputs, and their linear federation output AAc working also as its stimulus. As

observed later, this reaction requires no context. Such a catalytic reaction network

in which some output of a reaction may work as a stimulus of another reaction is

specially called an autocatalytic reaction network. The example in Fig. 15.12 shows

the simplest form of autocatalytic reaction networks with a single reaction.

Suppose that A and Ac, respectively, represent a car and a parking space, strictly

speaking, the type of cars and the type of parking spaces. These object types are

complementary to each other. Figure 15.13 shows the six rewriting rules we use for

these two types of smart objects.

Each smart object of type A (or Ac) has the proximity-based federation capabil-

ity only with Ac (or A) to set up a temporal B (or Bc) channel. The service type Bc

denotes the complementary service type of B. Once A and Ac are federated by the

reaction, they are connected by an L channel from Ac to A using a mobile phone

WiFi connection to form a stable linear federation AAc, and their states are set to s1.

This system initially requires a single linear federation AAc with the state of each

object at s1 as a seed, i.e., the first stimulus, to trigger further reactions. The Ac

object of this seed federation AAc can be embedded in the entrance gate of the

parking lot, while its A object can be embedded somewhere in the parking space.

Since they use L channel communication using the mobile phone WiFi, their

distance can be arbitrary. The B and Bc connections are proximity based.

Fig. 15.12 A simple

example of autocatalytic

reaction networks
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It is always difficult to find out an unoccupied parking space in a huge parking

lot. Once a car with a smart object of type A enters a parking lot, it passes nearby the

Ac object of the seed AAc or some other Ac object in an already established

federation AAc. Then the Ac object in this AAc establishes both B and Bc channels

to and from the A object in the car. Through these connections, the A object in the

car can ask the Ac object in this partner AAc through a Bc channel to make the A

object in this AAc find out, in its proximity, some Ac object that is embedded in a

unoccupied parking space, and establish both Bc and B channels to and from the

found Ac. Then the A object in the car can ask the Ac object in the partner AAc to set

up an L channel from the found Ac object to the A object in the requesting car, then

to reset the states of A and Ac in this new federation AAc to s1, and finally to break

all the B and Bc channels between the two AAc federations. This process establishes

a new linear federation AAc between the car and the found parking space. Now the

A object can get the location of the available space, and guide the driver to park

there. This new federation also works as a stimulus for further federations. When a

car leaves from the parking space, its A object breaks the L channel to itself. This

autocatalytic reaction utilizes the fact that (AAc) c¼AAc.

Figure 15.14 shows a catalytic reaction network with three composition reac-

tions and one decomposition reaction. In this chapter, we focus on the cases in

Fig. 15.13 Six graph rewriting rules for the smart objects A and Ac involved in the autocatalytic

reaction network in Fig. 15.12
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which all the reactions have their contexts, and assume that each reaction can be

associated with some physical location. This means that we can design the context

of each reaction as some smart object or some linear federation of smart objects and

put it at the physical location of this reaction to trigger this reaction.

Figure 15.14 shows a catalytic reaction network that describes the following

complex application scenario of smart object federations. A user with a smart social

ID card A and a smart member card B passes a check-in gate G1 of an interactive

3D movie theater. This gate sets up a federation between A and B to check if he or

she is a registered member of this theater. He or she can pick up a stereoscopic pair

of glasses D with an overlaid information display function, and an interactive

controller C with an accounting software smart object Acnt. These two smart

objects D and C[Acnt] are automatically federated to compose a compound smart

object C[Acnt]D with the help of the federation AB as a security key. No user

operation is necessary to set up the necessary connection between C[Acnt] and

D. While viewing a movie, he or she can interactively issue a purchase order of

items appearing in the movie. The software smart object Acnt records these orders.

After the movie, he or she passes through the gate G2 with C[Acnt]D, which

federates his or her mobile phone E with AB and downloads Acnt from C[Acnt]

D to E in this compound object to change it to ABE[Acnt], which enables him or her

to send all the purchase orders recorded in Acnt as well as the payment information

just by a single click after checking the information. Then the exit gate G3

decomposes the federation into A, B, and E, and deletes Acnt.

The catalytic reaction network modeling enables us to describe complex appli-

cation scenarios using more than one proximity-based federation of smart objects.

Some of these smart objects are mobile devices, and moving from one place to

another to be dynamically involved in various federation reactions, and federated

A B

G1

AB

C[Acnt ] D

CD[Acnt ]

G2

AA

ABE[Acnt ]

G3

BB

EE

EE

Fig. 15.14 Modeling a

smart object federation

scenario in a 3D interactive

movie theater as a catalytic

reaction network
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with other smart objects. Some of these reactions are performed only in the

existence of another smart object or some smart object federation that works as a

catalyst of this reaction. An output federation of some reaction may also works as

an input or the stimulus of another reaction.

15.3 Middleware Framework for implementing Catalytic
Reaction Networks

Now we need to discuss how to implement each catalytic reaction network using a

generic mapping of each reaction to the graph rewriting system modeling of the

proximity-based federation of smart objects. Such a generic mapping, if exists,

works as a generic middleware framework for the development of complex appli-

cation scenarios of smart object federations. For simplicity, here in this chapter, we

consider only linear federation reactions with contexts. As observed in the confed-

eration example, the use of a context allows us to make it establish any required

linear federation among input federations. You can define a set of graph rewriting

rules to be executed by the context. Our goal here is the simplification of this

programming of the context. We would like to construct any required context as a

linear federation of smart objects just by combining generic special types of

standard smart objects without writing any new rewriting rules or any codes. This

feature allows the easy field setting of contexts and hence complex catalytic

reaction networks.

We first consider a composition reaction in Fig. 15.15 with AB and CD as its

input linear federation types, ABCD as its output linear federation type, and EF as

its stimulus linear federation type. Our basic idea for the generic mapping of such a

catalytic reaction to the graph rewriting rule system modeling can be described as

follows.

Fig. 15.15 A catalytic

reaction with inputs of types

AB and CD, and a stimulus

of type EF
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We assume that each object of type X is tagged, i.e., wire-connected, with a

special type smart object called a nucleotide smart object of type N(X), i.e., the

nucleotide type for object type X, as shown in Fig. 15.16. This nucleotide object is

called the tag object. For each type X, we define its complementary type Xc. The

complement of Xc is X, i.e., (Xc) c¼X. Each nucleotide smart object of type N

(X) has +B(X) and �B(X)c ports, and �L and +L ports for L channel connections.

From the definition, a nucleotide smart object of type N(X) can federate with

another nucleotide smart object of type N(Y)c in its proximity only in the case of

Y¼X. Their federation uses both a B(X) channel from the N(X)c type to the N

(X) type and a B(X)c channel in the opposite direction.

Nucleotide smart objects can form a linear federation using L channels. Such

a linear federation is called a strand. They may form a single strand or a

double strand with B(X) and B(X)c channels between each pair of mutually

complementary objects in different strands (Fig. 15.17). In each double strand,

two strands have mutually complementary types. For the first strand linear feder-

ation of type X¼T1T2. . .Tn, the type of its second strand linear federation is always

Xc¼ (T1T2. . .Tn)
c¼Tn

cTn-1
c. . .T2

cT1
c. These formations are similar to DNA and

RNA single/double strand structures.

For the linear federation of AB and CD under the support of a catalyst EF, we

can basically simulate the DNA replication mechanism with a regulation switch to

control the replication with a catalyst. The input linear federations AB and CD and

stimulus linear federation EF are implemented by the linear federations of their tag

objects, i.e., N(A)N(B), N(C)N(D), and N(E)N(F), as shown in Fig. 15.18.

The DNA replication uses the first DNA strand as a template, and the stimulus and

inputs dock to the appropriate parts of this first strand to form a concatenation of

inputs as an output. The two strands are mutually complementary to each other. Each

nucleotide in one strand is paired with its complementary nucleotide in the other

strand, and the directions of linear connections are opposite with each other. The

stimulus docks to the leftmost part of the first strand to activate this composition.

Based on this idea, we design the first strand as a linear federation of nucleotide smart

objects as shown in Fig. 15.19, and use it as the context of the reaction. This strand

has a stimulus docking part of type (N(E)N(F))c¼N(F)cN(E)c, and input docking

parts of types (N(A)N(B))c¼N(B)cN(A)c and (N(C)N(D))c¼N(D)cN(C)c with two

Fig. 15.16 A nucleotide

object of type N(X) works

as a tag for any object of

type X
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kinds of separator smart objects, i.e., a stimulus separator of type N(Ssti) to separate

the stimulus docking part from input docking parts, and an input separator of type N

(Sinp) to separate consecutive input docking parts of types (N(A)N(B))c¼N(B)cN

(A)c and (N(C)N(D))c¼N(D)cN(C)c from left to right. Therefore, the type of the first

strand is designed to become N(D)cN(C)cN(Sinp) N(B)cN(A)c N(Ssti)N(F)cN(E)c.

Fig. 15.18 Tagged representations of the inputs AB, CD, and the stimulus EF

Fig. 15.17 A single strand and a double strand of nucleotide smart objects
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Each type of separator objects has only +L and�L ports. As shown in Fig. 15.19, the

directions of L channels in the first strand are all from left to right, while their

directions in the second strand to be formed later through docking will be all from

right to left. In general, each docking part for a linear federation of type T1T2 . . .Tn is

designed as a federation of nucleotide objects of types N(Tn)
c, N(Tn-1)

c, . . ., N(T1)
c in

this order. Namely, its federation type becomes N(Tn)
cN(Tn-1)

c. . . N(T1)
c.

The reaction mechanism proceeds as follows. First, the stimulus’ tag federation

of type N(E)N(F) docks to the stimulus docking part of type N(F)cN(E)c (¼(N(E)N
(F))c) in the context federation of type N(D)cN(C)cN(Sinp)N(B)cN(A)c N(Ssti)N(F)
cN(E)c to enable the following process. Then the first input’s linear federation N(A)
N(B) of tags docks to the first input docking part N(B)cN(A)c (¼(N(A)N(B))c) of
the context federation. This is followed by the docking of the second, the third, and

finally the last input linear federations, i.e., the docking of the tag federation of type

N(C)N(D) to the docking part of type N(D)cN(C)c (¼(N(C)N(D))c) in this example.

Then the stimulus and all the input linear tag federations are concatenated from

right to left to form the second strand, i.e., the strand of type N(E)N(F)N(A)N(B)N

(C)N(D) in this example, and then the L channel between the stimulus of type N(E)

N(F) and the input concatenation of type N(A)N(B)N(C)N(D) is broken. Finally,

both the stimulus tag federation of type N(E)N(F) and the output tag federation of

type N(A)N(B)N(C) N(D) are cut off from the context, and all the nucleotide

objects are reset to their initial states.

The next step is to design a set of graph rewriting rules to implement this

process. For simplicity, here we first show the basic rule set for the docking of

stimulus tag federation and input tag federations, and the composition of the output

tag federation in Figs. 15.20, 15.21, 15.22, and 15.23.

Figure 15.20 deals with the bridging with B(X) and B(X)c channels between a

pair of compatible nucleotide objects in two strands.

The different states of nucleotide objects denote the following meanings. The

state s0 is the initial state. The states s1 and s2 are used in the first strand to denote,

Fig. 15.19 The design of the first strand as the context of the composition reaction in Fig. 15.15
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Fig. 15.20 Rewriting rules for the bridging with B(X) and B(X)c channels between a pair of

compatible nucleotide objects in two strands

Fig. 15.21 Rewriting rules for completely disconnecting longer or shorter strands to dock
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respectively, the bridging to the second strand with a single B(x) channel or with

double channels B(X) and B(X)c. The state s3 and s4 are used only in the second

strand and, respectively, correspond to the state s1 and s2 in the first strand. The state

s5 in rules 5 and 6 is used in the rightmost nucleotide object in each docking

federation to indicate that this federation is completely docked to a docking part.

Rule 4 deals with an incompatible docking federation that is shorter than the

docking part. The state s6 indicates that this docking federation needs to be

completely disconnected from the docking part.

Figure 15.21 shows the rewriting rules for completely disconnecting a docking

federation that is longer than its docking part.

Figure 15.22 shows the rules for concatenating the stimulus and the first input in

the second strand with L channels. The state s1’ is used to indicate a transition state
between s0 and s1 of the leftmost object in each input docking part.

Figure 15.23 shows the rules for undocking the second strand (i.e., rule 14, rule 15,

and rule 16), and the rule for breaking the L channel between the stimulus and the

output federation (i.e., rule 17). These rules together with rule 18 also initialize all the

objects to their initial state s0. The state s7 is used to propagate the state initialization

from left to right in the second strand.

We need to consider the cases in which an incompatible linear federation tries to

dock one of the docking parts. There are three possible cases. The federation may be

shorter or longer than the docking part. Some nucleotide object in the federation

may not be type compatible with the corresponding nucleotide object in its docking

part, i.e., they are not type complementary to each other. The complete undocking

Fig. 15.22 Rewriting rules for concatenating the stimulus and the inputs
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of any shorter linear federation is triggered by rule 4, while that of any longer linear

federation is triggered by rule 7 and rule 8. Figure 15.24 also shows the rule, i.e.,

rule 19, to trigger the complete undocking of any docking federation with a type

incompatible nucleotide object from its docking part.

You can easily check that no pair of rules out of these 19 rules may conflict with

each other, i.e., no pair have their rule conditions be satisfied by the same subgraph.

We also need to consider the instability of wireless connections during the

process. We assume that each L channel uses a mobile phone connection and is

not broken unless it is explicitly broken by some rule. Both B(X) and B(X)c

channels, however, use proximity relationship to span themselves, and may be

unexpectedly broken because of the change of the proximity relationship during the

reaction process. This requires the reconnection of the broken channel during the

Fig. 15.23 Rewriting rules for undocking the second strand and breaking the L channel between

the stimulus and the output federation
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reaction process. Such reconnection also requires additional rewriting rules. When

a B(X) channel is broken at some paired nucleotide objects, the states of N(X)c and

N(X) objects are both immediately reset to s0. This makes this pair to reestablish

both B(X) and B(X)c channels. When a B(X)c channel is broken at some paired

nucleotide objects, the states of N(X)c and N(X) objects are, respectively, reset to s1
and s3. This makes this pair to reestablish the B(X)c channel. However, if one of the

paired nucleotide objects becomes completely broken, the process of recovering the

connection will not terminate. In such a case, we need to completely initialize the

reaction process, and retry the reaction from the very beginning. The rules for the

timeout of the connection recovery process are not shown in this chapter.

Now we need to consider the way to construct the context of any given

decomposition reaction with a stimulus, an input, and outputs. This context can

be easily defined as a linear federation of nucleotide objects in a similar way as the

construction of the context of a composition reaction. Figures 15.25 and 15.26,

respectively, show a decomposition reaction and its context as a linear federation of

nucleotide objects. A special nucleotide smart object N(Sdec) is used to specify the

location of the division of the input linear federation.

An additional set of rewriting rules necessary for decomposition reactions can be

given, as shown in Fig. 15.27. Rule 20 is the modification of rule 3 to deal with N

(Sdec), while rule 21 deals with the triggering of the complete undocking of a

shorter input federation that ends at the decomposition separator. Rule 22 deals with

the breaking of an L channel for decomposing the input federation into the output

federations.

As described above, our middleware framework consists of the way to construct

the context linear federation using nucleotide smart objects and the same set of

rewriting rules stored in each nucleotide smart object. This set of rewriting rules

includes only the 22 rules from rule 1 to rule 22. Separator nucleotide objects have

no rewriting rules and never work as rule-activation object. This framework enables

us to easily construct any context of a composition/decomposition reaction by

linearly federating nucleotide smart objects. For each nucleotide smart object N

(X) or N(X)c of a specific smart object type X, we can use the same prototype

nucleotide smart object N or Nc that has the above 22 rules and allows us to

manually set its type to N(X) or N(X)c.

Fig. 15.24 The rule for

triggering the complete

undocking of any docking

federation with a type

incompatible nucleotide

object from its docking part
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15.4 Concluding Remarks

This chapter first pointed out the necessity of a formal model and a middleware

framework based on it for describing complex application scenarios using more

than one dynamic proximity-based federation reactions of smart objects, and for

rapidly developing these applications without any coding. Then we reviewed our

three different levels of formal modeling. The first-level modeling formally defines

a smart object, and describes the federation between one smart object and another

within the scope of the former as the port matching process. The second level

describes the dynamic change of federation structures as a graph rewriting system

with nodes to represent smart objects and each edge to represent a channel con-

nection between a pair of smart objects. The third level deals with complex

application scenarios in which more than one smart object federation are involved,

and describes each complex application scenario as a catalytic reaction network.

Fig. 15.25 A

decomposition reaction

with a stimulus

Fig. 15.26 The design of the first strand as the context of the decomposition reaction in Fig. 15.25
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Each composition reaction represents the federation of given input federations to

compose an output federation under the help of a catalyst federation. Each decom-

position reaction represents the defederation of an input federation into output

federations under the help of a catalyst federation. A catalytic reaction network is

a set of composition and/or decomposition reactions in which the output of some

reaction may work as an input and/or a catalyst of another reaction.

Based on these three levels of formal modeling, this chapter proposed a novel

middleware framework for rapidly developing complex applications of the

proximity-based federation of smart objects. Our framework uses a special type

Fig. 15.27 Additional rewriting rules for decomposition reactions

15 Proximity-Based Federation of Smart Objects and Their Application Framework 437



of smart objects working as a tag of identifying each different type of smart objects.

These tag objects are called nucleotide smart objects. For each different tag, we can

use the same prototype tag smart object, i.e., a small device, that allows us to

manually set its type. Our framework also defined the whole set of rewriting rules

for this prototype tag smart object to execute.

This chapter mainly not only focused on catalytic reactions using contexts, but

also showed a simple example autocatalytic reaction network without using any

context. Our future research will focus more on complex autocatalytic reaction

networks, and the extension of the current version of our middleware framework to

deal with reactions without using contexts.

References

1. Milner R (2004) Theories for the global ubiquitous computer. In: Foundations of software

science and computation structures, LNCS, vol 2987. Springer, Berlin, pp 5–11

2. Henricksen K, Indulska J, Rakotonirainy A (2002) Modeling context information in pervasive

computing systems. In: Mattern F, Naghshineh M (eds) Pervasive 2002, LNCS, vol 2414.

Springer, Berlin, pp 167–180

3. Berry G, Boudol G. (1990) The chemical abstract machine. In: Proc. POPL’90, ACM,

pp 81–94

4. Cardelli L, Gordon AD (1998) Mobile ambients. In: Nivat M (ed) Foundations of software

science and computational structures, LNCS, vol 1378. Springer, Berlin, pp 140–155
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Chapter 16

Edge Computing for Cooperative Real-Time
Controls Using Geospatial Big Data

Teruo Higashino

Abstract Recently, sensing technology and Internet of Things (IoT) have much

attention for designing and developing affluent and smart social systems. Although

huge sensing data are collected in cloud, generally cloud systems are facing poor

scalability and difficulty of real-time feedback. In this paper, we focus on geospatial

sensing data welled out continuously everywhere and consider how we can treat

such huge sensing data. Here, first we introduce the notion of “Edge Computing,”

and explain its history, features, and research challenge. Then, we discuss about

how we can apply this notion for designing scalable IoT-based social systems. As

an example, we introduce our recent research work about the development of

IoT-based cyber physical systems (CPS). Especially, we focus on safety manage-

ment in urban districts by estimating up-to-date (real-time) population distribution

and creating pedestrian mobility in urban districts from inaccurate sensing infor-

mation. In urban areas, we might only be able to use heterogeneous sensors with

different accuracy for crowd sensing. Thus, we propose a method for creating

realistic human mobility using such heterogeneous sensors, and explain techniques

to reproduce passages, add normal/emergency pedestrian flows, and check effi-

ciency of evacuation plans on 3D map so that local governments can make efficient

evacuation plans. We also introduce a method for the prediction of vehicle speeds

in snowy urban roads. We believe those IoT-based social systems have enough

scalability and dependability using the edge computing paradigm.
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16.1 Introduction

Recently, sensing technology and Internet of Things (IoT) have much attention for

designing and developing affluent and smart social systems. Cloud computing is

very popular and big data are collected at central cloud servers and their mining

information are fed back to users. It makes large influence for business models of

enterprises, and creates new individual life styles. However, with the progress of

M2M and IoT, a huge amount of big data from giga ordered sensors might be

generated from IoT-based social systems such as ITS (self-driving vehicles and

collision avoidance), smart grid (power control), and crowd sensing systems from

human beings with mobile devices (see Fig. 16.1). In such a situation, it is difficult

to store all of those big data in central cloud servers with reasonable costs. In smart

grid systems, tens of milliseconds order’s controls are required in order for stable

power control. Also, neighboring geospatial data might have strong correlation in

power control systems while distant geospatial data might not have so strong

correlation. Similar situations arise for social systems and applications using

geospatial data such as crowd sensing data, floating car data, and personal data

from mobile phones. Thus, it might be suitable for storing such geospatial data in

local “edge servers” for quickly providing local dependent services in cooperation

with both neighboring edge servers and central cloud servers. As a platform for

IoT-based social systems, the notion of “Edge Computing” [1] has much attention

where small-scale edge servers are located at users’ neighborhood and they coop-

erate with the central cloud servers (see Fig. 16.2).

Crowd control /
energy management

It takes at least a few
hundred milliseconds in

order to provide
responses for sensing

data using cloud servers

Smartphones
collect

environmental
data & human

activities

Cloud systems are used
as basic architecture for

designing sensor systems

Local collaboration
among neighboring
sensors might be

considered (optional)

Central
Cloud

Servers

Environment-aware
urban planning

Data Aggregation

Data processing

Privacy
enhancement

Privacy
enhancement

Preprocessing Preprocessing

Local
collaboration

(optional)

Sensor
measurement

Sensor
measurement

Privacy
enhancement

Preprocessing

Sensor
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Cellular / Wi-Fi network

Outlier filtering, noise
elimination, etc.

Traffic monitoring/control Feedback

Analyze
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Fig. 16.1 Crowd sensing and human behavior sensing using central cloud servers
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In this paper, first we introduce the notion of “Edge Computing,” and explain its

history, features, and research challenge. Edge computing can reduce communica-

tion delay between edge servers and users. Thus, edge servers can provide quick

responses to users. Also, edge servers can represent local computation at users’
devices such as smartphones and small sensors. Soon, edge computing platforms

can be used for several types of social systems such as ITS, smart grid, energy

management, city management, smart city, health care, game, and AR.

Secondly, we propose a method combining curation mechanisms with simula-

tion mechanisms for designing and developing scalable IoT-based social cyber

physical systems (CPS). Especially, we focus on safety management in urban

districts by estimating up-to-date (real-time) population distribution and pedestrian

mobility in urban districts. In urban areas, we might only be able to use inaccurate

sensing information from heterogeneous sensors with different accuracy for crowd

sensing. Thus, we propose a method for creating realistic human mobility from such

heterogeneous sensors, and explain techniques to reproduce passages, add normal/

emergency pedestrian flows and check efficiency of evacuation plans on 3D map.

For this purpose, we introduce our crowd sensing technique using laser range

scanner (LRS) and smartphone-based crowd detection technique. After that, we

introduce our technique for pedestrian flow estimation using those heterogeneous

sensors where we propose a realistic pedestrian mobility called urban pedestrian

flows (UPF) mobility in urban districts [2]. We also discuss about a sensor alloca-

tion problem for human mobility detection. Based on those techniques, we explain

about how we can create efficient emergency plans based on such heterogeneous

crowd sensing devices. In order to consider the guide for commuters unable to get

home in wide urban areas, we need huge geospatial sensing data where neighboring

geospatial data might have strong correlation while distant geospatial data might

not have so strong correlation. Thus, we explain how the edge computing paradigm

can be used for safety management in wide urban districts.

Thirdly, we introduce our recent IoT-based CPS research work for the prediction

of vehicle speeds in snowy urban roads, which has been carried out as the Japanese

Fig. 16.2 Edge computing paradigm
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governmental CPS Integrated IT Platform (CPS-IIP) Project. We define “the

deceleration amount of vehicle speed” as the difference between the average

vehicle speeds on snowy seasons and non-snowy seasons for each target road

segment. We propose a vehicle speed model to predict the deceleration amount of

vehicle speed for each road segment using the regression analysis technique. In

order to predict the deceleration amount of vehicle speed, weather information and

vehicular traffic data are treated as the dominant factors in the regression model

equation. Then, we represent the deceleration amount as the linear regression

expression of those explanatory variables. For busy road segments with frequent

traffic jam in the city centers and main road segments with enough traffic amount

but infrequent traffic jam, we have proposed a method for estimating the deceler-

ation amount of vehicle speed precisely. In snowy regions, the deceleration of

vehicle speeds in bad weather often makes heavy traffic jams and hindrance. By

cooperating with neighboring cities, the local government of each city can make an

efficient snow removal plan and provide adequate traffic information to residents.

We expect the edge computing paradigm can also be used for this research.

The paper is organized as follows: First, in Sect. 16.2, we explain the notion of

“Edge Computing” and its history, features, and research challenge. Then, in

Sect. 16.3, we introduce our recent IoT-based CPS research work for safety man-

agement in urban districts. After that, in Sect. 16.4, we also introduce our recent

research work for the prediction of vehicle speeds in snowy urban roads. Finally, in

Sect. 16.5, we conclude the paper.

16.2 Edge Computing

In the cloud computing paradigm, computing applications, data, and services are

allocated to central cloud servers. Basically those cloud servers are located far from

end users. Thus, it takes much time for end users to communicate with those cloud

servers. On the other hand, as we have described in Sect. 16.1, IoT-based social

systems often require quick responses for end users. Also, neighboring geospatial

data might have strong correlation for such social systems. In “Edge Computing”

paradigm, computing applications, data, and services are allocated to “edge

servers” at peripheries of the network as shown in Fig. 16.2 where edge servers

collect sensing data from their neighboring end users, store those data in their own

edge servers, and provide services quickly to the end users. In the edge computing

paradigm, edge servers autonomously collect neighboring geospatial data and

decide local responses. Cloud servers cooperate with edge servers and regulate

unbalance among edge servers for improving the entire quality of services. It is not

a client–server model. It is a multi-layered hybrid model.
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16.2.1 Real-Time Control of Geospatial Data

Recently, there are a lot of demands for requiring real-time responses for applica-

tions using geospatial data. In near future, much more accurate global navigation

satellite system (GNSS) are expected to become popular. In such a situation, many

vehicles, bicycles, and pedestrians might have sensors for identifying their own

real-time positions. If such positioning data can be used, responses of several tens of

milliseconds might be required for collision avoidance and autonomous running.

More quick responses can lead more intellectual responses for preserving road

safety. However, if we send those positioning data to central cloud servers, it takes

at least several hundreds milliseconds to receive responses from those cloud

servers. Thus some hybrid mechanisms combining central cloud servers and edge

servers are needed where the edge servers have responsibility for tens of millisec-

ond ordered responses for road safety and the central cloud servers have responsi-

bility for total traffic controls in towns. In smart grid research, we also need similar

real-time responses. Assume that several millions of smart meters are installed in a

town. The supply of stable electricity requires 10ms ordered power controls.

Although all the data from those smart meters can be stored in cloud, 10ms ordered

responses are not possible. Similar situations also arise for research about smart

city, future BEMS, environmental controls, and so on. Thus, the research for real-

time controls combining cloud servers and autonomous edge servers is one of the

new and important research themes in edge computing.

16.2.2 History and Research Challenge of Edge Computing

The term “Edge Computing” is not new. It appeared around 2002 associated with

content deliver networks (CDN). Akamai Tech. Inc. provides cloud services. It has

deployed more than 100,000 servers in more than 90 countries. It provides one of

the world’s largest distributed computing platforms. Those servers keep several

types of contents. In this early edge computing, edge servers correspond to CDN

ones. “P2P Computing” started from around 2000. It is considered as the main

precursor of edge computing. File sharing systems such as Napster and Kazaa are

typical P2P systems, and distributed hash tables (DHTs) can be used for developing

scalable P2P systems. Recently, there are a lot of efforts to combine P2P and cloud

computing architectures. If peers contribute and combine their resources with

cloud, the costs of cloud services can be reduced. Peer-assisted services construct

hybrid architectures combining peer and cloud resources. Nano-datacenters, micro-

clouds, community clouds, and edge clouds have been developed (for example,

home alliance). “Fog Computing” substantially overlaps with edge computing. It is

defined by CISCO. It extends cloud computing and services to edges of the

network. Fog services may be hosted at the network and/or end devices such as

set-top-boxes and access points. Fog computing is more related with networks
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while edge computing is more related to P2P computing. Mobility is an important

issue for IoT-based systems. Thus, “Mobile Edge Computing” is also studied.

There are several research challenges in edge computing. We need to consider

edge architecture depending on target applications such as ITS, smart grid, energy

management, smart city, and health care. We also need to consider efficient

mechanisms for data aggregation. The paper [3] provides a survey about (1) routing

protocols for data aggregation and (2) data aggregate functions for data mining. The

paper [4] defines attenuation functions in accordance with the number of hops from

the source. Closer nodes can obtain larger weights so that spatial neighboring

relationship can be well considered. Scalability and real-time control are also

important research issues. Since geospatial big data welled out continuously every-

where cannot be stored in cloud servers, we need to study the followings:

(a) what information processing mechanisms (hybrid mechanism/hierarchical

mechanism) are needed,

(b) what geospatial analyzing mechanisms are useful,

(c) how and when we can discard obtained big data welled out continuously, and

(d) what mining data we should store for intellectual quick responses from edges,

and so on.

The paper [5] summarizes techniques for crowd sensing and human behavior

sensing. Finally, we need to consider security and privacy issues so that IoT-based

social systems can be accepted from many residents. In the paper [6], privacy-

preserving data aggregation protocols are summarized. Also, the paper [7] provides

data aggregation mechanisms for several types of node failure. The paper [8]

provides a technique for privacy-preserving data aggregation for mobile/opportu-

nistic sensing.

16.3 Safety Management in Urban Districts

A small fire occurred at underground Metro Osaka Station in 2012 where a very

small area in a warehouse under the platform was burned due to electric leak.

Seventeen persons were conveyed to hospitals by ambulances. More than 3000

people tried to evacuate to the ground from underground. They could not find where

the fire occurred and which directions they should run away. The number of

pedestrians varies depending on weekday or weekend, and rush hour or daytime.

Up-to-date crowd control at large stations, shopping malls, and underground malls

are very important for disaster mitigation.
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16.3.1 Urban Sensing from Inaccurate Sensing Information

In order for the safety management in urban districts, it is desirable that we can

grasp pedestrian behaviors in target urban districts precisely. In order for grasping

pedestrian mobility in urban districts precisely, we might need to place high-

precision cameras with high density for the target urban districts. However, such

placement might not be possible in many cases because of their costs and privacy

problems. We might be able to use only heterogeneous sensors with inaccurate

sensing ability. Here, we consider methods for creating pedestrian mobility from

such inaccurate sensing information with reasonable precision and costs. In

Fig. 16.3, we show a method for roughly grasping pedestrian behaviors in target

urban districts. In the method, we use the following procedures:

(1) We enumerate movable routes from commercial city maps.

(2) Then, population distribution and mobility for each 100m cell are estimated.

(3) In order to estimate population distribution of crowds in buildings, underground

malls, and cities precisely, we use heterogeneous sensors such as LRS, cameras,

and smartphones.

(4) We also use an urban simulator for creating pedestrian mobility in normal

situations and emergency situations of urban districts (see Fig. 16.4).

The proposed method is an IoT-based CPS. Based on the notion of CPS, we

create techniques to reproduce passages, add normal and emergency pedestrian

(1) We enumerate movable routes
from commercial city maps.

(4) We also use an urban simulator
     for creating pedestrian mobility
     in normal situations & emergency
     situations of urban districts.

(2) Population distribution
   and mobility for each

       100m cell are estimated

(3) In order to estimate population distribution of crowds in
     buildings, underground malls and cities precisely, we
     use heterogeneous sensors such as LRS, cameras
     and smartphones.

1,200persons/h

1,300persons/h

850persons/h

300persons/h

Mobile spatial
statistics

Fig. 16.3 Safety management in urban districts based on edge computing paradigm
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flows, and check efficiency of evacuation plans on 3D map so that local govern-

ments can make efficient evacuation plans (e.g., evacuation planning for fire and

flooding of target underground malls). Depending on date/time and real-time

situations of disaster victims, we might create the corresponding pedestrian mobil-

ity and carry out several types of evacuation plans by simulation. By storing several

types of simulation results in cloud (or edge) servers in advance, we can provide

suitable evacuation routes and disaster information to their smartphones in real-

time (see Fig. 16.5).

Pedestrian flow Simulation

Disaster Mitigation & Rescue Support

# of visitors
for buildings

Laser Range Scanner

Security Camera

Urban Sensing/Simulation Technology

3D visualization of crowd and
synthesizing disaster mobility

Fig. 16.4 Safety management in urban districts
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loT based Cyber Physical Systems

City Simulation
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Real Environments
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Real World
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Urban Areas &
Supping Malls

Behaviour Sensing
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Fig. 16.5 IoT-based cyber physical systems (CPS)
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16.3.2 Crowd Sensing Using Heterogeneous Sensors

Here, we focus on up-to-date crowd control at large stations, shopping malls, and

underground malls, and explain about our techniques for (1) LRS-based crowd

sensing and (2) smartphone-based crowd detection. Note that the aim of this paper

is not to improve the accuracy of sensing devices but to roughly grasping human

behaviors in urban districts from heterogeneous sensors.

16.3.2.1 Laser Range Scanner-Based Crowd Sensing

In urban areas, several cameras might be installed for ensuring safety of the city.

Several techniques for counting and/or tracking the number of pedestrians in urban

areas have been proposed so far [9]. The paper [10] detects specific shape such as

human face and counts the number of pedestrians. The paper [11] proposes a

regression analysis-based method by considering the relationship between the

image feature amount and the number of pedestrians. Those techniques are very

useful. However, there exist privacy problems when we use cameras. Thus, we have

proposed a LRS-based pedestrian tracking method [12].

LRS-based pedestrian tracking has been considered a reasonable solution for

crowd behavior sensing in public space because it has privacy-preserving feature.

LRS only captures distance to target pedestrians and thus tracking can be completed

in an anonymous manner. Although it has powerful tracking capability, the number

of pedestrians in crowded regions is often underestimated due to the occlusion

problem when we measure human bodies. We might temporally lose back pedes-

trians when multiple people cross each other. Also, many people might stand in

front of interesting booths where foreground people can be detected while inner/

back people cannot be detected. To cope with this problem, we have built an

empirical model that identifies the relationship between actual crowd density and

the number of pedestrians captured by LRSs. In the paper [12], we propose a

method combining a pedestrians’ trace detection method and a crowded cell

detection method, and estimate the total number of people in crowded regions.

The first step of human crowd detection is to find locations of individual

pedestrians based on raw measurements from LRSs. At first, we identify stationary

objects like walls and obstacles. For this purpose, we collect distance measurements

from LRSs when there are no pedestrians in the environment, and store those values

in the database. After that, we identify the reflection points that come from moving

human bodies. In human body detection, the system first compares each LRS

measurement di with the background distance bdi in the corresponding direction.

If the difference between di and bdi is less than a pre-defined threshold, the system

regards the reflection point to be formed by a stationary object and thus excludes it

from the set of reflection points. Then, the system estimates the body of each

pedestrian. The body of each pedestrian usually forms multiple reflection points

in contiguous directions. Thus, the system seeks a cluster of reflection points
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representing a single pedestrian. In a case that multiple LRSs are deployed in the

environment, the system independently applies the above algorithm for the mea-

surements. Thus several human locations can be generated for a single pedestrian

when the coverage areas of multiple LRSs overlap. In such a case, the system

merges human locations within 25 cm into one, and regards the centroid of those

human locations as the position of a single pedestrian.

When the system connects sequential multiple traces, some sub-traces might be

lost due to the occlusion problem. In such a case, the system fills vacant sub-traces

so that two disjoint traces can be merged by considering the moving direction of

two disjoint traces and their speeds. Since measurement intervals of LRSs are

typically a few tens of milliseconds (e.g., 0.025 s for UTM-30LX [13]), the max-

imum distance that a pedestrian can move during contiguous time steps is no more

than 10 cm. It is usually much less than the minimum distance to neighboring

pedestrians, and thus we can accurately associate the human locations that belong

to the same pedestrian by finding the nearest human location at the previous

time step.

In sparse areas, we can fill vacant sub-traces of pedestrians in most cases even if

the occlusion occurs. On the other hand, at interesting booths, many people might

exist in narrow areas. Thus, they might not be able to be detected accurately due to

occlusion by other pedestrians. In such a case, the system might frequently miss the

presence of human crowds. Thus, the next step is to detect crowded cells and

estimate their cell densities so that we can estimate the number of people in a target

area. As a solution to this problem, we have built an empirical model that identifies

the relationship between the estimated crowd density and the actual crowd density

based on our preliminary simulation experiments. Then we use this empirical model

to estimate the density of pedestrians in those cells.

We have conducted simulations to obtain the empirical model for this crowd

density estimation. In the simulation, as shown in Fig. 16.6, a target area of 30m �
30m is divided into grid cells of 2m � 2m. We have deployed five LRSs at all the

corners as well as at the center of the target area. We have synthesized several

laser ray

micro-cell

2m

outer cell visibility = inner cell visibility =
+ +

Fig. 16.6 Detection of crowded cells
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human mobility models. We divide each grid cell into smaller square sub-regions of

0. 2m � 0. 2m (i.e., micro-cells). We define that a micro-cell is covered if at least

one laser ray from five LRSs passes over it. The inner cell visibility (ICV) is defined

by the ratio of the micro-cells that are covered by laser rays over all of the micro-

cells. If the value of the ICV is low, the pedestrian density of the corresponding cell

is expected to be rather high. The ICV can be used for estimating the pedestrian

density of each cell. On the other hand, the outer cell visibility (OCV) is defined as

the visible ratio of target cells from outside using LRS. The OCV can be used for

estimating the areas of crowded cells. We have carried out the simulation about

30,000 cell samples. Then, we empirically construct the visibility-density model,

and estimate the number of people in the target crowded cells. From the experi-

ments, about 70–80% of human crowd detection becomes possible while the naive

algorithm can only achieve 6–28% of human crowd detection for crowded situa-

tions (for details, see [12]).

16.3.2.2 Smartphone-Based Crowd Detection

Next, we introduce our approach for estimating crowd density and smoothness of

pedestrian flows in public space by participatory sensing with mobile phones [14].

By extracting the motion-based features and the audio-based features from the

accelerometer readings and audio recordings, respectively, each phone classifies

the behavior of its surrounding crowd into four categories: (i) low density (L),

(ii) medium density (M), (iii-a) high density with smooth flows (H/Sm), and (iii-b)

high density with intersections (H/Cr). The low density (L), medium density (M),

and high density (H) denote (1) less than 1.0 persons/m2, (2) 1.0–2.5 persons/m2,

and (3) more than 2.5 persons/m2, respectively. The high density with smooth flows

(H/Sm) denotes that the ratio of the moving directions with less than 45∘ between

neighboring two persons is more than or equal to 70%. It means that most of

pedestrians move similar directions. The high density with intersections (H/Cr)

denotes the ratio is less than 70%. It means that many pedestrians move different

directions in crowded situations.

From our observation, as the crowd density increases, low frequency compo-

nents below 10KHz exhibit larger power. To clarify this difference, we also show

the average amplitude of each frequency component over all the collected audio

recordings in Fig. 16.7. Due to the crowd noise, especially the frequency compo-

nents below 2KHz get significantly larger under the higher densities. Based on the

observation, we extract frequency components below 2KHz from the audio record-

ings of the recent 60 s, and calculate the sum of all the amplitude values of those

frequency components. The estimation results from multiple phones are associated

with their phone locations and collected to a server. By integrating data from those

multiple phones, the system estimates the situations of pedestrian flows at each

region. The congestion levels could be reliably distinguished by a machine learning

algorithm. We employ the k-nearest neighbor algorithm to construct a classifier to

estimate the congestion categories based on the audio-based features.
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Analyzing the measurement data from our preliminary experiment, we have

found that time intervals between the walking steps have strong correlation with the

congestion levels. Figure 16.8 shows typical examples of step intervals with

different congestion categories. As shown in the figure, the pedestrians walk with

almost regular step intervals in the crowd categories with L, M, and H/Sm. On the

other hand, under the category H/Cr, the step intervals significantly vary since they

often slow down or even stop to avoid collision with his/her surrounding pedes-

trians who walk toward different directions. In Fig. 16.8, the H/Cr category shows

larger amplitude for step intervals. In addition, the average step intervals with H/Sm

and H/Cr tend to be longer than those with L and M. This is why pedestrians need to

walk at a bit slow and similar speeds with their preceding pedestrians when they

walk through in such crowded situations. In Fig. 16.8, the categories H/Sm and

H/Cr show longer step intervals.

Figure 16.9 shows the results of crowd sensing using noise detection and

accelerometers of smartphones. Here, the crowd sensing methods using noise

detection and accelerometers of smartphones are denoted as “microphone-based
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method” and “acceleration-based method”, respectively. In the microphone-based

method, each smartphone can classify the categories of L, M, and H with the

accuracy of 70–76% (their average is 74%). In our method, the system collects

multiple sensing data from neighboring smartphones, aggregates them, and finds

their majority. By aggregating them, those smartphones can cooperatively classify

the categories of L, M, and H with the accuracy of 76–84% (their average is 80%).

On the other hand, in the acceleration-based method, each smartphone can classify

the categories of (L or M), H/Sm and H/Cr with the accuracy of 68–74% (their

average is 71%). By aggregating multiple sensing data from neighboring

smartphones, those smartphones can cooperatively classify the categories of (L or

M), H/Sm and H/Cr with the accuracy of 81–87% (their average is 83%).

In real usage, the positions of smartphones might be different. Some pedestrians

might have their smartphones by hands, in their pockets or in their bags. The

reliability of estimation is different from the positions of smartphones. We roughly

estimate the positions of smartphones and apply more intellectual aggregation

methods. Then, we can achieve 91% as the average estimation ratio for classifying

the four categories of L, M, H/Sm, and H/Cr; for details, see [14].
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16.3.3 Pedestrian Flow Estimation Using Heterogeneous
Sensors

In real urban areas, the number (density) of pedestrians varies depending on time

and locations. We might only be able to use heterogeneous sensors for crowd

sensing (see Fig. 16.10). Here, we introduce our method to create realistic human

mobility using sensing data from heterogeneous sensors, which reproduce the

walking behavior of pedestrians in urban areas. In the method, we can only use

inaccurate information about the densities of pedestrians observed at multiple

observation points. We do not care about how such densities of pedestrians can

be obtained. We can use several types of heterogeneous sensors as shown in

Fig. 16.10.

16.3.3.1 Urban Pedestrian Flows Mobility

In [2], we have proposed a method to create the UPF mobility scenarios from given

densities of pedestrians observed at several observation points. Our method derives

a UPF mobility scenario that reproduces the walking behavior of pedestrians

consistent with the observed densities, using linear programming (LP) techniques.

The method targets reproduction of the walking behavior of pedestrians in city

sections, stations, shopping malls, and so on. Given the average densities of

pedestrians on certain streets, which can be easily obtained by fixed point obser-

vations, and a set of walking paths pedestrians are likely to follow, the method

determines flows of pedestrians using linear programming (LP) techniques. Also,

the maximum error between the observed density and the corresponding derived

density is minimized so that we can reproduce realistic movement of pedestrians.

For creating the UPF mobility, we observe node densities at multiple observa-

tion points, enumerate pedestrians’ moving routes for the target area (e.g., a route
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Fig. 16.10 Human mobility generation using heterogeneous sensors
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from a station to a department store). Figure 16.11 shows blocks for a 500m �
500m area in front of Osaka Station, Japan. In Fig. 16.11, we specify multiple

observation points (OP1,OP2,OP3, andOP4) and count the number (or density) of

pedestrians (P1,P2,P3, and P4) for the corresponding observation points, respec-

tively. At the same time, we enumerate pedestrians’ moving routes (routeA, routeB,
and routeC) for the target area. For the case of Osaka Station, there are several

departure/arrival points for pedestrians’ moving routes such as stations, department

stores, major office buildings, and hotels. If there are n departure/arrival points, we

might assign n� (n� 1) shortest paths by enumerating all possible combinations as

the pedestrians’ moving routes. Let NA, NB, and NC denote the numbers

(or densities) of pedestrians walking along with routeA, routeB, and routeC, respec-
tively. In Fig. 16.11, the number (or density) of pedestrians at the observation point

OP2 must be close to the sum NB + NC of the numbers (or densities) of pedestrians

walking along with routeB and routeC. Such constraints for the four observation

points are described in Fig. 16.11. We can describe the constraints for all the

observation points as linear constraints for a linear programming (LP) problem.

We can specify the objective function for the LP problem so that the numbers of

pedestrians derived from the LP solver are close to the numbers of pedestrians

observed at the observation points. If we can only use inaccurate sensors for

counting the numbers of pedestrians at specific observation points, we might

specify the constraints of the LP problem so that the differences (observable errors)

between the derived numbers of pedestrians and the corresponding observed ones

for such observation points might be a bit larger than the ones for accurate sensors.

Using a LP solver, we can estimate the numbers (or densities) of pedestrians for all

pedestrians’ moving routes routeA, routeB, and routeC, which can minimize the

observable errors.

In our experiments, we have measured the average densities of pedestrians on

33 streets in a 500m � 500m area in front of Osaka Station for about a half hour.

The maximum error between the observed densities and derived densities was only

9.09% [2].

Fig. 16.11 Generation of urban pedestrian flows (UPF) mobility
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Mobile ad hoc networks (MANETs) are expected to be very useful and impor-

tant infrastructure for achieving future ubiquitous society. However, designing

MANET protocols and applications is very complicated since it is hardly possible

to build large-scale and realistic testbeds in the real world for performance evalu-

ation. Thus there are demands for methodologies that allow us to design, analyze,

and validate given applications in simple and inexpensive ways. Thus, we have

designed and developed MobiREAL simulator [2] by extending the network sim-

ulator GTNetS [15], developed at the Georgia Institute of Technology. The main

features of MobiREAL are twofold: First, MobiREAL introduces an original model

called the condition probability event (CPE) model to describe the dynamic behav-

ior of pedestrians, such as adjusting walking speeds and directions to avoid collision

with neighbors and obstacles, and stopping at a traffic signal. By the CPE model, we

can also describe the interaction between pedestrians and networks, e.g., we can

describe a scenario that a mobile node makes a detour when it receives traffic jam

information through MANETs or cellular networks. MobiREAL is developed by

integrating the framework to enable the interaction between mobile nodes and

network applications. By incorporating this CPE model into UPF mobility scenar-

ios, the reality of simulations is considerably improved. Secondly, MobiREAL

provides a suite of useful tools. With a visualization tool called an animator, the

results of simulations can be analyzed easily and intuitively. The animator can

visually animate the movement of nodes, network topology, packet propagation,

and so on, and can also show statistical information like node density and the packet

error rate observed in each sub-region (see Fig. 16.12).

16.3.3.2 Sensor Allocation for Human Mobility Detection

In order to create accurate pedestrian flows for a target area using UPF mobility, we

need to install an adequate number of sensors at adequate places, which can count

the numbers (or densities) of pedestrians. However, the number of sensors and their

deployed locations greatly affects the performance of the human mobility detection.

Fig. 16.12 MobiREAL simulator for designing MANET protocols and applications
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In our experiments, we have found that the human mobility detection ability has

significant performance difference for several scenarios with different sensor set-

tings. Therefore, we have designed and developed a human mobility sensing system

simulator called “HumanS” [16]. HumanS is a multi-agent simulator that works

with geographic information system (GIS) and the UPF mobility is used for its

mobility generation. It models realistic movement of pedestrians and behavior of

sensors that capture their mobility.

There are many types of sensors such as LRSs, infra-red-based position sensitive

detectors, and image/thermo analyzers to detect objects. We provide a generalized

model of those sensors, and such sensors can be placed on any locations in a given

map to detect the presence of people in the sensing area. The sensor model is

specified by scan range, scan angles, and scan intervals, as well as scan blocking

conditions that are directly related with detection errors. Motion detectors such as

accelerometers and digital compasses can also be modeled and associated with

human agents. It stores and manages the scanning data in a single GIS database by

appropriately tagging their time and locations. Therefore, spatial and temporal

queries, which are needed in sensor data analysis, can be processed in an efficient

way. Figure 16.13 denotes a snapshot of HumanS. It visualizes sensor locations,

sensing regions, and human locations and their mobility on GIS map, which helps

intuitive awareness, recognition, and analysis of events in the simulation.

HumanS can produce passages and estimate how many percentage of pedestrian

flows can be detected by the installed sensors. It can also evaluate where those

Fig. 16.13 Snapshot of

HumanS
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sensors should be installed. It provides a solution for the optimal sensor allocation

problem.

In order to validate the usefulness of HumanS, we have modeled and simulated

an underground city of Osaka that has a huge number of visitors (totally 600,000

people/per day). We have focused on a 300m � 300m square region in the district

and set 22 origin/destination points in the region, which were selected from the

entrances of office/commercial buildings and stations as well as stairs from/to the

ground level. The generation rates of human agents have been decided based on the

real population data of surrounding office buildings and stations to create a realistic

flow of walking people. We have used the LRS model with 10m maximum range,

60∘ of angle (with 3∘ angle resolution), and 2 s scan interval. Since the LRS model

cannot detect objects behind others, there are always miscounting of people. We

have given the following scenarios for observing the impact of sensor dependent

properties on the performance of the target sensing system.

(a) Thirty-seven “perfect” sensors on all pathways are deployed where every

pathway has a sensor, which can perfectly count the number of people that

reside in the sensing region without errors

(b) Thirty-seven LRSs on all pathways are deployed where every pathway has a

LRS

(c) Twenty-two LRSs on pathways connected to entrances are deployed where

only pathways close to origin/destinations are monitored by LRSs

(d) Additional four LRSs are deployed in Scenario (c) where their locations are

manually chosen based on the simulation results

Scenario (a) has achieved the best accuracy of the estimated density (the average

error of density is 0.013 persons/m2 (10%) while that of Scenario (b) is 0.017

persons/m2 (17%). This 7% difference is due to the difference of sensor capability,

which is significant in sensing systems. Also, only 11,031 people out of 14,013 can

be detected by LRS in Scenario (b) (i.e., the detection ratio ¼ 79%). In Scenario

(c), we can see large errors on pathways without LRSs, but the average error is

0.027 persons/m2 (28%). According to the simulation result of Scenario (c), we

have tried to improve the accuracy by adding a limited number of LRSs in Scenario

(d). As a result of adding only 4 LRSs, we could substantially improve the accuracy.

The error has become 0.014 persons/m2 (14%), which is very close to the perfor-

mance in Scenario (b).

16.3.4 Emergency Planning Based on Crowd Sensing

In emergency situations, people might take unusual behavior. There are some

research work for creating pedestrian mobility in emergency situations. EXODUS

is one of the most famous simulation software for analyzing emergency situations

[17], which is developed by Fire Safety Engineering Group (FSEG), Faculty of

Architecture, Computing and Humanities, University of Greenwich. It provides
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several pedestrian mobility in emergency situations such as fire of buildings,

disasters, accidents of vehicles, airplanes, and ships.

In Sect. 16.3.3, we have described a method for pedestrian flow estimation using

heterogeneous sensors. The method can be used for pedestrian dynamics/circula-

tion analysis in normal situations. We can evaluate time necessary to move from a

station to a destination using MobiREAL simulation. Since MobiREAL has the

CPE model, and the CPE model can make pedestrian behavior change using if-then

rules with probabilities. Digital signage might be able to make pedestrian behavior

change by showing alternative routes when a main route is very crowded.

MobiREAL can evaluate such situations. It also has a facility to show pedestrians’
moving behavior as 2D/3D animation. Here, we consider to use those facilities for

emergency planning in an undergroundmall in front of Osaka Station. Figure 16.14a

shows a normal pedestrian mobility of an underground mall in front of Osaka

Station. Using the CPE model, we can describe a pedestrian mobility where most

of pedestrians rush to neighboring stairs when a disaster occurs. Figure 16.14b

shows such a situation. We can also specify the maximum traffic per minute for

each stair. Our simulator can simulate a situation where those pedestrians evacuate

to the ground from the underground mall based on the maximum traffic of each stair

(see Fig. 16.14c). Thus, we can evaluate the total time necessary for those pedes-

trians to evacuate to the ground from the underground mall when a disaster occurs.

Also, by providing several types of information to pedestrians using digital signage

and smartphones, we can compare the performance of multiple emergency plans.

Fig. 16.14 Creation of pedestrian mobility for emergency situations. (a) Normal situation. (b)
Pedestrians rush to stairs. (c) Pedestrians evacuate to the ground
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We create techniques to reproduce passages, add normal/emergency pedestrian

flows, and check the efficiency of evacuation plans on 3D map so that local

governments can make efficient evacuation plans (e.g., evacuation plans for fire

and flooding at target underground malls). Depending on date/time and real-time

situations of disaster victims, we can provide suitable evacuation routes and disaster

information to their smartphones based on such simulation results.

16.3.5 Edge Computing Paradigm for Safety Management
in Urban Districts

We assume that each building, mall, hotel, and station has its own crowd sensing

information using the method shown in Fig. 16.3. By merging those crowd sensing

information, we can create crowd sensing information for a given urban district.

For the guide for commuters unable to get home, we need to estimate com-

muters’ mobility in urban areas. They might use public transportation, drive their

own cars, or walk. How can we estimate commuters’ mobility precisely? How can

we obtain such mobility information in real-time? For estimating commuters’
mobility, we need huge geospatial sensing data.

As shown in Fig. 16.15, in order to create vehicular mobility in urban areas, we

might need (a) road maps and traffic jam information, (b) probe (floating) car data,

and (c) mobile phone users’ data. In order to create pedestrian mobility in urban

areas, we might need (c) mobile phone users’ data, (d) route map of trains/buses,

and (e) passengers’ getting on and off data. By combining those geospatial sensing

data, we need to create vehicular and pedestrian mobility in urban areas. Based on

those mobility, we can consider several guide plans for commuters unable to get

home.

Fig. 16.15 Guide for commuters unable to get home
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Thus, for the guide of commuters, we need huge geospatial sensing data. Those

sensing data vary day by day, time by time. For the guide, neighboring geospatial

data might have strong correlation while distant geospatial data might not have so

strong correlation. Thus, it might be suitable for storing such geospatial data in local

edge servers in order to provide location dependent services. Central cloud servers

can cooperate with edge servers and provide total control mechanisms for metro-

politan areas.

16.4 Prediction of Vehicle Speeds in Snowy Urban Roads

In this section, we introduce our recent CPS-based research work for the prediction

of vehicle speeds in snowy urban roads [18]. Sapporo City, Japan has a population

of 1.9 million, and the average snowfall in winter is 597 cm. Sapporo City is known

as the most snowfall city in the cities with more than one million population in the

world. Thus, efficient planning of clearing snow is a crucial problem in Sapporo

City. As shown in Fig. 16.16, winter roads in snowfall cities have a lot of snow, and

their road depths become rather narrow in winter. Also, their road surface condi-

tions are drastically changed depending on snowfall, temperature, traffic amounts,

and so on.

We have carried out the Japanese governmental CPS Integrated IT Platform

(CPS-IIP) Project [19]. In CPS-IIP Project, we are studying efficient snow removal

work in Sapporo City using floating car data and weather data. We also study to

estimate travel time in winter (speed drop of vehicles in snowfall).

Here, we classify winter urban road segments into three categories: (1) busy road

segments with frequent traffic jam (mainly, road segments in the city center),

(2) main road segments with enough traffic amount but infrequent traffic jam

(mainly, road segments from residential areas to the city center), and (3) other

road segments such as community roads without traffic jam. From our preliminary

investigation, we have found that the snowy roads of category (1) are frequently

cleaned, and their vehicle speeds are mainly explained by the vehicle speeds of the

previous day (or on the same day of a week) although they are also affected by the

Fig. 16.16 Typical snowy road surface conditions
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snow amount and temperature. On the other hand, the vehicle speeds on road

segments in category (2) have a certain correlation with the temperature, snow

depth, new snowfall, and vehicle speed on the previous day. For example, as shown

in Fig. 16.17, the main roads in Sapporo City with at least two lanes have strong

correlation between snowfall and speed drop while low traffic roads have weak

correlation. Note that the road segments in category (3) have weak correlations with

those factors, that is, vehicle speeds of community roads depend on locations, road

widths, and frequency of snowplowing. Thus, we focus on roads in categories

(1) and (2), and aim to predict their vehicle speeds so that the commuters can

estimate how much time they need for commuting to work before they leave their

home in the morning. We use weather information and vehicular traffic data to

predict the deceleration amount of vehicle speed on each road segment.

Here, we explain the basic idea to predict the vehicle speed on snowy roads using

weather information and vehicle traffic data. We define “the deceleration amount of

vehicle speed” as the difference between the average vehicle speeds on snowy

seasons and non-snowy seasons for target road segments. For example, we denote

that the deceleration amount of vehicle speed is� 15. 0Km/h if the average vehicle

speeds are 20.0 and 35.0 Km/h on the road segment in snowy seasons and non-snow

seasons, respectively.

Fig. 16.17 Correlation between snowfall and speed drop
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We propose a vehicle speed model to predict the deceleration amount of vehicle

speed for each road segment using the regression analysis technique. In order to

predict the deceleration amount of vehicle speed, weather information and vehic-

ular traffic data are treated as the dominant factors in the regression model equation.

We represent the deceleration amount as the linear regression expression of those

explanatory variables. Note that in Japan, the snow depth is measured at the weather

stations and that the detailed weather information for most cities is obtained at

Japan Meteorological Agency [20]. In the below, we explain how to find those

explanatory variables and give their weights in order to estimate the deceleration

amount of vehicle speeds with high accuracy.

We apply a multiple regression analysis method for finding major factors for

estimating speed drop for each road segment, and we have found some major

factors (explanatory variables) shown in Fig. 16.18. Then, we construct a linear

regression expression of those explanatory variables as follows:

Speed Drop ðKm=hÞ ¼ Initial value p0 þ p1 � ðSnow depthÞ þ p2 � ðNew snowfallÞ
þ p3 � ðSnow depth one day beforeÞ þ p4 � ðHighest temp: one day beforeÞ
þ p5 � ðSpeed in summerÞ þ p6 � ðSpeed drop one day beforeÞ

We use a floating car data for estimating the values of the coefficients p0, p1, . . .,
p6. Depending on roads, the values (coefficients) of parameters p0, p1, . . ., p6 vary.
Some explanatory variables do not affect the value of the above “Speed Drop.”

Thus, such explanatory variables are omitted using Akaike’s information criterion

[21, 22].

Figure 16.19 denotes the estimated speed drop and its real one for a typical road

segment in category (2).

We have evaluated the difference between estimated speed drops and real ones

for 7289 road segments in Sapporo City. We have collected floating car data and

coefficient t-value

Initial value +8.071

Snow depth(cm) -0.0470

New snowfall(cm) -0.0453

Snow depth one day
before(cm) -0.0539

Highest temp. one day
before(°C) +0.207

Speed in summer(km/h) -0.202

Speed drop one day
before(km/h) +0.632

+6.10

-4.63

-2.49

-3.09

+4.39

-6.99

+19.77

ParametersFig. 16.18 Multiple

regression analysis
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weather information for 20 days from Feb. 1, 2013 for those 7289 road segments.

Then, we have estimated the values (coefficients) of parameters p1, p2, . . ., p6 for

each of those 7289 road segments, and apply those values for estimating vehicle

speeds of the corresponding road segments for 8 days from Feb. 21, 2013. The

estimation errors for vehicle speeds of 3419 road segments are less than 4.0Km/h.

Our method could not precisely predict vehicle speeds for 2779 road segments

because the accurate average speeds cannot be obtained for those road segments.

Most of those 2779 road segments belong to the community roads in the category

(3). The precision of the model depends on the number of floating cars. If we can

obtain more floating car data for target road segments, more precise estimation of

vehicle speeds becomes possible. From the graph in Fig. 16.20, if we can collect

more than 30 floating car data per day for a target road segment, we can estimate its

vehicle speed in winter with less than 4.0Km/h estimation errors and more than

70% probability; for details, see [18].

Here, we introduce a method for predicting the deceleration of vehicle speeds in

snowy regions and apply the method for Sapporo City. There are several cities near

Sapporo City. Those cities also need efficient snow removal plans and prediction of

the deceleration of vehicle speeds in bad weather. Those neighboring cities also

have similar trends for snowfall and deceleration of vehicle speeds in bad weather.

Thus, by cooperating with neighboring cities, the local government of each city can

make a more efficient snow removal plan and provide more adequate traffic

information to residents. We expect the edge computing paradigm can be used

for those purposes.
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16.5 Conclusion

In this paper we have introduced the notion of “Edge Computing,” and explain its

history, features, and research challenge. Then,we introduce our recent twoCPS-based

research work for safety management in urban districts and prediction of vehicle

speeds in snowy urban roads. For constructing affluent and smart social systems, we

need to consider scalability and real-time feedbackmechanisms.We believe the notion

of edge computing and CPS-based research can contribute for those purposes.

Our future work is to apply the methods introduced in Sects. 16.3 and 16.4 for

wider urban districts and actually evaluate the usefulness of the edge computing

paradigm quantitatively.
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Chapter 17

Challenges of Application of ICT in Cattle
Management: Remote Management System
for Cattle Grazing in Mountainous Areas
of Japan Using a Smartphone

T. Gotoh, M. Maeda, O. Hirano, M. Nishiki, T. Fujita, T. Shibata,

Y. Takayama, K. Yokoo, T. Nishidoi, H. Urabe, T. Ikenouchi, T. Ninomiya,

M. Yoshida, J. Sugiyama, T. Sasaki, S. Sawane, and A. Muranishi

Abstract We created an information and communication technology system to

monitor the feeding of grazing cattle, comprising the following elements: (1) actu-

ators, including an audio player, feeder, and stanchion (an equipment for locking

cattle neck during feeding); (2) wireless nodes with Wi-Fi connectivity to control

the actuators; (3) Internet protocol (IP)-addressed cameras with Wi-Fi connectivity;

(4) a wireless access point enabling the wireless nodes and IP cameras to connect to

a wired network using Wi-Fi; and (5) a Web server that communicates with the

wireless nodes and delivers a control graphical user interface for use by farmers.

Farmers can call cattle towards an IP camera and feed them by using a smartphone

without being physically present on the farm. Next, we constructed a received

signal strength-based location system for grazing cattle. This included monitoring

the location of cattle on pastures in mountainous areas, where issues to be consid-

ered included low energy consumption for battery operation and radio propagation

degradation due to the undulating topography of the pastures. To evaluate the
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proposed algorithm, an experimental study was conducted in a pasture with an area

of 2 km2. We also provided a means to view the locality on a smartphone by

creating an application that connects to this system. In this study, we created two

systems controllable via a smartphone, one system to call cattle and the other to

monitor their locations. These systems could be very useful to farmers in control-

ling and monitoring cattle grazing.

Keywords Grazing cattle • ICT control • Smartphone • Remote feeding • Remote

catching • Location monitoring of cattle

17.1 Background and Introduction

How can we apply information and communication technology (ICT) in agriculture

in Japan? First of all, we have to know the actual situation of agriculture in Japan,

especially the target area on which we want ICT to apply. We would like to

introduce the current situation of agriculture, especially beef production situation

of our target field and discuss how we apply ICT to improve the production system

and apply for it.

17.1.1 The Current Situation of Agriculture in Japan

Japan exports industrial goods like cars and electrical products to overseas coun-

tries in exchange for foreign currency. In addition, domestic agriculture has tradi-

tionally been protected by refraining from importing food. However, at the

beginning of 1990 as a result of the Uruguay Round, Japan agreed to import staple

foods like rice, beef, and oranges [1]. Now Japan has low food self-sufficiency

(40%) [2]. The availability of cheap imported food has damaged Japanese agricul-

ture. As much as 73% of the total land in Japan is mountainous. Rice as a staple

food is produced on flat areas.

17.1.2 Current Situation of Beef Production in Japan

Regarding beef production, Japan has a special breed, the “Wagyu (Japanese

black),” which produces excellent marbled beef with more than 50% intramuscular

fat. Because the Japanese beef market prefers marbled beef with a large percentage

of intramuscular fat, farmers have set up feed lots on flat areas without attached

grass lands, and have managed intensive feeding using a vast amount of imported

grain feed. To produce Wagyu beef, farmers require between 4000 and 5000 kg

grain feed per head over 30 months, 90% of which is imported. Moreover, the
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business of beef production is fraught owing to rising prices of imported feed and

the distorted structure of the beef production business, which indicates the percent-

age of cost of current beef production to the price in Japan mostly become greater

than 90% (data not shown, authors calculated value in the university farm).

Government and local administrations are protecting farmers by providing large

subsidies. Nevertheless, heavy dependence on imported feed places Japan in a

precarious situation. In addition, livestock-related epidemics, such as bovine

spongiform encephalopathy (BSE) and foot and mouth disease, have caused serious

damage to the management of beef production in Japan. The beef production

system dependent on imported grain feed is destined to amplify anxiety over food

safety in the future, as a result of possible outbreaks not only of BSE, but also of

unknown infectious diseases, since contaminated food may be imported into Japan.

Japan, as one of the developed countries, should consider the food balance in the

world and shift to safe high quality beef production using domestic grass resources,

by shaking itself free from a system dependent on imported feed. To achieve this

laudable idea, we need to focus on the mountainous and foothill areas, as well as

agricultural lands in Japan that have been abandoned (Fig. 17.1).

Basically, cattle have an important ecological niche that capitalizes on the

symbiotic relationship between fiber fermenting ruminal microbes and mammalian

demand for usable nutrients as a ruminant. Beef cattle produce “meat” from grass

resources as a source of protein after microorganisms in the rumen break down

plant fibers that humans cannot digest. We would like Japanese cattle to supply beef

for the Japanese population by utilizing domestic grass resources on mountain

slopes, foothills, and abandoned agricultural lands. In fact, there are large tracts

of land that remain unused, since 50% of the Japanese population is concentrated

on only 14% of the total land. Typically, most of the Japanese population live in big

cities such as Tokyo and Osaka, while in the mountainous and foothill areas the

number of depopulated villages with more than 50% of their inhabitants over

65 years of age is increasing rapidly. To conserve such areas, it is most important

for Japan to retain the natural environment, as well as endemic plants and animals.

Fig. 17.1 Cattle grazing on an abandoned agricultural land: (a) image when grazing started, and

(b) image after 3 months
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17.1.3 Our Aim to the Future: A New Management System
of Cattle by ICT

This is also important in countries that aim for harmony between people and nature,

material circulation, and higher food self-sufficiency. At present, the government is

recommending using abandoned agricultural lands as grazing for cattle, but this

system is still very primitive. To replace the current beef production system, we

envisaged constructing a new beef production system for use in mountainous and

foothill areas using ICT. This system would not only encourage food production,

but also create a new ethical industry for future generations. Sixty-six percent of the

national land is forest [3] in Japan. Industries related to forestry also seem to be

under pressure, and there are not many successors. This situation is untenable. As

previously mentioned, cattle are relatively large animals that can convert plant

resources into protein, i.e., beef and milk. Therefore, relying on cattle grazing and

ICT technologies, we set out to create a novel mountainous silvopasture system

making use of depopulated remote areas (Fig. 17.2).

In the case of beef cattle in the mountain, farmers have to check their health, heat

cycles, calving, safety, and so on. Mostly their pastures were located far away from

their house because they live in the foot of mountains. Moreover, their checks to

cattle have hard work and have to spend transportation fee daily. Normally when

present in the pasture, farmers call their cattle to feed using behavior based on

conditioned reflex. Previously we constructed calling and locking system by using

Fig. 17.2 Images of a farm in a mountainous area (Nakahora farm (a & b) pictures by Okada, and
Kuju Agricultural Research Center, Kyushu University (c), by Gotoh)
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PC [4]. At the time ICT technologies like smartphone have not been yet developed.

In this study, we constructed an observation, calling, and herding system for cattle

grazing in a pasture using a remote smartphone, obviating the need for the farmers

to be present in the pasture. We set up a web-camera, speakers, an automatic feeder,

and stanchions using a rocked system in the pasture. Using a smartphone, we

attempted to call and herd the grazing cattle, while monitoring them and the pasture

by means of the web-camera.

Additionally, we tried to monitor the location of grazing cattle via a smartphone.

Given sufficient battery power, the global positioning system (GPS) is the most

useful system for monitoring the location of cattle. Turner et al. [5] or Handcock

et al. [6] reported to monitor behavior and change of pasture vegetation by using

GPS and GIS. However, a GPS module for grazing cattle would require too much

electricity for long continuous operation with small battery which can be mounted

on cattle to transmit signals to the central server, and therefore, if farmers were to

use it, they would need to exchange batteries daily for each member of the herd.

This would require great effort and is not realistic or convenient for farmers. We

implemented a system requiring low battery power to check the location of grazing

cattle on a map of the pasture via a smartphone. There are few reports to control

grazing cattle by ICT remote methods. This study resulted in the creation of two

systems: one to call the cattle and the other to monitor their locality, both of which

can be controlled by a smartphone.

17.2 Systems of ICT Remote Management of Cattle

17.2.1 Construction of System to Lead Cattle to Feed Using
a Smartphone

We created an ICT system to monitor the feeding of grazing cattle, comprising the

following elements (Fig. 17.3).

17.2.1.1 Actuator Included a Sound System, Automatic Feeder,

and Motorized Stanchion

These actuators have a digital input interface, which is switched by a wireless node.

When the sound system is switched on, it plays back a pre-recorded voice in the

pasture and calls cattle to assemble in front of an IP camera (Fig. 17.4). When the

auto feeder is switched on, it feeds cattle in front of the motorized stanchion. Then,

when the motorized stanchion is switched on, it locks the cattle in place.
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17.2.1.2 Wireless Node with Wi-Fi Connectivity

A wireless node is a small computer with Wi-Fi connectivity, temperature and

humidity sensors, and a digital input/output interface. We installed it near the

actuators, and connected it with each actuator by some cables. It uses an IPv6

address on the Linux operating system, and communicates with a Web server over

HTTP protocol. It switches the digital output interface on and off, on request from

the server, and then controls certain actuators.

17.2.1.3 IP Camera (Panasonic Co., Ltd. SW-174W)

The IP camera provides Wi-Fi connectivity, and sends and retrieves images via the

Wi-Fi network. We installed it in front of the stanchion in order to monitor the

feeding of grazing cattle.

17.2.1.4 Wireless Access Point (Gonet MBW3100)

A wireless access point is set up on top of a pillar. It allows the wireless nodes and

IP cameras to connect to a wired network using Wi-Fi. We constructed the

environment for a wireless network using a wireless access point with adaptive

beamforming technology, which detects the packet direction-of-arrival and forms a

single, narrow beam, directed according to the direction-of-arrival by combining

the signals of different antennas. The technology realized a coverage of <1 km.

Remote Regulation System

InternetMonitoring

Motorized
stanchion

Wireless
node

IP camera Automatic Feeder

Sound
system

Pasture area

Smartphone

Monitoring and
regulating
sound system,
auto feeder and
stanchion

Remote
Regulation

Fig. 17.3 Overview of ICT control system via a smartphone for cattle in remote areas
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Fig. 17.4 Actuator control screen on a smartphone and the system. (a) Actuator control screen on
a smartphone. (b). Auto stanchion system. (c). Picture of grazing cattle caught by auto stanchion

17 Challenges of Application of ICT in Cattle Management: Remote Management. . . 473



17.2.1.5 Web Server

A Web server is installed in the farmer’s office to communicate with the wireless

nodes and store data such as temperature and humidity, transmitted by the wireless

nodes to the Web server. It also provides a control graphical user interface (GUI)

for use by the farmer.

17.2.1.6 Smartphone

Farmers access the website via their smartphones to check the status in the field

using the IP camera, and to control the actuators.

The actuator control screen for the smartphone is shown in Fig. 17.4. The image

from the IP camera is displayed on the upper part of the screen, allowing farmers to

monitor the field and their cattle via the IP camera. The ON/OFF buttons are on the

lower part of the screen enabling the farmers to control the sound system, auto

feeder, and motorized stanchion.

17.2.2 Practical Effects of System to Call Cattle to Feed

We tested the two created systems in this study on the field by using grazing cattle

to practically evaluate the effects when farmers actually use them. We implemented

this system at the Kuju Agricultural Research Center and evaluated the usefulness

thereof. The coverage of Wi-Fi in the field is shown in Fig. 17.5. We measured the

signal strength at various locations using a Wi-Fi Analyzer, an Android tool that

tests signal strength for wireless devices.

Wireless nodes and an IP camera were located approximately 500 m from the

wireless access point. At this location, the wireless signal strength was greater than

�80 dBm because of good prospects. This confirmed that the Wi-Fi connection was

stable. On the other side, however, at locations obstructed by trees, the Wi-Fi

connection was not stable.

We tested this system by using grazing cattle (n¼ 4) and the actual pasture

(5 ha). Grazing cattle were called by the sound controlled by a smartphone. Next,

they inserted their head to stanchion by the feed from the auto feeder controlled by a

smartphone. Finally they were locked their head by stanchion’s stoppers controlled
by a smartphone. These events could be observed by the screen through

web-camera on the smartphone. If farmers find out cattle which be in the heat

(estrus) or sick animals, beforehand they can go to the cattle with preparation of

artificial insemination and medical treatment, respectively. Mating and medical

treatment are very important things for farmers to keep economics and health of

animals. This system would be able to save time and develop economic situation.
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In this study, we used Wi-Fi as the field network. Although Wi-Fi is optimized

for fast response, low latency, and high data rates, it has power consumption issues.

Moreover, Wi-Fi in the 2.4 GHz frequency block cannot cover a large area such as a

farm owing to 2.4 GHz band propagation characteristics. To solve these problems,

we set about applying the wireless sensor network in a 920 MHz frequency block as

the field network, including various standards such as IEEE802.15.4g,

IEEE802.15.4e, 6LoWPAN, RPL, and CoAP. These standards are aimed at low

power and lossy networks (LLN), which are composed of many embedded devices

with limited power, memory, and processing resources interconnected by a variety

of links.

17.3 System to Monitor the Location of Cattle in Pastures

17.3.1 Construction of System to Monitor the Location
of Cattle in Pastures

17.3.1.1 Localization System for Cattle in Pastures

The prototype system to monitor the location of cattle in pastures was constructed

[7]. Figure 17.6 shows the topology of a network for the system. A sensor node

(SN) sends packets containing vital data such as body temperature obtained by

sensors directly to the base station (BS), and listens for an acknowledgement if the

Fig. 17.5 Wireless signal strength at Kuju Agricultural Research Center
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transmission is successful. At the same time, anchor nodes (AN) are deployed in the

pasture and upon receiving the packets, store both the received signal strength

(RSS) and the data. If the BS has not successfully received the data, the AN may

also transmit the stored packet, which means that it works as a relay. In addition, the

ANs subsequently send stored RSS data periodically to the BS at different times or

on different channels used by the SN. Thus, the BS receives both the vital infor-

mation for the cattle and the RSS between the SN and AN. The RSS is used to

calculate the location of the node, as described in detail in the following section.

Fig. 17.6 Network topology and devices of cattle localization system [7]. (a) Network topology.

(b) Transmitter and receiver of this system
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17.3.1.2 Path-Loss Model for RSS-Based Trilateration

We applied RSS-based trilateration method as localization algorithm using PF to

take topographical feature into account. We assumed that the relation between the

distance and RSS P (dB) follows the path-loss model, where Ptx(dBm), Gant(dB),

d0(m), λ(m), d(m), λ(m), α, and XS(dB) are the transmit power, total antenna gain,

reference distance, wave length of signal, distance between a transmitter and a

receiver, path-loss exponent, and shadowing factor, respectively. We assume that

the shadowing factor XS follows a log-normal distribution with standard deviation

σS(dB) and mean LS(dB).

P ¼ Ptx þ Gant � 20 log
4πd0
λ

� �
� 10α log

d

d0

� �
� XS; ð17:1Þ

17.3.1.3 Considering Topographical Feature Using Particle Filter

A flowchart for the applied particle filter is given in Fig. 17.7, where t and m denote

time and index of particles and time, respectively. For each step, the following

assumptions are made:

(a) Initialization step: In the initialization step, each particle is randomly placed in

the vicinity of the initial position x0 if available, or distributed over the entire

area otherwise. The position of x consists of the x-, y-, and z-coordinates,

while elevation z is determined by x, y, and a fixed antenna height using a

digital elevation map (DEM) [9].

(b) State transition step: The state transition probability p xt
��x m½ �

t�1

� �
is defined by

(17.2), where the probability of displacement is equally distributed in radius

rt ¼ vMΔt, where Δt and vM are the time difference from the previous update

and the maximum speed of cattle, respectively. If the time difference exceeds a

pre-determined value, all particles are randomly replaced over the area as the

initialization step.

p xt
��x m½ �

t�1

� �
¼

1

rt
if
��xt � xt�1

�� < rt
�

0 otherwise
;

(
ð17:2Þ

(c) Measurement step: The measurement probability p Pt

��x m½ �
t

� �
for m-th particle

is expressed as

17 Challenges of Application of ICT in Cattle Management: Remote Management. . . 477



p pt
��x m½ �

t

� �
¼ p P

1½ �
t , P

2½ �
t , . . . , P

k½ �
t , . . . , P

K½ �
t

��x m½ �
t , v

� �
¼
YK
k¼1

p P
k½ �
t

��x m½ �
t , v

� �
; ð17:3Þ
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� �
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� �
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where P
½k�
t , K, and ν denote the measured RSS, number of anchor nodes, and

the visibility defined below, respectively. If a straight line between a particle

and AN does not intersect the elevation profile calculated from the DEM,

visibility ν is defined as being line-of-sight (LOS), otherwise, it is assumed to

be non-line-of-sight (NLOS). Additionally, P
m½ � k½ �,ν
t and σ½m�½k�;ν

S are the mean

and standard deviation of the estimated RSS at the k-th anchor node for the

m-th particle as shown in (17.1), where the channel dependent parameters, i.e.,

σS, LS, and α are changed according to the visibility ν to consider the

topographical features.

(d) Resampling step: All particles are resampled with probability proportional to

the measurement probability obtained in the measurement step.

Place particles at initial positions
(Initialization)

For each time step t

For each particle m

Move the particle following
the state transition probability

(State-transition)

Calculate likelihood of position of the
particle from the measurement result

(Measurement)

Done all particles?

Resample all particles according to the
likelihood (Resampling)

Calculate estimated position x

Yes
No

Fig. 17.7 Flowchart of

particle filter algorithm for

localization [8]
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(e) Localization: For each update, a centroid of the position of particles is

considered to be the localization result.

17.3.2 Practical Effects of System to Monitor Location
of Cattle

We also evaluated the proposed localization algorithm at the Kuju Agricultural

Research Center, which has a pasture with an area of 2 km2 and a 180 m difference

between the highest and lowest points. The area resembled an average pasture in

Japan [10]. Figure 17.8 shows a three-dimensional view of the area.

17.3.2.1 Measurement Equipment

Table 17.1 gives the specifications of the transceiver module used in the evaluation.

The 429 MHz frequency band is one of the unlicensed bands in Japan, and despite

its small transmission power, can cover a large area up to 1 km.

Fig. 17.8 Three-dimensional view of the pasture of Kuju Agricultural Research Center, Kyushu

University

17 Challenges of Application of ICT in Cattle Management: Remote Management. . . 479



17.3.2.2 Channel Measurement

First, we performed channel measurements to derive σS, LS, and α under both LOS

and NLOS conditions. All ANs were arranged as shown in Fig. 17.9, with an

antenna height of 2 m above the ground. A transmitter moved around the pasture

at a height of approximately 1.5 m, as shown by the dots in the figure and

periodically transmitted packets containing time and position information, obtained

from the GPS. These were received by the ANs and stored together with the RSS.

The channel parameters extracted from the data are summarized in Table 17.2,

where “ALL” denotes the use of all data without distinction.

17.3.2.3 Localization Experiment

Then we performed a localization experiment with same arrangement of anchor

nodes and transmitter emulating sensor nodes as shown in Fig. 17.9. All data were

collected in the same way as for the channel measurement, and were processed as

described in Sect. 2.2 with the obtained channel parameters in Table 17.2. Exper-

imental conditions are summarized in Table 17.3.

Table 17.1 Specification of

the transceiver for the

experiment [7]

Transmit power 10 mW

Center frequency 429.5 MHz

Antenna gain 0 dBi

Modulation scheme FSK

Bandwidth 12.5 kHz

Data rate 4.8 kbps

Adopted standard ARIB STD T-67 [11]

Sensitivity 120 dBm
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Fig. 17.9 Arrangement of

anchor nodes for channel

parameter estimation and

experiment [7]
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Figure 17.10 shows the cumulative probability function (CP) of the localization

errors obtained for the proposed PF with the visibility algorithms and plain PF

method for comparison. For the plain PF, we use same channel parameters denoted

as “ALL” in Table 17.2 regardless of the visibility. The localization error of

proposed PF with visibility and plain PF are 76.3 m and 91.5 m at 50% of CP,

respectively. Therefore, by taking topographical feature into account with the

introduction of visibility, localization accuracy is improved by 16%. Additionally,

the proposed method performs 20% better at 90% of CP. These results are

acceptable for cattle pasturing, which requires an accuracy of 100 m with very

low energy requirements. Finally, we created a prototype incorporating the location

information and map using a smartphone (Fig. 17.11) and tested it with actual

grazing cattle in the pasture.

We successfully located them. The performance could be further improved by

introducing more information, such as additional sensors or using more channel

Table 17.2 Extracted channel parameters for LOS/NLOS [7]

Parameter LOS NLOS ALL

Standard deviation of shadowing σS 7.9 dB 6.9 dB 7.9 dB

Mean of shadowing LS �0.5 dB 13.4 dB 0.3 dB

Path-loss exponent α 2.7 2.4 2.8

Table 17.3 Parameters for

the localization experiments

[7]

Number of particles for PF 1000

Transmit power Ptx 10 dBm

Antenna gain Gant 0 dB

Wavelength λ 0.70 m (429 MHz)

Reference distance d0 1.0 m

Antenna height (anchor/sensor) 2.0 m/1.5 m

Maximum speed of animal vmax 36 km/h
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error [7]
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information, which should be investigated in future. On the left side of smartphone,

the map and trace of grazing cattle you chose are visible. On the right side of it, the

cattle picture you choose and the body temperature of the cattle are visualized (this

system is not explained in this book).

17.4 Conclusion

In this study, we created two systems controlled by a smartphone: one to call cattle

and the other to monitor the location of grazing cattle. First, we created an ICT

system to monitor the feeding of grazing cattle, comprising the following elements:

(1) actuators included audio player, feeder, and stanchion; (2) wireless nodes with

Wi-Fi connectivity to control the actuators; (3) IP-addressed cameras with Wi-Fi

connectivity; (4) a wireless access point to allow wireless nodes and IP cameras to

connect to a wired network using Wi-Fi; and (5) a Web server to communicate with

the wireless nodes and provide a control GUI for use by farmers. Farmers can call

cattle towards an IP camera and feed them using a smartphone without being

physically present at the farm. Support for IP version 6, given that many devices

would be connected to the network; and a control GUI that allows a user to control

the actuators and monitor the field via IP cameras.

Secondly, we implemented the localization system for cattle in pastures. The

system consists of sensor nodes, anchor nodes, a base station, and a server, and

provides localization. To realize low energy localization in undulating pastures, we

Fig. 17.11 Prototype system for monitoring location of grazing cattle on a smartphone

482 T. Gotoh et al.



proposed RSS-based trilateration using a PF algorithm with topographical features,

referred to as “visibility.” From experiments conducted in the pasture, this method

was found to outperform the conventional plain PF approaches by 16% at 50% CP

with a localization error of 76.3 m. Although this satisfies current system require-

ments, further investigation is needed for further improvement. Anyway, we cre-

ated a prototype of the system to monitor the location of grazing cattle via a

smartphone.

These systems could be very useful for farmers, assisting in the control of cattle

grazing in inconveniently located fields. In this study, by using ICT technology, we

constructed smart ways to control grazing cattle. To analyze visual data from

web-camera by artificial intelligence and to realize what cattle do or predict their

behavior would be more useful for farmers in the future. Moreover, at the next step,

we are trying the monitoring of the health of cattle such as body temperature by

implanted temperature sensor now. It would be our important next work.
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Chapter 18

Health Sensor Data Analysis for a Hospital
and Developing Countries

Yasunobu Nohara, Sozo Inoue, and Naoki Nakashima

Abstract We present two types of sensor data analysis for medical and healthcare.

One sensor dataset is collected in a hospital for medical purposes. We gathered

accelerometer data and RFID data of real nursing in the hospital. We provide the

real nursing dataset for mobile activity recognition which could be used for

supervised machine learning, and also the big data combined with the patients’
medical records and sensors tried for 2 years. The other sensor dataset is collected in

a developing country. We developed an eHealth system that comprises a set of

sensor devices in an attache case. The first checkup was provided to 16,741 sub-

jects. After 1 year, 2361 subjects participated in the second checkup, and the blood

pressure of these subjects was significantly decreased (P< 0. 001). Based on these

results we proposed a cost-effective method using a predictor, to ensure sustain-

ability of the program in developing countries

Keywords Mobile activity recognition • Accelerometers • Nursing activity • Big-

data mining • Machine learning • Public health informatics • Preventive medicine •

Sensor package • Developing countries • Body area network

18.1 Introduction

Evidence-based medicine (EBM) is the conscientious, explicit, and judicious use of

current best evidence inmaking decisions about the care of individual patients [1]. In

order to decide best practice in medicine, there is a strong need to collect large

amount of data and sensor is the one of the best method. There is a long history of

using various sensors in medicine [2]. The modern medicine is not possible without

sensor such as thermometers, blood pressure meter, and glucose meter. Moreover,

the recent progress of sensor technologies enables measuring human activity using

accelerometer, RFID, etc. The mobile phone networks, which have been spreading
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all over the world, and wireless sensor network such as body area network enable

collecting various sensor data easily from developing countries without computer

expert. These sensors carry the promise of drastically improving and expanding the

quality of care [3].

A health care process consists of three stages: primary care, secondary care, and

tertiary care. Primary care is the first point of medical consultation for all patients

and includes preventive medicine. The target of the primary care is large because it

includes healthy people for preventing disease but each workload is light. As the

people proceeds to secondary care and tertiary care, the number of targets become

smaller but people needs more care and each load becomes heavier. At any stage of

the health care, we need to manipulate large data and sensing and analysis of data

are key components. In this paper, we present two types of sensor data analysis for

medical and healthcare.

One sensor dataset is collected in a hospital for secondary and tertiary care. The

dataset includes those of patients and nursing care in a cardiovascular center in the

hospital. The patients provided vital sensor data such as a monitoring cardiogram

and also medical information which were recorded in the electronic clinical path-

ways. At the same time, we also gathered accelerometer data and RFID data of real

nursing in the hospital. We provide the real nursing dataset for mobile activity

recognition which could be used for supervised machine learning, and also the big

data combined with the patients’ medical records and sensors tried for 2 years.

The other sensor dataset is collected in Bangladesh, one of the typical develop-

ing countries, for primary care, especially preventing medicine. We developed an

eHealth system that comprises a set of sensor devices in an attache case. We

provided eHealth checkups for people in Bangladesh. Individual health condition

was automatically categorized into four grades based on international diagnostic

standards. We provided teleconsultation for affected and emergent subjects and we

provided teleprescription for these subjects. The first checkup was provided to

16,741 subjects. After 1 year, 2361 subjects participated in the second checkup,

and the blood pressure of these subjects was significantly decreased (P< 0. 001).

Based on these results we proposed a cost-effective method using a predictor, to

ensure sustainability of the program in developing countries.

18.2 Sensor Data Analysis in Hospital

Clinical pathways, also known as Clinical or Critical pathways, are ones of major

tools to standardize care processes, in order to increase quality in healthcare [4, 5]. In

meeting such an objective, the recognition and data mining of nursing activities can

lead to a better understanding and improvements in medical care, and they can help

prevent unnecessary activities and excessive work. These approaches are also

beneficial to patients because the overall care process is optimized, thus resulting

in shorter hospitalization times and lower costs.
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Recently, researchers have explored the possibility of human activity recogni-

tion with mobile sensors; for example, accelerometers, gyroscopes, and

low-frequency audio have been explored [6–8]. In addition, several researchers

have applied such technology to domain-specific applications in nursing

activities [9–11]. However, in the available methods, several unclear points still

remain:

The nature of the real activities is not clear In the application of nursing activity

recognition, the activity classes—the types of activities—are defined in a

domain-specific manner. Here, the activities are not always easy to recognize

because the table includes feature value varieties even for single classes, such as

blood pressure measurements starting by attaching the corresponding equipment

to a patient, followed by pushing air pumps periodically, and finishing with

detaching the equipment.

The application is not clear In the application of nursing activity analysis, we can

set up clear goals, such as improving nursing activities effectively for timing,

duration, and patient satisfaction, or optimizing the costs of the nursing process.

No dataset with clear goals To overcome the aforementioned challenges, we

require real data to evaluate or input into a machine learning algorithm. How-

ever, there is extreme shortage of such open datasets obtained from multiple

subjects, and a set of entire days with densely annotated labels.

For this study, we collected (1) (labeled data) actual activities from nurses

wearing accelerometers in a hospital for approximately 2weeks and combined

them with training labels, which resulted in 25 activity classes with 5,743 labels

from 22 nurses, and (2) (unlabeled data) the open big data for 60 nurses for

442 [days � people] in the trial for almost 2-years with the duty days which

could obtain agreements from the nurses and up to 100 patients, combined with

patients’ wearable, vital, and environmental sensor data and medical records. From

the obtained labeled data, we observed that the activities have imbalances in the

number of occurrences for each activity class, the starting times in a day, and the

duration of each activity class.

Then, we propose a method for recognizing whole day activities using prior

knowledge on the information of a sequence of activity segments which are

obtained from whole day training dataset, such as the daily timestamps, duration,

and imbalances among activity classes, based on our papers [12, 13]. We introduce

an analysis of the unlabeled data utilizing the machine learning result of the labeled

data, combined with nurses’ profiles and medical records, and applying random

forest algorithm to generate regression models with considering generalizing abil-

ity, and to investigate importances of each predictor variables as well as avoiding

interactions between predictor variables, and visualize the effects between predictor

and response variables.
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18.2.1 Sensor Data Collection for Nursing Activities

We collected mobile-sensor data from the nurses of a hospital’s cardiovascular

center [14]. The experiment was exclusive to those nurses who agreed to usage of

the sensor data, and to the duties related to patients who consented to participate in

the experiment.

It includes labeled data for 2weeks, and unlabeled data for the duty days which

we could obtain agreements from up to 100 patients in 2 years. In this subsection,

we describe the protocols for data collection and review both of the labeled and the

unlabeled datasets.

18.2.1.1 Protocol

We requested the nurses to wear mobile devices (iPod touches) that record accel-

erations in their breast pockets in a generally fixed direction. They also attached a

small accelerometer device on their right wrist, and another on the back of their

waist. Figure 18.1 illustrates the attachments. Each sensor measured accelerations

on three axes in the range of � 2G.

Labeled Data Collection

The daytime duties of 22 nurses over the period of 2weeks on Feb. 2014 were

labeled with mobile tablets by other nurses who acted as observers. Before the trial,

we defined 41 activity classes from the clinical path, and asked the observers to

record them.

Fig. 18.1 Nurses with three

accelerometers: one on their

right wrist, one attached to

their breast pocket, and one

on the back hip
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Annotating labels for real activities requires careful design. Since the highest

priority in real nursing activities is nursing for the patients, there occur a lot of

missing labels or incorrect timestamps. Therefore, another nurse records the activ-

ities of the subject nurse as observer using iPad. On the software on the iPad, the

observer selects the activity class which the subject nurse is about to start, and

pushes the finish icon when the subject finishes.

In reality, if the observer waits for the subject nurse to start the activity, the start

timestamp will be late. Therefore, they collaborated with each other to have correct

start timestamps, such that the subject nurse declares the observer the activity

before s/he will start it.

Unlabeled Data Collection

In the same department of the hospital as above, we collected unlabeled sensor data

for 2 years from the nurses who wear three accelerometers in the same way as the

labeled data collection.

Formatting the Dataset

The datasets for labeled and unlabeled data were formatted uniformly as well as

possible. Both datasets are associated with nurse IDs.

Moreover, even the each sensor on each position of the body stores their sensor

data separately on the device, it is useful for data analysis to be merged into one

multi-column table. Therefore, we joined the data for three devices’ data of a duty
date to a single table in an offline manner. We firstly generated timestamps

increasing by 20Hz, which means 0.05 s, and adopted the closest sample within

0.025 s for each timestamps. If there are no samples within 0.025 s, we reused the

last timestamp value.

Since each device has its own clock and they have no interaction for time

synchronization with each other, there is a risk that the clock is not synchronized.

To avoid this, we shook the devices together periodically—once in a day on

average—as a reference timestamp, and used the relative time from the shaking

time as well as possible.

18.2.1.2 Overview of the Dataset

As the result of the experiment, we collected 346.5 [hours � people] of sensor data

from 22 nurses by the labeled data collection, and 1,655 [day � people] from

60 nurses by the unlabeled data collection. The activity classes actually observed

were 25, listed in Table 18.1. The total number of labels was 5,743. The labels for

each activity class are also listed in Table 18.1.

18 Health Sensor Data Analysis for a Hospital and Developing Countries 489



Figure 18.2 shows the plot of the start times for each activity in a day range and

the number of activities varies among activity classes. Moreover, we can see that

not all the activities occur at any time uniformly. Some activities, such as No. 16,

occur only during several hours in the morning or afternoon, and others occur

continuously, such as No. 6. Compared with traditional experiment settings where

the training data are collected in a balanced way or in a short time without

considering the time of day, this may result in difficulties during activity

recognition.

Figure 18.3 shows the duration of each activity class and activity duration varies

considerably. For example, the maximum duration in the dataset was 9.35min for

“clean body,” whereas the minimum was 0.03min for “measure height.” The

variances within a class are large, such that the standard deviation of “measure

weight” is 8.40min, and that of “other” is 8.09.

In summary, the real activity dataset attempted for several entire days has

imbalances in several aspects, such as class-wise, times of day, and activity

duration. If such information is obtained in the training phase, we can expect it to

be instructive for improving activity recognition.

Table 18.1 Observed

activity classes and numbers

of labels

No. Activity class # of labels

1 Anamnese (patient sitting) 2

2 Measure height 45

3 Measure weight (dorsal) 8

4 Measure blood pressure (dorsal) 529

5 Sample blood (dorsal) 16

6 Start intravenous injection 61

7 Finish intravenous injection 40

8 Change drip/line 38

9 Assist doctor 19

10 Find artery 257

11 Examine edema (lie on back) 118

12 Check bedsore (sacrum/back heel) 10

13 Measure ECG 22

14 Attach ECG 54

15 Remove ECG 5

16 Attach bust bandage 29

17 Portable X-ray (prone) 5

18 Change bandage 30

19 Change posture 77

20 Clean body 27

21 Assist wheelchair 86

22 Assist walk 35

23 Move bed 19

24 Wash hands 117

25 Record work (PC) 912
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18.2.2 Activity Recognition Method

We explain a method for recognizing activities of a whole day [12, 13].

18.2.2.1 Approach

As shown in Fig. 18.2, nursing activities have different possibilities, depending on

the time of day. If we have training data with labels and timestamps, we can convert

the set of timestamps into the prior probability of the activity being performed.

Fig. 18.2 Start time for each activity in a day range. Each row corresponds to an activity class (the

number corresponds to the No. in Table 18.1), and the x-axis is the hour in a day. The dots are the
recorded starting time of an activity. We can see imbalances between activity classes and times in

a day
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In addition, if we use both the starting and ending times of an activity, we can obtain

information on the activity’s duration. Such information of when and how long

nursing activities are performed is important for analysis. In our approach, in

addition to the traditional method for estimating activities from the sensor input

of neighborhood time windows, we exploit the timestamp information in order to

construct a prior probabilistic distribution on the activities of an entire day, imple-

ment them based on importance sampling, and utilize them for the Bayesian

estimation of activities.

18.2.2.2 Method

Before explaining the method, we introduce the mathematical expressions.

Figure 18.4 shows an overview of the expression for a single activity class c.
For simplicity, we assume that the time of day is expressed as an integer between

one and T. We abbreviate the sequence (1, 2, � � � ,T ) as 1: T. For each t, we assume

that a feature vector is extracted, t. For each t, we assume that a feature vector is
extracted that contains several statistic values from the time window of the sensor

input around t. We specify the sequence of feature vectors (x1, x2, � � � , xT) as x1: T.
Moreover, C refers to the set of activity classes to be recognized. We assume that at

any time t multiple activities might be included, either because the nurse is

performing several activities concurrently, or because the activity recognition
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Examine edema (lie on back)
Find artery
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Start intravenous injection
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Fig. 18.3 Boxplot of durations of each activity label in the dataset
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algorithm conducts fuzzy estimations. Therefore, we define whether the activity at

time t is c ;2;C or not as the binary value at
c.

We focus on the recognition of a single activity c ;2;C. In reality, we could

apply the proposed method for each activity c ;2;C, and adopt either the most

probable class argc maxPðact Þ.
We use the term segment as the continuous time range where the activity c is

performed, and represent it as a pair of start and end times. When we assume that Lc

segments are repeated for activity c in a day, the lth segment from time b(l ) to e(l ) is
defined as:

scl :¼ ðbðlÞ, eðlÞÞ, where 1 � bðlÞ � eðlÞ � T:

Our goal is represented as the problem of obtaining the probability of an entire

day’s activities P(a1: T
c j x1: T). We assume the Bayesian network as shown in

Fig. 18.5. This Bayesian network represents the conditional probabilities for one

segment sl
c. We assume that the probabilities between any segments sl

c and sl0
c (l 6¼ l0)

are independent.

In this model, the probability of an entire day’s activities is given as follows:

Pðac1:T jx1:TÞ /
Y

l21:Lc

X

sc
l

Pðscl Þ
Y

t2bðlÞ:eðlÞ
Pðxtjact Þ

8
<

:

9
=

; ð18:1Þ

Fig. 18.4 Overview of one-day activities for single activity class c ;2;C
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18.2.2.3 Evaluation

We describe the dataset collected from actual nurses wearing accelerometers in a

hospital for approximately 2weeks, and we evaluate our proposed method by

applying it to this collected data.

Preprocessing

We extracted feature vectors from the three axes using the accelerometer data. For

the sensor data, time windows of 5 s were extracted, shifting every 2.5 s, as in Bao

et al. [15]. For each time window, we calculated 47 feature values, following the

literature of [16, 17].

We reduced the 47 feature variables to 27 by applying stepwise-feature selec-

tion [18] to 1,000 randomly sampled vectors over ten iterations. The feature vari-

ables that were selected are listed in Table 18.2.

Result

In order to evaluate our proposed method, we compared the proposed method with

the prior knowledge about P(sl
c), and the naivemethod without the prior knowledge.

As underlying machine learning algorithms for P(xt j atc), which is the same as the

naive method after applying the Bayes’ theorem, we adopted naive Bayes

(NaiveBayes) and evaluated it. In order to evaluate the accuracy of real usage

where the training and usage data are different, we applied 1-duty-day-left-out
cross validation, which means testing each nurse’s working day with the model

trained with the data that have either different days or different nurses.

Figure 18.6 shows the results for Naive Bayes as the underlying machine

learning algorithm. When we adopt Naive Bayes as the underlying algorithm,

BCR for the naive method is 55.15% (σ ¼ 15:8), and for the proposed method, it

is 80.96% (σ ¼ 14:5).

ScI

acb(I)

xb(I) xe(I)

ace(I)

Fig. 18.5 Overview of the

proposed method
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18.2.3 Activity Recognition for a Whole Day

For the unlabeled data, we extracted 265,002 time windows, which corresponded to

771 [duty-days� nurses], and applied our proposed method in order to estimate the

real activities involved in nursing duties. The average time for the defined care time

is 277.8min with σ ¼ 55:7.
Figure 18.7 is the estimated average care times for each activity class in onedaytime.

From the figure, we can see the types of activity on which the nurses spend more time,

such as “Measure blood pressure” and “Find artery.” We can also see that the nurses

spend significant time recording their work on a PC, which were introduced after the

electronic medical record system, and there is an opportunity for reducing this time.

18.2.4 Correlation with the Nurses’ Profile

From joint data of the activity recognition results and additional data, we can mine

further knowledge. To demonstrate this, we joined the activity results with nurses’
profile, i.e., the number of experienced years, age, gender, title, and the ward

Table 18.2 List of feature variables after feature selection

No. Feature Sensor

Axis

(if any)

1 Mean intensity Chest

2 Mean intensity Right wrist

3 Mean Chest Y

4–6 Mean Waist X, Y, and Z

7–9 Mean Right wrist X, Y, and Z

10 Variance of intensity Right wrist

11–13 Variance Right wrist X, Y, and Z

14–15 Variance Chest Y and Z

16 Variance Right wrist Z

17–18 Mean FFT-domain energy Chest Y and Z

19–20 Mean FFT-domain energy Right wrist X and Z

21 Mean sum of the absolute values of each axis Chest

22 Mean sum of the absolute values of each axis Waist

23 Number of samples out of mean intensity � 0. 1G Right wrist

24 Number of samples out of mean intensity � 0. 1G Waist

25 Number of crosses of the zone of the mean intensity �
0. 1G

Waist

26 Number of crosses of the zone of the mean intensity �
0. 1G

Right wrist

27 Covariance between intensities Chest and

waist
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(west/east, where the west ward is for internal medicine, and the east is for surgery)

for each nurse. The range of experienced years from 1-years to 25-years, and the

mean is 7.36 years with σ ¼ 5:65. The joined data consists of 64 samples each of

which corresponds to each nurse.

For the joined data, we applied random forest algorithm for each activity class as

a response variable, and the profiles as predictor variables. Random forest has

several advantages compared with a traditional regression:

1. random forest automatically avoids over-fitting, and outputs general models

2. we can see the importances of variables after neutralizing interactions among

variables unlike a traditional regression

3. we can also see the effect of each variable to the response variable by a partial
dependent plot with neutralizing interactions

4. if we pick up a tree from the set of obtained trees, we can easily understand the

partitioning conditions compared to other algorithms such as SVM

Fig. 18.6 BCR for naive/proposed methods for each activity with Naive Bayes (Average:

55.15)% for the naive method and 80.96% for the proposed method
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For the models for each activity class as response variable, we picked up the

models which have the pseudo R2, which is defined as

1� ðmean squared errorÞ
ðvariance of the response variableÞ ,

are more than 20%, and showed the scores and (no random but naive) regression

trees in Figure 18.8 to visualize example trees.

In any tree in the figure, the first partitioning is done by “ward.” They have

higher activity durations for the east ward, and are divided into experienced

years< 4. 5 [years] with middle durations and the rest with lower durations. It

seems that there are differences in nursing activity durations in a day between the

west ward, internal medicine department, and the east one, surgery department. For

the internal medicine department, it seems that there are varieties of durations, and

unexperienced nurses performed longer compared with experienced ones.

From such results, we or the nurses can estimate the differences of work load

between wards or the years of experiences, and reallocate and equalize unbalanced

work load, if necessary.
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Fig. 18.7 The nursing times for each activity class in one daytime
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18.2.5 Correlation with Patients’ Discharge Delays

We joined the estimated activity data with the patient record, and compared the

amount of time spent by nurses for each activity with the duration of hospitaliza-

tion, where within 4 inpatient days are normal, and over 5 days increase medical

costs. In the experiment, we asked the nurses to attach RFID tags, which commu-

nicate with readers which were equipped at the entrances of the private patients’
rooms. The log of the RFID readings provides relationships between nurses and

patients who took care of/have taken care of at the day. We firstly joined the RFID

records with the estimated activity data, and then joined with the patients’ data
about the hospitalization days. The number of patients after joining with the patient

record is 28 with 24 nurses for 35 days, and the number of the samples is 54.

For the joined data, we applied random forest algorithm again with the numbers

of hospitalization days as a response variable, and with the activity durations in a

day as predictor variables.
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Fig. 18.8 Regression trees for each activity duration in a day by nurses’ profiles with over 20% of

pseudo R squared with RandomForest. Each caption shows the mean of squared residuals (MSR)

and the pseudo R squared with RandomForest. (a) Assist wheelchair. (b) Attach bust bandage.

(c) Attach ECG. (d) Change posture. (e) Examine edema (lie on back). (f) Find artery. (g) Measure

blood pressure (dorsal). (h) Record work (PC)
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Then, we can obtain the importances for each predictor variables, which is

measured as the mean increase of accuracy by the variable. For the importances,

we picked up the variables with the importances of over 50, and showed the partial

dependent plots in Fig. 18.9. Partial dependent plot is a plot between a predictor and

the response variable, which plots the effect of the predictor to the response after

marginalizing the other predictor variables. Unlike traditional regression, it can

approximately eliminate the interaction effects between response variables.

From the figure, we can observe that “Measure blood pressure” takes shorter

times for patients with longer hospitalizations, the time for “Assist doctor”

increases if the patient have longer hospitalizations, “Finish intravenous injections”

takes slightly longer if the hospitalizations take longer, and “Clean body” takes

quite longer if the hospitalizations take longer. As such, we can estimate the effect

of each nursing activity time to the hospitalization duration, and we can estimate the

work load for each patient.

As shown in the above, by linking our proposed method with additional data

which already exist in hospitals, we can produce a valuable knowledge for

reflecting and improving medical processes.

18.2.6 Related Work

In the literature, many works attempted mobile activity recognition [6–8, 15].

A few papers also attempted to apply nursing activity recognition and

application [9–11].
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Fig. 18.9 Partial dependent plots to show the effect of each nursing activity time in a day (with

high importance) to hospitalization durations of the cared patients
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Several datasets for mobile activity recognition are available. Hattori et al. [19],

with their large-scale activity collection, collected over 35,000 activities from more

than 200 people over approximately 13months. Kawaguchi et al. [20] was a unique

trail to collect activity recognition datasets from the laboratories of multiple

universities. In the 5 years, the total number of activities reached over 50,000

samples. Chavarriaga et al. [21] and Roggen et al. [22] provided an activity dataset

with sensor-rich environment where the subjects wore multiple sensors on the body,

with more than 27,000 activities from 12 subjects. Among them, Chavarriaga

et al. [21] provided an entire day data/multi-day data as a part of them. However,

the activity classes are common types, such as those that appear in activity in daily

life (ADL) records, and not similar to our dataset, which is closely coupled with the

application domain and domain data, such as medical records.

18.2.7 Conclusion

In this section, we collected a real nursing dataset for mobile activity recognition

that can be used for supervised machine learning, and proposed a method for

recognizing activities for an entire day utilizing prior knowledge about the activity

segments in a day. The results showed accuracy improvement compared with the

baseline method. We also demonstrated data mining by applying our method to

bigger data combined with 2 years of patient medical records, and demonstrated the

value of linking with additional day utilizing random forest regression.

18.3 Sensor Data Analysis in Developing Countries

The prevalence of non-communicable diseases (NCDs), such as heart disease,

stroke, cancer, chronic kidney diseases, and diabetes mellitus, has been increasing

rapidly worldwide. The World Health Organization reported that NCDs accounted

for 63% (36million) of the 57million global deaths in 2008 and approximately

80% of all NCD-related deaths occurred in low- and middle-income coun-

tries [23]. In these developing countries, 29% of NCD-related deaths occurred in

the working-age group (in people aged< 60 years). This rate is higher than that for

high-income countries (13%) and contributes to declining labor productivity in

developing countries. The total number of annual NCD-related deaths is estimated

to reach 55million by 2030 [24]. NCDs are no longer just a problem for high-

income countries, but a problem that affects all countries.

Preventive medicine is the key to combat NCDs. Preventive medicine comprises

three levels: primary prevention (maintaining a healthy condition), secondary

prevention (avoiding the development of NCDs), and tertiary prevention

(preventing the progression of NCDs into serious medical conditions). Over time,

the focus of medical services in developed countries has changed from acute and
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serious diseases to the management of chronic diseases. Developing countries have

the opportunity to follow a different path, through the implementation of low-cost

preventive and compassionate health care/medical services based on information

and communication technology (ICT) [25].

In this study, we aimed to evaluate the impact of our preventive health care/

medical program consisting of primary, secondary, and tertiary prevention services

provided to> 10,000 subjects in Bangladesh. We selected Bangladesh as the

research area because, while there are few medical institutions in rural areas,

there are many pharmacies and the mobile Internet network has spread throughout

the nation, as is the case in many developing countries.

We conducted the research over 2 years, applying eHealth solutions and

telemedical interventions in an attempt to ensure an accurate stratification balance

and assess the effects of intervention after 1 year in> 2000 subjects [26]. The target

diseases in this program are chronic NCDs including diabetes mellitus and hyper-

tension, which are rapidly increasing in developing countries. Sensor devices,

including blood glucose meters and blood pressure meters, have been developed

for the management of these diseases and are widely available. The World Bank

Group’s Disease Control Priorities in Developing Countries has also emphasized

the paramount importance of risk management of chronic NCDs [27]. Using

machine learning, we attempted to establish a method to decrease the cost of health

checkups by predicting the results of expensive health check tests.

The main part of this section is first published in the Journal of Medical Internet

Research [26].

18.3.1 Methods

18.3.1.1 Overview

We developed an eHealth system named the Portable Health Clinic (PHC). PHC

comprises a set of sensor devices in an attache case, a data transmission system

linked to a mobile network, and a data management application. The system can be

used by operators with minimal information technology literacy to provide health

checkup services, even in rural areas. We included a teleconsultation service using

Skype over the mobile network to gather data on health. To assess the usability and

sustainability of the system, we designed a study model including local pharmacies

to provide a teleprescription service. We conducted a field study from July 2012 to

March 2014 (first year: July 2012–February 2013; second year: June 2013–

March 2014).
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18.3.1.2 The Portable Health Clinic

We selected sensor devices based on international information standards and

approved by Japanese pharmaceutical law. If a device did not have a standard

transmission format, we attached a body area network (BAN) interface to the

sensor. The BAN was published as IEEE802.15.6 in 2012 and uses frequency

bands approved by national medical and/or regulatory authorities and the industrial,

scientific, and medical (ISM) band [28]. In addition to the dedicated medical bands,

it provides quality service, extremely low power, and a data speed of up to 10Mbps,

supports medical security, and emergency data handling.

For easy portability, we put the components into an attache case. The attache

case was equipped with an Android tablet, consumable goods, including urine and

blood sugar test strips, batteries, paper, and pens. The total weight of the attache

case and contents was approximately 10 kg (Fig. 18.10).

An Android tablet served as a data input terminal, aggregating data via BAN and

manual input and communicating with the sensor server. Results of individual

health checkups, including the stratification level, were shown on a local site. The

main server in a medical call center in Dhaka, the capital of Bangladesh, stored all

sensor data. Data was available to doctors through the call center.

Local servers temporarily stored data from the Android tablet via wireless-LAN

and synchronized data with the main server when an Internet connection was

available. This use of local servers enabled PHC operators to upload their data

even if an Internet connection was temporarily unavailable.

18.3.1.3 Stratification Algorithm

Before the study commenced, we established “Bangladesh-logic” for risk stratifi-

cation using international diagnostic standards [29–33] to rank the risk grade into

four groups—green (healthy), yellow (caution), orange (affected), and red (emer-

gent) based on the results of each health checkup item (Table 18.3). The overall

health condition of each subject was also determined by integrating the results of

questionnaires into the four groups by the worst color of all health checkup items.

Fig. 18.10 The Portable

Health Clinic System

package
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Examples of the determination of overall health conditions based on the results of

each health checkup item are as follows:

– Green, Orange, Green, � � � , Yellow ! Orange

– Green, Green, � � � , Green (all Green) ! Green

The presence or absence of arrhythmia was determined using a blood pressure

meter. Data on smoking and time since the last meal were obtained from

questionnaires.

18.3.1.4 Questionnaires on First and Second Visits

During health checkup visits, we surveyed subjects using questionnaires written in

Bengali. Because the literacy rate is< 60% in Bangladesh, a staff member read the

questionnaire to the subjects and entered response data into the system. On the first

visit, we asked about literacy, occupation, time since the last meal, present symp-

toms, past diseases, medication, smoking, weight change, exercise, walking speed,

eating behavior, sleeping, and the desire to have a healthy lifestyle. For orange- and

red-grade subjects, we administered the questionnaire for teleconsultation with

questions including information on drug allergy and surgical history. For subjects

who participated in both the first and second years, we administered a different

questionnaire at the second visit with questions regarding memory and effects of the

Table 18.3 Bangladesh-logic: criteria for risk stratification

Green Yellow Orange Red

Waist (cm) Male [0, 90) [90, 1)

Female [0, 80) [80, 1)

Waist/hip ratio Male [0, 0.90) [0.90, 1)

Female [0, 0.85) [0.85, 1)

Body mass index (kg/m2) [0, 25) [25, 30) [30, 35) [35, 1)

Blood pressure (mmHg) Systolic [0, 130) [130, 140) [140, 180) [180, 1)

Diastolic [0, 85) [85, 90) [90, 110) [110, 1)

Blood sugar (mg/dl) Fasting [0, 100) [100, 126) [126, 200) [200, 1)

Postprandial [0, 140) [140, 200) [200, 300) [300, 1)

Urine-protein – � +, 2+

Urine-sugar – � +, 2+

Urine-urobilinogen � +, 2+

Pulse rate (bpm) [60, 100) [50, 60) [0, 60)

[100, 120) [120, 1)

Arrhythmia None +

Smoking None +

Body temperature (∘C) [0, 37) [37, 37.5) [37.5, 1)

Oxygen saturation (SpO2) (%) [96, 100] [93, 96) [90, 93) [0, 90)
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first health checkup, psychological (Prochaska’s) staging, present symptoms, and

medication.

18.3.1.5 System Operation

We provided a health care service for the study, including a health checkup using

sensor devices in the PHC, data storage in the call center, a health report, health care

guidance according to the situation of individuals, and a teleconsultation with a

doctor in the medical call center (Fig. 18.11). We conducted the study in five rural

villages and five factories/offices in Bangladesh. In the first year, we conducted the

study around Dhaka (Dhaka, Shariatpur, Chandpur, and Gazipur) because of a

logistics problem. In the second year, we selected sites from all over the country

to check the country’s health status. The sites of the second year are Chittagong

(south-eastern area), Rajshahi (western area), Thakurgaon (north-western area), and

around Dhaka.

At the first visit, after registration, the subjects received an ID card with a

barcode (Step 1 in Fig. 18.11). After completing the questionnaire, the subject

underwent the health checkup with the sensor devices in the PHC (Step 2). Both

the blood glucose and urine tests were performed by qualified health care pro-

fessionals, whereas the other tests were performed by trained staff. We cross-

checked the urine test results of the workers every 2 or 3 months because this test

Fig. 18.11 Work flow (Steps 1–7) and data flow (arrows) of the service
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requires visual judgment. Other devices, including blood glucose devices, display

numerical results and we do not require calibration among workers. The data were

stored in an Android tablet and in themain server in Dhaka. Categorized results for the

four risk groups, graded from green to red according to the Bangladesh-logic, were

printed out (Steps 3 and 4) and explained to the subject by the local staff (Step 4).

A booklet was provided to all subjects graded yellow, orange, or red (Step 5). We

provided telemedical intervention with a doctor in Dhaka for orange- and

red-grade subjects (Step 6). Because we selected sites from around Dhaka in the

first year, subjects in the village and factories/offices around Dhaka were asked to

undergo the health checkup 1 year later to enable assessment of the effects of the

program (Step 7).

18.3.1.6 Teleconsultation and Teleprescription

After the health checkup, we provided telemedical intervention for orange- and

red-grade subjects via mobile network contact (Skype) with the medical call center

in Dhaka. Because most areas in Bangladesh have Internet access (2G/3G), we

brought laptop PCs or tablet PCs (iPad) with mobile routers to the checkup sites.

The staff set up special rooms for teleconsultations at checkup sites and assisted

subjects to communicate with remote doctors in Dhaka. Doctors had access to the

results of health checkups via the Internet and they were able to provide advice on

disease management and encourage subjects to visit a clinic. Where required, the

doctors could send a teleprescription for anti-hypertensive medication via the

network. In our program, subjects who received a teleprescription could visit

their local pharmacy to purchase medication.

18.3.1.7 Booklet for Health Guidance

We provided an 11-page booklet to educate subjects graded yellow, orange, or red.

The booklet contained information on the risks of NCDs, including obesity, hyper-

tension, diabetes mellitus, smoking-related diseases, and chronic kidney disease.

We prepared both English and Bengali versions of the booklet and provided the

Bengali version to the subjects in the study. For subjects who could not read

Bengali, a staff member explained the checkup results and provided health care

guidance orally.

18.3.1.8 Ethical Considerations

The Kyushu University Institutional Review Board for Clinical Trials approved the

protocol of this verification study in 2012. We applied for the IRB of Kyushu

University, Japan, because participant groups in Bangladesh had no IRB. We

prepared a consent form, etc., after discussing with the local doctors.
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18.3.2 Results

18.3.2.1 Overview

There were 16,741 subjects assessed at the first health checkup, 9143 (54.61%)

males and 7598 (45.39%) females (Table 18.4). There were 9309 (55.61%) sub-

jects from urban areas and 7432 (44.39%) subjects from rural areas. Most of the

subjects in urban areas were male (male/female¼6299/3010], whereas female

subjects were more numerous in the rural areas (male/female¼2844/4588).

Figure 18.12 shows images of the health checkup and teleconsultation process in

a rural area.

Fig. 18.12 Images of a health checkup and teleconsultation

Table 18.4 The number of subjects by sex and location (the number of subjects who participated

in both the 2012 and 2013 checkups are indicated in parentheses)

Location Male Female Total

Rural 2,844 (177) 4,588 (234) 7,432 (411)

Urban 6,299 (1,412) 3,010 (538) 9,309 (1,950)

Total 9,143 (1,589) 7,598 (772) 16,741 (2,361)
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Figure 18.13 shows the age distribution for rural and urban areas. There was a

wide age distribution in rural areas, while there was a clear peak in the number of

subjects aged in the late 20s in urban areas. The average age was 35.1 (SD 12.7)

years for male subjects and 36.7 (SD 12.8) years for female subjects. The average

age was 43.6 (SD 14.0) years for rural subjects and 29.6 (SD 6.9) years for urban

subjects.

The results of the first health checkup are shown in Fig. 18.14. Based on the

assessment of overall health condition, we identified 5419 out of 16,741 subjects

(32.37%) as affected (orange or red) and 9057 subjects (54.10%) as caution

required (yellow). There were 10,879 subjects (64.98% of the total 16,741) graded

yellow based on the waist/hip ratio, 5535 (33.06%) graded yellow or higher based

on a blood pressure test, and 1402 (8.37%) graded yellow or higher based on a

blood sugar test. Subjects were graded red (emergent) based on body mass index

(BMI) (39 subjects), blood pressure (258), blood glucose (181), and oxygen satu-

ration (SpO2) (6). We provided a teleconsultation service to affected subjects

(orange or red, n¼4899).

18.3.2.2 Risk Factors Associated with Overall Health Condition

Figure 18.15 shows the overall results with regard to age, sex, and area. To identify

risk factors for NCDs related to overall health condition results, we used logistic

regression analysis with the overall result (orange/red: true or green/yellow: false)

Fig. 18.13 Age distribution for rural and urban areas
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Fig. 18.14 Age distribution for rural and urban areas

Fig. 18.15 Overall results by age, sex, and area (subject numbers are shown above the columns)
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as the outcome and age, sex, site type, occupation, and literacy as independent

variables (n¼16,315). The results are presented in Table 18.5. Variables that were

significantly associated with overall health condition (P< 0.05) are noted.

The results of the analysis indicate that older age, female, and living in a rural

area were risk factors for NCDs. Contrary to our expectations, literacy (and not

illiteracy) was also a risk factor. When we changed the outcome of logistic

regression analysis from the overall result to the result of each individual checkup

item, we found that literacy was also a risk factor for high BMI, blood pressure,

blood glucose, and urine glucose. Conversely, there was no significant difference

between literacy and illiteracy for urine protein and urobilinogen levels, pulse rate,

arrhythmia, body temperature, and SpO2.

Because significant variables were related to body mass, we generated the

hypothesis that literate subjects: (1) earn more and tend to overeat, (2) do not get

enough exercise because they use their own mode of transport or public transport,

and (3) lack a basic awareness of health.

18.3.2.3 Comparison with Results of Health Checkups in Japan

Because NCD problems are spreading from advanced countries to developing

countries, it is important for preventive medicine in developing countries to use

past experiences in advanced countries. Moreover, experiences in developing

countries could improve preventive medicine in advanced countries, the so-called

reverse innovation. On the other hand, problems specific to each country exist and

we need to cope with individual issues. In order to separate the problems, we

compared the results of the present study with data from the 2012 National Health

and Nutrition Survey in Japan (n> 15,000), which was conducted by the Japanese

Ministry of Health, Labor, and Welfare [34]. The results of the present study were

corrected to match the sex and age distribution of the Japanese dataset. Figure 18.16

Table 18.5 Risk factors for NCDs associated with the overall health

Variables Odds ratio (95% CI) P value

Age 1.04 (1.04–1.05) < 0. 001

Sex (male) 0.78 (0.71–0.86) < 0. 001

Area (urban) 0.66 (0.56–0.78) < 0. 001

Daily labor 0.56 (0.45–0.69) < 0. 001

Business 0.83 (0.68–1.01) 0.063

Occupation Private/government service 1.00 (reference) –

Student 0.43 (0.27–0.66) < 0. 001

Housewife 0.86 (0.71–1.03) 0.108

Unemployed 0.80 (0.64–1.01) 0.055

Literacy 1.24 (1.14–1.36) < 0. 001

Bold variables were significantly associated with overall health condition(P< 0. 05)
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shows the results of the comparison. The blue color in the BMI column indicates

BMI< 18.5 kg/m2, meaning subjects were underweight.

The comparison shows that there were many underweight subjects (blue in BMI)

in Bangladesh and that more Bangladeshi subjects were ranked green compared

with Japanese subjects. However, the number of Bangladeshi and Japanese subjects

ranked orange and red for BMI, waist/hip ratio, and blood pressure was similar,

despite very different average income, living conditions, and eating habits in the

two countries. Conversely, the results of blood sugar and urine protein tests were

quite different between the two countries. This may be a result of regional differ-

ences because the results of the urine protein test differed among sites in

Bangladesh (Fig. 18.17). We would like to conduct further research and learn to

cope with the individual issues in Bangladesh.

18.3.2.4 The Second Health Checkup

There were 2361 subjects who participated in both the 2012 and 2013 health

checkups. The details are indicated in parentheses in Table 18.4. Mean systolic

blood pressure (SBP) in the first year (2012) was 121 (SD 17) mmHg and in 2013 it

was 116 (SD 15) mmHg. Figure 18.18 shows the difference in SBP between the

2 years arranged by the ranked color of the first blood pressure test. There was a

significant decrease in SBP for all color rankings (P< 0.001).

Fig. 18.16 Comparison of health checkup results for Bangladeshi (BD) and Japanese

(JP) subjects
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Fig. 18.17 Results of the urine protein test for each checkup site in Bangladesh

Fig. 18.18 Difference in systolic blood pressure based on color ranking at the first checkup



To determine which subjects showed improved health over the study period, we

attempted to predict which subjects would have better health at the second checkup.

There were 2110 subjects who had a medical interview at the first checkup and

640 of those subjects were graded as red or orange. Of those 640 subjects,

326 improved their health to green or yellow in the second year.

To further investigate the subjects with improved health, we applied a machine

learning technique, the random forest method, using the medical interview, subject

profiles, and checkup results as the explanatory variables. From the 640-subject

dataset, we separated 60% as training sets and 40% as test sets without replacement

and ran the estimation. The area under curve (AUC) for 20 trials was 0.7676

(SD 0.0267). The main factors that contributed to the estimation were age, BMI,

waist/hip ratio, urine protein, and blood pressure. Based on these findings, we

proposed a preferred intervention to help subjects to improve their health.

18.3.2.5 Predicting Blood Glucose Test Results

We applied the random forest method using the medical interview, subject profiles,

and checkup results (excluding the blood glucose test result) as explanatory vari-

ables to estimate the Bangladesh-logic ranking of red and orange based on the blood

glucose test. From the 15,705-subject dataset (true/false¼462/15,246), we sepa-

rated 60% as training sets and 40% as test sets without replacement, and ran the

estimation. AUC for 20 trials was 0.9565 (SD 0.0072). Figure 18.19 shows a

receiver operating characteristic (ROC) curve (AUC¼0.9618).

Fig. 18.19 ROC curve for

predicting blood sugar
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Based on Youden’s index, which maximizes the distance from the 45∘ line on

the ROC curve (the upper left point in Fig. 18.19), the true positive rate was 87.6%

and the false positive rate was 5.9%.

18.3.3 Discussion

18.3.3.1 Comparison with Prior Work

In recent years, there have been many projects aimed at improving health care in

developing countries. Some projects have focused on more specialized and techni-

cal approaches, including immunological or enzymatic assays for bacterial

toxins [35], and retinal photography, Doppler imaging, biothesiometry, and elec-

trocardiography to detect diabetic complications [36]. Ramachandran et al. [37]

showed that lifestyle modification could prevent type 2 diabetes in Asian Indian

subjects. We targeted the general population and focused on primary prevention;

therefore, our eHealth system comprised only basic biosensors to conduct the health

checkup.

In this study, we detailed the design of our health care program and presented the

results of the study conducted in five villages and five factories/offices in

Bangladesh. A study of an Android-based mHealth system in South Africa showed

that the system was more cost-effective than pen and paper alternatives [38]. This

finding matches our experience in the present study. An intervention program in

India found that mobile phone messaging (e.g., short messaging service) was an

effective and acceptable method for the delivery of advice and support for lifestyle

modification to prevent type 2 diabetes in men at high risk [39]. The results of our

study suggest that literate subjects are at high risk of NCDs based on high BMI,

blood pressure, blood glucose, and urine glucose results, and a mobile phone

messaging system would be an effective approach to improving their health.

18.3.3.2 Results of the Health Checkup

We found a high rate of obesity based on a high waist/hip ratio (metabolic

syndrome) and a high rate of hypertension at the first health checkup. A high

carbohydrate and oil-rich diet may contribute to obesity in Bangladesh. In addition,

the use of salt to preserve food where refrigeration is not widely available may

increase the risk of hypertension. Conversely, despite the high prevalence of

obesity, diabetes prevalence was not high, probably a result of high exercise levels.

Many subjects were graded yellow based on the urine protein test. Chowdhury

et al. [40] have reported widespread arsenic contamination of drinking water in

Bangladesh. We are currently investigating whether pollution with arsenic and

heavy metals, such as cadmium, affects urine tests directly or causes kidney

dysfunction.

18 Health Sensor Data Analysis for a Hospital and Developing Countries 513



At the first checkup, 472 of 16,741 subjects were graded red. This is potentially

an important outcome of the study because we were able to initiate intervention for

these high-risk subjects with health care guidance, teleconsultation, and encour-

agement to visit a clinic.

At the second checkup, there was a significant decrease in SBP for all color

rankings (P< 0.001), even if the subjects were graded as green or yellow at the first

checkup. This result indicates that the health of the subjects improved even with

knowledge of the initial result and basic health guidance without intervention by a

doctor.

18.3.3.3 Cost Evaluation

In this study, we performed all the available tests in all subjects. In our estimation,

to enable sustainable operation and widespread implementation of the program, we

need to reduce the total cost to<US$3 per subject. However, the cost of the blood

glucose test is high, at approximately US$0.60 per measurement. We identified

effective ways to reduce this cost by estimating the risk for diabetes using pre-

dictors and measuring blood glucose only in high-risk subjects.

In designing a predictor system, there has to be a tradeoff between true positive

rate (TPR) and false positive rate (FPR) results. For example, we selected a

threshold for Youden’s index that minimized the balanced error rate (¼1-TPR

+FPR), and generated a predictor with a TPR of 87.6% and a FPR of 5.9%. That

result indicates that we can skip 14,344 (15,243�94.1%) unnecessary tests if we

accept 57 (462�12.4%) oversights. The predictor system would reduce the number

of blood glucose tests from 15,705 to 1304; consequently, the measurement cost per

subject would be reduced to one-tenth.

We need to design a predictor that maximizes TPR under existing budget

constraints to manage the health of a large group with acceptable FPRs. To be

more precise, if we arrange the risk value in the descending order first and count the

number by the limits of inspection, then we can choose the risk value as the

threshold.

The cost of teleconsultation is also high because of the high salary paid to

doctors. Reducing the workload of doctors reduces the cost of the medical program.

We are currently analyzing eHealth records using the association rule to support the

clinical decisions of medical staff [41]. This analysis can help doctors to add

prescription data into the system faster because the system predicts what the doctors

want to do and can show candidate inputs and instructions. Machine learning

techniques could substitute formulaic, insignificant, and cumbersome work of

doctors, enabling them to concentrate on more specific and important issues of

patients.

In this study, we provided a health guidance booklet for subjects and a staff

member explained the checkup results and health care guidelines orally for illiterate

subjects. Because cost control is a serious concern of this project, we plan to make

educational videos for health guidance and screen them on devices such as tablet
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PCs, at the checkup sites. The videos could be useful not only for illiterate subjects

but also for literate ones to increase their health awareness.

18.3.3.4 Limitations

Because we selected sites around Dhaka in the first year due to a logistic problem,

we assessed the 1-year after-effects of the program only around Dhaka. However,

because the first checkup results around Dhaka are similar to those of the second

year site, except for the urine protein test, we consider that the program has a similar

effect even other areas.

18.3.4 Conclusions

The present study findings suggest that our eHealth system, combining a health

checkup and teleconsultation via the mobile network, is an effective tool in the

social health care system in developing countries. It also suggests that the stratifi-

cation rule is working effectively.

18.4 Future Directions

This paper presented two types of medical sensor data analysis—Hospital study and

Bangladesh Study. In the hospital study, we gathered and analyzed nursing activity

data. The future work includes expanding the data mining in order to explore the

knowledge about clinical paths, such as finding important activities that lead to

earlier discharge from the hospital.

In the Bangladesh study, we developed an eHealth system that comprises a set of

sensor devices in an attache case. We plan to continue large-scale research into the

results of our program, evaluating long-term outcomes to better assess the quality of

the service. We will investigate changes in mortality and the frequency of clinic and

hospital visits as well as changes in the basic health level and the total costs

involved.
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