
Chapter 10
How Robust is a Robust Policy? Comparing
Alternative Robustness Metrics for Robust
Decision-Making
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Abstract Nowadays, decision-makers face deep uncertainties from a myriad of
external factors such as climate change, population growth, new technologies, and
economic developments. The challenge is to develop robust policies, which perform
well across all possible resolutions of the uncertainties. One approach for achiev-
ing this is to design a policy to be adapted over time in response to how the future
actually unfolds. A key determinant for the efficacy of such an adaptive policy is
the specification of when and how to adapt it. This specification depends on how
robustness is being operationalized. To date, there is little guidance for selecting
an appropriate robustness metric. In this chapter we address this problem, using
a case study of designing a policy for stimulating the transition of the European
energy system towards more sustainable functioning using five different robustness
metrics. We compare the policies as identified by each metric and discuss their rel-
ative merits. We highlight that the different robustness metrics emphasize different
aspects of what makes a policy robust. More specifically, measures that separate dis-
persion and the mean, effectively doubling the number of objectives, provide very
valuable information on the trade-offs between the mean performance of the policy
and dispersion around this mean. We also discuss, based on our case, why analysts
should use multiple robustness metrics.
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10.1 Introduction

In many planning problems, planners face major challenges in coping with uncertain
and changing physical conditions, and rapid unpredictable socio-economic develop-
ment. How should society prepare itself for this confluence of uncertainty? Given
the presence of irreducible uncertainties there is no straightforward answer to this
question. Effective decisions must be made under unavoidable uncertainty [10, 23].
The acceptance of uncertainty as an inevitable part of long-term decision-making
has given rise to the development of new tools and approaches (see Walker et al.
[36] for a review).

Robust decision making is a paradigm example of the new approach to model-
based decision support in the face of deep uncertainty [13, 22]. In this approach, a
very large ensemble of plausible futures spanning the various key uncertain factors
is created [20]. This ensemble serves as a test bed for candidate policies. Through
scenario discovery, the key vulnerabilities and opportunities of a candidate policy
are identified [6]. In light of this, an iterative process of (re)design of candidate
policies takes place, aimed at improving the overall robustness of the policy.

Typically, the iterative redesign of candidate policies involves the inclusion of
actions whose implementation is conditional on how the future unfolds [13]. The
challenge here is to avoid implementing these actions either too early or too late.
Very recently, robust multi-objective optimization has been suggested as a technique
for supporting the search for finding the right conditions [14]. However, a variety of
alternative operationalizations of robustness have been used within a multi-objective
optimization framework (e.g., [13, 15, 17, 21, 22]). In these various operationaliza-
tions, robustness is understood either as reducing the uncertainty about the expected
consequences of a given policy. So no matter how the future plays out, the policy
performance falls in a narrow bandwidth. Or, alternatively, robustness is understood
as minimizing the undesirable outcomes. So, no matter how the future unfolds, pol-
icy performance will be satisfactory. This raises the question how the choice of the
robustness metric affects the final design of an adaptive policy or plan. It also raises
the question whether some robustness metrics always outperform other robustness
metrics. Therefore, insight into the consequences of different robustness metrics
can help analysts in choosing a (set of) metric(s) that is appropriate for the case at
hand, and improve awareness regarding the relative merit of alternative robustness
metrics.

In this chapter, we apply five different robustness metrics to the same case, all-
owing us to compare the results and providing insight into the relative merits of
each of these five metrics. We start from the European energy transition case studied
by Hamarat et al. [14]. This case focuses on finding an adaptive plan, built on the
European emission-trading scheme that maximizes the potential of achieving the
emission reduction targets set out by the European Commission. A variety of actions
can be taken to help in achieving the emission reduction targets. The key question
is to identify the conditions under which a given action should be taken. This can
be formulated as a robust multi-objective optimization problem. In this chapter, we
explore the consequences of alternative robustness metrics using this case.
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The chapter is structured accordingly. In Sect. 10.2 we introduce the alternative
robustness metrics. Section 10.3 provides additional details on the multi-objective
optimization formulation and the approach for solving this problem, and briefly
introduces the simulation model of the European energy system, the key uncertain
factors that need to be accounted for, and the case specific formulation of the robust
multi-objective optimization problem. Section 10.4 contains the results for each of
the five robustness metrics and their comparison. A discussion of the results and
their implications is presented in Sect. 10.5.

10.2 Measuring Robustness

Robust optimization methods aim at finding, in the presence of uncertainty about
inputs, optimal outcomes that are not overly sensitive to any specific realization
of the uncertainties [1, 3–5, 19]. In robust optimization, the uncertainty that exists
about the outcomes of interest is described through a set of scenarios [25]. Robust-
ness is then defined over this set of scenarios. This definition differs from worst-
case formulations such as minimax, which can produce very costly and conservative
solutions [25].

The way in which robustness is defined over the scenario set can affect the sol-
utions that are being found. A careful choice of the robustness metric(s) is thus
paramount. Three families of metrics are available: regret, satisficing, and statistical.
Regret based metrics are comparative in character. They compare the performance
of a policy option in a given scenario with some performance measure in the same
scenario. Regret-based metrics originate from Savage [30]. Savage defines regret as
the difference between a given policy’s performance in a specific possible future and
the performance of the best performing policy option in that specific possible future.
A robust policy is the one that minimizes the maximum regret across all alternative
possible futures. Alternative regret metrics use some type of baseline performance
for a given scenario instead of best performing option [17, 22, 26]. In this chapter,
we will not further consider regret-based metrics, for they are very hard to embed
efficiently within an optimization routine.

Satisficing metrics aim at maximizing the number of scenarios, which meet a
minimum performance threshold. They thus rely on the upfront specification of
this performance threshold. A well-known example of this is the domain criterion
[31, 32], which focuses on the fraction of the space where a given performance
threshold is met; the larger this space, the more robust the policy. Often, this is sim-
plified to looking at the fraction of scenarios, rather than the volume of the space.
Recently, the domain criterion made a resurgence under the label of info-gap deci-
sion theory [2]. Because of their reliance on a user specified performance threshold,
satisficing criteria introduce a new source of uncertainty into the analysis. In part
because of this, we ignore these criteria in this chapter.

The third family of robustness metrics are statistical or density based. That is,
they look at the distributional character of the outcomes of interest. The basic in-
tuition of these metrics is that a robust policy leaves little uncertainty about the
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expected outcomes. That is, the more peaked the distribution of expected outcomes,
or the more skewed towards the desired region of outcomes, the more robust the pol-
icy. In this chapter, we focus our analysis on this family of metrics and we highlight
several exemplary metrics.

For comparative purposes, we include the conservative maximin (or minimax)
criterion as our first metric. It is the most conservative and focuses only on the
worst case and making this worst case as good as possible

fi(x) =

{
max(xi), minimization

min(xi), maximization
(10.1)

where xi is a vector of the performance of outcome indicator i in each scenario.
In case of minimization, the worst case is the maximum performance. In case of
maximization, the worst case is the minimum performance. Note that we take the
maximum or minimum over the performance across the set of scenarios, rather than
use an optimization for finding the globally worst case. Since this metric only con-
siders the worst case, it is expected to result in conservative and costly solutions.
The second metric is based on the intuition that a robust solution will have a good
average result with very limited dispersion around it. In mathematical form

fi(x) =

{
(μi +1)(σi +1), minimization

(μi +1)/(σi +1), maximization
(10.2)

where μi is the mean over the set of scenarios for outcome indicator i and σi is the
standard deviation. The +1 is included to handle situations where either μi or σi

is close to zero. This metric is essentially a signal to noise ratio, or a form of risk
discounting. There are three downsides to this first metric. First, it does not provide
insight into the trade-off between improving the mean and reducing the standard
deviation. Second, functions that combine the mean and variance are not always
monotonically increasing [28]. Third, by using the standard deviation, good and bad
deviations from the mean are treated equally [34]. In many cases, however, robust-
ness is understood as minimizing the undesirable deviations from the mean. These
problems can be solved in various ways. In this chapter we consider three alterna-
tive approaches. Common to these approaches is that they have separate objectives
for the mean and some measure of the deviation from this, effectively doubling the
number of objectives in the eventual optimization problem.

The third metric is a variant of the approach used by Takriti and Ahmed [34],
where we measure the mean and the undesirable deviations away from some target
value as separate objectives

fi(x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−μi,

k

∑
k=1

(xk −q50)
2[xk > q50], minimization

μi, −
k

∑
k=1

(xk −q50)
2[xk < q50], maximization

(10.3)
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where q50 is the median performance, k is a scenario, xk is the score for the i-th
outcome indicator in scenario k, and the sum is only taken over the cases that meet
the specified condition. So, we are taking the sum of squared differences from the
median in the undesirable direction. Effectively, this metric uses the sum of squared
differences as proxy for the skewness of the distribution.

The fourth metric offers an alternative way of measuring the skewness of the
distribution of outcomes, using a quantile-based definition following Voudouris et
al. [35]. This quantile-based definition is motivated by the potential unreliability of
moment-based definitions of skewness if the density estimate is fat-tailed [8], i.e. if
there are many scenarios (data points) in the tail regions.

fi(x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−μi,

(q90 +q10)/2−q50

(q90 −q10)/2
, minimization

μi,
(q90 +q10)/2−q50

(q90 −q10/2
, maximization

(10.4)

where q10, q50, and q90, are the 10th, 50th, and 90th quantile respectively or the
distribution of outcomes for outcome indicator i. The more positive the values of this
metric, the more skewed the density estimate is towards the right (higher values).
The more negative this value is, the more skewed the distribution is towards the left
(lower values). Therefore, for outcome indicators to be maximized, the policy option
with higher skewness is preferred, whereas for outcome indicators to be minimized,
lower skewness is preferred.

Instead of considering the skewness of the distribution, one can consider the
peakedness. Kurtosis is a well-known measure, established originally to describe
peakedness. Among several formulations of kurtosis [16], following Voudouris et al.
[35], a simple quantile-based metric is adopted here

fi(x) =

⎧⎪⎪⎨
⎪⎪⎩
−μi,

q90 −q10

q75 −q25
, minimization

μi,
q90 −q10

q75 −q25
, maximization

(10.5)

where q10, q25, q75, and q90, are the 10th, 25th, 75th, and 90th quantile, respectively,
of the distribution of outcomes for outcome indicator i. The higher this metric, i.e.
the smaller the inter-quartile range compared to the interval between 90th and 10th
quantiles, the more peaked the density estimate is around the mean.

10.3 Case

The European Union (EU) has targets for the reduction in carbon emissions and
the share of renewable technologies in the total energy production by 2020 [7]. The
main aim is to reach 20 % reduction in carbon emission levels compared to 1990



226 J.H. Kwakkel et al.

levels and to increase the share of renewables to at least 20 % by 2020. In order
to meet the 2020 goals, the EU adopted the European Emissions Trading Scheme
(ETS) for limiting the carbon emissions [7]. ETS imposes a cap-and-trade principle
that sets a cap on the allowed greenhouse gas emissions and an option to trade al-
lowances for emissions. However, current emissions and shares of renewables show
a fragile progress of reaching the 2020 targets. Moreover, the energy system in-
cludes various uncertainties related to e.g. technology lifetimes, economic growth,
costs, learning curves, and investment preferences. Whether the policy will achieve
its targets is at least partly contingent on how these various uncertainties play out.

10.3.1 Model

In this study, a System Dynamics [11, 27, 33] model is used for simulating plausible
futures of the EU electricity system. The model represents the power sector in the
EU and includes congestion on interconnection lines by distinguishing seven dif-
ferent regions in the EU. These are United Kingdom, Ireland, Italy, and northwest,
northeast, middle, southwest, and southeast Europe. Nine power generation tech-
nologies are included. These are: wind, PV solar, solid biomass, coal, natural gas,
nuclear energy, natural gas with Carbon Capture and storage (CCS), coal gasifica-
tion with CCS, and large scale hydro power. The model includes endogenous mech-
anisms and processes related to the competition between technology investments,
market supply-demand dynamics, cost mechanisms, and interconnection capacity
dynamics.

Figure 10.1 shows the main sub-models that constitute this model at an aggregate
level. These are installed capacity, electricity demand, electricity price, profitability
and levelised costs of electricity. At an aggregated level, there are two main factors
that drive new capacity investments: electricity demand and expected profitability.
An increase of the electricity demand leads to an increase in the installed capacity,
which will affect the electricity price. This will cause a rising demand, in turn result-
ing in more installed capacity. On the other hand, decreasing electricity prices will
lead to lower profitability and less installed capacity, which will result in electric-
ity price increases. Each sub-model has more detailed interactions within itself and
with the other sub-models and exogenous variables and these causal relationships
drive the main dynamics of the EU electricity system. More detail on the model
can be found in Loonen [24], including a detailed description of all equations and
variables.

We are interested in exploring and analyzing the influence of a set of deeply
uncertain input variables on the key output variables. In order to explore this un-
certainty space, not only parametric but also structural uncertainties are included.
For exploring structural uncertainties, several alternative model formulations have
been specified and a switch mechanism is used for switching between these alter-
native formulations. Parametric uncertainties are explored over pre-defined ranges.
Table 10.1 provides an overview of the uncertainties, 46 in total.
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In many scenarios, the ETS policy alone will not be sufficient to achieve the
stated CO2 emission reduction targets. It thus needs not be complemented with add-
itional actions. The reasons for not achieving the reduction targets differ from one
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Fig. 10.1: The main causal loops in the EU energy model

scenario to the next. Therefore, the additional actions are scenario dependent. We
consider three possible additional actions:

1. Obligatory phase out of older energy generation technology.
2. Subsidy for sustainable energy generation technology. The amount of the sub-

sidy is conditioned on the differences in marginal costs between sustainable and
non-sustainable technology.

3. Obligatory decommissioning of non renewable technologies to maintain the
achieved fraction of renewable technologies.

Each of these actions is good only in some scenarios. For example, the third action
is aimed at scenarios where the use of renewable energy collapses after a quick
uptake. To address this, the challenge is to specify up front the conditions under
which each of these actions should be implemented. We address this problem using
multi-objective robust optimization.
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Table 10.1: Specification of the uncertainties to be explored

Name Description

Economic lifetime For each technology, the average lifetime is not known precisely.
Different ranges for the economic lifetimes are explored for each
technology.

Learning curve For each technology, the extent to which costs will decrease with
increasing experience is uncertain. Different progress ratios are
explored for each technology.

Economic growth It is deeply uncertain how the economy will develop over time. Six
possible developments of economic growth behaviors are
considered.

Electrification rate The rate of electrification of the economy is explored by means of
six different electrification trends.

Physical limits The effect of physical limits on the penetration rate of a technology
is unknown. Two different behaviors are considered.

Preference weights Investor perspectives on technology investments are treated as being
deeply uncertain. Growth potential, technological familiarity,
marginal investment costs and carbon abatement are possible
decision criteria.

Battery storage For wind and PV solar, the availability of (battery) storage is difficult
to predict. A parametric range is explored for this uncertainty.

Time of nuclear ban A forced ban for nuclear energy in many EU countries is expected
between 2013 and 2050. The time of the nuclear ban is varied
between 2013 and 2050.

Price demand elasticity A parametric range is considered for price demand elasticity factors.

10.3.2 Formulating the Problem

The general optimization problem we are solving is

minimize F(L) = [ fcosts,− frenewables,− freduction]

where L = [ld f , lad , ls f , lsd , lpr, ldc f , l f th, ltr]

subject to 0.5 ≤ cd f ≤ 1,
0.0 ≤ cad ≤ 0.75
0.0 ≤ cs f ≤ 0.5
0.0 ≤ csd ≤ 20.0
1.0 ≤ cpr ≤ 2.0
0.0 ≤ cdc f ≤ 0.5
0.0 ≤ c f th ≤ 1.0
10 ≤ ctr ≤ 40

Table 10.2 offers an explanation of each policy leaver l, and the meaning of the
subscripts for both li and Ci. fcosts, frenewables, and freduction are the costs of the
policy, the fraction of renewables at the end of the simulation, and the reduction
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of emissions of green house gases respectively. The constraints ci are taken from
Hamarat et al. [14] and are based on common sense and case specific considerations.

Various approaches exist for solving multi-objective optimization problems.
Over the last decade, substantial advances have been made through the use of gen-
etic algorithms (GA). GA use a population of solutions, which are evolved over the
course of the run of the algorithm. This population can be evolved in such a way that
it maintains diversity, while continuallymoving towards the Pareto frontier. In this

Table 10.2: List of triggers and their descriptions

Trigger Brief description

Action 1 Desired fraction (d f ) Desired fraction of renewable technologies.
Additional decommissioning (ad) Additional fraction of non-renewable

technologies to be decommissioned.
Action 2 Subsidy factor (s f ) Additional fraction of subsidy for renewables.

Subsidy duration (sd) Duration for how long the subsidy for the
renewables will be active.

Proximity (pr) Proximity of cost to the cost of the most
expensive non-renewable technology.

Action 3 Decommissioning factor (dc f ) Fraction to be decommissioned for
non-renewables when the gap between desired
and forecasted fraction for renewables is above
the Trigger.

Forecast time horizon ( f th) Time horizon over which the forecast for the
level of renewable fraction is done.

Trigger (tr) Proximity of the forecasted renewable fraction
to the desired fraction.

way, multiple Pareto front solutions can be found in a single run of the algorithm [9].
Currently, a wide variety of alternative multi-objective evolutionary algorithms are
available for solving multi-objective optimization problems [12, 18]. In this study,
we use Borg, a state of the art GA where the evolutionary operators co-evolve
with the search [12]. In various comparisons, Borg has been demonstrated to be
among the best available genetic algorithms for solving multi objective optimiza-
tion problems [12, 29].

10.4 Results

Figure 10.2 shows the ε-progress of the genetic algorithm for each of the five alter-
native robustness metrics (10.1)–(10.5). ε-Progress measures how often the genetic
algorithm has been able to find a substantially better solution. Over the course of
the optimization, this will occur less frequently. As a result, ε-progress stabilizes,
indicating that the algorithm has converged. The number of function evaluations
required to achieve a stable set of solutions differs from one robustness metric to
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the next. For example, the second robustness metric stabilized very quickly, while
the third and fourth robustness metrics require a substantially larger number of func-
tion evaluations. A first reason for this is that the ε values are different for non-
comparative metrics. A second explanation is the fact that the first two robustness
metrics use a single metric, while metrics three, four and five use two metrics. This
effectively doubles the solution space.

Figure 10.3 shows the values for the decision variables for all of the solutions,
grouped by metric. In this figure, each line represents a solution, and the intersection
point of this line with a vertical axis shows the value of the corresponding decision
variable in this solution. We observe several things. First, virtually all metrics use
the edges of the solutionspace for several of the decision variables. Second, many of

Fig. 10.2: ε-Progress for the five objective functions (robustness metrics)

the metrics go to the upper extreme of the decommissioning factor. This means that
obligatory additional decommissioning of fossil-based energy generation is effec-
tive across metrics. We also see that virtually all solutions combine this with a low
value for the trigger. This means that even if there are small differences between the
desired and forecasted fraction of renewables, the various robustness metrics favor
aggressive decommissioning. On the other levers, the pattern is less clear. Still, we
observe that for example metric 1 uses the upper extreme of the desired fraction of
renewables in combination with aggressive additional commissioning of sustainable
energy generation technologies. Metric 1 aims at minimizing the worst case, so to
minimize the worst case, very aggressive promotion of sustainable energy should be
pursued. Similar observations can be made for the other metrics.
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Solving the multi-objective optimization problem for each of the metrics pro-
duces a set of solutions that are non-dominated. Figure 10.3 shows the values for
the decision variables for each solution per robustness metric. There are clear dif-
ferences in this, but how does this translate to differences in outcomes? To analyze
this, we look at the cumulative distribution of the terminal values for the outcomes
of interest. This is shown in Fig. 10.4. We see that the shape of the distribution is
quite similar for all solutions found by each of the five metrics, but some metrics
produce better results than others. For example, if we look at the fraction of renew-
ables (Fig. 10.4a),we see that robustness metric 5 produces a set of solutions that all

Fig. 10.3: Values for policy levers for all solutions, colored by objective function
(robustness metric) used

result in a high fraction of cases with substantial adoption of renewables. In contrast,
metrics 3 and 4 produce a set of solutions with a wider spread of results.

In order to get sharper insight into how different the results are for all of the
solutions, we calculate the distance between all cumulative distributions using the
Kolmogorov-Smirnov statistic. The result for each of the three outcome indicators
is shown in Fig. 10.5a–c. Each of these figures shows a matrix, and each cell is
colored according to the difference between the cumulative distributions of the two
solutions in the row and column of this cell. Here, we can see that the one solution
found by using metric number 2 (marked as obj 2–1) is equal to or better than
all other solutions. The second best set of solutions is produced by metric 5 where
almost all solutions are very close to the solution found by metric 2. This observation
is true for all three indicators. So both metric 2 and 5 produce solutions that are
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both relatively cheap, and effective in reducing CO2 emissions and increasing the
adoption of sustainable energy generation technologies.

So far, we have focused on the individual outcomes of interest. A major advan-
tage of the multi-objective optimization approach is that we can get insight into the
trade-offs between the various outcomes of interest. To this end, we created a set of
pair-wise scatter plots for each of the five robustness metrics, with Gaussian kernel
density estimates on the diagonal. The resulting set of figures is shown in Fig. 10.6.
We observe that irrespective of the robustness metric, the solutions with a high adop-
tion of sustainable energy generation also tend to be cheaper across virtually all sce-
narios. This is explained by the fact that pursuing high adoption requires aggressive
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Fig. 10.4: Cumulative distributions of the terminal values of the three performance
indicators across all solutions. (a) The fraction of renewables. (b) The fraction of
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strategies in the short term which result in learning effects, in turn lowering the price
and increasing the efficiency of sustainable energy generation technologies.

Figure 10.6 also highlights some of the key differences between the various met-
rics. For example, metric 1, which focuses on the worst case only, performs poorly
across the range of scenarios even though its worst case is the least worst case pos-
sible. Metrics 3, 4, and 5 which include both the average performance as well as a
metric related to the deviation from this average produce a larger set of solutions. For
example, metric 4 offers some examples of solutions that appear to have a slightly
lower average performance, but are more reliable with respect to their expected per-
formance, or at least have a less wide range of downside outcomes. This is most
clearly observable for the fraction of renewables.
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10.5 Discussion

Comparing the results identified by the five different robustness metrics, we observe
several things. First, metric 1 focuses on minimizing the worst case, but at the exp-
ense of the performance in all other scenarios. A worst case approach should thus
be used only in very specific circumstances. Second, metrics 2 and 5, both of which
focus on the peakedness of the distribution appear to produce the best sets of solu-
tions. For this case, there appears to be little benefit to using a metric that focuses
on the downside risk of outcomes instead of the overall distribution of outcomes.
Still, both metric 3 and 4, which do this, can produce results on par with metrics 2
and 5. We see in Fig. 10.5 that both solution 4–11 and 3–16 are on par with the best
solutions produced by metrics 2 and 5.

Fig. 10.5: Distances between cumulative distributions of the terminal values for the
three outcome indicators as measured by the Kolmogorov-Smirnov statistic. (a) The
fraction of renewables. (b) The fraction of emission reduction. (c) The costs of the
policy
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Fig. 10.6: Pairwise scatter plots for each solution across all scenarios for all five
robustness metrics. (a) Metric 1, (b) metric 2, (c) metric 3, (d) metric 4, (e) metric 5



10 How Robust is a Robust Policy? 235

The results suggest that there is no single best robustness metric. Metric 1 is
useful if the worst case is the sole concern. Metric 2 and 5 are useful if one is int-
erested in reducing the uncertainty about expected outcomes but one is indifferent
with respect to upside and downside deviations. Metrics 3 and 4 are useful if one is
primarily concerned about negative deviations from the average performance. Met-
rics 3, 4, and 5 produce insight into the trade-offs between average performance
and the deviations from this average. This can be very useful decision support infor-
mation, but it doubles the solution space. In the present chapter, we have used the
same robustness metric for all outcome indicators. Evidently a mixed approach can
be pursued. For example, users might prefer certainty about costs, while being con-
cerned about negative deviations for adoption of sustainable energy generation. In
this case either metric 2 or 5 can be used for costs, while either metric 2 or metric 3
would be used for the fraction of renewables. In short, case specific considerations
and system characteristics should be considered in choosing statistical robustness
metrics.

The results are based on a single run of the optimization algorithm for each met-
ric. It is good practice to assess the adequacy of solutions found through genetic
algorithms by performing several replications. Genetic algorithms exploit stochas-
ticity for effective searching, but this also introduces some randomness in the algo-
rithm. Performing several replications with different random seeds can enhance the
confidence that the identified solutions are indeed good approximations of the true
Pareto front.

Robust optimization requires evaluating the performance of a given solution over
a set of scenarios. This creates substantial runtime concerns. In the case reported
here, we evaluated the robustness over a set of 500 scenarios. Each of these scenarios
requires the running of the simulation model, which takes a few seconds. Finding
effective ways of reducing the size of the set of scenarios needed for calculating the
robustness metric can help in substantially reducing the calculation time. If we are
able to reduce the size of the set from a 500 to 250, the runtime would be halved.

In this chapter, we focused on five examples of statistical robustness metrics. We
have not considered satisficing or regret based metrics. It will be quite interesting to
extent the presented analysis to also include examples of both families of robustness
metrics. This would offer a more comprehensive insight into the merits of examples
of all three families of robustness metrics.

The implication of the results presented in this chapter is twofold. First, there is
no clearly superior single robustness metric. Case specific consideration and system
characteristics affect the merits of the various robustness measures. This implies
that an analyst has to choose carefully which robustness measure is being used and
assess its appropriateness. Second, because of the different insights generated by the
different robustness metrics, it is advised to consider multiple robustness measures
simultaneously and explore their joint implications for decision-making. For exam-
ple, in this case, all metrics favor aggressive additional decommissioning of existing
fossil fuel based energy generation. This might be a strong argument for including
this action as part of the overall strategy. In short, when deciding on robustness
metrics, use multiple and choose with care.
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