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Evolutionary developmental biology is one of the most fascinating fields in the
biosciences. Its goal is to provide a comprehensive understanding of the principles
underlying the origination of all life forms on Earth. This is to be achieved through
the study of the evolution of the processes that create organismal structures and at the
same time impinge on the processes that govern change in populations. Adequate
methodologies for the comparative and experimental study of development in
evolutionary contexts have only become available during the last quarter of the
twentieth century. But whereas the field of evo-devo, as it has come to be known, has
rapidly expanded and diversified, including advanced molecular, cell biological, and
experimental techniques, its distinct conceptual and methodological foundations and
its significant theoretical achievements are not always fully perceived. For this
reason, the present Reference Guide provides an accessible synopsis of the field's
basic themes through a highly interconnected collection of chapters that offer a
comprehensive introduction to the universe of evo-devo.

The establishment of this Reference Guide was very much a collective enterprise
based on the input of many colleagues and institutions. We would like to thank the
section editors Ehab Abouheif, Sergio Balari, Shigeru Kuratani, Alan Love, Philipp
Mitterdcker, Dan Nicholson, Mihaela Pavli¢ev, and Charles Scutt for their extensive
efforts and dedication to curating the 84 chapters of this collection. We also thank
each of the 127 contributors, all renowned experts in their respective fields, for their
willingness to participate in this vast endeavor and for the great care they took in
composing their chapters. We are equally grateful to Doug Erwin and Manfred
Laubichler who accompanied earlier phases of the project.

This undertaking would not have happened without the encouragement from the
experienced members of Springer's editorial staff, Daniela Graf, Melanie Thanner,
Veronika Mang, and Andrew Spencer, as well as the continued assistance provided
by Springer throughout the development and evolution of this venture. We are very
grateful for all their input. Finally, we wish to acknowledge the KLI Institute
fellowship to Laura Nuifio de la Rosa that helped to ignite this work, as well as



Vi Preface

two fellowships by the Spanish Ministry of Economy and Competitiveness (FJCI-
2014-22685 and 1JCI-2017-34092) that allowed her to continue the project over the
last 4 years. We hope that our compendium will provide a useful starting point for
further inquiries into the captivating science of evo-devo.

February 2021 Laura Nufio de la Rosa
Gerd B. Miiller
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Evo-devo is a principal research area in present-day evolutionary biology. This
introductory chapter characterizes the evo-devo research program, recapitulates
its origins, and lays out the purpose and structure of the reference guide. Volume
one is dedicated to the key concepts, the history, and the philosophy of evo-devo.
Volume two concentrates on selected topics of empirical research in the evo-devo
of plants, invertebrates, and vertebrates. Volume three is focused on the modelling
of evo-devo, its relation to population thinking, and further extensions into
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Evolutionary developmental biology, commonly known by its shorthand “evo-devo,”
denotes the science that combines evolutionary with developmental research. The
formation of this distinct field of study has been the result of a significant change in
the research practices and theoretical conceptualization of organismal biology during the
last decades. Until the late 1970s and early 1980s, evolutionary biology and develop-
mental biology were nearly exclusively studied via independent research programs, the
former focused on the transformations of species and populations over geological time
and the latter on the transformations that occur during individual development. To bring
both strands of investigation together was an almost heretical project, eyed suspiciously
by those who feared a return of typology and recapitulationism. A major worry, for
instance, was whether the “how questions” and the “why questions” that govern
biological inquiry, often perceived as the study of evolution’s “proximate” and “ulti-
mate” causes, could be merged in meaningful ways. But from the mid-1980s onward,
methodological as well as conceptual progress enabled the formulation of a combined
approach that united a large number of subfields under a joint epistemological quest:
understanding how organismal development evolves and in which ways its intrinsic
potentialities guide organismal evolution. Unlike earlier phases of evolutionary biology,
which were largely based on abstract correlations of population-level processes with
phenotypic change, the newly emerging approach for the first time permitted the study
of organismal change by experimental analyses of the generative processes that effec-
tuate the transformation of phenotypes. This approach was soon termed evolutionary
developmental biology or evo-devo. At its core stands the investigation of the dynamical
interactions between genes, cells, and tissues in evolving developmental systems and
their effects on the evolvability of populations.

Today, we are very accustomed to the well-established discipline of evo-devo with its
own set of questions and methods, but it is generally underappreciated how much its
advent represented a change in evolutionary science, prompting new questions, new
research approaches, new theoretical concepts, and new predictions. The success of this
integrated project of evo-devo soon generated features of institutionalization, such as
dedicated research positions, professional societies and conferences, specialized journals,
books, and other forms of academic dissemination. All represent characteristic attributes
of a mature discipline.

Over the last decades, these developments were accompanied by a dramatic
expansion of the field. Evo-devo now spans such diverse areas as molecular genetics,
cell biology, biophysics, quantitative analysis, and modeling, as well as the study of
ecological, behavioral, and even cultural influences on development and evolution — to
name but some of the major ones. The profoundly interdisciplinary character of evo-
devo overcomes traditional disciplinary boundaries, attracting attention from multiple
nonbiological domains, including the history and philosophy of science. Many who
are new to the field may find it difficult to grasp the underlying tenets and principal
concepts, the genuine findings, and the epistemological characteristics of the evo-devo
approach. For others who already work in one of the areas of evo-devo, it may be
demanding to follow the rapid expansion of the entire field, such as the accumulating
amount of comparative data on plant and animal development brought about by new
molecular and quantitative methods. For this reason, the present collection intends to
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bring together in one place an integrated set of reflections on major current issues in
evo-devo as well as on promising expansions into neighboring areas.

This is not the first attempt at a comprehensive characterization of the evo-devo
field. Since Gould’s (1977) seminal Onfogeny and Phylogeny, a large number of
compendia on evolutionary developmental biology have appeared. Classical vol-
umes include Evolution and Development, edited by John Bonner (1982); Embryos,
Genes, and Evolution by Raff and Kaufman (1983); The shape of life: genes,
development, and the evolution of animal shape, by Rudolf Raff (1996); Cells,
Embryos, and Evolution by Gerhart and Kirschner (1997); and Brian Hall’s (1992)
Evolutionary Developmental Biology, the first textbook on evo-devo. Its updated
1999 edition still constitutes a standard reference for any researcher, student, or
lecturer interested in the subject. Present-century treatments of different aspects of
the evo-devo enterprise are found in Wilkins (2002), Hall and Olson (2003), Minelli
(2003), Miiller and Newman (2003), West-Eberhard (2003), Carroll (2005), Carroll
et al. (2001), and Minelli and Fusco (2008). More recent works include Streelman’s
(2013) compendium on advances in evo-devo, Wagner’s (2014) volume on homol-
ogy and innovation, and Fusco’s (2019) collection of essays. Already early on in the
development of the evo-devo discipline, major works devoted to the history
(Amundson 2005; Laubichler and Maienschein 2007; Love 2014) and the philoso-
phy (Samson and Brandon 2007) of evo-devo started to appear. Further volumes are
devoted to the interrelations of evo-devo with the environmental and ecological
sciences (Hall et al. 2003; Gilbert and Epel 2009). Since this reference guide was first
conceived in 2016, the field has grown further, and treatments of the evo-devo of
entire kingdoms, as in the case of plants (Minelli 2018), and of representatives of
numerous animal phyla have appeared, such as the six edited volumes on the
evo-devo of invertebrates (Wanninger 2015), of crustacea (Scholtz 2004), and of
fishes (Johanson et al. 2018). The bulk of these works concentrate on advances in the
mechanistic, comparative, and experimental aspects of the extant development of
selected groups of organisms. As a complement, the present reference guide explic-
itly aims to unite the conceptual and the empirical strands of the evo-devo project.
This makes the compilation suitable, as a whole or by use of selected sections or
chapters, for undergraduate or graduate course material.

The evo-devo reference guide is targeted at a wide audience of researchers,
teachers, students, and practitioners from different domains of science, such as
evolutionary biology, paleontology, phylogenetics, developmental and cell biology,
theoretical biology, philosophy of biology, or history of biology. With that aim in
mind, the content of this reference work is presented in a way that is accessible to
scholars from a diverse range of backgrounds. The level of presentation is midway
between that for a beginning graduate student and that for a professional evolution-
ary biologist — in other words, the kind of article you’d like to find when looking up a
term you haven’t previously heard of. Due to the condensed format of the individual
chapters, a careful weighing of conciseness against level of detail was necessary, as
well as a strict limitation on the number of cited references to a selection of essential
works on each topic, both from classical literature and ongoing scientific work. The
electronic version of the guide can be readily updated as topics evolve and new
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information becomes available. In that version, a sophisticated search capability is
provided, including extensive cross-referencing throughout all entries that takes the
reader directly to a chapter of interest or to other publications through hyperlinks.

The printed version of the reference guide is organized in three volumes, each
composed of several sections edited by renowned specialists in each research area.
Volume one is dedicated to the key concepts (edited by Gerd Miiller), the history
(Dan Nicholson), and the philosophy of evo-devo (Alan Love). Volume two con-
centrates on selected topics of empirical research in the evo-devo of plants (Charles
Scutt), invertebrates (Ehab Abouheif), and vertebrates (Shigeru Kuratani). Volume
three is focused on the modeling of evo-devo (Philipp Mitteroecker), its relation to
population thinking (Mihaela Pavlicev), and further extensions into adjoining disci-
plines (Sergio Balari). Following is a more detailed overview of the chapters that
compose the sections of the three volumes.

Volume one begins with a section on “Key Concepts in Evo-Devo.” These
include elaborated versions of classical concepts, such as evolutionary changes in
developmental timing (> “Heterochrony”), the facilitation of evolution through the
(re-)use of developmental traits (> “Developmental Exaptation™), as well as the
evolutionary consequences of developmental interdependencies (» “Concept of
Burden in Evo-Devo”), and the limitations development imposes on the generation
of variation (> “A Macroevolutionary Perspective on Developmental Constraints in
Animals”). Another set of chapters covers the evo-devo implications of homology
(» “Developmental Homology™), the related problem of the origin of novel traits
(» “Developmental Innovation and Phenotypic Novelty”), and the role of changing
developmental pathways leading to the same phenotype (> “Developmental System
Drift”). Further chapters address the principle of development’s material identity
(» “Inherency”), the phylotypic model of evolving development (» “The
Developmental Hourglass in the Evolution of Embryogenesis™), and the capacity
of developmental systems to further evolve (> “Evolvability”). A final group of
chapters reflects on the macroevolutionary implications of evo-devo, including
explanations of characteristic phenotypic patterns (> “Macroevolution”), the origins
of organismal complexity (» “Evolution of Complexity”), convergent evolution
(» “Convergence”), and coevolutionary diversification (» “Coevolution and
Macroevolution). Taken together, these chapters provide an introduction to the
specific conceptual background of the evo-devo enterprise.

Many of these ideas have roots in pre-evo-devo thought on the intersection of
development and evolution. The “History of Evo-Devo” section includes a chapter
on the origins of the complex relations between theories of development, inheri-
tance, and evolution (> “Theories of Inheritance: The Evolution and Development
of Form”) followed by a selection of chapters covering the life and work of key
figures in the history of evo-devo. Although evo-devo has antecedents prior to
Darwin, our selection is restricted to biologists who developed their work after the
widespread acceptance of evolution that followed the publication of the Origin.
They include little-acknowledged intellectual ancestors like Alexander Kowalevsky
(» “Alexander Onufrievich Kowalevsky (1840-1901)”), or Valentin Haecker
(» “Valentin Haecker (1864—1927)”), and outsiders of the Modern Synthesis, such
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as Richard Goldschmidt (» “Richard Goldschmidt (1878-1958)”), Sergey
Chetverikov (> “Sergey S. Chetverikov (1880-1959)”), Ivan Schmalhausen
(» “Ivan 1. Schmalhausen (1884-1963)”), Gavin de Beer (» “Gavin de Beer
(1899-1972)”), and Conrad H. Waddington (» “Conrad Hal Waddington
(1905-1975)”). More recent and well-acknowledged contributors, such as John
Bonner (» “John Tyler Bonner (1920-2019)”), Stephen Jay Gould (» “Stephen
Jay Gould (1941-2002)”), and Pere Alberch (» “Pere Alberch (1954-1998)”), are
also covered.

The conceptual innovations provided by evo-devo have attracted increasing
attention from philosophers of biology, who have moved from the classical issues
prompted by the topics of the Modern Synthesis to examinations of the epistemic
and metaphysical impact of new conceptual and empirical developments in evolu-
tionary biology. The section “Philosophy of Evo-Devo” gathers a series of chapters
on philosophical perspectives on evo-devo. This includes treatments of the impact of
evo-devo on classical themes in philosophy of science such as explanation
(» “Explanation in Evo-Devo”), generalization (» “Generalization in Evo-Devo”),
the concept of mechanism (» “Mechanisms in Evo-Devo”), as well as the explan-
atory functions of models and computer simulations (» “Modeling and Simulation
in Evo-Devo”), and interdisciplinary relations (> “Interdisciplinarity in Evo-Devo”).
These chapters are followed by a group of entries reflecting on the consequences of
evo-devo on philosophical debates about evolutionary biology, such as the classical
distinction between proximate and ultimate causation (> “Proximate Versus
Ultimate Causation and Evo-Devo”), the issues raised by accounting for the evolu-
tion of complexity (> “Complexity in Evo-Devo”) at different levels of organization
(» “Levels of Organization in Evo-Devo”), the relationship between form and
function (» “Form and Function in Evo-Devo™), the nature and epistemic role of
dispositional (» “Dispositional Properties in Evo-Devo”) and typological
(» “Typology and Natural Kinds in Evo-Devo”) notions, and the status of teleolog-
ical explanations (> “Teleology in Evo-Devo”).

Volume two offers a selection of case studies in the evolution and development
of plants and animals. Whereas the field of empirical investigations of develop-
ment that have an implicit relation with evolution is vast, this volume concentrates
on representative studies that were conducted under explicit evo-devo goals. The
four sections constituting this volume show that current evo-devo has ceased to be
a plea for filling a gap in evolutionary theory, but consists of empirical work on a
rapidly increasing range of taxa that exceed the traditional model organisms. The
section “Evo-Devo of Basic Mechanisms” includes a short collection of chapters
on topics cutting across taxa, such as the evolution and development of cell types
(» “Devo-Evo of Cell Types”), cleavage (» “The Evolution of Cleavage in
Metazoans”), and segmentation (» “The Evolution and Development of
Segmented Body Plans™), as well as on general mechanisms of pattern formation,
morphogenesis, and evolution (> “Mechanisms of Pattern Formation, Morpho-
genesis, and Evolution”). This introductory part is followed by three specific
sections devoted respectively to the evo-devo of plants, invertebrates, and
vertebrates.
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Plants have traditionally been underrepresented in evo-devo research, but cur-
rently they constitute one of its most rapidly expanding areas. Central themes in this
domain are gathered in the section “Plant Evo-Devo.” The chapters combine general
reflections on conceptual and methodological approaches to plant evo-devo, from
the contributions of the fossil record (> “Structural Fingerprints of Development at
the Intersection of Evo-Devo and the Fossil Record”) to the importance of under-
taking a process-based approach to understanding the evolution of development
(» “A Process-Based Approach to the Study of Flower Morphological Variation™),
with state-of-the-art inquiries into key episodes in plant evolution. Major innova-
tions in plant evo-devo include the evolution of photosynthesis (> “The Impact of
Atmospheric Composition on the Evolutionary Development of Stomatal Control
and Biochemistry of Photosynthesis over the Past 450 Ma”), the evolution of
generations in life cycles (> “Alternation of Generations in Plants and Algae”), the
establishment and diversification of branching modes (» “The Evolution of
Branching in Land Plants: Between Conservation and Diversity”), and the origin of
angiosperms (> “The Origin of Angiosperms”). Further core events in the history of
flowering plants comprise the evolution of sex determination (» “The Evolution of
Sex Determination in Plants”), the evolution of organ identity (> “Evolution of
Floral Organ Identity”), morphological variation in flowers (» “A Process-Based
Approach to the Study of Flower Morphological Variation”), and the evolution of
symmetry (> “Evolution of Symmetry in Plants”).

The subsequent section collects six lessons we can draw from “Invertebrate
Evo-Devo.” The topics range from well-studied trait models such as butterfly wing
patterns (> “Evo-Devo of Butterfly Wing Patterns”) and snail shells (> “Twisted
Shells, Spiral Cells, and Asymmetries: Evo-Devo Lessons Learned from
Gastropods”™), to organisms considered obscure until recently, such as hemichordates
(» “Evo-Devo Lessons Learned from Hemichordates™). This leads on to a combi-
nation of more classical studies on the evo-devo of morphological traits and new
approaches to the evolution of reproductive constraints in eusocial hymenoptera
(» “Evo-Devo Lessons from the Reproductive Division of Labor in Eusocial
Hymenoptera”), environmental influences and polyphenism in honeybees (» “Evo-
Devo Lessons Learned from Honeybees™), and bacterial endosymbiosis in aphids
(» “Evo-Devo Lessons Learned from Aphids™”). The contributions highlight the
enormous potential of applying the evo-devo approach to non-model organisms
and non-standard explananda, such as life cycles and reproduction.

The section on “Vertebrate Evo-Devo” joins together the evolution and develop-
ment of vertebrate tissues, including the vertebrate mesoderm (> “Shifting the Black
Box: Approaches to the Development and Evolution of the Vertebrate Mesoderm™),
neck muscles (> “Development and Evolution of the Neck Muscles”), and skeletal
tissues (> “Evolution of Skeletal Tissues”), with that of body parts and structures,
comprising the vertebrate head (> “History and Current Theories of the Vertebrate
Head Segmentation”), the cranium (> “Evolution and Development of the Vertebrate
Cranium”), and major events in vertebrate evolution, such as the fin-limb transition
(» “Evo-Devo of the Fin-to-Limb Transition”) and the evolutionary origination of
scales, feathers, and hairs (> “Evo-Devo of Scales, Feathers, and Hairs”). Whereas
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many other approaches to vertebrate evo-devo do exist, the emphasis in this section is
on current uses of a comparative morphological approach that combines current
knowledge on molecular developmental biology with cell- and tissue-level explana-
tions of evolutionary change.

Volume three concentrates on quantification and modeling in evo-devo as well as
its ramifications into other domains of evolutionary thought. The opening section
offers an overview of “Modeling Approaches to Evo-Devo.” In the last decades,
evo-devo has been transformed by technical innovations in the methodologies for
the imaging and quantitative analysis of phenotypic patterns and the molecular tools
for the study of developmental processes. This opened new possibilities for the
investigation of animal development on a broad, comparative level. Modeling
approaches in evo-devo include the application of qualitative and quantitative
techniques such as morphometrics (> “Morphometrics in Evolutionary Develop-
mental Biology”), phenotyping (» “Phenotyping in Evo-Devo”), measures of dis-
parity (> “Morphological Disparity”), and anatomical network analysis
(» “Anatomical Network Analysis in Evo-Devo”) to the comparison of the devel-
opment and evolution of extinct and extant phenotypes. They also comprise the
development of explanatory models of the evolution of developmental processes at
different levels of organization, from simulations of gene regulatory networks
(» “Modeling Evolution of Developmental Gene Regulatory Networks™) to compu-
tational models at the cell and tissue levels (» “Computational Modeling at the Cell
and Tissue Level in Evo-Devo™). Apart from providing interesting information
concerning the developmental influences on evolutionary processes, these kinds of
new tools enable evo-devo to join up with other quantitative domains of evolution-
ary biology.

The remaining two sections explore the connections of evo-devo to classical
approaches in evolutionary biology such as population and quantitative genetics as
well as to other biological fields both inside and outside evolutionary biology, thus
expanding the current disciplinary boundaries of the field. The section “Evo-Devo
and Population Genetics” discusses the distinct devo-evo approach (> “Develop-
mental Evolutionary Biology (Devo-Evo)”) and the potentials of microevolutionary
effects in evo-devo (» “Micro-Evo-Devo”) as two different but complementary
ways of connecting evo-devo with the theoretical corpus of evolutionary genetics.
This is followed by updated reviews of research areas that have played a key role in
building bridges between statistical and mechanistic approaches to evolution, such
as population studies on the interplay between canalization (» “Canalization:
A Central but Controversial Concept in Evo-Devo™) and plasticity (> “Develop-
mental Plasticity and Evolution”), the studies of pleiotropy (» ‘“Pleiotropy and Its
Evolution: Connecting Evo-Devo and Population Genetics”), epistasis (» “Epista-
sis”), and variational approaches to evolvability (» “Variational Approaches to
Evolvability: Short- and Long-Term Perspectives”).

In the final section, “Extensions of Evo-Devo,” a collection of papers reflect on
the place of evo-devo in the larger context of a reformed evolutionary framework
(» “Evo-Devo’s Contributions to the Extended Evolutionary Synthesis”), its expan-
sion into other areas of evolutionary biology, including traditional historical
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disciplines such as phylogenetics (» “Evo-Devo and Phylogenetics”) and paleon-
tology (» “Methods and Practices in Paleo-Evo-Devo”), and the new syntheses
derived from the integration into the evo-devo framework of the role of ecological
interactions: eco-evo-devo (» “Eco-Evo-Devo”) and niche construction theory
(» “Evo-Devo and Niche Construction”). Further ramifications extend into related
disciplines such as behavioral biology (» “Evo-Devo of Social Behavior”), the
cognitive sciences (> “Evo-Devo and Cognitive Science”), and language (» “Evo-
Devo of Language and Cognition”), as well as cultural evolution (» “Evo-Devo and
Culture”). Its growing extensions indicate that evo-devo is not only a powerful field
of integration for a multitude of biological disciplines, as it has sometimes been
called, but also a distinct perspective in evolutionary theory that affords new ways of
looking at well-known phenomena.

We are well aware that substantially different views exist on many of the topics
covered by this collection. This is partly due to an emphasis on different problem
agendas by different research traditions: how development evolves versus how
development structures the evolution of organismal traits, micro versus macro
evolution, reliance on experimental data in development versus evolutionary theory,
hierarchical perspectives emphasizing the centrality of cell and tissue levels and of
generic material properties of development versus those focusing on comparative
molecular and developmental genetics, internalist views versus those stressing the
radical interplay between environment and development or the role of natural
selection in the evolution of development. Many more examples of how different
perspectives shape different research agendas could be provided. However, this
heterogeneity and lack of theoretical integration does not necessarily present a
problem. Rather, evo-devo as a “trading zone” of collaboration and conflict between
different styles and paradigms (Winther 2013) can inspire the advancement of the
field as it did in other domains of science.

Obviously, even in a comprehensive enterprise like the present one, not every-
thing could be covered. But we hope that through the selected references and cross-
references, even those approaches that could not be treated in a dedicated chapter
will become accessible more easily. Some editorial happenstances have influenced
the final content. For instance, we regret that in the present print version no chapters
on Haeckel and Garstang are included, obvious historical influences on the founda-
tion of the evo-devo research field. Also, evo-devo studies on modularity and
integration, as well as the notion of the genotype-phenotype map ended up with
no separate entry, even though many of the chapters mention these essential
domains. Other topics are missing as well, but the electronic version of the reference
guide is able to grow and, with time, hopefully will include even more topics.

This compendium is testimony to the huge intellectual journey that evo-devo, a
field often ridiculed at its beginnings about four decades ago, has taken to become
one of the dominant research programs in present-day evolutionary biology. It has
not only dramatically increased our understanding of the mechanistic detail under-
lying organismal change, but also has substantially modified the ways in which we
think about the origin and evolution of life’s forms and in which we conceptualize
these processes in evolutionary theory. Inevitably, the field of evo-devo will expand
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and diversify further, potentially enriching evolutionary biology and related disci-
plines in hitherto unforeseen ways. We hope that our reference guide will contribute
to the enhancement of this process.
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Abstract

Heterochrony describes evolution in the timing of developmental traits and has
been an important concept for explanations of phenotypic diversity. Hetero-
chronic processes have the potential to produce tremendous diversification of
forms by varying the ontogenetic timing and rate of trait development. When
suites of traits are subject to the same heterochronic process, then disparate forms
can be produced rapidly. The language of heterochrony has been complicated by
several ad hoc additions and revisions of the original terms to suit different types
of developmental patterns and processes. Furthermore, heterochronic terms have
been applied to both individual traits and more vaguely to whole organisms,
which has overshadowed the intricate uses of the concept and led to confused
definitions. The analysis of heterochronic patterns must be well grounded in a
phylogenetic or paleontological context, as interpretations are contingent upon
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understanding the conditions of both the descendants and the ancestors. The
concept of heterochrony has been primarily used in morphology, even though
these principles are broadly applicable to behavioral, ecological, and physiolog-
ical traits. The recognition of heterochronic patterns and processes across disci-
plines will more broadly integrate these concepts into biology and provide further
insights into the evolution of eukaryotes. This chapter provides definitions for the
various types of heterochronic patterns with examples from salamanders, which
exhibit extensive ontogenetic evolution. The challenges of analyzing ontogenetic
data are also discussed. The evolution of developmental timing can provide a
central framework for understanding the ecological drivers and developmental
mechanisms that shape phenotypic diversity.

Keywords

Acceleration - Deceleration - Hypermorphosis - Hypomorphosis - Neoteny -
Paedomorphosis - Peramorphosis - Progenesis

Introduction

Heterochrony characterizes differences in the timing of development in descendants
compared to their ancestors and is one of the foundational concepts in evolutionary
developmental biology. It has garnered serious attention because altering the onto-
genetic schedule of development can potentially produce tremendous phenotypic
diversity. Furthermore, the eukaryotic tree of life is adorned with a wide array of
forms that appear to have been shaped from heterochronic processes.

Heterochrony involves both changes in the relative timing in the appearance of a
trait (event heterochronies) and/or differences in the relative amount of time for a
feature to develop (rate heterochronies). Therefore, event heterochronies refer to
evolution in a single point of development (onset or offset), whereas rate hetero-
chronies describe differences in the degree of developmental change between at least
two time points (rate). In either case, the ontogenetic timing of development may be
advanced or delayed in descendants compared to their ancestors. Likewise, the rate
of trait development during ontogeny may be accelerated or decelerated. In other
words, a trait may be expressed earlier or later in development and/or may develop at
a faster or slower rate.

Heterochronic mechanisms that regulate multiple traits may simultaneously
shift development in a similar manner (e.g., accelerated or decelerated) and can
produce abrupt phenotypic discontinuities between ancestors and descendants.
This can give the misleading impression that all traits have followed a singular
pattern, and, as a consequence, the development of some species has been charac-
terized as if developmental shifts had only occurred in one direction (e.g., in
“neotenic” salamanders). This has been convenient for coarse categorizations of
species into developmental or ecological groupings, but this practice also obscures
the language of heterochrony.
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Apart from the heterochronic terms popularized by Gould (1977) and formal-
ized by Alberch et al. (1979), several other terms have been coined to define
diverse patterns of developmental evolution. These include the evolution of
structural repetition (heterometry), evolution of structural relocation on the
organism (heterotopy), and a myriad of other developmental modes. Webster
and Zelditch (2005) point out that much confusion stems from terms conflating
developmental processes, and they suggest that clarification may be achieved by
matching the terms to specific modes. However, the number of potential modes of
developmental evolution may be infinite (Rice 1997; Webster and Zelditch 2005).
Here I focus on rate and timing modifications as described by Alberch et al.
(1979) with additional qualifications provided by McKinney and McNamara
(1991), Hall (1999), Webster and Zelditch (2005), and in some respects Reilly
etal. (1997). The history of heterochronic inferences in biology and the change of
concepts over time were recently reviewed by Hanken (2015) and will not be
rehashed here.

In this chapter, heterochronic concepts are described using examples from sala-
manders, which include several classic cases of ontogenetic evolution. Like most
amphibians, many salamanders exhibit a biphasic life cycle with an aquatic larval
stage followed by metamorphosis into a terrestrial stage for adulthood. However,
some lineages of salamanders retain at least some larval structures and aquatic
ecology throughout life (larval form paedomorphosis). At the opposite extreme,
other salamanders rapidly accelerate through (or skip) ancestral larval development
and have a completely terrestrial life cycle (direct development). These deviations in
developmental timing provide hallmark examples of major heterochronic patterns,
but they also display nuances that require special consideration when applying these
concepts and terms. The recognized categories of heterochrony (described below)
are primarily based on changes in the timing of events and rates of somatic shape and
reproductive development. However, beyond morphological development, organ-
isms can also vary in the timing of other traits, such as shifts in behavior, ecology, or
physiology. Also discussed are some of the challenges to analyzing the evolution of
ontogeny as well as the importance of integrating heterochronic concepts with other
disciplines of biology.

Patterns of Heterochrony

Major patterns of heterochronic change should be understood without limitation to
somatic or reproductive traits (McKinney and McNamara 1991). In general, hetero-
chrony can result in the truncation or extension of development in descendants
compared to their ancestors (Fig. 1). Developmental truncation (underdevelopment)
can result from a delayed onset of development (postdisplacement), an early offset
of development (hypomorphosis, also known as “progenesis”), or a slowed rate of
development (deceleration, sometimes equated with “neoteny”). It is important to
note that the term “progenesis” has been widely used to describe the evolution
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Fig. 1 Heterochronic modes for the achievement of developmental truncations and accelerations
as described by Alberch et al. (1979) with modifications by Reilly et al. (1997). The phylogeny on
the left shows the ancestral developmental trajectory (gray, 1) with a heterochronic transition to a
derived developmental state (black, 2). Six alternative ontogenetic trajectories are plotted on the
right, indicating how changes in (6) the onset of development (post- and predisplacement), the offset
of development (hypomorphosis and hypermorphosis), and the rate of development (deceleration
and acceleration) can be altered in a descendant (thin black line, 2) compared to the ancestral
trajectory (wide gray line, 1). The developmental starting points (@) and ending points (/) are
indicated. Symbols are based on Alberch et al. (1979)

of early reproduction, while “neoteny” has often been applied to the evolution of
decelerated somatic development (Gould 1977; Alberch et al. 1979; see also below).
However, the historical meanings of these terms have been tumultuous, and they are
also fraught with technical issues (McKinney and McNamara 1991; Reilly et al.
1997). The primary problem is that “progenic” (hypomorphic) and “neotenic”
(decelerated) patterns are not restricted to changes in only reproductive and somatic
tissues, respectively (McKinney and McNamara 1991). Furthermore, progenesis has
been formalized to mean an early offset in development (Alberch et al. 1979;
McKinney and McNamara 1991; Fig. 1). Therefore, reproductive “progenesis”
(as it is commonly used) is really the early offset of the juvenile stage, which is a
convoluted way of depicting early adulthood. Extended (overdeveloped) patterns can
be achieved by an early developmental onset (predisplacement), a delayed develop-
mental offset (hypermorphosis), or a heightened rate of development (acceleration).
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The differences between event heterochronies (hypomorphosis, hypermorphosis,
predisplacement, and postdisplacement) and rate heterochronies (acceleration and
deceleration) can be a matter of perspective, so it is important to carefully define the
phenomenon that is being examined. For example, the start of reproductive matura-
tion is a single event, but the gonadal tissue itself has a developmental rate, which is
the amount of time for development/differentiation from the embryonic origin in the
genital ridge until maturation. In addition, in some cases the same event could
indicate at the same time the start of a new developmental stage or the end of an
earlier developmental stage (e.g., the onset of maturation is the offset of immaturity).
In summary, many patterns of heterochronic evolution could be described either as
rate heterochronies or as event heterochronies, depending on the perspective taken,
including most of the examples discussed in this chapter. This flexibility is some-
times necessary in order to align heterochronic definitions with their common usage.

Heterochronic Shifts Across Life Stages

Heterochronic shifts that result in the expression of traits at different stages of the life
cycle have received considerable attention, as they can have major functional
consequences on the biology of the organism (Gould 1977). Heterochronic patterns
that give rise to such transitions can be surmised by comparing the ontogenetic
evolution of at least one trait to another that defines a stage (e.g., maturation of
gonads defines adulthood). For example, heterochronic evolution of reproductive
versus somatic development can involve either the retention of ancestral juvenile
traits in the adults of descendants (paedomorphosis) or the precocial development of
ancestral adult traits in the juvenile stages of descendants (peramorphosis). Notably,
Alberch et al. (1979) specified that these terms should only apply to the ontogenetic
evolution of morphology (differentiation heterochrony) and not differences solely
based on size (growth heterochrony).

Both paedomorphosis and peramorphosis can evolve in multiple ways through
altering the timing of somatic and/or reproductive development. With respect to the
major heterochronic modes listed above, paedomorphosis can result from early
maturation through reproductive acceleration or reproductive predisplacement. The
commonly used term “progenesis” (hypomorphosis) could also be invoked here, but
only to mean an early offset of the juvenile stage. Paedomorphosis through early
reproduction can produce individuals with juvenilized traits without necessarily
altering somatic development. Ryan and Semlitsch (1998) used mesocosms to
demonstrate that larval form paedomorphosis in mole salamanders (Ambystoma
talpoideum) was a product of early maturation (“predisplacement of reproduction”).
They found that the earliest individuals to reach reproductive maturity maintained a
larval morphology, and there was no difference in body size between paedomorphic
and metamorphic adults.

An alternative pathway to paedomorphosis is through truncation of somatic
development compared to the ancestral condition. In this mode, reproductive devel-
opment may progress at the same rate as in the ancestors, but the deceleration



20 R. M. Bonett

(“neoteny”) or postdisplacement of one or more somatic traits can result in their
paedomorphosis. Based on reconstructions of ancestral states, Bonett et al. (2014a)
showed that larval form paedomorphosis in a radiation of salamanders (FEurycea)
from the Edwards Plateau of Central Texas likely resulted from truncated somatic
development. This is based on the loss of metamorphosis without a significant
change in the age of maturation. Bonett et al. (2014a) applied the term “neoteny”
to describe this somatic truncation leading to paedomorphosis, although it could also
be perceived as a permanent postdisplacement of metamorphosis. That is, a delay in
the onset of metamorphosis produced pacdomorphic expression of postdisplaced
traits. If metamorphosis is postdisplaced until after the start of reproduction, then this
usually results in (at least temporarily) a period of paedomorphosis (discussed
further in the context of obligate and facultative pacdomorphosis below).

Peramorphic expression of ancestral adult traits in the juveniles of descendants
can result from accelerated somatic or delayed reproductive development. With-
out alteration of the timing of reproduction, peramorphic somatic traits can
evolve through somatic acceleration or somatic predisplacement. Direct-
developing salamanders in the family Plethodontidae exhibit extreme
peramorphosis, with an exceptionally rapid rate of somatic development com-
pared to ancestral biphasic salamanders (Wake and Hanken 1996; Bonett et al.
2014a). While most other salamanders with a terrestrial stage do not metamor-
phose until close to adulthood, direct developers typically complete transforma-
tion before hatching. Interestingly, among direct developers, peramorphosis
appears to occur by different modes depending on the lineage and structure.
For example, most salamanders have a throat skeleton for gape-and-suction
feeding during their aquatic larval phase, which is extensively remodeled at
metamorphosis into a tongue skeleton primarily for terrestrial feeding. Even
though nonfunctional, the ancestral larval throat skeleton of some direct-
developing salamanders (e.g., Plethodon) is recapitulated in the egg. These
species rapidly accelerate through a larval-like throat development and metamor-
phosis in ovum (Kerney et al. 2012). By comparison, some other direct devel-
opers (e.g., Bolitoglossa) skip the ancestral larval throat skeleton entirely and
directly develop a terrestrially adapted tongue skeleton. In other words, their
throat skeletons are predisplaced and start to develop at an advanced stage
compared to ancestral salamanders. This mode of predisplacement enhances the
already accelerated speed of somatic development in the throat of these direct
developers. Peramorphosis can also evolve through the deceleration or post-
displacement of reproductive development or a hypermorphic delay in the offset
of the juvenile stage. By the delay of maturation through any of these pathways,
ancestral adult traits may be expressed in the juveniles of the descendants.

The heterochronic modes described above can be applied to evolutionary
developmental changes of a single trait or to suites of correlated traits that may
be influenced by the same mechanism. The point is that independent traits are not
necessarily required to follow a single heterochronic trajectory, and the pheno-
types of descendants may represent a diversity of modified developmental
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patterns. Nevertheless, for convenience, species have often been categorized
under a single heterochronic term, even though the process may only apply to
some of its traits. For example, completely aquatic life cycles have evolved
multiple times in salamanders. Species with this ecology are often referred to
as “paedomorphic” when they retain their larval form hyobranchial (throat)
structure and gill openings. However, the composition of larval traits retained
into adulthood varies from lineage to lineage (Table 1), a condition that has been
referred to as “differential metamorphosis” (Wake 1966). To allow for the
possibility of different developmental changes within a lineage, it is best to
always specify which trait or sets of traits have undergone a particular hetero-
chronic modification.

Whether considering a single trait or the whole organism, heterochronic patterns
are potentially labile and can readily reverse course. For example, even though direct
development in plethodontids is likely the result of extreme somatic acceleration,
subsequently several major somatic truncations occurred in this clade. This is most
apparent in major decelerations (delays) in larval development, leading to life cycle
diversification within the family (Bonett et al. 2014a, discussed below). But there
were also major heterochronic reversals within strictly direct-developing clades
(e.g., neotropical plethodontids of the tribe Bolitoglossini). In one of the earliest
comparative studies to specifically quantify patterns of heterochrony, Alberch and
Alberch (1981) demonstrated that an arboreal direct-developing plethodontid
(Bolitoglossa occidentalis) exhibits substantial somatic truncation (“paedomorpho-
sis”’) compared to other generalized members of the genus. An even more extreme
example of paedomorphosis is found in the miniaturized bolitoglossine genus
Thorius, which has lost many skeletal elements leading to extensive morphological
novelty (Hanken 1984).

Table 1 Several traits that are typically modified during metamorphosis are compared among
salamanders to demonstrate differential metamorphosis. Fully metamorphosed representatives from
the family Plethodontidae include direct-developing (dd) Plethodon and some Eurycea that are
biphasic (bi). Obligately paedomorphic (pd) salamanders include some Eurycea and the families
Amphiumidae, Cryptobranchidae, Sirenidae, and Proteidae. An X indicates that the developmental
change occurs. Note the transformation of some of these traits in some “obligately paecdomorphic”
families (e. g., Amphiumidae and Cryptobranchidae) that exhibit differential metamorphosis

Lost before adulthood | Develop before adulthood

External | Gill | Tail Maxillary | Septomax | Prefrontal
gills slits | fin | Eyelids | bones bones bones
Plethodon (dd) X X X X X X X
Eurycea (bi) X X X X X X X
Eurycea (pd)
Amphiumidae (pd) X
Cryptobranchidae (pd)
Sirenidae (pd)

Proteidae (pd)
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Reconstructing Heterochronic Patterns

Deciphering heterochronic patterns first involves orienting the direction of change
(e.g., advanced/accelerated or delayed/decelerated) over time for a given trait or set
of traits. Therefore, understanding the developmental patterns of the most recent
ancestor is as important as that of the descendant(s) (Fink 1982; Bonett et al. 2014a).
Misestimation of the ancestral condition is likely to result in a completely opposite
interpretation of the direction of developmental change. For this reason the ancestral
condition should be based on direct evidence of the state of the parent population,
trait reconstruction on a phylogeny, or paleontological evidence. For example, the
ancestral condition of the family Plethodontidae was historically depicted as a
salamander with a multi-year larval stage. The great diversity of plethodontids
with direct development were thought to result from multiple independent cases of
accelerated somatic development (repeated peramorphosis). However, phylogenetic
reconstructions suggest that ancestral plethodontids had either a very short larval
period or direct development. Therefore, direct development (or a brief larval period)
was likely inherited from a common ancestor, and there probably were a relatively
limited number of lineages with decelerated somatic development leading to species
with long larval periods (Bonett et al. 2014a).

Reconstructing ancestral states requires a phylogenetic hypothesis (the tree) and
data on the trait of interest for at least some representative taxa from across the
phylogeny. In many cases it can be challenging to collect ontogenetic data for
multiple species, particularly when the trait is a molecular characteristic (e.g., protein
expression patterns). Even when data are available, ancestral states can only be
reconstructed with confidence under some scenarios. If there are too many possible
states for the trait (compared to the number of taxa), or if the trait is highly variable,
then ancestral states can be very difficult to estimate.

Several methods have been developed for analyzing changes in the sequence of
developmental events (sequence heterochronies) (e.g., Maxwell and Harrison 2009).
These methods are primarily based on “event pairing,” and one advantage is that
they allow developmental sequences to be analyzed irrespective of the actual age
when a trait appears. However, sequence heterochronies can be difficult to recon-
struct on a phylogeny, due to the potentially large number of character states that in
turn requires data from many taxa. Shape trajectories can be analyzed through
geometric morphometrics of homologous landmarks. This is another way to poten-
tially capture heterochronic changes in multiple traits (Webster and Zelditch 2005).
However, there are statistical challenges to analyzing the evolution of high-
dimensional data, and coarse shapes may capture multiple traits that are not neces-
sarily evolving in the same direction.

The essence of heterochrony is the evolution of timing. When data on actual age
of a developmental event are available, then age (of the event) can be treated as a
continuous trait (Bonett et al. 2014a). Likewise, the evolution of developmental rate
based on the amount of phenotypic change between two ontogenetic points could
also be studied in a similar manner. Analyzing heterochrony this way can allow one
to test for the direction of significant developmental deviations through time. It also
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allows for the potential implementation of diverse models of continuous trait evo-
lution (e.g., Brownian Motion, Ornstein-Uhlenbeck, Punctuated Equilibrium, etc.)
when testing heterochronic patterns. Obtaining absolute ontogenetic ages of devel-
opmental timing across clades can be difficult, but other variables, such as organism
size, may be used as a reasonable proxy for age. However, one should take caution in
using size, as growth rate can be subject to heterochrony too (Klingenberg and
Spence 1993).

The term isomorphosis has been used to describe when divergent patterns of
heterochrony ultimately produce the same phenotype (Reilly et al. 1997). This could
be the product of convergent evolution or developmental system drift. Convergence
through isomorphosis is evident throughout the independent evolution of larval form
paedomorphosis in salamanders. For example, mole salamanders have been shown
to exhibit paedomorphosis through early reproduction (Ryan and Semlitsch 1998),
while distantly related Central Texas Eurycea likely evolved larval form paedomor-
phosis through somatic truncation (Bonett et a. 2014a). Variable heterochronic
patterns leading to similar phenotypes have also been documented among close
relatives. For instance, Deno€l and Joly (2000) show that larval form paecdomorpho-
sis in alpine newts (Mesotriton alpestris) can be derived from both reproductive
acceleration (stated as “progenesis”) and somatic deceleration (stated as “neoteny”)
among populations. Developmental system drift can also produce isomorphic pat-
terns, whereby lineages share a directly inherited phenotype but have pathways with
heterochronic divergence (see chapter » “Developmental System Drift”). This is
probably quite common and could be applied to any group of species that vary in the
timing of life cycle events but share the same final stage of ontogeny (e.g., meta-
morphosis). Comparative analyses of heterochronic patterns across clades can be
used to test whether ontogenetic convergence is based upon the same mechanism or
whether independent or divergent mechanisms have produced similar developmental
patterns. This is the foundation of understanding the repeatability and limitations of
developmental diversification. Given the importance of heterochrony to understand-
ing phenotypic evolution, analytical methods for dealing with ontogenetic data
require more attention, particularly in the realm of testing how heterochrony influ-
ences patterns of trait integration and diversification.

Appropriate Scale for Heterochronic Inference

Heterochronic patterns have been recognized as ranging from comparisons of
descendants and ancestors separated by tens of millions of years to abrupt atavisms
observed in a single generation. In general, ancestral states can be reconstructed with
a high likelihood when transition rates between states are low. For the same reason,
interpreting heterochronic patterns will be more likely when the rate of pattern
reversal is low. If rates of change are high, then a difference between ancient
ancestors and recent descendants is not likely to be representative of a single
heterochronic shift in a given direction.
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Reilly et al. (1997) introduced terms to describe intraspecific heterochronic
patterns (paedotypic and peratypic) that parallel the original “between species”
terminology (paedomorphosis and peramorphosis). The intraspecific terms have
not been widely adopted and may be unnecessary. If a trait can be polarized
correctly, then the only difference between intra- and interspecific comparisons is
the scale (recent vs. more distant ancestor). The reasoning for suggesting intraspe-
cific analogues was that the original terms were meant to address the timing of
developmental patterns with respect to a phylogeny. However, phylogenies are
no longer considered exclusive to interspecific relationships, and it is common to
reconstruct molecular-based phylogenies among populations within species. Also,
the cutoff between populations and species can sometimes be arbitrary. It seems
that the original definitions of paedomorphosis and peramorphosis equally apply
whether comparing descendants to ancient ancestors or parents to offspring. What
is most important is whether there is confidence in understanding the directionality
of change.

Heterochronic Processes that Underlie Heterochronic Patterns

Heterochronic patterns can potentially shed light on the evolution of underlying
developmental mechanisms. A heterochronic pattern that shows a shift in the onset
of a developmental event can signify modifications to gene/protein expression,
hormone sensitivity/release, cell differentiation, or cellular condensations. Ontoge-
netic changes in offset points may also indicate changes in gene/protein expression,
hormone sensitivity/release, or cessation of cell differentiation. Rate heterochronies
can be influenced by differences in rates of differentiation or morphogenesis (Hall
1999; Bonett 2016). The processes themselves may also be heterochronic in nature.
For example, an inductive signal may diffuse through fewer tissue layers compared
to ancestors, which is analogous to hypomorphosis or deceleration (McKinney
and McNamara 1991). It is important to note that not all heterochronic mechanisms
will produce heterochronic patterns at the morphological level and heterochronic
patterns of development are not necessarily derived from a heterochronic mechanism
(Hall 1999).

Developmental patterns are often plotted as linear trajectories even though mor-
phogenesis may exhibit abrupt developmental changes and asymptotic behaviors.
Comprehensive comparisons of complete ontogenetic trajectories can reveal more
subtle vagaries in ontogenetic divergence and provide important insights into poten-
tial developmental mechanisms (Rice 1997). If a truncated pattern of somatic
development is eventually manifested late in ontogeny (e.g., late adulthood), then
this indicates a mechanism that reduces the rate (or delays the onset) of differenti-
ation or morphogenesis but does not necessarily eliminate it entirely. For example,
some salamanders can exhibit “facultative pacdomorphosis,” whereby an individual
can reproduce in the larval form, but then will metamorphose later in ontogeny
if subject to environmental stress or treated with thyroid hormone (Bonett 2016).
By comparison, the larval traits of some “obligately paedomorphic” salamanders
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may never transform no matter how long the salamander lives or even when treated
with a substantial doses of metamorphosis-inducing agents (e.g., thyroid hormone).
This suggests that the heterochronic mechanisms that govern facultative paedomor-
phosis alter the rate (or timing) of reproduction or somatic morphogenesis, whereas
metamorphosis of “obligate paecdomorphs” is permanently displaced. Indeed, even
though thyroid hormone can regulate gene expression in the larval tissues of obligate
paedomorphs, the thyroid hormone system has become decoupled from trans-
forming these tissues (Safi et al. 2006). This illustrates that examining heterochronic
patterns can inform hypotheses about how processes are regulated.

The correlation of different traits among individuals of a population or across a
phylogeny indicates integration, which could be a product of selective, genetic,
functional, or developmental constraints. Strong developmental correlations
among many traits suggest that they are influenced by a systemic (global) mecha-
nism (Hall 1999). There are indeed a variety of mechanisms that can produce such
patterns including ontogenetic repatterning (Wake 1989) from alterations to early
development that reverberate across ontogeny. Also, changes to developmental
signals such as hormones that have multiple genetic targets could also produce
global heterochronic shifts.

Other developmental mechanisms may be more restricted (Jocal) in their control.
Hall (1999) recognizes primary local heterochronic mechanisms that directly influ-
ence the trait of interest and secondary regional heterochronic mechanisms that are
an indirect by-product of alterations to other aspects of development. Generally, a
lack of correlation between traits suggests that they are not coupled and can
potentially evolve independently. For example, the “independence” of reproductive
and somatic development allows salamanders to achieve reproductive maturity
while still in their larval form (paedomorphosis). In salamanders these systems are
relatively independent compared to frogs, which are altogether unable to reproduce
as tadpoles. However, it is important to recognize that independence is relative when
considering any traits within an individual. Even developmental components that are
considered to be mostly independent may still exert considerable influence on one
another. This is the case for vertebrate sex steroids, which are produced in the gonads
and can broadly impact somatic development. These hormones can accelerate or
inhibit amphibian metamorphosis (reviewed in Bonett 2016), and therefore matura-
tion can fundamentally alter the developmental processes that regulate the somatic
developmental trajectory.

Integrating Heterochrony

Patterns of punctuated phenotypic evolution are common in the fossil record
and strike a contrast to the gradual changes originally suggested by Darwin. Such
patterns can be explained by local phenotypic evolution followed by shifts in
geographic distribution. It has also been suggested that punctuated changes arise
from the evolution of global heterochronic mechanisms that simultaneously induce
multiple alterations in descendants. This can give the appearance of an abrupt shift
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in phenotype and is consistent with heterochronic variation observed from parents
to offspring or among populations of extant species.

Heterochronies are evident from evolutionary analyses of developmental
patterns and the fossil record. Developmental biology can inform us about the
endogenous mechanisms that produce ontogenetic differences, but ecological ana-
lyses are necessary to understand the distributions of these phenotypes in nature.
Comparing shifts in the timing and rate of development serves as a powerful
framework to test the ecological scenarios that drive developmental patterns. This
could include studying how niche divergence, competition, trophic interactions,
sexual selection, or fecundity influence heterochronic evolution (reviewed in
McKinney and McNamara 1991). Timing of reproduction and fecundity are funda-
mental parameters of population ecology. Understanding whether a heterochronic
pattern results from shifting reproduction or shifting somatic development may shed
light on whether the pattern is driven by habitat versus fecundity. Ryan and
Semlitsch (1998) showed that paedomorphosis in Ambystoma talpoideum results
from “reproductive predisplacement.” Early maturation allows for early breeding,
prior to the arrival of metamorphosed adults. This advance on the timing of repro-
duction provides the larvae of paecdomorphs with an age (size) advantage over later
breeders. Ryan and Semlitsch (1998) argue that selection is likely acting on age at
first reproduction, which would drive paedomorphosis in this species. The mainte-
nance of a larval morphology for remaining in the aquatic larval environment was
considered to be secondary.

Across species or populations, phylogenetic comparative methods can be
applied to test for the ecological causes that drive the evolution of heterochronic
patterns. In the plethodontid tribe Spelerpini, larval form paedomorphic species are
associated with stable aquatic environments such as caves, while biphasic species
occur in regions with increased precipitation that provide stable terrestrial habitats
(Bonett et al. 2014b). This demonstrates how environmental parameters can drive
patterns of heterochrony across clades. There are indeed major consequences of
heterochronic evolution. Paedomorphic plethodontids have relatively small geo-
graphic range sizes and show limited dispersal among physiographic regions in
eastern North America. This is a strong negative trade-off of paedomorphosis,
which has implications for patterns of lineage diversification. Across salamanders
the consequences of heterochronic evolution can also be discerned in the patterns
of body form diversification (Bonett and Blair 2017). Biphasic salamanders with
aquatic-to-terrestrial life cycles exhibit relatively constrained body forms, com-
pared to completely terrestrial (direct-developing) and completely aquatic (obli-
gately paedomorphic) lineages. These studies highlight how analyses of
heterochronic patterns can be used to understand the links between development,
ecology, and evolution. Heterochrony has largely been tested in morphological
traits, but behavioral, ecological, and physiological traits can also vary in devel-
opmental timing and may in fact be directly linked to the evolution of develop-
mental processes (McKinney and McNamara 1991; Spicer and Rundle 2006). The
study of ontogenetic evolution across different levels of organization provides a
means for integrating diverse disciplines of biology.
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Developmental exaptation is the process through which pre-existing characteris-
tics of the developmental program facilitate evolutionary changes in develop-
ment, by providing an internal environment that is conducive to a certain change.
Developmental exaptation can be manifested at all levels of the developmental
process, including gene regulation, cellular behavior, tissue differentiation, mor-
phogenetic movement, relative timing of developmental events, and more. Devel-
opmental exaptation can facilitate changes in highly conserved, slowly evolving
genes. It is the inherent prerequisite for cases of gene or gene network co-option
in the evolution of development and is probably involved in many cases of
evolutionary novelties.
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Introduction

Evolutionary theory has debated the question of internal factors vs. external factors
since the days of the Evolutionary Synthesis (Whyte 1965). Conceptually, there are
thought to be differences in the way an organism responds to selection, based on
whether the selective forces are imposed by the environment: external selection; or
by the need for integration between the different parts of the organism: internal
selection (but see Fusco 2001 for an alternative view). This distinction can be
expanded in several directions. Internal selection during embryonic development is
one of the sources of the phenomenon known as developmental constraint; a
limitation in the range of available phenotypes that is due to the limitation and
requirements of the developmental system (Gould 1980; Alberch 1982; Resnik
1995; Schwenk 1995; Richardson and Chipman 2003; Arthur 2004; see chapter
“Developmental Constraints”). Conversely, internal selection shapes the develop-
mental program and leads to an optimal integration of all the myriad functions
involved therein. Any change in development must be consistent with the rest of
the process. In other words, the developmental program is under constant selection
by the developmental program itself (Cheverud 1996; Beldade and Brakefield 2003;
Richardson and Chipman 2003; see chapter “Internal selection”). If the develop-
mental system is adapted to itself, there must also be instances of preadaptation,
which allows exaptation within development. Gould and Vrba (1982) define
exaptations as ““...characters, evolved for other usages (or no function at all), and
later coopted for their current role. ..” Note that preadaptation is normally under-
stood to be the condition of having an existing adaptation that can facilitate the future
change, whereas exaptation is used to refer to the evolutionary mechanism through
which this happens. The concept of exaptation can be extended to include develop-
ment and cases when pre-existing aspects of the developmental system facilitate its
evolution in certain directions.

The concept of Developmental Exaptation was first raised by Chipman (2001) in
a short opinion piece. This was in the early days of the evo-devo revolution, and the
field was struggling to define its research agenda and conceptual framework (Arthur
2002). At the time, very little was known about how selective forces shape the
developmental program, or indeed about how gene regulation evolves. The main
idea of the 2001 paper was that changes in the development program are analogous
to changes in the external environment in the effect they have on an organism’s
selective regime and evolution. Developmental exaptations are thus pre-existing
characteristics of the developmental program that facilitate adaptation to the novel
selective regime. The core examples given had to do with changes in expression
patterns of transcription factors that are facilitated by the presence of downstream
factors, which are compatible with the new expression pattern. These preliminary
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ideas can be reframed today within a context of a better understanding of gene
regulation and how it evolves and within a broader context of not only transcription
factors, but entire networks.

Levels of Adaptation in Developmental Programs

Before discussing examples of exaptation, one must define the sources of selection,
and hence adaptation, within the developmental program. Development includes
processes that take place anywhere from the transcriptional and translational control
of individual genes, through the control of cellular behavior and tissue differentia-
tion, and up to the movement of entire tissue layers. All of these levels must be under
constant selection (stabilizing selection during periods of stasis and directional
selection following changes in development) for the developmental program to
proceed successfully. In this section, the different levels of developmental selection
are defined, followed by conceptual examples of how exaptation can work at these
levels of selection.

Selection on Gene Regulation

The regulation of gene expression occurs at multiple levels. The spatial and temporal
control of expression levels of developmental genes is mostly through cis-regulatory
elements, which are composed of binding sites for specific transcription factors and
for other components of the cellular transcriptional machinery. Control of levels and
rate of translation is mostly through untranslated regions in the transcripts and micro-
RNAs that bind to them. Additional levels of regulation can be through peptide
signals in the translated gene product on the one hand or through changes in
chromatin structure, which affects the accessibility of the gene to the transcriptional
machinery, on the other. All of these levels of control can vary throughout evolution
in response to selection for a modification in the timing or location of the gene’s
activity. Conversely, all of these levels of regulation will normally be under strong
stabilizing selection.

The nucleotide sequence in upstream control elements fluctuates through ran-
dom mutations. Certain stretches of sequence will be under strong selection if they
contain binding sites for transcription factors that are necessary for the activity of
the gene under control, and their sequence will be more stable over time. Other
stretches will be under weaker selection and their sequence will vary more rapidly.
These random fluctuations could lead to the appearance of a binding site for a
transcription factor that is not expressed at a relevant time or place for the gene
under control of the element in question. However, a change in the expression
domain of the transcription factor represents a change in the internal selection
regime. Genes that have pre-existing binding sites for this factor can be said to be
exapted to being controlled by it. If the binding sites had not appeared at random,
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the change in the expression pattern of the transcription factor would have had no
effect.

Similarly, random changes in untranslated regions of a gene transcript could
bring that transcript under the control of a specific miRNA. This can happen even
when the miRNA has no existing regulatory control of the transcript, and no role
in the developmental process in which the transcript is expressed. A random
sequence change exapts the transcript to being regulated by a novel regulatory
agent.

The example given by Chipman (2001) in the paper introducing the concept of
developmental exaptation is a possible (if imprecise) example. We know that the
expression domains of Hox genes control morphological identity along the anterior-
posterior axis, at least in vertebrates (Burke et al. 1995) and in arthropods (Hughes
and Kaufman 2002) (see chapter “Hox genes”). Axial identities are thus believed to
evolve through changes in the expression domains of specific Hox genes. However,
changes in the expression domains of Hox genes will have a deleterious effect,
unless there are existing control regions in downstream genes that are normally
expressed neither in the old Hox expression domain nor in the new Hox domain, but
would fall under the control of the Hox gene following its expansion. Thus, the
existing control regions would be nonfunctional and selectively neutral before the
change in Hox gene expression, but could facilitate the change and allow it to have a
nondeleterious effect.

Selection on Cellular Behavior

In the simplest terms, development is a process of cells proliferating and moving to
their correct locations. Cells divide following specific signals from neighboring cells
or following intracellular cyclic processes. The rate and timing of cell division is
closely linked to absolute and relative size of organs and must be tightly controlled
during development. It is thus under strict stabilizing selection. Selection for size is
often selection on the rate or duration of cell proliferation, thus cell division can also
be under directional selection in certain cases. Once cells have proliferated, they
must migrate while following positional cues. These cues must be adapted to
changes in scale. Thus, a change in the timing or rate of cell proliferation exerts a
selective pressure on the positional cues to adapt to the new scale so that cells
continue to migrate to their correct location.

A change in size — heterometry — through modifying the rate of cell proliferation
or through modifying the duration of cell proliferation is one of the simplest
evolutionary transformations. However, such a change is likely to be maladaptive
in a tightly controlled embryo. Nonetheless, pre-existing variability in positional
cues that guide proliferating cells to their correct location could facilitate a hetero-
metric change. Certain combinations of positional cues within this neutral variation
could act as exaptations for change.

There are dramatic cases of rapid changes in organ size in what are known as
exaggerated traits (Lavine et al. 2015). These exaggerated traits could either be under
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sexual selection, or as part of an ecological switch in the evolution of an organism
that requires significant modification in the size of a single organ. Examples of the
former are deer antlers or rhinoceros beetle horns, whereas examples of the latter are
water strider legs or human brains. In these cases, external selection dictates an
increase in cell proliferation, which in turn exerts internal selection on all signaling
and patterning mechanisms within the developing exaggerated organ. While there
has been a significant amount of work on the factors that drive the change in size,
there has been almost no consideration of the necessary changes to developmental
integration following it. It is likely that at least in some of the cases of exaggerated
traits, a pre-existing neutral variability in the patterning of the modified organ
allowed the increase in size to be more rapid, and prevented maladaptive patterning
errors.

Selection on Tissue Differentiation

Every cell must also adopt the correct cellular identity through a series of differen-
tiation events. These are controlled by positional cues and/or by a cascade of
interacting transcription factors, with the different levels of control discussed
above. The wrong type of cell in the wrong place can disrupt downstream develop-
mental events, so this process is equally tightly regulated and under stabilizing
selection. When there are changes in scale and positional parameters, cells might
need to adopt a different fate, thus there is internal directional selection for specific
cells to change their differentiation cascade, leading to selection on all upstream
levels of control.

As development proceeds, cells change their identity and differentiate. Modifi-
cation of this process throughout evolution can lead to a different tissue or structure —
heterotypy. Selection for heterotypic modification can be facilitated by the existence
of a pool of cells of the correct type, which may have originally been destined for a
different tissue, but can be recruited to the modified tissue. These pre-existing cells
are an exaptation for the evolution of the modified tissue.

A possible example of exaptation at the tissue level is the evolution of novel
dermal bone structures in several vertebrate lineages (e.g., boxfish, crocodilians,
caecilians, armadillos). Dermal bones are distinguished from endochondral bone
mostly based on their developmental origin, with dermal bone arising from mesen-
chyme in the dermal layer (Hirasawa and Kuratani 2015). For dermal bone to evolve
in a novel position, a pre-existing pool of correctly located and differentiated
mesenchymal cells is needed as an exaptation. Without the necessary cells in the
dermal tissue, the dermal bone could not evolve.

Selection on Morphogenetic Movements

Morphogenetic movements lead to the final organization of all cells and tissues in
space (see chapter » “Mechanisms of Pattern Formation, Morphogenesis, and
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Evolution”). These movements are a direct result of all the processes described
above and are usually mediated by differential control of cell-cell adhesion and
changes in cell-shape or cell-type. These movements are under selection to end up
with a correctly structured embryo. Any change in cell identity carries with it a
selection to change some aspects of the morphogenetic movements.

Evolution can proceed through changes in the relative positions of structures —
heterotopy. A structure that develops in a novel location, following a modification of
positional cues or of cell shape is under selection to integrate into its novel embry-
onic environment. The exact identity of surrounding cells, the factors they secrete,
and even their morphological arrangement can influence the likelihood of the
heterotopic change being selectively advantageous. Specific conditions can act as
exaptations for this change.

The evolution of front-fanged snakes involved the shift of a posterior dental
lamina to the anterior of the upper jaw through allometric growth (Vonk et al. 2008).
For the fang to differentiate and develop in its anterior position, the new surround-
ings had to have been exapted to provide the necessary cues and support tissues. As
with the previous examples, we cannot reliable know what the intermediate stages
were in the evolution of the novel anterior position of fangs. However, in this case
we do have developmental data from two convergent events in two snake lineages of
fang heterotopy, and these support the idea of an unknown developmental exaptation
that allowed the fangs to develop anteriorly.

Selection on Relative Timing of Events

All of the above processes must be carefully coordinated in time, since there is a
great deal of signaling and cross-regulation between different parts of the embryo
and different events that are dependent on each other. It is this temporal integration
which exerts the strongest internal selection on development. Any change in any
process during development must remain adapted to its dependence on or require-
ment for other processes, or lead to a change in dependent or resultant process.

One of the most frequently discussed modes of developmental modification is a
shift in relative timing of developmental events — heterochrony (Gould 1977,
McKinney and McNamara 1991; see chapter » “Heterochrony™). As in the exam-
ples discussed above, a change in timing will only be possible if the temporally
shifting processes are exapted for the new relative timing. This can take the form of
any of the aforementioned exaptations at any level.

There are numerous examples of heterochrony in the evo-devo literature, at all levels
of regulation. The shift between anamorphic and epimorphic segmentation in several
arthropod lineages is a well-studied case of a significant organism-level heterochronic
shift and has presumably occurred in both directions. In epimorphic species, all
segments are patterned before the embryo hatches, while in contrast, in anamor-
phic species the patterning of some of the segments is shifted to postembryonic
ontogeny. Such a major restructuring of ontogeny requires a significant number of
changes in integration and internal coordination. It is reasonable to assume that at
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least some changes in timing occurred and were integrated into the program before
the shift in timing of segmentation relative to hatching, and that these previous
changes provided an exaptation to the organism-level heterochronic shift.

Note that this list of examples of exaptation is divided conceptually into levels of
complexity, but in practice it can be difficult to differentiate between exaptations at
different levels. Furthermore, almost all developmental modifications are ultimately
down to a change in gene regulation, which is what drives development.

Rare Changes as Indicators of Exaptation

The fact that different genes evolve at highly different rates is well-documented
(Bromham et al. 2002; Lanfear et al. 2010). This difference in rate is used as a tool
for constructing and dating phylogenetic trees. Some genes are highly conserved and
change at a very slow rate (e.g., transcription factors that are involved in crucial
developmental events). Implicitly, mutations leading to sequence variation in these
genes are very rare. In fact, there is no reason to assume that slowly evolving genes
actually have a lower mutation rate. The common explanation for highly conserved —
or slowly evolving — genes is that they are under very strong stabilizing selection.
This raises the question how they change after all, even when there is selection for
the sequence to remain unchanged. Change in a conserved gene can be explained by
the presence of an unrelated modification of factors they interact with. These
modifications can be in response to a novel selective pressure or as a result of
random neutral drift. Either way, they form an exaptation which allows a sequence
change in a conserved gene, which was previously impossible due to strong selection
for maintaining a functional interaction with the factor, to take place while
maintaining the interaction. Absence of change is evidence for strong stabilizing
selection. The presence of rare changes, despite stabilizing selection, is evidence of
exaptation.

Developmental Exaptation and Co-Option

The evo-devo literature discusses numerous examples for the co-option of existing
genes or gene regulatory networks to novel functions, e.g., the recruitment of
segment polarity genes to patterning butterfly eyespots (Monteiro and Podlaha
2009), or the recruitment of Hox genes to axial patterning of the vertebrate limb
(Shubin et al. 1997; Petit et al. 2017; see chapter “Co-option”). In essence, co-option
is a specific case of developmental exaptation, although it is not normally thought of
in these terms. Genes and simple gene networks are not normally responsible for a
morphological character, but for a specific cellular or developmental function. For
example, a network that includes strong mutual repression among its components
can form sharp boundaries, while a network that includes a negative feedback loop
can generate a repeated pattern. These functions are exaptations for generating novel
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structures or modifying existing ones. Thus, if there already exists a network for
generating repeating structures through a reiterative process (such as repeated neural
ganglia along the anterior-posterior axis), it can be used as the basis for the evolution
of more complex repeating structures such as segments with units from different
organ systems.

Developmental Exaptation and Novelties

A common idea about the evolution of novelties is that the novel structure does not
appear out of nowhere, but represents a rapid diversification of a pre-existing feature
or network, following a dramatic shift in selective pressure (Moczek 2008; Shubin
et al. 2009; see chapter “Novelty and Innovation”). Novelty can also be placed in the
framework of developmental exaptation, by considering the pre-existing features as
exaptations. The best-studied example is that of the horns of beetles from the genus
Onthophagus. These horns are understood to have evolved from the exaggeration of
a pre-existing structure with a role in ontogeny: the pronotal horns necessary for
eclosion of the final larval molt. These pronotal horns represent a suite of organized
cells, which are present at the right place and time in development to be elaborated
by natural selection in the generation of a novel structure (Moczek 2005, 2008). As
in the beetle example, in almost every case of a novel structure there is a pre-existing
developmental structure or network, which forms the exapted basis for the novelty.

Conclusions

Developmental exaptation was originally defined as “characters of the developmen-
tal program that were initially created through random events, or in response to
selection for a specific function, and subsequently confer an internal selective
advantage in a new role, following a change in the embryonic environment”
(Chipman 2001 p. 299). These “characters” can include anything from gene expres-
sion domains, through cellular identity to relative position and timing of structures.
Nonetheless, the actual modifications that these characters are exapted for are almost
invariably changes in gene regulation and interactions. Indeed, the characters them-
selves are the outcome of gene regulatory networks, or to use the terminology from
Wagner (2007), Character Identity Networks (ChIN’s). A problem with studying
developmental exaptations is that they are virtually impossible to identify, since we
do not know the sequence of events leading to the fixation of a modified develop-
mental process, nor can we predict a priori which current characters are likely to have
a future adaptive value. Nevertheless, an updated view of developmental exaptation
must include thinking about genes, their regulation, and the networks they are part
of, both in characters modified through evolution and in characters that are exapted
to facilitate their modification.
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Abstract

The concept of burden was developed around the 1970s by Austrian zoologist
Rupert Riedl, based on morphological insights rooted in Karl Emst von Baer’s
embryological tradition. Burden’s main tenet is that as a morphological character
evolves, it develops more relationships with other characters, becoming more and
more interconnected. Through this process, the morphological character acquires
more biological “responsibilities” within the organism. Two main consequences
of the burden hypothesis are that (1) a character’s evolvability will be limited by
these responsibilities and (2) a set of heavily burdened characters could be
considered as part of the body plan of a taxonomic group. The concept of burden
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is intimately related to that of developmental constraint, and as such, it is central
to evo-devo.

Keywords

Morphology - Philosophy of biology - Rupert Riedl - Developmental constraints

Introduction

The interplay between development and evolution forms the central issue of
evo-devo. This apparently trivial statement harbors a very complex suite of concepts
and associated problems, especially with regard to causality. As a fundamental part
of the phenotype, developmental processes can be viewed as a series of intermingled
characters shaped by evolutionary forces, including, but not limited to, the action of
natural selection. Thus, development, as any other character, is a complex product of
evolution. The converse statement — that evolution is shaped by development — has
been less apparent throughout the history of biology and, to say the least, is more
controversial. The problem at hand is, then, how the dynamics of development can
shape (cause) evolution. This relationship is captured by a family of concepts that
more or less have settled under the encompassing umbrella of “constraints,” to which
the concept of “burden” owes its existence. Several authors have contributed to
putting forward these concepts and although it is tempting to draw a linear concep-
tual genealogy starting with Ernest Haeckel’s biogenetic principle, Gavin de Beer’s
heterochrony, and Stephen J. Gould’s and allied ideas on developmental constraints
(including the likes of Pere Alberch, John Maynard-Smith, and several architects of
the famous 1981 Dahlem Conference), the story is a bit more convoluted. Indeed,
other important authors have contributed with additional concepts, such as von
Baer’s embryological laws; Thompsons’ emphasis on the physical underpinning of
growth and form; Waddington’s genetic assimilation, canalization, and epigenetic
landscape; Goldschmidt’s “hopeful monsters”; and even Jacob’s evolutionary tin-
kering (von Baer 1828; Haeckel 1874; Thompson 1917; de Beer 1940; Goldschmidt
1940; Waddington 1956; Gould 1977; Jacob 1977; Bonner 1982; Maynard Smith
et al. 1985).

Thus, the concept of burden belongs within this solid but disparate family of
related ideas which, in essence, form the nucleus of modern evo-devo. Burden
appeared originally in Rupert Riedl’s book, Order in Living Organisms (Riedl
1978), which was first published in German as Die Ordnung des Lebendingen in
1975. Riedl, an Austrian morphologist of the second half of the past century, devised
the concept of burden with the clear goal of linking the morphological organization
(Bauplan) of species with their evolvability in the broad framework of a particular
idea of selection, namely that of “internal selection” (Schoch 2010). His good
morphological intuition, rooted in German Idealist Morphology school, made him
lean naturally on several classical nineteenth century ideas: von Baer’s embryolog-
ical laws, Geoffroy’s principle of connections, and Cuvier’s conditions of existence.
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It is also worth mentioning that the concept of burden shows many parallelisms to
Wimsatt’s concept of entrenchment, developed independently almost at the same
time (Wimsatt 1986) but which will not be discussed here (Wimsatt’s own work on
the issue, Wimsatt 2007). Wallace Arthur, whose idea of developmental bias is also
close to the concept of constraint, is somewhat more neo-Darwinian in his account of
internal factors in evolution, taking them as cases of selection: “in addition to
directional selection for adaptation to particular environments, there would always
be stabilizing selection for internal integration.” Thus, burden, just like entrench-
ment, constraint, and developmental bias, would all be consequences of internal
selection, whose weight would “fall disproportionally on early developmental
stages” (Arthur 2015).

What Is Burden?

Since pre-evolutionary days, comparative anatomists have been noting that large
groups of animals and plants share similar features; the suite of all these most
characteristic features is what forms the Bauplan or “body plan”. For example, the
vertebral column is one of the most salient features of the vertebrate body plan,
consisting of a repetitive series of bony elements, the vertebrae, that not only
protect the spinal cord, but also anchor other bones and muscles, giving shape to
the main anatomical arrangement of the body axis. During embryonic develop-
ment, many transient features are also shared, such as the formation of a morula or
a gastrula, or more specifically for vertebrates, the formation of the notochord.
Thus, within the body plan, features are at some level constrained and invariable
for large taxonomic groups: they are always present. The study of developmental
constraints attempts to answer how these features come about and how they stay
constant in diverse groups for hundreds of millions of years.

More specifically the question asked by the concept of burden is: do characters
vary in their possibilities to transform during evolution? And, if so, are there any
that can change more likely than others? In essence, Riedl’s concept of burden
represents a way of trying to explain the origination and maintenance of the body
plan (Wagner and Laubichler 2004). In other words, how do groups of organisms
acquire a set of characters and how do they retain them in the face of strong
tendencies for change through natural selection. The question of origination
cannot be answered directly, but the question of maintenance can. To answer
this question, Riedl proposed that some characters are strongly constrained
(so much so that they might become invariable during evolution, and hence
become a part of the body plan), while others can change more freely (i.e., they
are more evolvable).

According to Riedl, the source of these constraints or biological burden takes two
forms: one is based on their embryological generality and another on their functional
and developmental interdependencies. Raff (1996) refers to these two aspects as
vertical and horizontal constraints. To him, while the former has been dispensed with
by the embryological evidence (although not completely, see below), it is the latter
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that gives the concept of burden such a central place in modern evo-devo. In the next
section, we will examine the value of embryological generality. The subsequent
section looks at the merits of biological dependencies. In the final section, we will
present the notion of “burden rank” along with a metric based on anatomical
networks, which allows a precise quantification of burden that can be tested in a
phylogenetic context.

The Question of Embryological Generality

When embryos develop, processes follow one after another in a rather rigorous and
precise way. Every morphogenetic process is followed by subsequent ones, begin-
ning with general features such as the formation of a morula or the process of
gastrulation followed by neurulation that will form typical gastrulas and neurulas.
These embryological features are very general, insofar as they can be found in most
triplobastic animals: any perturbation to their formation would cause severe conse-
quences for the future organism. This was noted by Karl Ernst von Baer at the
beginning of the nineteenth century, in pre-evolutionary times. His careful observa-
tions were encapsulated in several generalizations that came to be known as von
Baer’s laws (Gilbert 2013):

1. The more general characters of a large group of animals appear earlier in their
embryos than the more special characters.

2. From the most general forms, the less general are developed, and so on, until
finally the most special arise.

3. Every embryo of a given animal form, instead of passing through the other forms,
becomes separate from them.

4. Fundamentally, therefore, the embryo of a higher form never resembles any other
form but only its embryo.

Von Baer’s laws have been revisited in the concept of phylotypic stage, which is
most relevant to the discussion of burden. Indeed, embryologists have realized that,
in contrast to Von Baer’s laws, embryos can present a great variety of ways to go
through their first stages, especially those concerning early cleavage and gastrula-
tion. However, they all have to pass through some sort of middle stage, called the
phylotypic stage, which is constrained by the multiple interactions of the early
developmental processes (Slack et al. 1993). In vertebrates, the phylotypic stage
corresponds to the late neurula. Following the phylotypic stage, embryos unleash
variation in their morphogenetic processes that are species specific. This has been
captured by the metaphor “phylogenetic hourglass™ starting with early stages at
which many evolutionary changes are possible and ending up with late stages where,
again, many changes are possible. In the middle part, the phylotypic stages that
characterize each phylum, there exist periods of highly constrained, less alterable
interactions.
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In light of this hourglass pattern of variation, as discussed in Raff (1996), the
concept of burden shows its deficiencies. The question of the generality of characters
according to their temporal embryological position is the weakest part of the concept
of burden. Indeed, Raff presents counter examples showing that early entrenchment
does not necessarily mean less variation. For example, the varied ways in which
different early embryos start development show that variation can occur very early.
This is more in line with the hourglass model, which dictates that variation will be
greater both before and after the phylotypic stage. From the phylotypic stage
onwards, every single downstream process becomes more and more specific for
each species, both in morphogenetic process and in gene expression. Thus, the first
aspect of burden can only be vindicated by the variation that occurs after the embryo
has reached the phylotypic stage.

The Question of Dependencies

As we have just seen, of the two major tenets of the concept of burden, the
question of dependencies is the stronger one, making burden a major research
agenda for evo-devo. Indeed, biological dependencies resonate with other asso-
ciated fields and concepts such as morphological integration, which was origi-
nally initiated by Olson and Miller (1958) in the context of morphometric
analysis, as well as with modern ideas about the hierarchical nature of gene
regulation during development (Gene Regulatory Networks or GRNs) as posited
by Davidson and others (see, for example, Erwin and Davidson 2009). Both
areas, morphological integration and GRNSs, are very active on their own and
often intermingled in evo-devo research.

Dependencies are understood as relations among parts of anatomical or functional
systems that are in place during embryological development. As such, burden can be
understood as “a direct measure of the organismal integration of a trait” (Schoch
2010). These dependences operate at all scales, from GNRs to articulations among
bones (as we will see in the next section) and from cell-to-cell transport to hormone-
regulated concerted growth of organs. In the context of burden, the more relations a
part has with others, the more burden it will hold. This “burdened” part will then be
constrained by the summary load of these dependences. In turn, the heavier the
constraint, the less evolvable the part will be (see chapter » “Evolvability”). But
evolvable in which sense?

Evolvability has been defined in population genetics as the ability to generate
adaptive genetic diversity that is susceptible to natural selection. This definition, as is
often the case with evolutionary definitions that are suitable for population dynam-
ics, asks a different question from the one evo-devo is interested in. In evo-devo,
unlike the population genetic definition just given, the question of evolvability has to
do with the ability of an anatomical element to change under any kind of evolution-
ary influence, most importantly, during embryogenesis. And this is where the
concept of burden has a lot to say: the more dependencies to other elements, the
more constrained a trait will be. In other words, the concept of burden speaks directly
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1 nen 4
Fig. 1 Schema of the origination of a body plan through increasing burden. As evolution proceeds,
character 1 develops more and more dependencies to new characters, eventually becoming so
“burdened” that any changes will have big consequences. Eventually, 1 becomes part of the body

plan and because of this high rank burden, it loses evolvability or capacity to change (Modified from
Wagner and Laubichler 2004)

1‘-)

to the problem of phenotypic evolvability, Riedl’s cornerstone (Fig. 1). Furthermore,
there is an explicit connection between evolvability, burden, and genotype-
phenotype mapping in the ways in which it constrains the possibility for the
appearance of novelties since, “newly arising variation is structured by development
and presented to selection in a nonrandom way.” Thus, “(b)y conceptualizing the
organisms in terms of patterns of variation, Riedl also created the much needed
connection between organismal comparative biology and the variation based
Neo-Darwinian theory of evolution” (Pavlicev and Wagner 2012).

Quantifying Burden Using Anatomical Network Analysis

The use of network theory to study anatomy has been implemented in the past
decade (see Rasskin-Gutman and Esteve-Altava 2014, and the chapter on » “Ana-
tomical Network Analysis in Evo-Devo” for an overview). This new methodology,
called anatomical network analysis (AnNA), explores the connectivity relations
among anatomical elements. Anatomical parts, such as the skull, are analyzed by
looking at all the patterns of articulations among bones. What is important in this
method is the neighborhood of each bone as it connects to others by sutures and
joints, thus providing a natural way to quantify burden. When bones are taken as
units of developmental or evolutionary change, a direct measure of burden is the
degree of connectedness of a bone, that is, the number of its connections. Other
measures, such as the betweenness centrality or the clustering coefficient, could also
be used as proxies for burden. For example, a typical human skull has 21 bones.
Each bone has a specific pattern of connections that can be quantified using AnNA.
Some bones have many connections, such as the sphenoid, the ethmoid, and the
frontal, whereas most of them have few connections, such as the nasals and the
lacrimals. In addition, these connectivity patterns organize into two modules, the
facial and the cranial. To explain the observed relationship between the number of
contacts that a bone has and the importance of this bone within the organization of
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the entire skull, Esteve-Altava and co-workers (2013a) proposed “the burden-rank
hypothesis,” (Fig. 2) based on Schoch’s analysis of the concept of burden (Schoch
2010).

In light of the concept of burden, this hypothesis states that the number of contacts
that a bone has increases the number of developmental and functional
co-dependences constraining its variation, which in turn would favor the conserva-
tion of this bone during evolution (Rasskin-Gutman and Esteve-Altava 2014). Thus,
the more interconnected a bone is, the less likely it is to change over evolutionary
time. Moreover, many bones have fused during the evolutionary history of mam-
mals; thus, fusion can be seen as the ultimate fate of heavily burdened bones. In fact,
fused bones could lead to an entirely new skull architecture, which could be said to
have emerged from the “forces” exerted by the burden of the individual bones of the
ancestor.

The burden-rank hypothesis predicts that modules with fewer interactions (i.e.,
contacts) will be more evolvable than modules with a greater number of interactions.
In the context of AnNA, the fewer the number of contacts in a module, the greater the
module’s capacity to exhibit phenotypic variation and, therefore, to evolve. A
prediction from this study of the human skull is that the facial module should
show more morphological evolvability than the cranial one, because the facial
skull has fewer contacts among its bones than the neurocranium. Although classical
morphometrics studies demonstrated that adjacency is a key factor in shape corre-
lations, and more recent approaches vindicate the inclusion of topological consider-
ations in shape analyses, translating these predictions of evolvability at the
connectivity level to predictions of variability in the shape and size of the skull is
a major challenge.

The burden-rank hypothesis explains the difference in evolutionary conservation
between the facial and the cranial phenotypic modules as a consequence of differ-
ences in their complexity. By virtue of the greater richness of bone-to-bone interac-
tions, more complex modules entail more developmental and functional
codependences, which constrain module variation. In this context, the lower com-
plexity and greater anisomerism of the facial module suggests specialization due to
anatomical differentiation of bones in terms of number of contacts. Morphometrics
studies in primates support the finding that regions with lower disparity of the cranial
module are less evolutionarily plastic than parts of the facial region (Goswami and
Polly 2010).

Criticisms

Ried!’s theory of burden is far from being a perfect account of the behavior of
anatomical traits in a neo-Darwinian framework. However, it provides a solid
departure point to bring back the importance of development to understanding
how evolution shapes multicellular organisms. Thus, as so often happens when
new theories are put forward, several criticisms have been raised against the concept
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of burden by different authors. We will just mention three of them, by Raff (1996),
Schoch (2010), and Budd (2006):

Raff has questioned the validity of the theory of burden regarding the hierarchy of
developmental processes (Raff 1996), a question that has been solved by the
hourglass model of development. Only if we examine development from the
phylotypic stage onwards, rather than from the beginning of embryo develop-
ment, the process seems to conform to the notion that early morphogenetic events
are less variable than later ones.

Budd has pointed out that, as it has been formulated, the concept of burden would
entail that characters get more and more burdened to the point of irreversibility,
which might lead to dead ends (Budd 2006). However, as we have noted in the
precedent section, intimately connected elements that might end up fusing into
one new element, as has happened repeatedly in the evolution of the skull, can
overcome such irreversibility by changing the whole dynamics of the system
(Esteve-Altava et al. 2013b and references therein).

Schoch has noted that developmental processes are full of pleiotropic effects, as well
as nestedness among them, making the gradual and linear acquisition of burden
for single characters unlikely (see chapter » “Pleiotropy and Its Evolution:
Connecting Evo-Devo and Population Genetics™). Also, Schoch has criticized
the use of burden ranking on the grounds of characters not being clearly linked
causally, because the dynamics of morphogenesis is not linear but consists of a
complex network of cause-effect relationships that involve genetic-epigenetic
regulation of morphogenetic mechanisms (Schoch 2010). These two criticisms,
the pleiotropy effect and the causal linkage, are the most compelling ones against
the concept of burden as it was originally formulated.

Conclusions

The most interesting evolutionary aspect of burden is its dynamic properties: as
characters change their dependencies to other characters (sometimes new ones), they
increase their resilience towards change since more is at stake or, in Riedl’s words,
their “responsibility” towards the developing embryo is greater. Thus, characters are
not fixed entities subject to change by natural selection. Rather, they are constrained
by their burden, so that their evolvability would also be compromised. We have seen
that the concept of burden relies on two types of mechanisms: the hierarchical
importance of the time of appearance of a character and the biological dependencies.
Of these two, the latter seems to resonate more strongly in modern evo-devo.
Beyond the mentioned criticisms, the concept of burden is central to evo-devo
because it is a statement about organization and dynamics explained as the morpho-
genesis constraining the organization of the body plan. Conversely, we might also
say that the concept of burden explains how the organization of the body plan
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constrains the dynamics of morphogenesis, and thus the possible innovations that
might arise.
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Abstract

We review the importance of developmental mechanisms in animals in constraining
evolutionary changes. We first discuss the importance of time scales at which such
constraints are relevant and after that focus on near absolute constraints that act on
macroevolutionary scales. We could find only a few well-underpinned examples of
such near absolute constraints. We discuss three outstanding cases, the ancient
metazoan constraint that differentiated cells cannot divide, constraints against
changes of phylotypic stages in vertebrates and other higher taxa, and constraints
against the evolution of parthenogenesis. These constraints all have major conse-
quences, including many secondary constraints, and they have in common that they
are caused by high levels of global developmental interactivity.

The global developmental interactivity almost inevitably causes mutations to
have many harmful pleiotropic effects, and thus will be strongly selected against,
leading to long-term evolutionary conservation. The discussed developmental
constraints have major consequences for evolution and critically restrict regener-
ation capacity, life-history evolution, and body plan evolution.
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Introduction

We speak of developmental constraints when there is a bias on the production of
variant phenotypes or a limitation on phenotypic variability caused by developmen-
tal mechanisms (Maynard Smith et al. 1985). Earlier more intuitive mechanistically
oriented arguments were put forward by among others Gould and Lewontin (1979),
who argued that developmental constraints must be important, based on the apparent
conservation of early developmental stages, the required integration of these stages,
and the accumulating effects of early errors. Even earlier, Whyte (1964) argued that
these constraints relate to internal selection, i.e., the necessity for the machinery of
the body, in particular development, to be well-concerted.

The importance of developmental constraints in evolution is still subject to
controversy: In which ways and to what extent do developmental mechanisms
restrict the range of possible phenotypes? The answer depends largely on the time
scale at which the constraints are supposed to act. In evolutionary biology it pays to
make at least the following gross distinctions: microevolution (changes in gene
frequencies on a population dynamical time scale), meso-evolution (the evolution
of quantitative traits through repeated mutation substitutions), and macroevolution
(large-scale changes, such as innovations). Quantitative genetics and adaptive
dynamics provide the main frameworks for dealing with trait evolution on the
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micro- and meso-evolutionary scales, respectively, while macroevolutionary dis-
course is dominated by arguments from functional morphology and evo-devo. We
will first discuss why genetic constraints are expected not to lead to constraints
acting at macroevolutionary scales and follow-up with a discussion of three well-
documented examples of near absolute macroevolutionary developmental con-
straints, their causes, and their vast evolutionary impact.

Genetic Constraints Do Not Constrain Evolution
on Macroevolutionary Scales

In the past, discussions on developmental constraints, in particular among geneti-
cists, have often focused on so-called genetic constraints, especially the potential of
genetic covariation to steer evolution (e.g., Conner 2012). Note that genetic covari-
ation is to a large extent caused by the genotype-phenotype map, i.e., by develop-
mental mechanisms. In quantitative genetics, the term genetic constraint is used
for the differential responsiveness to selection in the directions of the principal
components of the genetic covariance matrix in proportion to their size. Principle
components correspond to the direction in trait space supporting the largest varia-
tion, the direction orthogonal to that first direction supporting the largest variation,
etc. In particular, any zero principal component corresponds to an absolute, i.e.,
dictionary style, constraint. Although little is known yet about the prevalence of such
zero principal components, the general tendency in high-dimensional biological data
is that principal components peter out roughly exponentially, suggesting that abso-
lute genetic constraints will be extremely rare, except when directly caused by a
physical conservation law. This unlikeliness becomes even greater since the
effects of new mutations on phenotypes, as captured by their mutational covariance
matrices, and thus their principal components, generally change with progressive
evolution. Note that both types of covariances are but phenomenological represen-
tations of the phenotypic effects of mutational possibilities combined with develop-
ment and in the case of the genetic covariances also linkage disequilibrium.

For smooth genotype to phenotype maps the effect of small changes in gene
expression is bound to be locally additive. In that case, we can treat the microevolu-
tionary process as governed by additive genetics, leading to a seamless transition from
the arguments about microevolution, in terms of shifts in standing variation to those
about meso-evolution based on mutant substitutions. However, the genotype-to-phe-
notype map is invariably nonlinear in the large. Moreover, phenotypic change on that
scale necessarily influences the fitness landscape through its effect on the ecology.
Adaptive dynamics (e.g., Metz (2012)) focuses on the effects of the latter changes.

Meso-evolution presumably is largely driven by mutations of small effect. This
expectation has both a mechanistic and a Darwinian reason. Most trait evolution
appears to be regulatory. Most mutational changes in the regulatory mechanisms
may be expected to result in small changes in the quantities of the relevant proteins at
different points and times in the body and thus to small changes in development,
physiology, and behavior. In addition, mutations with large effect tend to bring



54 F. Galis and J. A. J. Metz

an otherwise harmoniously operating system into disarray and will therefore con-
tribute little to meso-evolutionary change. The ecology-mediated changes in inva-
sion fitnesses that drive meso-evolution tend to be minor relative to the fitness effects
deriving from the need for a well-concerted organismal development and function-
ing. The latter effects presumably also underlie most macroevolutionary regularities.
However, on macroevolutionary scales, trait spaces themselves change through the
breaking of hard meso-evolutionary constraints, permitting innovations (e.g., Peter-
son and Miiller 2016). Together the above considerations support the metaphor of
meso-evolution as a smooth uphill movement along the crests of a high-dimensional
fitness landscape. Selection pushes in the steepest direction with the realized uphill
movement determined by the interplay between this push and the current mutational
covariances. The relatively featureless landscape on top of the crests continually
changes thanks to the ecologically mediated feedback from traits to fitnesses. The
gross landscape structure, on the other hand, stays roughly constant as it is domi-
nated by internal selection, i.e., the need for organisms to stay well-concerted. In
contrast, macroevolution is guided by large-scale landscape features with key
innovations providing wormholes to higher dimensions. This allows little chance
for the directional effects of the mutational covariances to leave a visible trace. Thus,
genetic covariation undoubtedly steers evolution on micro- and meso-evolutionary
scales yet is unlikely to constrain on macroevolutionary scales, except for the effects
of rampant pleiotropy discussed below.

Macroevolutionary Constraints

Absolute developmental constraints on the evolution of specific adaptive phenotypes
are extremely rare, and Vermeij (2015) even argues that they are absent, given
sufficient time. Yet, we argue that there exists one exceptional category of near
absolute developmental constraints: when development is highly interactive, the
many cascading pleiotropic effects caused by development (relational pleiotropy,
sensu Hadorn (1961)) result in high-dimensional variation that, combined with
stabilizing selection in most directions, will strongly constrain evolution (Galis
etal. 2018). As aresult, developmental changes that are initiated in highly interactive
developmental stages tend to be constrained even on macroevolutionary scales. We
shall discuss the three best established examples of such near absolute developmen-
tal constraints in animals: the metazoan constraint that differentiated cells cannot
divide, the constraints against changes of phylotypic stages in vertebrates and other
higher taxa, and constraints against the evolution of parthenogenesis.

Metazoan Cells Cannot Divide While Differentiated

In 1898, Henneguy and Lenhossek independently proposed a universal develop-
mental constraint for metazoans: ciliated cells cannot divide (Henneguy 1898;
Lenhossék 1898). They had observed that the basal bodies of cilia were transformed
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centrosomes and had never observed ciliated cells divide. They proposed that when a
centrosome becomes involved in cilium formation, it cannot form a spindle for cell
division. The centrosome, in its entirety with two centrioles, forms a spindle pole. It
is duplicated shortly before cell division, and each centrosome forms one of the two
poles of the spindle that segregate the duplicated chromosomes. When a cilium is
formed, one of the two centrioles of the single centrosome converts to a basal body
and migrates to the cell surface, anchors to the cell membrane, and organizes the
assembly of the cilium that protrudes from the cell membrane. Hence, the proposed
incompatibility of functioning of the centrosome in cilium formation and mitosis, a
hypothesis that for metazoans thus far remains uncontested.

Buss (1987) extended the hypothesis from ciliated cells to all differentiated cells
of metazoans. In his thought-provoking book, The Evolution of Individuality, he
proposed that cell division by mitosis and differentiation are mutually exclusive. He
assumed that the cilium is usually involved in the differentiation process of a cell
and, additionally, that the centrosome is the only microtubule-organizing center
(MTOC) in a cell and that any commitment of the single MTOC to a cilium or to
another microtubule-based structure would preclude commitment to the poles of the
mitotic spindle, thus inhibiting mitosis. Buss further assumed that there cannot be
more than one centrosome in a cell and that this is a phylogenetic constraint inherited
from unicellular protist ancestors, whereas other unicellular taxa, such as
Euglenophytes, Cryptophytes, and Chlorophytes possess multiple MTOCs, and
therefore can simultaneously achieve cell movement with cilia or flagella and cell
division. Bell (1989) challenged the phylogenetic constraint hypothesis, arguing that
the duplication of centrosomes in cells shortly before mitosis suggested that there
cannot exist a constraint preventing the production of more than one centrosome.
Indeed, it is now known that, exceptionally, extra centrosomes are formed in cells
(e.g., Gonczy 2015). The explosively expanding knowledge of cellular processes
has revealed more challenges to Buss’s hypothesis, e.g., experimental removal of
centrosomes has indicated that they are not essential for the formation of radial
spindles and mitotic cell division (Wu and Akhmanova 2017). However, as we shall
discuss, new knowledge indicates that in metazoans it is important that normally
there is precisely one centrosome in a cell and primary cilia perform crucial functions
in virtually all cells, which again explains that ciliated and differentiated cells cannot
divide in metazoans.

No or More than One Centrosome in a Cell

Centrosomes are not absolutely required for mitotic spindle formation and division
in many cells, but mitosis in the absence of centrosomes is slower, which increases
the risk of chromosomes lagging during the separation and thus causing aneuploidy.
Centrosomes thus are necessary for rapid, robust, and error-free separation of the
chromosomes during mitosis (Gonczy 2015; Wu and Akhmanova 2017). Very rarely
in a cell extra centrosomes are generated de novo. The presence of multiple centro-
somes poses grave risks as it can lead to the formation of multiple spindle poles,
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aneuploidy, genomic instability, abnormal cell migration, cell cycle arrest, and
cancer (e.g., Gonczy 2015). This is not surprising given the many key functions of
centrosomes in cell cycle control and cell differentiation. They play an important
role, among others, in establishing cell fate determination, cell polarity, transmission
of polarity to daughter cells, the positioning of cell organelles, de-epithelialization,
DNA damage repair, adhesion, migration of cells, and functioning as signaling hubs
(Wu and Akhmanova 2017).

More than One MTOC in a Cell

In addition to the centrosome, there are other cell organelles that organize microtu-
bule, like the Golgi apparatus, the nuclear envelope, the cell cortex, and pre-existing
microtubules. During differentiation, the microtubule-organizing capacity of the
centrosome is partially or fully transferred to such non-centrosomal MTOC:s (e.g.,
Wu and Akhmanova 2017). The division of tasks between the centrosomal and
non-centrosomal MTOCSs appears to be tightly regulated during cell cycle progres-
sion and differentiation, probably in a competitive way, which presumably limits the
possibility of centrosomes in differentiated cells to function as spindle poles.

Importance of Primary Cilia

Primary cilia were long thought to be vestigial organelles, which if true, would
complicate Buss’ argument that the presence of primary cilia constrains the func-
tioning of centrosomes as mitotic spindles. However, in the last few decades, it was
first shown that they function as antennae on almost all metazoan cells and as such
play a crucial role in intercellular signaling (e.g., Shh signaling in vertebrates, Walz
2017). Cilium signaling is involved in the organization of most, if not all, develop-
mental processes, including left-right patterning, cell migration, proliferation, cell
size and shape, apoptosis, and cell fate decisions. The many diseases caused by
malfunctioning cilia, so-called ciliopathies, emphasize the primordial role of cilia in
development and tissue homeostasis (among many others, diabetes, polycystic
kidney disease, and retinal degeneration (Walz 2017)). As virtually all differentiated
cells appear to have a primary cilium, this essentially equates the hypothesis of
Henneguy and Lenhossek to the one of Buss that there is a constraint on mitotic
divisions of differentiated cells.

Cilia and Centrosomes Regulate Cell Cycle Progression

At the exit of mitosis, cells typically form a primary cilium, unless they continue
proliferating, when ciliogenesis appears to be actively suppressed (Walz 2017). In all
other cases, also in quiescent stem cells, the mother centriole converts to a basal
body and assembles the primary cilium. Upon cell cycle reentry, ciliary resorption
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begins, the basal body is detached from the cell surface, and the centrosome migrates
to near the nucleus. Recent studies have shown that the cell cycle is not so much
regulating centrosome and cilium dynamics, but instead, the dynamics of the
centrosome and primary cilium actively regulate cell cycle progression and arrest
or exit followed by differentiation (Walz 2017). For instance, the physical presence
of the primary cilium appears to block cell division, while primary ciliary resorption
is thought to unblock it and the length of the cilium influences cell cycle duration,
which in turn influences cell fate decisions.

Pleiotropic and Developmental Constraint

The centrosome and primary cilium play a key role in the complex organization of
almost all cellular processes in multicellular metazoans. Abnormal numbers of
centrosomes and primary cilia disrupt the highly controlled interactivity during
mitosis and cell cycle progression. A further contribution to the complexity comes
from the competitive interactions between the centrosome and non-centrosomal sites
that organize microtubuli. As a result, mutations affecting centrosomal and ciliary
functions will have a multitude of deleterious pleiotropic effects that will be strongly
selected against, such as apoptosis, genomic instability, aneuploidy, cell cycle
progression, and cancer (e.g., Gonczy 2015; Walz 2017). Hence, there is a strong
constraint against changes in the number of centrosomes (and primary cilia). As the
interactivity is part of the intracellular development, the constraint should be con-
sidered developmental, as opposed to genetic. The constraint causes several other
fundamental developmental constraints, of which the one that differentiated cells
cannot divide is the hardest, i.e., impacting the conservation of phylotypic stages
and, thereby, the evolution of body plans.

Evolutionary and Developmental Consequences of the Constraint

Low Fidelity of Meiotic Divisions of Oocytes

Meiotic divisions of animal oocytes occur without centrioles. The centrioles degen-
erate beforehand, presumably to avoid the problematic presence of a second centro-
some in the zygote. The centriole(s) in the zygote are contributed by the sperm. It is
thought that the centrioles of the egg cells rather than of the sperm cells degenerate,
because of the necessity for the motile sperm cell to have a centriole organizing its
flagellum (Manandhar et al. 2005). The absence of a centrosome during the meiotic
divisions of the oocyte is associated with a cost of lower fidelity of the divisions,
with increased rates of aneuploidy and genetic instability, presumably playing a role
in the high rates of miscarriages in humans (Manandhar et al. 2005).

In an unfertilized ovum, the paternal contribution of centrioles is missing, and this
forms a constraint against parthenogenesis, as a centrosome is generally necessary to
initiate mitotic divisions (e.g., Eisman and Kaufman 2007; see “Constraints against
the evolution of parthenogenesis”).
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Limited Capacity for Wound Healing and Regeneration

Wound healing and regeneration would presumably be much more effective if all
differentiated cells could divide to replace damaged cells of the same type. Regen-
eration now typically proceeds from a blastema of undifferentiated cells that are
either dedifferentiated cells or already locally present tissue-specific progenitor cells
(Tanaka and Reddien 2011). Subsequently, complex interactions are required, often
similar to those that occurred during development of the part to be regenerated. This
requirement of developmental interactions after dedifferentiation seriously limits the
possibility of regeneration in more complex metazoans. This is problematic in
particular when interactions with transient organs of early embryogenesis are
involved, such as the somites and neural tube in vertebrates (Galis et al. 2018).

Constraints on Development and the Evolution of Body Plans

The conflict between differentiation and mitosis has, without doubt, crucially shaped
the development and evolution of metazoan body plans. The body plan is mostly
defined during embryonic development, when there are still zones that produce
pluripotent stem cell colonies that subsequently migrate to other places in the
embryo, to initiate their paths of differentiation. The absence of pluripotent cells
later in life restricts the building of organ primordia to an early embryonic stage,
generally known as the phylotypic stage. This stage, which includes the production
of organ primordia, is highly conserved (see the section “Conservation of Phylotypic
Stages”™). Adults generally lack pluripotent stem cells and only have multipotent,
tissue-specific, stem cells that function in cell renewal, wound healing, and regen-
eration (Tanaka and Reddien 2011). In contrast, plants, that do not have this
incompatibility of cell division and differentiation, can generate complete organs
throughout their life (Heidstra and Sabatini 2014). Even cells outside the stem cell
niches are able to return to a proliferative pluripotent state, whereas in animals the
capacity for pluripotency is limited to embryonic stem cells. The largest post-
embryonic flexibility in animals is provided by changes in the number of segments
or the vegetative production of modules that are morphological repeats of the body
plan (e.g., cnidarians and bryozoans).

Conservation of Phylotypic Stages

The abovementioned early specification of most organ primordia in animals leads to
further constraints on the evolution of body plans due to the intense global interac-
tivity in the embryo during the phylotypic stage. Embryologists have long noticed
that the early organogenesis stage is less variable morphologically than both earlier
and later stages. Recently, a large number of studies have shown that during that
period there is also strong conservation of gene activity and of epigenetic mecha-
nisms (e.g., Cridge et al. 2016; Hu et al. 2017).

Support for the Pleiotropy Hypothesis

Sander (1983) was the first to propose the interactivity of early organogenesis in
the embryo as the root cause of the conservation of the phylotypic stage. His
implicit hypothesis is that strong global interactivity causes disturbances to



A Macroevolutionary Perspective on Developmental Constraints in Animals 59

cascade into deleterious pleiotropic effects in other parts of the embryo that
become amplified as development proceeds. As a result, mutants with a change
during such a highly interactive stage will be strongly selected against (Galis and
Metz 2001; Galis et al. 2018). We have called this suite of ideas the pleiotropy
hypothesis.

Teratological data on rodents strongly support the pleiotropy hypothesis: distur-
bances of early organogenesis lead to many deleterious pleiotropic effects, and
mortality is considerably higher than during earlier or later stages (Galis and Metz
2001). The interdependent pattern of abnormalities shows that the vulnerability of the
stage is not due to one specifically vulnerable process (e.g., neural tube closure) but to
the high interactivity of the stage. This implies that a particular, potentially useful,
change of this stage, e.g., the induction of a change in the number of cervical vertebrae,
kidneys, digits, or even arms, almost always will induce other abnormalities and
lethality even before the organism is exposed to ecological selection. Indeed, in
humans ca. 90% of individuals with polydactyly or a changed number of cervical
vertebrae are dead at birth, while these changes are generally associated with a
multitude of deleterious pleiotropic effects (Galis et al. 2018). As organ primordia
typically originate during the phylotypic stage, this implies that the conservation of the
stage leads to conservation of the number and earliest development of most organs
(e.g., lungs, kidneys, limbs, long bones, eyes, ears), which thus can be viewed as due
to secondary constraints. Further support for the pleiotropy hypothesis comes from
transcriptomics studies on vertebrates and insects that show that during phylotypic
stages, there is not only stronger conservation of gene expression than during earlier
and later stages but also that in particular regulatory genes and genes with pleiotropic
activity in other parts of the embryo are involved (e.g., Hu et al. 2017).

Why So Much Pleiotropy?

During the phylotypic stage, the trunk can be considered to be one large develop-
mental field. The global interactivity and consequent low effective modularity are
probably to an important extent due to the interactivity of the patterning of the
three body axes and the interactivity of axial patterning with the other simulta-
neously occurring morphogenetic processes that are simultaneously occurring in the
trunk (e.g., Diez del Corral et al. 2003; Galis et al. 2018). In vertebrates, for instance,
the opposing and antagonistic gradients of Fgf/Wnt and retinoic acid (RA) in
interaction with the segmentation clock play a major role in their coordinated
organization. Not only genetic interactions are important: often the crucial
importance of self-organizing chemical and physical interactions steering these
highly dynamic processes is overlooked, including extensive migration, epithelial-
ization, de-epithelialization, cell division, and cell shape changes (see
chapters » “Mechanisms of Pattern Formation, Morphogenesis, and Evolution”
and » “Inherency”). A large study on deceased human fetuses and infants provides
strong support for the coupling of axial patterning and morphogenetic processes as a
cause of the vulnerability of the stage, indicating among others a particularly strong
coupling between segmentation (somitogenesis) and A-P patterning of the vertebral
column (Galis et al. 2018).
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During the early phylotypic stage, there are only a few large developmental fields.
Other than the trunk field, there is the large neural crest-related cardio-craniofacial
field and the heart primordium, while at the end, the tail bud increases in importance,
and more organ primordia appear. The scarcity and large size of the developmental
fields and the intense signaling within, but also between them, can explain a major
part of the pleiotropy and low effective modularity characterizing the stage. This
holds in particular for the earliest, most strongly conserved part of the stage.

Modularity and Evolvability of Later Stages

As development proceeds, it becomes more compartmentalized, with the appearance
of progressively more and more signaling centers, organizing more and more
localized developmental fields. Concurrently, the expression patterns of key signal-
ing molecules become more restricted. For example, the signaling in the neural crest-
related cardio-craniofacial field and in somites becomes increasingly compartmen-
talized (Galis et al. 2018). Within these smaller developmental fields, intense
signaling between tissues continues to occur, but the interactivity within modules
is more intense than the signaling between modules. The higher effective modularity
probably underlies the reduced pleiotropy and increased developmental stability
of the later developmental stages. This decreased pleiotropy allows for greater
evolvability and more evolutionary divergence.

Challenges to the Pleiotropy Hypothesis
A challenge to the pleiotropy hypothesis is that, notwithstanding the vulnerability of
early cleavage processes to radiation and toxicants (Jacquet 2004), evolutionary
changes in the earliest developmental stages are not uncommon. However, in
contrast to early organogenesis, the vulnerability is that of a single process, cell
division. As the dividing cells are highly similar and capable of self-renewal, either
too many cells are killed and the embryo dies or the damage is reversible and
development resumes. As a result, nonlethal mutants with a changed cleavage
have a chance to get established. In addition, mutations have a larger chance to be
successful, since simple patterns have a lesser chance to be fatally disrupted
than complicated ones (Galis et al. 2018). The greater simplicity and associated
robustness of early forms may thus be expected to allow greater diversification.
Another challenge to the pleiotropy hypothesis is that cleavage and gastrulation are
sometimes remarkably similar, even more so than the phylotypic stages within metazoan
phyla and classes. However, this similarity is largely inevitable, given the complete reset
of development at the initial single-celled stage (Galis and Sinervo 2002). Only a limited
number of permutations is possible when there are only a few undifferentiated cells
present, due to the conflict between cell division and differentiation limiting possible
developmental pathways. Convergent nutritional and locomotory adaptations cause
further similarity, as well as maternal efforts to influence early development (Buss
1987). Gastrulation processes are more diverse than cleavage and, importantly, are far
more diverse than their end product, phylotypic stages. Gastrulation almost always
results in three germ layers, and the organ systems originating from these germ layers
are highly conserved. Furthermore, a fundamental outcome of gastrulation is that sheets
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of cells come into contact in a precise way, allowing the conserved embryonic induc-
tions that are required for the organization of the body plan during the phylotypic stage.
These inductions between adjacent cell populations appear to form a strict spatiotem-
poral constraint on the outcome of gastrulation, the starting point of the conserved
phylotypic stage (Galis and Sinervo 2002).

Consequent Constraints on Body Plan Evolution

Most organ primordia originate during the phylotypic stage, and, as mentioned
above, the strong conservation of this stage implies strong conservation of the
number and early development of organs. Mutations for duplications of organs
occur, but they co-occur with many often fatal pleiotropic effects (Galis et al.
2018). Similarly, the evolutionary loss of organs is constrained, as early develop-
mental interactions cannot easily be done away with. For this reason, loss of organs
typically occurs via the slow evolution of earlier and earlier developmental arrest,
followed by degeneration. A good example is the many times that cave fishes and
salamanders have evolved blindness: the lens always develops and then starts to
degenerate. As a result of the slow accumulation of mutations, re-evolution of lost
complex organs is virtually impossible, in agreement with Dollo’s law. In contrast,
when organ primordia appear during more compartmentalized later developmental
stages, organ numbers are considerably more evolvable. Good examples are the
number of segments in insects, phalanges and carpal and tarsal elements in tetrapods,
nipples in mammals, and teeth in vertebrates. The variability of the number of
cervical vertebrae in long-necked nonmammalian amniotes is a case in point. The
neck-trunk boundary is determined late in these cases, and, in agreement with this,
the more vertebrae in a neck, the more variable the number is (swans have 22-25). In
contrast, not only in mammals, but in all amniotes with necks of eight or fewer
vertebrae, the number is conserved, e.g., crocodiles, turtles, geckos, and many
other limbed lizards. A further arthropod example is the number of segments of
centipedes, which is variable, but always odd (Arthur and Farrow 1999). This
constraint on even numbers appears to be caused by the conserved oscillatory pattern
which generates two segments per cycle; hence variation is generated by the number
of cycles, with the oscillatory mechanism set up during the phylotypic stage
(see chapter » “The Evolution and Development of Segmented Body Plans™).

Breaking of Constraints: Relaxed Stabilizing Selection

Relaxed stabilizing selection occasionally allows the breaking of constraints. Such a
relaxation can result from environmental changes like the opening up of new food
niches or the disappearance of competitors and predators. Such changes are
often associated with the start of adaptive radiations and the emergence of key
innovations. Arguably relaxed selection allows novelties to persist for some time,
permitting selection against some of the most deleterious pleiotropic effects, such
that when stabilizing selection subsequently increases, the chance for persistence of
the novelties is increased. Domestic dogs show a useful parallel, as human care
allows dogs with extra digits to persist and only selection against some of the more
deleterious pleiotropic effects (congenital abnormalities) occurs.
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Internal factors can also cause relaxed selection, with slow behavior and low
metabolic rates as good examples. Sloths and manatees are exceptional mammals
with a changed number of cervical vertebrae. The breaking of the strong constraint
on the number of cervical vertebrae in mammals appears to be due to a large
tolerance for associated pleiotropic effects, due to their extremely slow activity
rates. Adult sloths and manatees frequently have skeletal abnormalities that
in deceased human fetuses and infants are commonly associated with cervical
ribs (e.g., fused cervical vertebrae and serious ossification defects), and this appar-
ently poses no major problem. Furthermore, in manatees and sloths, another
pleiotropic effect of cervical ribs (documented for humans), embryonal tumors,
may be less problematic due to the extremely low metabolic rates and presumably
low cancer rates (c.f. Galis et al. 2018). Whales and dolphins are also exceptional in
frequently having ribs on the seventh vertebra. This is probably similarly due to
relaxed selection against skeletal abnormalities, caused by the supporting effect
of water. Whales and dolphins also have low cancer rates. Thus, the difficulty of
breaking specific constraints varies among taxa, due to differences in the experi-
enced selection regimes and to differences in the specific pleiotropic effects associ-
ated with traits.

Developmental Constraints Against the Evolution
of Parthenogenesis

In parthenogenesis, development generally starts with an unfertilized ovum and,
thus, without contribution from a father. The most important missing paternal
contributions are the centrosome and chromosomes. As mentioned above, the
centrosome is presumably missing in the ovum as a consequence of the universal
metazoan constraint against having more than one centrosome in a cell. If both the
ovum and the sperm cell would contribute a centrosome, the zygote would end up
with two centrosomes. The paternal chromosomes normally restore the ploidy of the
ovum after meiosis, and as the development of haploid ova almost always fails in
diploid animals, this forms another strong developmental constraint against the
evolution of parthenogenesis. Although obligatory parthenogenesis has the disad-
vantage of missing genetic recombination, facultative parthenogenesis should be
the most advantageous reproductive type, as females can choose between the
production of asexual and sexual offspring and, thus, can combine the advantages
of both modes of reproduction.

Replacing the Missing Paternal Centrosome

As mentioned earlier, centrosomes are required for rapid, error-free cell divisions.
In sporadic parthenogenesis, centrosomes are assembled de novo. However, this
occurs in an inefficient way, and the centrosomes are often malfunctioning,
diminishing the success of ploidy restoration and mitosis (Eisman and Kaufman
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2007). This is probably one of the reasons for the generally extremely low repro-
ductive success of sporadic parthenogenesis and emphasizes the importance of the
developmental constraint (Eisman and Kaufman 2007). In regularly parthenogenetic
animals, the lack of the paternal centrosome is usually remedied by an efficient de
novo production of a centrosome in the ovum, for which a variety of mechanisms has
evolved in different taxa (Schon et al. 2009). In stick insects of the genus Bacillus,
the centrosome is always assembled de novo in the fertilized ovum, thus removing
the constraint (Schon et al. 2009, ch.16). An alternative remedy for the lack of a
centrosome is sperm-dependent parthenogenesis, where a sperm cell of a related
sexual species or a conspecific is used to initiate mitosis of the ovum, without the
sperm-contributing genes (Schon et al. 2009, ch. 19). It is generally assumed that
mitosis can only be initiated thanks to the sperm’s centriole. In fishes and amphib-
ians, but also in many other taxa, parthenogenesis is always sperm-dependent.

Replacing the Missing Paternal Chromosomes

In parthenogenetic organisms, the problem of the missing paternal chromosomes is
usually solved by one of several mechanisms of ploidy restoration. In sporadic
parthenogenesis ploidy is generally restored with no or minimal change of meiosis
(Schon et al. 2009, ch. 4). In one of the two most common mechanisms, gamete
duplication, the unfertilized ovum starts a cleavage division, and this is followed by
fusion of the two daughter nuclei, without affecting meiosis. These nuclei have the
same half of the genome of the mother, and hence all loci will be homozygous. In the
other common mechanism, terminal fusion, also only half of the maternal genome is
transmitted. Here ploidy is restored at the end of meiosis by the fusion of the
generally large oocyte with the closest polar body (second, in the row of four meiotic
products). This polar body shares the same half of the maternal genome. Heterozy-
gosity is lost, except for some caused by crossing over. Sporadic parthenogenesis is,
thus, generally characterized by ploidy restoration with no or minimal change of the
meiosis, resulting in heterozygosity loss, which together with the abovementioned
poor centrosome function in the ovum results in extremely low viability and fertility
rates.

In contrast, in most regularly parthenogenetic animals, ploidy restoration occurs
via a drastic change of the normally tightly controlled global interactivity in the cell
during meiotic divisions. This is remarkable, as even minor disruptions usually lead
to strongly deleterious effects, such as aneuploidy, embryonic death, and sterility.
The most common mechanism in obligatory parthenogenesis is the almost complete
suppression of meiosis, followed by a mitosis-like division (apomixis), resulting in
the transmission of the entire genome of the mother (Schon et al. 2009, ch. 4).
Another frequent mechanism involves the duplication of the genome at the onset of
meiosis, such that meiosis restores ploidy and the complete genome of the mother is
transmitted (so-called premeiotic doubling). Yet another common mechanism is
so-called central fusion. Central fusion differs from terminal fusion in that the oocyte
is not fusing with the second polar body, but instead there is a fusion of the two inner



64 F. Galis and J. A. J. Metz

polar bodies, that replace the oocyte and apparently receive sufficient protoplasm.
The inner polar bodies each have a different half of the maternal genome. The entire
genome of the mother is thus transmitted, provided crossing over is repressed,
for instance, by large inversions, as found in the only obligate parthenogenetic
Drosophila species, D. mangabeirai. D. mangabeirai studies show that central
fusion involves drastic modifications of meiosis, leading to different relative posi-
tions of the polar bodies (Schoén et al. 2009 ch).

In summary, in contrast with sporadic parthenogenesis, regular parthenogenesis is
generally characterized by ploidy restoration that involves drastic disruptions
of meiosis, usually resulting in the transmission of the entire genome of the mother
and good centrosome function, and the outcome is good viability and fertility.

Evolutionary Mechanisms That Facilitate the Alteration of Meiosis:
Hybridization and Endosymbionts

There is a close association of regular and obligatory parthenogenesis with hybrid-
ization or endosymbiont infections. It is probable that the radical alterations of
meiosis usually observed in regular and obligatory parthenogenesis have their
origin in sudden large cytological events, for instance, due to interspecific hybrid-
ization or paternal genome loss due to endosymbionts, such as Wolbachia (Schon
et al. 2009). It is counterintuitive that gradual changes of meiosis would be
selectively advantageous, given the strongly deleterious effects of even minor
changes. All well-investigated unisexual vertebrates are interspecific hybrids,
and this has been found for a large expanding pool of invertebrate asexuals as
well (Schon et al. 2009). Both successful lab experiments and recent detailed and
large-scale genomic analyses have shown that on (extremely) rare occasions,
interspecific hybridization followed by backcrossing events can result in parthe-
nogenetic reproduction with a restoration of ploidy that retains heterozygosity.
Paternal genome loss due to infection with maternally inherited endosymbionts
also radically disrupts meiosis and is found to be associated with the origin of
parthenogenesis (Schon et al. 2009). For instance, the initial event in the evolu-
tionary path to sperm-dependent parthenogenesis of males (so-called pseudo-
arrhenotoky) is most likely infection with symbionts that inactivate the paternal
genome, via cytoplasmic incompatibility or via male-killing (e.g., Engelstidter and
Hurst 2006).

The two causes of developmental constraints against parthenogenesis, absence of
paternal chromosomes and centrioles, probably combine to provide a near absolute
constraint against the gradual evolution of regular parthenogenesis. The genetic
constraint of enforced homozygosity associated with sporadic parthenogenesis will
further impede this gradual evolution. This probably explains why the advantageous
mode of facultative parthenogenesis is not more widespread and is even entirely
absent in vertebrates. In contrast, stick insects of the genus Bacillus miss the
developmental constraint caused by the missing centrosome, which perhaps has
allowed the, otherwise exceptional, gradual evolution of parthenogenesis.
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Conclusions

We found three well-underpinned examples of wide-ranging near absolute develop-
mental constraints in animals on the macroevolutionary time scale, which in turn
induce many secondary constraints. All three are caused by rampant pleiotropy, itself
caused by the complex and highly controlled global interactivity associated with
mitosis and meiosis in the cell and with organogenesis in the early embryo (Galis
et al. 2018). A strong control adds to the interactivity in leading to a stronger
developmental conservation. Such a strong control presumably evolved because of
the complexity of the processes and the grave consequences of their disruption
(aneuploidy, apoptosis, cancer, sterility, death). As a result, mutations that affect
such highly interactive developmental processes almost unavoidably have many
deleterious pleiotropic effects that drastically diminish their chance to be successful.
Conservation is, thus, caused by consistently strong selection against mutational
change thanks to developmentally caused pleiotropic effects. As the interactivity is
an intrinsic property of the developmental processes, the constraints are
developmental.

The strongest and most universal of the constraints is the incompatibility of
ciliated and differentiated cells to undergo mitosis. This results from pleiotropic
effects combined with selection against having more than one or no centrosome,
since this dramatically affects the interactivity associated with mitosis. As a conse-
quence, in almost all adult metazoans, there are no pluripotent stem cells, only tissue-
specific ones, such in strong contrast to plants. For differentiated metazoan cells, the
only way around the constraint is to first dedifferentiate and then divide, as happens
in wound healing and regeneration (as well as cancer), severely restricting the
potential for these processes and protecting us against cancer. Furthermore, the
constraint strongly biases the order and timing of proliferation and differentiation
during development, the more so the larger the developmental complexity. A further
important consequence of the constraint is the early determination of almost all
organ primordia, when development is still highly interactive (phylotypic stage).
This, among others, leads to the hard constraint against changes of phylotypic stages
in many higher taxa, impacting the evolution of body plans. Since most organ
primordia originate during this stage, there is strong conservation of the number
and earliest development of most organs, like cervical vertebrae, eyes, and digits.
The universal constraint against having more than one centrosome in a cell further
leads to a hard developmental constraint against parthenogenesis, as zygotes only
receive a centrosome from the father and not from the mother. Two centrosomes can
be expected to be strongly deleterious. Hence, the missing paternal contribution of a
centrosome in an unfertilized ovum hinders reliable cleavage divisions. We also
discussed another hard developmental constraint, this time against parthenogenesis,
which involves the missing paternal chromosomes. Successful ploidy restoration
also appears to be limited due to a constraint, caused by the strong interactivity of
meiosis. The combination of the two developmental constraints against partheno-
genesis arguably forms a near absolute constraint against the gradual evolution of
parthenogenesis from sporadic to regular or obligatory.
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Introduction

All science that deals with change over time is faced with an intertwined set of
problems: how are existing entities modified, and how do new entities arise? In
biology, evolutionary theory has traditionally concentrated on the former, the vari-
ation of the existing. Although Darwin had recognized that novelty may constitute
an evolutionary problem distinct from adaptation, in which not selection but envi-
ronmental induction would be the decisive agent (West Eberhard 2008), and other
evolutionists occasionally reflected upon the conceptual challenges provided by the
issue of novelty, later commentaries usually served the goal of bringing novelty into
the fold of genetic and adaptive variation. It was only with the introduction of evo-
devo that the topic received more differentiated attention. Indeed, novelty is fre-
quently called a core issue of evo-devo, a claim supported by a host of publications
that report empirical examples or provide theoretical contributions to this topic. Yet,
these works use substantially different types of vocabularies, definitions, and inter-
pretations of novelty, and there is no consensus as to whether and how these concepts
can or should be integrated within the canonical evolutionary framework. Acknowl-
edging that there are many approaches to novelty (see overviews in Fontana 2001;
West-Eberhard 2003; Moczek 2008; Brigandt and Love 2012; Peterson and Miiller
2016; Erwin 2019) and that the study of novelty is a highly interdisciplinary field,
this treatise concentrates on the contributions of evo-devo to the novelty problem in
light of their consequences for evolutionary theory.

One of the key issues in the debate is whether evo-devo explanations of novelty
can be aligned with standard evolutionary theory. These discussions usually revolve
around conventional themes, such as gradual vs. saltational change, the applicability
of the proximate-ultimate distinction, or the never-ending micro- vs. macroevolution
debate, as well as the potential roles of novelty in taxonomical contexts involving
homology and apomorphy designation, and further issues like the ecological impact
of novelties or their roles in speciation. Drawing the novelty problem into these
established discourse structures usually leads to the complete exclusion of evo-devo-
based reasoning. The micro-macroevolution narrative, for instance, has proven
particularly effective in quelling earnest considerations of the role of development
in evolutionary change, using the simple assertion that development is part of the
macroevolutionary realm and hence does not affect the purportedly decisive micro-
evolutionary genetic variation-inheritance-natural selection scheme. Casting the
novelty problem in the phenotypic plasticity discourse often has a similar effect.
Since plasticity and reaction norms are usually genetically defined, any novelty
derived from the plasticity of developmental systems inevitably becomes a conse-
quence of genetic variation and, hence, part of the evolutionary orthodoxy. The
actual capacities of developmental systems play no role in these accounts.
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It is before this background of established discourse patterns that the treatment of
novelty gains its theoretical importance, and it seems necessary to adopt a fresh
perspective that is not rooted in one of the habitual explanatory modes in order to
include developmental mechanisms of novelty generation into the evolutionary
framework. For a discussion of this topic in the last section (see also chapter on

“Evo-Devo’s Contributions to the Extended Evolutionary Synthesis™), it is first
necessary to observe which kinds of results evo-devo has produced and how they
elucidate the novelty problem. To this end, it will be useful to distinguish a strand of
work focused on developmental mechanisms and a modeling strand. Before dealing
with these domains in the sections below, several issues of terminology need to be
addressed.

One is the usage of innovation and novelty. In the literature, these terms are
frequently used interchangeably. But several authors have made distinctions, albeit
in different ways. Whereas novelty is preferentially reserved for new structures or
characters, innovation is often used to describe new functions. A related distinction
is drawn by Erwin (2019) who also ascribes novelty to new structures, in the sense of
newly individuated characters, but uses innovation for changes in a clade that have
major ecological impact — defined by the effects of its removal from an ecological
network. By contrast, Miiller and Newman (2005) also apply novelty to new
structures, traits, or characters but use innovation to distinguish their evolutionary
origins from standard variation. Here, the term innovation points at the evolutionary
mode of origination, whereas novelty refers to the outcome at the character level, i.e.,
novelty pairs with adaptation and innovation pairs with variation. Subsequent
treatments (Miiller 2010; Peterson and Miiller 2016) have elaborated on the
variation-innovation distinction, and I will continue this usage in the present text.
At the same time, developmental innovation needs to be distinguished from evolu-
tionary innovation. Developmental innovation refers to the mechanistic processes
through which phenotypic novelty can be realized, which in turn may be classified as
an evolutionary innovation in phylogeny.

In this context, it should be noted that key innovation refers to yet another usage
of innovation. The term has usually been applied to outstanding evolutionary
“inventions” that permit the invasion of a new ecological niche or adaptive zone
by an organismal lineage and may serve as triggers of adaptive radiation and
speciation (Galis 2001). Such innovations can occur at physiological, developmen-
tal, morphological, or behavioral levels and thus intersect with the novelty and
innovation themes in evo-devo. But more often this kind of perspective is related
to the earlier associations of novelty with the origin of higher taxa and speciation.
The focus of this usage was on the dynamics of species diversification and not on the
causal factors responsible for key innovations to be formed. Importantly, such key
innovations don’t necessarily have to be based on a novelty in the evo-devo sense
but may also result from processes of standard variation at any one of the levels
mentioned above. Whether a phenotypic novelty contributes to a key innovation or
other kinds of evolutionary success will not be examined in the present chapter.

Finally, a word on causes. Traditional explanations of novelty, often not distin-
guished from a general notion of evolutionary change, have vacillated between the
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mutation-first argument (irrespective of the kind of developmental process affected)
and the environment-first argument (through either ecological opportunity or envi-
ronmental stress). The former attributes causal primacy to changes in genetic control
and the latter to the environment. Developmental systems themselves, in which these
factors would play out, were not regarded as a cause or were designated as “prox-
imate” mechanisms. In order to avoid the unfortunate separation of proximate from
ultimate causes, a less universal distinction between initiating and realizing condi-
tions has been introduced (Miiller and Newman 2005; Miiller 2010). It assumes that
the locus for the specific realization of novelties (development) has causal primacy
(when the explanandum is the phenotype), whereas mutational, selectional, or
environmental triggers are taken to represent initiating conditions. Even if there is
an Aristotelian ring to it, we might say that evo-devo is concerned with the efficient
causes that define the phenotypic outcomes of innovation processes.

Definitions and Classifications

All treatments of novelty in evolution hinge on the question of what is meant by
novelty. When is something novel? How do we recognize novelty? Are there
different classes of novelty? As observed above, it only makes sense to speak of
novelty if it represents an entity that is distinct from other forms of evolutionary
change, such as variation or adaptation. Otherwise, if any kind of evolutionary
modification that appears different from an ancestral state is synonymous with
novelty, the term becomes meaningless. Usually, novelty is taken to refer to an
entity that has not existed before. In biology, recognizable entities are called features,
characters, or traits. Therefore, a definition of novelty is inextricably linked to the
notion of organismal characters. We may say that a novelty is a character that has not
existed in the ancestry of its bearer. This implies a notion of difference and sameness
of characters, which takes us, whether we like it or not, to the notorious concept of
homology. We may call a new homologue, i.c., a new character shared by the
members of a derived clade, a novelty (Miiller and Wagner 1991). Homologues
are discrete, robust, heritable, and comparable entities of morphological structure
and, therefore, suitable markers of novelty, even if homology assignments are not
always easy or possible. In other definitions, the distinction between quantitative and
qualitative change has been emphasized (Miiller 1990; West-Eberhard 2003), and so
was the requirement for a transition between adaptive peaks in a fitness landscape
(Hallgrimsson et al. 2012). All definitions have their uses in particular theoretical
settings. Since evo-devo deals with the way by which organisms produce morpho-
logical phenotypes, I will stay with the character definition and will restrict my
further analysis to novel morphological characters.

Besides definitions, various classification schemes for morphological novelties
have been proposed. I introduced a distinction of three types of novelty, based on the
kinds of constructional change they represent (Miiller 2010). In this classification,
Type I refers to the primary morphological body plans that arose in conjunction with
the origins of multicellularity. Type II are structural elements newly inserted into an
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existing body plan, with no homologous counterpart in the ancestral species. Type III
are major variations of an existing body plan element through progressive individ-
ualization, with a new quality or functional capacity. Using these three classes, a
sufficiently reliable identification of morphological novelties is possible. A
reformulation of these categories and example cases is provided below.

Wagner (2014) provided a partially overlapping classification, distinguishing two
types of novelties based on his elaborate character concept. He defines Type I as a
novelty that creates a new character identity, typically with no counterpart in the
ancestral state, roughly corresponding to Type II in the classification above. Type 11
in Wagner’s classification are characters already present in ancestral species, yet with
new variational characteristics, roughly corresponding to Type III of the above
classification. In his “typology,” the explanation of Type I novelties is a question
of the origin of gene regulatory networks that provide character identity, whereas
Type Il novelties require the differentiation of developmental modalities that under-
lie variational tendencies. Erwin (2019) adopts Wagner’s classification and adds a
third type of novelty, the combination of preexisting characters that leads to the
formation of a different character. These would also fall into the Type II class of
novelties in our classification. Miiller’s (2010) characterizations of the three classes
of novelty were elaborated by Peterson and Miiller (2016), including an improved
definition of novelty based on the different types, without explicit mention of the
homology term that had disturbed some commentators: “Phenotypic novelty refers
to a primary body plan (Type 1), a new constructional element (Type II), or a newly
individualized character (Type III), that is qualitatively discontinuous from the
ancestral state.”

With respect to homology, it is noteworthy that in Wagner’s (2014) usage a novel
homologue is defined by its assuming a distinct “character identity” provided by a
unique gene regulatory configuration. By contrast, in our usage, a novel homologue
is defined by assuming regulatory autonomy, i.e., relative independence from the
control by unique genetic and developmental mechanisms that are involved in their
realization (see chapters » “Developmental System Drift” and » “Evolution of
Skeletal Tissues™). In the latter view, homologues are stabilized not due to genetic
individuation but because of their organizing roles in developmental and structural
compositions of the phenotype and, consequently, also of the genotype, as formu-
lated by the organizational homology concept (Miiller 2003).

In order to eliminate the confusion about enumerated types of novelty, I will
introduce descriptive distinctions and rename my previous categories. Based on the
previous characterizations, 1 distinguish constituting novelty (former Type I),
discretizing novelty (former Type II), and individualizing novelty (former Type III).
The rationale for keeping the category of constituting novelties separate is that during
the early phases of multicellularity, no “development” in the strict sense of the term,
i.e., the reconstitution of every new individual from a single cell, was likely to have
existed. Following this classification, constituting novelties include all the different
kinds of spherical and/or hollow, layered, elongated, or segmented shapes of first
multicellular body assemblages. Discretizing novelties comprise cases such as new
skeletal elements, insect wing hearts, or the firefly lantern, i.e., new characters added to
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existing body plans. Individualizing novelties are represented by uniquely specialized
characters that developed from elements of existing body plans, such as beak shapes in
Darwin finches, the narwhal tusk, or nasal appendages in star-nosed moles. More
examples for phenotypic novelties that can be assigned to this categorization can be
found in West-Eberhard (2003), Miiller (2010), Wagner (2014), Peterson and Miiller
(2016), and Erwin (2019).

The focus on morphology as a way of classifying the kinds of novelties realized in
evolution does not mean that their formation is restricted to a single class of evo-
devo mechanisms. Rather, a host of different developmental and evolutionary
processes can be involved in their formation. The origination of constituting novel-
ties established the morphological infrastructure to which all other novelties have
been additions. This includes key “inventions” like the egg cell and other major
phenotypic transitions in the evolution of life, such as the first multicellular assem-
blies and their diverse constructional solutions. Besides the necessary establishment
and refinement of genetic regulatory mechanisms, these constructs point to the
centrality of chemico-physical properties of the cells and tissues involved as well
as their autocatalytic activities. Discretizing novelties, the origin of structural ele-
ments that have no counterpart in the ancestral species, are intimately associated with
developmental interactions among cells and tissues, the genetic subroutines control-
ling cell behaviors, as well as the chemico-physical context in which these processes
play out. This involves the rearrangement of existing gene regulatory circuitry and
equally involves suites of different developmental routines, which will be discussed
below. Individualizing novelties, the refinement and super-individuation of existing
structural elements, sometimes to variational extremes, are usually associated with
more conventional mechanisms of developmental variation but raise important
issues regarding the dimensions of variation (Hallgrimsson et al. 2012).

Developmental Innovation

Since development consists of processes of systemic interaction among genes, cells,
and tissues, with numerous feedbacks between these levels of realization as well as
with the complete organism and its environment, all involved processes can become
sources of novelty formation. I will sequentially treat genetic, cellular, and tissue
level processes, as well as the physical phenomena they activate. Due to the limited
number of references allowed for the chapters of this compendium, citations can be
provided only for selected cases. Additional references can be found in Peterson and
Miiller (2016) and in other chapters of this Reference Guide.

Genetic Processes
Following the long ancestry of the mutation-first argument, several variations of this

scheme have been associated with novelty formation. The emphasis has shifted from
the early notion of cumulative single gene mutations to larger-scale genomic events
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affecting development, formerly stigmatized by the “hopeful monster” metaphor.
These include gene duplication, horizontal transfer, and regulatory network modifi-
cations. Genetic innovation is often treated purely within the realm of genetic
evolution (Wagner 2011) and is not expanded to phenotypic novelty. But ever
since Britten and Davidson’s (1971) seminal paper, in which they specifically
address the origin of novel organs, rearrangements of existing gene regulatory
relationships have been central to the discussion of the generation of new morpho-
logical structures. In particular, this includes the idea of regulatory gene duplication
with subsequent co-option and redeployment of genes at new locations (Shubin et al.
2009), whole genome duplications (Moriyama and Koshiba-Takeuchi 2018), and
function change in developmental pathways (Ganfornina and Sanchez 1999).
Ganfornina and Sanchez provide one of the first proposals of a unified conceptual
framework for different kinds of relations between gene duplication, co-option, and
selection in the origin of novelties. The authors emphasize that in these domains
natural selection must act in distinctly different manners, depending on the historic
succession of co-option and duplication events. Since all of these modes of genetic
innovation gain their phenotypic specificity only within the developmental context
in which they are deployed or re-deployed, from an evo-devo perspective, they
rather serve the role of initiating conditions for novelty formation.

Cell and Tissue Level Processes

Here belong innovations realized through developmental processes that affect rela-
tive size, shape, composition, pattern, timing, or topological arrangement of mor-
phogenetic entities, in particular in their capacities to disrupt prior homeostatic
relations or organizational routines. Differential proliferation, often found in indi-
vidualizing novelties, can lead to newly individuated beak shapes in finches, pro-
gressive and rotational growth of mammalian canines and tusks, new variants in the
pronotum of treehoppers, nasal appendages of the star-nosed mole, and other forms
of discriminating variation. Several forms of new cell differentiation were shown to
be responsible for novel histological areas in the vertebrate brain, novel appendages
formed from histoblasts in sepsid flies, novel tissue types permitting the formation of
dermal bone in the turtle carapace, or the origin of new vertebrate tooth types.
Fusions of previously separate developmental entities underlie the formation of
novel horns in dung beetles, the formation of the lower beak in birds, or the origin
of the carpel from cupule tissue in flower development. Such fusions often take place
at transition points in development (Miiller 1990), for instance, when the process of
mesenchymal condensation switches to chondrogenesis and subsequently to osteo-
genesis in vertebrate skeletal development. Various forms of symbiosis can also be
interpreted as fusions that lead to novelty (Margulis and Fester 1991). Separation
and compartmentalization are yet another mode of generating new entities in
previously uniform developmental regions, as seen in the differentiation of serial
elements, in the patterning of butterfly wings (Nijhout 2001), or the evolution of
developmental compartments in the heads of vertebrates (see chapter » “History and
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Current Theories of the Vertebrate Head Segmentation”). Relative shifts of inductive
regions can elicit new differentiations, as is the case in the switch from external
check pouches to fur lined internal pouches in rodents or in shifts along the lateral
mesodermal divide in vertebrate limb bud initiation (Nufio de la Rosa et al. 2014).
Spatial constraints in development are equally powerful initiators of novelty as
demonstrated by the wing hearts in insects that arose as a consequence of spatial
changes resulting from rearrangements of the flight apparatus. Another example is
the branching of shoot axes in plants, in which different cellular processes — often
based on very similar molecular pathways — result in a limited number of branching
modes (see chapter » “The Evolution of Branching in Land Plants: Between
Conservation and Diversity”). Furthermore, shifts in developmental timing, hefero-
chrony, are a well-known factor in initiating cell and tissue rearrangements that can
result in novelty, with numerous examples in the literature (see chapter » “Hetero-
chrony”). An extreme form of heterochrony, the retention of juvenile structures into
adulthood, can lead to the appearance of developmental novelties in the adult
phenotype, as demonstrated by many so-called caenogenetic features.

Emergent Behaviors

A significant source of novelty formation is rooted in emergent behaviors that are
characteristic of all multicomponent and multiscale organizing systems. This applies
also to developmental systems that span molecular, cellular, tissue, and organ levels
of internal organization as well as external interactions with the environment. The
formation of multicellular aggregates during developmental processes includes
stochastic behaviors, short-range and long-range signaling, reaction-diffusion sys-
tems, oscillatory systems, and other pattern-forming processes that all elicit auton-
omous cell behaviors leading to cell clustering, cell sorting, tissue layering, cavity
formation, and a suite of further morphogenetic consequences (Newman and Bhat
2009). Many of these systems have been studied from the point of view of their evo-
devo effects, in particular with regard to novelty formation such as seen in the
integument patterns of fish and insects, or the skeletal patterns of vertebrates.

Digit formation in vertebrate limbs, for instance, is based on cell aggregation
mechanisms that define digit condensations in the growing limb bud, a process that
is influenced by any factor that affects cell proliferation rates or cell number.
Mutational, selectional, or experimental perturbations of these parameters lead to
the addition or loss of digits via critical threshold numbers of cells required for a
condensation to form. A model based on the random bistability of individual cells in
the limb bud field suggests that two kinds of mapping events are involved in
transforming, for instance, a genetic mutation affecting cell number into discrete
character states (individual digits) by first generating a continuous distribution of
affected cells and, second, by a transformation of the continuous distribution into
individual digit condensations via cellular threshold effects (Lange et al. 2014).
Thus, the gain or loss of digits in development and evolution can be interpreted as a
consequence of the autonomously pattern forming cell aggregation system
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established in the limb, which is able to produce emergent, yet predictable, pheno-
typic outcomes from different initiating conditions. Significantly, the same kinds of
effect appear in mutational, phylogenetic, experimental, and simulated cases. Emer-
gent effects have also been shown to result from varying the boundaries of the
patterning system. Simulations of the core chondrogenic mechanism, depending on
shape and size variations of the limb bud geometry, are able to predict a wide range
of skeletal morphologies and novelties seen in normal, fossil, and pathological limbs
(Zhu et al. 2010).

According to this evo-devo-based perspective, emergent developmental behav-
iors are elicited by all initiating conditions that affect developmental systems,
whether through genetic mutation, natural selection, or environmental induction.
Emergent effects contribute to the variational repertoire that can be generated in a
population and would initially be fitness neutral. The maintenance of the resulting
phenotypic features will depend on opportunities for natural selection to act and
for genetic stabilization to occur (see chapter » “Developmental Plasticity and
Evolution”). For these reasons, how emergent variation, evolving genomic architec-
ture, and adaptive fixation are linked is one of the critical questions in evolutionary
biology (Badyaev 2011).

Chemico-Physical Properties

A consideration of the chemistry and physics of development increasingly
informs the various domains of novelty generation described above (see also
chapter on » “Inherency”). Cellular properties such as adhesivity, elasticity,
tensegrity, phase separation, etc. represent the mechanistic links between genetic
change and phenotypic realization. Besides the physical processes mentioned in
the previous section, biomechanics has a particular role in triggering develop-
mental reactions, especially in mechanosensitive tissues like the ones involved in
skeletogenesis. Mechanotransduction pathways are known to be able to affect
gene expression and tissue responses, for instance, via compressive force or
tension. Such effects have been studied, among others, in anuran and snake
jaws, in the formation of sesamoids and their derived structures in birds and
mammals, as well as in the pharyngeal jaw apparatus of fish. In the latter,
Cichlidae and Labridae independently evolved a novel synovial joint between
the upper pharyngeal jaws and the ventral surface of the neurocranium. Finite
element modeling has shown that a decoupling of epibranchial elements, changes
in muscle vector orientations, and the resulting increase of pressure forces on the
neurocranium were critical in eliciting new cartilage and joint formation (Peterson
and Miiller 2018). Another example shows how emergent color patterns in
vertebrates are related to motile pigment cells embedded in a viscoelastic mesen-
chymal matrix and forming tension tracks along which cell and pigment arrange-
ments take place. Overall alterations in body shape and tension areas influence the
formation of novel color patterns, which can be predicted from a biomechanical
model (Caballero et al. 2012).
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Evo-devo studies of the kind discussed in this section highlight the fact that the
evolutionary modifications of gene regulatory circuits all mobilize autonomous cell
and tissue behaviors that define the phenotypic outcome. In particular, the continu-
ous variation of genetic and developmental processes can lead to nonlinear effects at
the level of morphological novelty. Multiscale feedbacks between alterations at
different levels of development and their emergent consequences further enhance
the complexity of the processes involved and are often easier to investigate by
modeling approaches.

Models of Novelty Formation

A range of models have been proposed for selected aspects of novelty formation
based on biometrics, multivariate statistics, computational simulations, and the
quantification of gene, cell, and tissue interactions (see chapters in the section). In
addition, qualitative and diagrammatic models address novelty generation from a
more conceptual perspective.

A class of models related to the idea of a morphospace of possible variation
indicates that only a limited number of phenotypic solutions can be obtained from a
given developmental system, thus channeling the specific opportunities for novelty
generation. A well-studied case is tooth formation in vertebrates, in which the
modeling of differential gene activation and gene products is shown to influence
morphogenesis and novelty of tooth shape. This type of approach demonstrates that
variation of simple phenotypic structures tends to be gradual, whereas variation of
complex phenotypes is characterized by more punctuated forms of change and
innovation rate (Salazar-Ciudad and Jernvall 2005). Complexity also has an influ-
ence on the patterns of innovation rate, promoting early accelerations and late
decelerations in a clade (see chapter » “Evolution of Complexity’). Such findings
have motivated a recategorization of the types of developmental pattern formation in
terms of their capacities to produce morphological novelties, distinguishing
morphostatic from morphodynamic modes of development (see chapter » “Mecha-
nisms of Pattern Formation, Morphogenesis, and Evolution”). In morphodynamic
mechanisms the phenotype of temporary stages of development becomes a causal
factor in directing further development. Subsequent evolution may replace
morphodynamic mechanisms by morphostatic ones, which usually require more
deterministic gene interactions. Through this kind of developmental entrenchment
(see chapters » “Canalization: A Central but Controversial Concept in Evo-Devo”
and » “Concept of Burden in Evo-Devo”), certain phenotypes will become more
difficult to modify, allowing only slight and gradual forms of variation, whereas a
simplification of circuitry or a breaking of constraints would be required for pheno-
typic novelty to occur. Therefore, computational models can be predictive of evolv-
ing genotype-phenotype relations (see chapter » “Computational Modeling at the
Cell and Tissue Level in Evo-Devo™).

A model of combinatorial pattern forming modules illustrates the potential role
of cell-autonomous behaviors that underlie the formation of basic body plan
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features during the origin of the metazoa. The products of a set of developmental
toolkit genes already present in unicellular forms are thought to have given rise,
via the mobilization of physical behaviors in new multicellular contexts, to a
number of collective cell behaviors such as differential adhesion, lateral inhibi-
tion, or cell sorting. Together, these constitute a combinatorial multicellular
“pattern language” that has the capacity to generate basic body arrangements,
such as spherical, elongated, segmented, or branched forms (Newman and Bhat
2009). This model implies that initial metazoan forms were phenotypically plas-
tic, interchangeable, and environment-dependent multicellular assemblies that
acquired developmental stability and evolutionary robustness only during subse-
quent rounds of stabilizing selection, such that an early “pre-Mendelian” phase of
organismal evolution may have preceded the later Mendelian phase in which a
much closer association between inheritance and phenotype would prevail (New-
man and Miiller 2000).

This idea resonates with the concept derived from plant biology proposing that
different combinations of generic developmental motifs underlie the evolution of
multicellular organisms (Niklas et al. 2013). Because natural selection typically acts
directly not on the generative mechanisms themselves but on the behavioral or
functional traits they underlie, radically different variants of a developmental motif
can lead to functionally similar novelties. In the case of plants, the different
developmental-genetic modules thought to be involved in early specifications of
body construction can be mapped into the morphospaces of four major body plans
(Niklas et al. 2013). This model also supports the notion that a developmental
utilization of substantially different kinds of molecular systems can result in the
production of very similar phenotypic effects, indicating a significant imprint of
development on phenotypic trait formation.

Another class of models concerns environmentally induced novelties, in partic-
ular via different kinds of stresses that act on developmental processes directly.
According to one approach, new cell types can originate from stress responses. In
this case, the decidual stroma cells of the human uterus, a cell type critical for
embryo implantation and maintenance of pregnancy, are suggested to have evolved
from a cellular stress reaction. Stress reactions are thought to have been elicited
through the slight tissue inflammation caused every time by embryo attachment and
uterine tissue invasion (see chapter » “Devo-Evo of Cell Types”). These authors
propose that stress-induced novelties represent a distinct form of plasticity relevant
for evolutionary change, because it leads to the origin of novel structures rather than
the adaptive variation of a preexisting character. In general, stressful environments
are known to facilitate the developmental expression of novel genetic variation that
may have been phenotypically neutral under a normal range of environments, and
evolving organisms have developed a wide range of mechanisms for coping with
these environmental challenges. How stress-induced developmental innovation is
accommodated by changes in an organism’s integration, and how it becomes
heritable and adaptive, in turn is the subject of several models (see chapters

“Developmental Exaptation” and » “Modeling Evolution of Developmental
Gene Regulatory Networks”). Experimental results show that environmental stress
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can induce novel patterns of development that remain stable across multiple gener-
ations (Stern et al. 2012).

The Epigenetic Innovation model expounded on previous occasions (Miiller
2010) is a conceptual model of novelty formation later expanded by Peterson and
Miiller (2016). “Epigenetic” then referred to the context-dependent nature of devel-
opmental innovation processes, as understood and continued in the present text.
However, since today “epigenetic” is almost exclusively used in the sense of
heritable phenotypic changes that do not involve alterations of DNA sequence and
thus gives rise to misunderstandings, I will hereafter refer to the model as develop-
mental innovation. The model relates different modes of novelty introduction to
standard forms of variation and the spread of novelties in a population. Phases of
novelty introduction alternate with phases of quantitative variation. Here, constitut-
ing novelties arise from combinatorial modules early in the origin of multicellularity
and will be followed by multiple cycles of variation and selection, stabilizing first
rudiments of body structure. Discretizing novelties emerge at threshold points of
ongoing continuous variation, defined by limitations of developmental buffering
capacity, producing kernels of new traits that can be further refined by successive
rounds of adaptation. Individualizing novelties arise from extreme forms of contin-
uous variation (Peterson and Miiller 2016). In this model, increasing complexity is a
result of the permanent interplay between the different forms of novelty formation,
variation, and stabilizing selection which leads to an increased routinization and
overdetermination of the genetic circuitry involved in the development of the
respective traits. It follows that the genes regulating developmental processes in
extant model organisms are not necessarily the ones that were responsible for the
first origination of the characters whose development they control today. According
to this reasoning, Wagner’s (2014) concept of gene regulatory identity formation
would belong here, providing genetic stabilization rather than causing the origina-
tion of novelties per se. In conclusion, the developmental innovation model empha-
sizes that morphological novelties that emerge through developmental modes are
neither arbitrary nor the result of adaptive optimization. Instead, they result from
generic motifs inherent to developing systems of cell and tissue organization (Miiller
and Newman 2005).

Innovation Theory

Evo-devo offers a toolkit for the study of innovation in biology and other areas, such
as cultural evolution, the social sciences, economics, and technology. Various
attempts toward a general theory of novelty have been made (Callebaut 2010).
Due to the multitude of factors and the complex dynamical nature of the processes
involved in innovation and novelty formation, a general formal model of novelty that
applies to all domains of evolution may not be possible (Erwin 2019), although
network control theories have the potential to go a long way (e.g., Fontana 2001).
Regarding the more circumscribed problem of phenotypic novelty, evo-devo has
devised a multitude of empirical and theoretical approaches and has thus shifted the
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attention from the study of the well-known phenomena of the gradual variation of
traits toward the conditions that enable the origination of these traits. The majority of
the evo-devo approaches discussed above explicitly or implicitly recognize novelty
as a separate evolutionary problem and, hence, make a distinction between varia-
tional and novelty producing forms of change. Whereas in practice these forms may
not always be easy to distinguish, this attitude marks an epistemological contrast to
the population theoretical approach in evolutionary biology, which assumes that
gradual, continuous, and incremental genetic variation sufficiently explains all
phenomena of phenotypic evolution. Although evo-devo recognizes that genetic
variation accompanies every kind of heritable phenotypic variation, it places the
explanatory weight for specific morphological solutions on development, especially
in those instances in which novelties are generated.

Also with regard to the role of natural selection, novelty research in evo-devo
represents a shift of epistemic attitude. Whereas in the orthodox view all forms of
phenotypic change had to be consistent with the variation-adaptation paradigm, in
which natural selection represents the sole factor responsible for the specific reifi-
cation of a phenotypic trait, in evo-devo novelties depend only indirectly on natural
selection, in the sense that selection serves to release generative potential that is
inherent to any developmental system. But the morphological specificity of the traits
produced will be determined by the dynamical and material properties of develop-
ment. This position assigns the key explanatory role to internal causation and thus
liberates theoretical accounts of phenotypic evolution from the requirement to rely
on purely external causes. The alternative to the externalist position is formulated by
the concept of inherency. Inherency summarizes the intrinsic propensities of a
developmental system. It characterizes what a developmental system is able to
generate at the phenotypic level, regardless of whether the initiating impulse
comes from mutation, selection, or environmental induction (see chapter

“Inherency”).

As Fontana (2001) has aptly pointed out, the explanandum of innovation theory is
not optimization but organization! Evo-devo adds an organizational component to
evolutionary theory, which begs the integration with genetic evolution and the
population theoretical account. Although several attempts toward theoretical inte-
gration have been made (Wagner 2011; Erwin 2019), these proposals largely remain
focused on the relationship between genetic variation and natural selection, without
taking development causally into account. An exception is West-Eberhard’s (2003)
approach. In her comprehensive scenario, she provides a profound analysis of
different forms of novelty generation, emphasizing the importance of environmental
induction and development. Still the evolutionary contribution of development is
limited to accommodating plasticity. Selection remains the ultimate explanans.
Wagner (2014) also pays close attention to developmental factors in his detailed
theory of the evolution of homology. In his account, genetic individuation of a novel
character is the key to an integrated understanding of novelty evolution, whereas
scant importance is assigned to the morphogenetic rules that define which characters
become available for individuation. Pavlicev addresses the integration of evolution-
ary theory with developmental theory via genetic pleiotropy, but does not deal with
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novelty specifically (see chapter » “Pleiotropy and Its Evolution: Connecting
Evo-Devo and Population Genetics”).

As emphasized by numerous publications, developmental plasticity is an essential
ingredient of evolutionary innovation (see chapter » “Developmental Plasticity and
Evolution”). This is especially true for individualizing novelty, and it is safe to
assume that plasticity and its genetic underpinnings are also involved in the other
modes of novelty formation. But plasticity is not the only way to conceptualize
novelty formation. Neither for constituting novelty nor for discretizing novelty
developmental plasticity represents the decisive causal factor. Plasticity, much like
evolvability, is an import of the population theoretical discourse structure that
usually impedes the recognition of the contributions of development to innovation
and novelty formation. The principle of inherency advocated in this chapter takes the
conceptualization of novelty beyond plasticity. It privileges generative developmen-
tal factors over ubiquitous genetic variation in the explanation of phenotypic
evolution.

Based on its capacity to address phenomena of novelty, nonadaptive traits,
variational discontinuity, structural organization, and other aspects of the evolution
of organismal complexity, evo-devo contributes to a reformed framework of evolu-
tion (see chapter » “Evo-Devo’s Contributions to the Extended Evolutionary
Synthesis™). In contrast to the traditional focus on variation and population dynam-
ics, its theoretical focus is on the phenotype. This complements the study of genetic
evolution and gene regulatory mechanisms with generative principles resulting from
cellular organization, modularity, generic physical behaviors, and process dynamics
of development. The inclusion of developmental innovation theory not only expands
the explanatory reach of evolutionary biology to domains beyond population theo-
retical phenomena, but it also brings new predictive capacities to evolutionary
theory. Although novelties often arise in emergent ways, the phenotypic results are
not arbitrary. Knowledge of the rules of developmental systems permits pre-
dictiveness of specific phenotypic outcomes. This characteristic capacity of evo-
devo opens up a wide range of empirically testable research questions in the study of
developmental innovation and phenotypic novelty.
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Abstract

Homology is the fundamental determinant of the sameness of biological charac-
ters or traits. When two characters stand in a relation of homology, they belong to
the same character kind. For example, the eyes of humans and birds are homol-
ogous as vertebrate eyes — that is, they are the same kind of character: vertebrate
eyes. Although the concept of homology originated in pre-Darwinian compara-
tive anatomy, it was subsequently revealed to be an evolutionary phenomenon
caused by common descent. Contemporary investigators work roughly within the
following generic evolutionary conception of homology:

Homology: Two characters in distinct organisms or taxa are homologous if they
are genealogically connected by continuous descent from a common ancestor
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Introduction

Homology is the fundamental determinant of the sameness of biological characters
or traits. When two characters stand in a relation of homology, they belong to the
same character kind. For example, the eyes of humans and birds are homologous as
vertebrate eyes — that is, they are the same kind of character: vertebrate eyes.
Although the concept of homology originated in pre-Darwinian comparative anat-
omy, it was subsequently revealed to be an evolutionary phenomenon caused by
common descent. Contemporary investigators work roughly within the following
generic evolutionary conception of homology:

Homology: Two characters in distinct organisms or taxa are homologous if they are
genealogically connected by continuous descent from a common ancestor that
had the same character.

So, human and bird eyes are homologous because every one of their evolutionary
ancestors had eyes, up to and including their most recent common ancestors (the first
amniotes). By contrast, human eyes are not homologous with insect eyes because
their most recent common ancestor (urbilaterians) did not have eyes. Instead, the
relation between human eyes and insect eyes is thought to be as a hiomoplasy — a
similarity that is due to convergent evolution rather than inheritance from an
ancestor.

The concept of homology plays many key roles in biological research, but the
following are among the most important.

R1. Homology provides a system of descriptive classification for biological
characters.

R2. Homology determines the extent of what is conserved in evolution and thus
serves to identify, contrastively, what constitutes evolutionary change or
novelty.

R3. Judgments of homology enable phylogenetic inferences that place characters
and taxa on phylogenetic trees.

R4. Judgments of homology enable inferences about potential similarities in the
genetic and developmental production of homologous characters as well as the
propensities of those characters to vary in certain directions.

To fulfill these roles, investigators need more than just the generic evolutionary
conception of homology. The latter functions as a reference point so that biologists
refer to roughly the same biological phenomenon with the term “homology.” But it
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does not specify how to determine genealogical continuity in the absence of direct
observation. Moreover, most characters of developing organisms are typically only
present for part of their life cycle, and thus their continuity has to be reconstituted
across generations. Over time and across species, characters gain and lose features
while still remaining homologous, thus we need ways of separating the features of
homologues that can change from those that cannot.

To meet these challenges, we need robust criteria for individuating homologues.
Among the most important criteria for homology that have been proposed are the
following (partially corresponding to the above roles R1-R4):

Cl1. Similarity in descriptive properties of the character, especially complex prop-
erties that are unlikely to be independently evolved homoplasies (Riedl 1978;
Remane 1956).

C2. Similarity or sameness in the topological position of the character relative to
other characters on the body and in the relative positions of internal compo-
nents of the character (Owen 1843; Jardine 1969);

C3. “Congruence” or agreement with the most probable placement of other char-
acters on a phylogenetic tree, such that homologies are synapomorphies or
characters that define a monophyletic group (Remane 1956; Bock 1974;
Patterson 1982)

C4. Similarity or sameness in the genetic and/or mechanistic generation of the
character during development (Van Valen 1982; Roth 1984, 1988; Wagner
1989a, b, 2014).

Roles and criteria (1) and (2) are generally accepted aspects of homology. From the
other roles and criteria we can trace the outline of the two main different approaches
to homology in the life sciences: a phylogenetic, cladistic, systematic, or “historical
approach” (3) versus a developmental or “biological” approach (4).

Phylogenetic Versus Developmental Approaches to Homology

The two main different approaches to homology emphasize different criteria because
they have different investigative goals. The main objective of phylogenetic
approaches is to discover distributions of characters and patterns of taxa on the
evolutionary tree of life. To meet this objective, candidate homologues are identified
using C1 and C2 and tested as to how well they fit into known patterns of phylogeny
(C3), which are in turn based on relatively more well-confirmed homologies. In the
cladistic approach specifically, all homologies are synapomorphies, or characters
that are present exclusively in a monophyletic group (an ancestral species together
with its evolutionary descendants) (Patterson 1982). Criterion 4 is generally not
taken to be a defining feature of homology in this approach, though it may provide
supporting evidence for cladistic hypotheses about homology since genes and
mechanisms are themselves characters that can be homologized.
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The more recent developmental approach to homology — sometimes also called
the “biological basis of homology” (Roth 1988; Wagner 1989b) — is oriented toward
explaining patterns of conservatism of phenotypic characters and identifying which
kinds of phenotypic features tend to get conserved in evolution. Proponents of this
approach hold that phylogenetic methods need to be supplemented by a develop-
mental criterion of homology, according to which characters are homologous only if
they share the same developmental causes. The nature of these developmental causes
is a source of ongoing discussion. They have been identified with (genetic) infor-
mation (Van Valen 1982), embryological origin or developmental pathways (Roth
1984), developmental constraints (Wagner 1989a), and recently, classes of gene
regulatory networks called “Character Identity Networks” (Wagner 2014). Whatever
the proposed nature of the developmental basis of homology, the primary rationale is
the same. The presence of developmental constraints or dedicated regulatory con-
trols for a given phenotypic character can often explain why that character remains
stable over evolutionary time and in different species or why it changes in the way it
does. In view of this explanatory goal, phylogenetic approaches are limited to
describing and recording character stasis and change without being able to explain
them mechanistically. The developmental conception of homology is nonetheless
not proposed as a total replacement to the older phylogenetic one, but as a supple-
mental resource. To have “the same” developmental cause (genes, pathways, con-
straints, etc.) is to have homologous causes, and the latter notion of homology must
be cashed out in phylogenetic terms.

Developmental views of homology have been advanced as a central part of the
emerging theoretical structure of evo-devo (see Amundson 2005, Wagner 2014).
Although they are not consensus views in the field, they are the most recent
innovation in the longstanding discussion on homology and will be the main focus
of this chapter. In neo-Darwinian evolutionary theory, by contrast, homology had a
less important role. There it was largely viewed as a concept of pre-evolutionary
biology that had been successfully explained by Darwinian evolution (Mayr 1982;
see Amundson 2005).

One of the main reasons for this disparity is that the neo-Darwinian picture of
evolution attributed explanatory primacy to the sorting of variation through selection
rather than to the generation and structuring of variation through development. Since
evo-devo focuses more on the latter, it affords a more important role for homologues
as structural units of variation and variability. Another reason is that the
neo-Darwinian perspective on evolution had little to say about organismal or
phenotypic evolution, drawing as it did largely from the theoretical resources of
evolutionary genetics. Since evo-devo aims to describe, explain, and predict pheno-
typic evolution, it has more use for homologues as “organizers of the phenotype”
(Miiller 2003; see Miiller 2007). Finally, evo-devo has opened up new possibilities
for comparative generalizations across phylogenetic boundaries, and homology is
the central concept of comparative biology (Wake 1994). In the neo-Darwinian
picture, by contrast, evolution does not occur above the level of populations because
selection does not act across reproductively isolated groups. The potential for
comparative work to generate insights about current evolution is accordingly highly
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limited, unless the comparisons are about convergence, which is based on selection.
Because it never recognized the important role of development in evolution, tradi-
tional evolutionary theorizing failed to predict that a widely shared set of develop-
mental resources, including core regulatory genes and pathways, gets repeatedly
re-deployed in developmental evolution. The existence of this well-conserved rep-
ertoire, highlighted most dramatically with the discovery of the Hox genes, makes
the prospects for comparative work much brighter — and with it a more important
role for homology opens up in evolutionary theorizing. Developmental approaches
to homology have originated as part of this broader shift in evolutionary theory.

In the remainder of this chapter, I will examine more specific aspects of the
homology problem with an emphasis on current approaches and open problems.

Characters: The Relata of Homology

So far homology has been treated as a relation between characters, but what is a
character? Can any organismic part, property, or activity whatsoever be homologous
with something else? In nineteenth century comparative anatomy, where the concept
of homology originated, homology was treated primarily as a relation between
anatomical body parts — i.e., organ systems, organs, and their observable compo-
nents. Since then, the relata of homology have been steadily extended to increasingly
diverse features of organisms at multiple levels of organization. Homologues can be
organs, but also, tissues, cells, organelles, genes, gene networks, and properties of
each. In addition to homologies of structure, theorists have recognized that devel-
opmental processes (Gilbert and Bolker 2001), organismic behaviors, and activities
of parts can be homologous. With each extension of homology, the guiding rationale
is typically to organize the domain of study under a comparative evolutionary
framework. From the perspective of the generic evolutionary conception of homol-
ogy, there is no reason to restrict the relata of homology as long as the general
condition of common descent is met, though of course not every judgment of
homology is guaranteed to be biologically interesting.

Approaches to homology from systematics and cladistics tend to share this
permissive view of the relata of homology, but with an additional pragmatic restric-
tion. Homologues or synapomorphies should be “good” characters for purposes of
cladistic analysis: they should be readily identifiable and should be able to provide
operational identifying features of monophyletic groups. In general, structural fea-
tures are more likely than functional features to be good cladistic characters, due
primarily to their greater stability over organism lifetimes and their potential to leave
behind fossil traces.

Developmental approaches to homology are more restrictive about what can be a
homologous character. In Wagner’s (1989a, b, 2014) approach, genuine characters
should be “developmentally individualized”: there should be a dedicated regulatory
module that controls a character’s development and constrains it against variation.
Organism features that do not meet this requirement include pseudo-characters and
character states. Pseudo-characters are those that arise merely as by-products of
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interaction, adjacency, or overlap between individualized characters. An example is
the bone protrusion of the human chin, which is a structural by-product of the
differential regression of parallel growth fields of the jaw due to ancestral selection
for smaller teeth (McKinney and McNamara 1991, 232; Gould and Lewontin 1979).
Character states include properties of characters such as size, shape, and color
(Miiller 2003). Both kinds of noncharacter lack the key feature of variational
independence in the process of developmental evolution (Brigandt 2007) and are
expected to be much more evolutionarily labile than individualized characters.
Accordingly, they are less relevant to the phenomenon of morphological stasis that
developmental approaches seek to explain. The evolutionary lability of character
states also makes it more difficult to determine if they are homologous or homo-
plastic than it is with individualized characters. On this more restricted construal,
characters will generally be body parts and cells. But the requirement of develop-
mental individualization also means that the underlying developmental causes
(modules and genes) must be homologized — under a phylogenetic definition.
Systematists such as Bock (1974) and Patterson (1982) reject the idea that the
distinction between characters and character states has general evolutionary or
phylogenetic significance beyond the fact that character states are homologues
within a narrower taxonomic group. Moreover, something that is a pseudo-character
from the perspective of development (like the human chin) could nonetheless be a
good character for taxonomic purposes. Another difference between approaches on
the character issue is that phylogenetic relatedness of characters can diverge from
developmental or mechanistic sameness, especially when we are comparing an
ancestral character with a highly derived one. For example, the remarkable homol-
ogy between the jaw joint of reptiles and the ear ossicles of mammals captures a
relationship of phylogenetic transformation, but these characters are not homologous
or the same from a developmental or mechanistic point of view (Bock and Cardew
1999, 21). Individualized characters produced by the same developmental processes
may turn out to be sympleisomorphies — i.e., shared ancestral characters not defin-
itive of monophyletic groups — more often than synapomorphies (Roth 1991, 173).

Serial Homology

In classical approaches such as that of Richard Owen (1843), homology was not just
a relationship between characters in different organisms but could also be a rela-
tionship between characters in the same organism. The former is traditionally
referred to as “special” homology, whereas the latter is “serial” or “iterative”
homology. Examples of serial homology include vertebrae in the vertebral column,
insect body segments, tree leaves, moth and butterfly wing spots (see Fig. 1), cells
belonging to the same cell type, and right-left symmetric organs such as kidneys,
hands, or eyes (sometimes called “antimeric” homologies).

The criteria used to identify serial homologues are descriptive similarity (C1) and
similarity or sameness in genetic and/or mechanistic generation (C4). Because serial
homologues are different particular characters within the same organism, they
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Fig. 1 Serial (a) and special (b) homologies between the central symmetry systems (highlighted)
of lepidopteran wing patterns. In Hypercompe permaculata (pictured left), the central symmetry
system on the right forewing is serially homologous with the same character on the left forewing,
and specially homologous with the central symmetry system on the right forewing of other species
such as Sebastia argus (pictured right). Individual spots within each central symmetry system are
also serial homologues. (Photo credit: Richard Gawne. Specimens are from the collection of the
Natural History Museum of Vienna)

cannot occupy the same topological position (C2) without modification of that
criterion, and phylogenetic methods don’t apply at all (C3). Accordingly, serial
homology can play similar theoretical roles as special homology except for enabling
phylogenetic inference (R3). Many of the same arguments concerning characters and
relata can be applied to serial homology as well. Serial homologues can include
many kinds of organism features such as genes and behaviors, but only if they can be
partitioned into countable units. In the case of special homology, by contrast,
noncountable features like color and shape can be homologized more easily because
they inhere in countable organisms. The requirement of developmental individual-
ization therefore has an additional motivation in the case of serial homology.

As might be expected, proponents of the phylogenetic approach do not consider
serial homology to be a genuine case of homology (Patterson 1982). Since congru-
ence (C3) is taken to be the ultimate test of homology in this approach, and is
inapplicable here, serial homology is viewed as untestable, ill-defined, and poten-
tially arbitrary. Serial homologues are not synapomorphies and have no role to play
in phylogenetic inference (except to the extent that having iterated parts of a certain
sort is a special homology that could be a good cladistic character).

Proponents of developmental or biological approaches have, in turn, interpreted
the lack of a phylogenetic definition of serial homology as a strike against the
phylogenetic view (Roth 1984; Wagner 1989b; Ramsey and Peterson 2012). Clearly,
there is an important sense in which a human’s vertebrae are repetitions of the same
character, and so purely phylogenetic approaches to homology seem to miss an
important aspect of character sameness. Since phylogenetic methods and criteria
don’t apply, the reasoning goes, a developmental, genetic, or organizational criterion
must be constitutive of homology. Serial homology also has an important role to play
in evolution. Duplication and subsequent divergence of characters is a key evolu-
tionary mechanism for generating phenotypic complexity and functional
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specialization. This is particularly true of gene duplication, where serially homolo-
gous genes (paralogues, as opposed to orthologues, which are specially homologous
genes) can acquire new functions fairly rapidly.

Parties to the debate about serial homology have not provided much justification
for the guiding assumption that serial homology, if it is to exist, must fall under the
same definition as special homology. Developmentalists assume that a unified
definition is a desideratum that phylogeneticists are unable to satisfy (Roth 1984;
Wagner 1989a, b). Phylogeneticists are under pressure to reject serial homology in
order to maintain their definition, but only on the assumption that the phylogenetic
conception of special homology is threatened by serial homology. It is worth asking
what would be lost, aside from simplicity, if we were to maintain different defini-
tions, such as a phylogenetic definition of special homology and a developmental
definition of serial homology, under the recognition that they represent different
phenomena of character sameness. The resolution of this issue depends on whether
special and serial homologues have similar roles to play in developmental evolution,
which is an open question.

Homology, Homoplasy, Parallelism, and Deep Homology

Homology as the determinant of character sameness is standardly contrasted with
homoplasy and parallelism. Homoplasy, we saw, is character similarity due to
convergent evolution rather than common origin. Parallelism is similarity due to
convergent or independent evolution of characters that share the same (homologous)
developmental basis (Hall 2003). The developmental homology underlying parallel
characters means their evolution is not totally independent, thus parallelism is
distinguished from “true” convergence. A term that is no longer commonly used
in technical discussions is analogy, which is functional similarity of any sort,
considered without reference to phylogeny. Whereas homology and homoplasy are
dichotomous, homologous characters can be analogous if they have similar
functions.

Although the distinctions between homology, homoplasy, and parallelism are
clear conceptually, they are often difficult to distinguish in practice in real biological
systems (Wake 1991). One general issue concerns how to determine homology of
developmental causes. The development of morphological characters typically
involves interactions between networks of regulatory genes. But the conditions for
homology of gene regulatory networks are not well-established (Abouheif 1999). Do
homologous networks need to share all the same genes and interactions, or just
some, and if it’s the latter, how many? One way to handle these questions is to say
that network homology can be partial rather than being an all-or-nothing affair
(Abouheif 1999; Minelli 1998). Allowing this move has important consequences,
however. If homology between developmental causes can be partial and is also
required for homology between morphological characters — as in developmental
approaches — then homology between morphological characters should also be
allowed to be partial. That means characters can be partly homologous and partly
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parallel, or partly parallel and partly homoplastic, depending on the degree of
homology of their developmental causes. The clear-cut distinctions between homol-
ogy, parallelism, and homoplasy become somewhat blurred. One way of resisting
this conclusion and maintaining that homology between gross morphological char-
acters is all-or-nothing is to hold that only a core subset of regulatory networks needs
to be the same in order for the characters to be homologous (Wagner 2014).

A new reconfiguration of the distinctions between homology, homoplasy, and
parallelism has arisen from the discovery from developmental genetics that the same
“toolkit” of regulatory genes and circuits is widely shared across very different taxo-
nomic groups. A famous example of this came when Gehring and colleagues discovered
that homologous regulatory genes (eyeless/Pax-6/Aniridia) control the morphogenesis
of eyes in Drosophila, mice, and humans, respectively (Quiring et al. 1994). Tradition-
ally, the similarity between compound insect eyes and camera vertebrate eyes had been
considered a paradigm case of convergent evolution — as expressed in our opening
example above — demonstrating the power of natural selection to produce similar
outcomes from independent starting points. But in fact, even though vertebrates and
insects diverged over 500 million years ago, their starting points are not independent
because they share much of the same regulatory circuitry. This evolutionary pattern, in
which characters that have diverged deep in the evolutionary past share the same toolkit
genes or networks, has been called deep homology (Shubin et al. 1997). Deep homology
does not mean that the characters are homologous (though they could be) but that they
share homologous genes and/or networks. Deep homologies have been discovered for
many other characters besides eyes, such as between tetrapod limbs and fish fins, and
between beetle horns and insect legs (Shubin et al. 2009), and may prove to be
extraordinarily common.

These recent developments have a number of empirical and conceptual implica-
tions for our understanding of homology and evolution. The occurrence of deep
homology suggests that novel phenotypic structures need not arise from de novo
genetic changes but instead can result from the re-deployment of existing regulatory
circuitry. In turn, this throws some light on the apparent ease and speed with which
evolutionary novelties can arise and become adaptive. But it also means that the
conceptual distinction between homology and novelty (R2) may become more
difficult to parse whenever the new is produced by a modification of the old. Deep
homology also explains the common occurrence of multiple gains and losses of
characters in related taxa by pointing to the persistence of developmental potentials
that are not always expressed. This raises the conceptual question of whether
characters that lack genealogical continuity because they are “blinking” on and off
in evolution should nonetheless count as homologous in virtue of the continuity of
their developmental causes (Ramsey and Peterson 2012). The same question can be
asked about atavisms and ectopically expressed characters. Finally, the occurrence of
deep homology suggests that standard methods have overestimated the extent of
convergent evolution, and parallelism may be much more common than has been
assumed (McGhee 2011). More generally, the role of development may have to be
stronger and the role of selection weaker, in explaining patterns of phenotypic
evolution.
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Challenges and Outlook

An ongoing challenge for work on homology is to understand how phylogenetic and
developmental approaches ultimately relate to each other. One perspective on their
relationship is that the approaches are incommensurable and retain different defini-
tions because they have different scientific goals. There is some truth to this idea, but
it is only part of the story. As we saw earlier, developmental approaches are parasitic
on phylogenetic approaches when it comes to determining the homology of devel-
opmental causes for a morphological character. But phylogenetic views also stand to
be enriched by developmental considerations. Congruence tests (C3) typically oper-
ate with a differential weighting of characters according to their probabilities of
independent loss or gain, or modification. Clearly, these probabilities will be
influenced by the causal structure of development. Ontogeny also plays a major
role in determining the “polarity” of character transformation series — i.e., deciding
which homologies are primitive and which are derived — often on the basis of
recapulationist principles (Patterson 1982). In general, if evolution is the evolution
of development, then the biological study of development will tell us something
about the historical course that evolution has actually taken. The relationship
between approaches to homology is therefore more of a mutualism than parasitism
or independence (Roth 1991). What exactly is required for a productive integration
of approaches is less clear. For example, does the coordination of their descriptive
and explanatory resources require a unified definition of homology, or some weaker
kind of linkage?

A major challenge specific to the newer developmental approaches concerns the
idea of a one-one mapping between developmental causes and phenotypic charac-
ters. Among other things, this mapping is supposed to provide the element of
continuity for characters that must be rebuilt across generations, i.e., most characters
(Van Valen 1982; Roth 1984). But is this one-one mapping requirement actually
satisfied in evolution? Embryologists have long been aware that homologous mor-
phological characters can have nonhomologous developmental origins, and similar
dissociations have been recorded at all levels of organization since then (Wray and
Abouheif 1998). Proponents of the developmental approach have kept pace with
these conflicting data by specifying increasingly narrow types of developmental
causes that carry the thread of character identity, with Wagner’s (2014) “character
identity networks” being the most recent model. However, a challenge for all genetic
models of developmental homology comes from cases of “developmental system
drift” (DSD) (see chapter » “Developmental System Drift”). DSD occurs when
homologous characters accumulate differences in the genes or networks that control
them. It can be caused by neutral drift, selection on characters controlled by
pleiotropic genes, or a combination of selection and drift. DSD presents a picture
of evolution in which the thread of character identity doesn’t always lie at the level of
specific genes or even gene networks. This picture of character identity fits more
readily with developmental theories that stress the autonomy of morphological
homology from homology at lower levels of organization (Miiller 2003; Newman
and Miiller 1999; Scholtz 2005). DSD as well as genetic models of homology are
nonetheless active and ongoing topics of research, and their relationship constitutes
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an important unresolved problem of homology. Different responses in evo-devo to
the dissociation of homologues across levels of organization are discussed in more
detail in Nufio de la Rosa and Etxeberria (2009).

Finally, homology is a problem-area where philosophical resources can be — and
have been — productively deployed. The topics raised by reflection on homology
include definitions of scientific concepts, character individuation and decomposition
of biological systems, typological versus population thinking, biological classifica-
tion and natural kinds, conceptual change in science, explanatory pluralism and
integration of perspectives, and more. To take the first of these, it is important to ask
what sort of definition and criteria of individuation should be sought. With homol-
ogy, biologists are attempting to ascertain character sameness in spite of the many
variations in form, growth pattern, function, and mode of life that are found in
divergent taxonomic groups. If no constitutive feature of homology (e.g., sameness
of topological position) is immune to the contingencies of evolutionary change, then
we should not expect to find a definition of homology that provides universally valid
necessary and sufficient conditions for homology and that is at the same time
theoretically adequate and practically useful. A natural response to this situation is
to shift towards pluralism about definitions or a context-sensitive framework in
which homology may be determined by different combinations of factors in different
cases (Minelli 1998). A challenge for such alternatives is to offer directives that are
not too vague to be concretely implemented and that can successfully deliver
judgments of homology in practical contexts. For this task, it will be essential to
keep the major biological roles for homology (R1-R4) in focus, while mapping out
the classes of contexts where criteria of homology (C1-C4) tend to break down. Then
workers can identify how to use the criteria of homology in specific biological
contexts in a way that accesses the considerable utility of the concept.
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both interspecies hybridizations and comparative developmental genetic studies.
The widespread occurrence of DSD implies that developmental systems are
constantly evolving, even in the absence of selection for morphological change.
Similar implications have been found in studies of the genetics of hybrid invia-
bility and infertility, which reflect divergence in complex developmental systems
that are perpetually under strong selection in all taxa. Gene duplications and
compensatory changes in proteins and gene regulatory networks have been
proposed to be the key mechanisms that drive DSD. DSD has implications for
phylogenetic inference and biological homology, experimental tests of interspe-
cies conservation of gene function, and convergent evolution. The burgeoning
data and methods of comparative genomics, genome editing, and systems biology
promise to greatly enhance our understanding of the dynamics and mechanisms
of DSD.

Keywords

Homology - Hybrid incompatibility - Compensatory evolution - Genetic
divergence - Developmental pathways

Introduction

Homologous traits reflect the common ancestry of related taxa. If a trait is invariant
in a focal taxon, it may be clear the character in question has remained unchanged in
the descendant lineages. For example, none doubt that radius and ulna of vertebrate
forelimbs are homologous bones across tetrapods. However, morphological charac-
ters are the products of developmental pathways whose components and function
can be delineated only with significant experimental effort (see chapter » “Devel-
opmental Homology”). The assumption that the developmental genetic mechanisms
underlying production of homologous traits are similarly stable is thus a convenient
one for both evolutionary developmental biology (evo-devo) and for biomedical
research that relies on non-human model organisms. For evo-devo, it would appear
to allow one to focus on phenotypic novelty without collateral shifts in conserved
traits. For biomedical research, it would indicate that findings from model organisms
should consistently translate seamlessly to human development. Surprisingly, how-
ever, the assumption that the development of homologous traits does not change
substantially appears to often be erroneous.

Developmental system drift (DSD) is defined (True and Haag 2001) as the
process by which conserved traits diverge in their developmental genetic underpin-
nings over evolutionary time. This concept was independently articulated by Weiss
and Fullerton (2000) as “phenogenetic drift.”” Motivated by modern developmental
genetics research, neither group was apparently aware that the essence of the process
and how it may be recognized was proposed much earlier by I.I. Schmalhausen in his
1949 book Factors of Evolution: The Theory of Stabilizing Selection (Schmalhausen
(1949); see chapter » “Ivan I. Schmalhausen (1884—1963):
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The constant cooperation of combinations of factors which are normal for a definite population
makes them increasingly integrated in the processes of development. For example, neutral
factors, which participate in the general metabolic processes, are incorporated little by little
into the general mechanism of individual development and become essential factors. There
inevitably arise combinations in which some factors become dependent upon others. . . . There
develop balanced genetic systems which may have a limited distribution as local forms but
which also may diverge further. ... Introduction of foreign elements by crossing with other
local forms may partly destroy an established system, may cause a sharp increase in variability,
and may give rise to numerous hybrid individuals of low viability. (pp. 206-207)

As the above passage suggests, the genetic networks that regulate development
may be constantly modified as long as the outcome is viable, and alternative changes
in different lineages can create hybrid incompatibility. This notion is related to the
evolution of Bateson—Dobzhansky—Muller incompatibilities (BDMIs), in which
allelic substitutions restricted to (and well tolerated in) isolated lineages create
incompatibilities that can manifest in hybrids. DSD is distinct, however, in that it
can include the introduction and loss of genetic elements, or of interactions between
them. These sorts of changes presumably take longer than gene-for-gene BDMIs. On
a more practical level, DSD is often inferred by perturbing development in organ-
isms too diverged to hybridize, but which maintain homologous traits.

It is also important to distinguish DSD from random genetic drift, which is a
completely distinct process. In random genetic drift, allele frequencies change by
chance due to sampling errors from one generation to the next. This can happen to all
types of alleles and is a function of effective population size. For neutral alleles,
random genetic drift and migration are the only ways in which allele frequencies can
change. DSD, on the other hand, occurs in the presence of stabilizing selection on a
trait. The genes involved in the development of that trait are thus inferred to be
subject to continuous natural selection. However, random genetic drift following the
origination of certain types of variation may contribute to the occurrence of DSD in
diverging lineages over time (see the section “Theoretical Mechanisms of DSD”).

Types of Evidence for DSD
Species Hybrids

Closely related species can often be hybridized to some extent, and some interspecies
hybridizations show defective development of specific traits that are identical in both
parental species. This is not restricted to developmentally trivial cases, such as sterility
due to meiotic failure stemming from karyotype evolution, and includes anatomical
traits with unambiguous homology. For example, F1 hybrids between the flies Dro-
sophila melanogaster and Drosophila simulans often lack bristles found in both pure
species (Takano 1998). This indicates that the presence in the hybrid cells of incom-
patible, species-specific allelic variants of one or more loci in the bristle-specifying
gene network destabilizes the trait. That developmental networks producing such a
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trait would diverge despite the apparent role of stabilizing selection on the phenotype
was one of the observations leading to the formulation of the DSD idea.

Embryological Evidence

Cases of DSD are also recognized by comparisons of embryonic development. One
noteworthy case is the two distinct ways that the distal limbs (autopods) develop in
tetrapods (Shubin and Alberch 1986). While the phalanges of salamanders are
clearly homologous to those of other tetrapods, they develop a distinctive preaxial
(i.e., anterior-first) mode, whereas all others develop in the postaxial (i.e., posterior-
first) fashion. This divergence appears to be very old and is correlated with the
unique ability of salamanders to regenerate the autopod in adulthood.

Another example of embryonic DSD concerns the alterations of embryonic cell
lineages and of gastrulation in nematodes. These animals have a relatively simple,
stereotyped anatomy and embryos that are generally similar in size and yolk content.
Nevertheless, they yet often differ greatly in the timing and order of founder cell
formation (Schulze and Schierenberg 2011). In some cases, basic morphogenetic
movements, such as gut primordium formation during gastrulation, are strikingly
different.

Revealing DSD by Perturbing Cells and Genes: Caenorhabditis
as a Model Genus

Because of ease of culture, their transparent bodies composed of clearly homologous
cells and tissues, and a rich set of tools for functional genomics, nematodes
(Caenorhabditis and a few other taxa) have made numerous contributions to the
characterization of DSD. At the level of individual genes, transgene assays have
clarified how stabilizing selection produces constant gene expression patterns in
different species of Caenorhabditis, even as the regulatory elements that enable them
diverge (Barriere et al. 2012). These assays can be seen as related to hybridization, in
that they place diverged sequences in the same cell. However, they can be performed
even when the transgene source is too distantly related to hybridize, and can be
configured with phenotypically neutral reporters that limit abnormalities that would
otherwise complicate interpretation.

One of the first cases of DSD to be documented experimentally pertains to the
development of the nematode vulva. This opening develops in the last larval stage
and allows insemination and oviposition. It is unambiguously homologous across
the entire phylum. However, despite the stereotyped nature of the organ, vulval
development has diverged in ways that are both overt and cryptic. Pristionchus and
Caenorhabditis are members of the Diplogastridae and Rhabditidae families of the
order Rhabditida, respectively, but retain a common starting point for vulval devel-
opment, the 12 PN.p cells. Comparisons of vulval development within and between
these genera have revealed both obvious and hidden variation.
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In both Caenorhabditis and Pristionchus, the same three progenitor cells, P5.p, P6.p,
and P7.p, give rise to the vulval cells. Some differences are apparent, however. The
orientations of some divisions are altered, the two most central P6.p descendants divide
one more time in Caenorhabditis than in Pristionchus, and the fate of PN.p cells that do
not contribute directly to the vulva differs. In Caenorhabditis, the vulval founders and
three PN.p cells flanking them (P3.p, P4.p, and P.8.p) form a vulval equivalence group,
any three of which can form the vulva if necessary (Sternberg and Horvitz 1986). PN.p
cells outside of this equivalence group fuse with surrounding hypodermal cells. In
contrast, in Pristionchus (and other genera as well), all but one of the PN.p cells outside
of the three vulval founders die by apoptosis (Sommer and Sternberg 1996). Genetic
analysis in Caenorhabditis elegans and Pristionchus pacificus revealed that the expres-
sion of the LIN-39 Hox gene specifies the size of the vulval equivalence group in each
species (Clark et al. 1993), and that cells lacking this transcription factor adopt the
terminal, nonvulval fates. In summary, /in-39 is crucial for vulval pattern formation in
both systems, but it has diverged in both expression and in the default mode of PN.p
development it represses to allow vulval fates.

Given their substantial evolutionary divergence and subtle differences in final adult
morphology, perhaps the above differences between Caenorhabditis and Pristionchus
reflect adaptations of some kind. Within each genus, however, no differences in PN.p
fates are apparent, so one might expect that in these cases development is wholly
congruent. Surprisingly, even here vulval development shows abundant variation,
though cryptic. In both Pristionchus (Sommer 1997) and Caenorhabditis (Delattre
and Felix 2001; Felix 2007), cell ablations reveal quantitative variations in the role of
intercellular signaling pathways in shaping the final organ. These findings point to a
general principle that likely characterizes many developmental systems in early stages
of divergence: cryptic differences in genotype are revealed upon perturbation. Even
more strikingly, substantial cryptic variation in the relative strength of signaling inputs
was revealed within natural variants of one species, C. elegans (Milloz et al. 2008).
Informative perturbations also include mutations and overexpression of signaling
factors, which can reveal previously unappreciated intergenic interactions and poly-
morphism in factors influencing vulval development (Felix 2007).

Kiontke and colleagues combined data for cell lineages, responses to cell abla-
tions, and characterization of late morphogenesis events across 51 different broad-
sense Rhabditid species (including Diplogastrids) (Kiontke et al. 2007). By mapping
these developmental attributes on a well-resolved phylogeny, they found evidence
for rampant DSD. For example, in C. elegans, most of its closest Caenorhabditis
relatives, and the distant relative Rhabditoides inermiformis, a signal from the
anchor cell (AC) of the gonad is required to induce the central PN.p cells to adopt
the vulval precursor fate. In contrast, in other taxa (including one Caenorhabditis
species) this signal is produced by several somatic gonad cells, such that AC ablation
no longer eliminates vulval development. In one clade (Mesorhabditis), vulval
induction has become completely gonad-independent. The distribution of these
variants (and of others characterized by Kiontke et al.) suggests that evolution has
sampled several alternative ways to specify vulval precursors, that the method used
is largely decoupled from final morphology and that reversals are possible.
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The above work has shown that a single nematode organ, the vulva, is a hotbed of
DSD activity at all scales of divergence examined. However, it necessarily only
involves a few cells and a subset of the genome. Might it be an exceptional case?
One group has provided evidence that it is not. Working with C. elegans and its close
relative, Caenorhabditis briggsae, Verster et al. performed a genome-scale compar-
ison of RNA interference knockdown phenotypes for orthologous genes (Verster et al.
2014). By focusing on roughly 1300 genes whose C. elegans orthologs were known
to have a strong RNAi phenotype, a large number of phenotypic differences were
discovered. After controlling for differences in RNAI efficacy, the authors identified
91 cases in which the C. briggsae knockdown had a much weaker phenotype than that
for C. elegans. Many of these impacted transcription factors and genes restricted to
the nematodes. These experiments indicated that both changes in expression and
changes in gene interaction networks contribute to the divergent phenotypes.

Theoretical Mechanisms of DSD
Gene Duplication and Subfunctionalization

Subfunctionalization of gene duplicates (Force et al. 1999) in isolated lineages is one
simple way in which DSD could occur (Fig. 1a). In this scenario, a regulatory gene is
duplicated in the common ancestor of two species and the two duplicates divide the
regulatory roles differently in the two descendant lineages. As a result, the regulation
of the target gene(s) qualitatively differs between the ancestral and derived states,
even though their expression has remained identical. This scenario involves an initial
phase of redundancy before DSD has occurred. In principle any case of redundant
gene regulation can give rise to such divergence. Over extended evolutionary time,
there may be a “churn” of such duplication and subfunctionalization events among
regulators in complex developmental pathways, wholly independent of develop-
mental and phenotypic outcomes.

Compensatory Evolution

Gene duplication opens the door to subfunctionalization by creating transient redun-
dancy that can be shed in alternative ways in different lineages. This general
mechanism of DSD can be applied to other aspects of molecular and developmental
evolution, both as a neutral process and as a reaction to adaptive changes (Haag
2007). At the level of molecular interactions, participants in stable complexes can
nevertheless evolve to become incompatible between lineages, even in the absence
of directional selection (Haag et al. 2002). At the level of genetic pathways,
redundant inputs can shift quantitatively without any perceptible change in pheno-
type (Fig. 1b). For example, both Wnt and EGF signals are used to induce the
primary vulva fate in Caenorhabditis nematodes, but both inter- and intraspecific
variation in their relative importance appears to be rampant (Felix 2007).
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Fig. 1 Three mechanisms of DSD evolution. (a) DSD via subfunctionalization of regulatory loci.
Ancestrally, a regulatory locus encodes a protein that regulates the transcription of loci A and B by
binding to a site that is present in the promoters of both loci. The regulatory locus undergoes
duplication into the o and B loci, which evolve specific interactions by which a becomes the
regulator of locus A and f becomes the regulator of locus B. (b) DSD in cell fate determination via
redundant signals. Diagrams depict two signaling pathways that induce a target (squared) cell to
differentiate into a particular, conserved cell type. In the center, the two signals are balanced and
(at least partially) redundant. In the left scenario, signal A (black) has been enhanced, allowing
signal B (gray) to diminish with no impact on phenotype. In the right, the converse has occurred. In
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The role of adaptive change in promoting DSD has been explored by Johnson and
Porter (2007), who elaborated and tested (via simulations) a gene pathway model in
which regulatory evolution leads to DSD and hybrid incompatibility between isolated
lineages diverging from a common ancestor (Fig. 1¢). The scenario that most fre-
quently led to DSD involved a pleiotropic regulatory gene that controls the expression
of two downstream genes. When one undergoes directional selection and the other
stabilizing selection, DSD occurs in the latter gene due to compensatory evolution of
its promoter. These compensatory changes are needed because the pleiotropic regu-
lator undergoes changes favoring change in expression of the gene that is under
directional selection. However, the overall output of the gene under stabilizing
selection (the molecular phenotype) does not change. Several bouts of sex-specific
compensatory change (favoring increased expression of somatic sexual identity in one
sex or the other) have been proposed to underlie the DSD of the somatic sex
determination system in animals (Pomiankowski et al. 2004). An important insight
from the above is that while DSD may appear to be neutral, it may often be driven or
accelerated by adaptation in other traits that share regulatory components.

Implications of DSD
The Practice of Evolutionary Developmental Biology

One of the key goals of evolutionary developmental biology is to understand how
novel forms evolve (see chapter » “Developmental Innovation and Phenotypic
Novelty”). In searching for such explanations, it would be expedient to be able to
assume that aspects of form that are not evolving would retain a constant develop-
mental specification. Indeed, the pioneering molecular evolutionist Emile
Zuckerkandl made a comparable prediction about the evolution of macromolecular
sequences in “living fossil” taxa that had changed little over hundreds of millions of
years:

<
Y

Fig. 1 (continued) both the left and right cases, the minor pathway can be lost completely, creating
a striking case of DSD. (¢) DSD in the branched pathway model of Johnson and Porter (2007).
Ancestrally, a regulatory locus controls expression of loci A and B, each of which have a promoter
element (gray) that binds to the regulatory protein with the same affinity, resulting in the optimal
expression levels of both genes (here shown as the same level, but they may be expressed at
different levels). Directional selection occurs to increase the expression of locus A, which often
involves both changes in the A promoter (gray circle in locus A has changed to white) and in the
sequence/properties of the regulatory protein (diamond to oval). At the same time, stabilizing
selection acts on locus B, necessitating compensatory changes. This is envisioned as occurring
via changes in the promoter of locus B (gray to black change). As a result of this process, DSD has
occurred in the regulation of locus B. Additional inhibitory factors (not shown) may also be
recruited to further attenuate the interaction between the evolved regulatory protein and the B
promoter, further magnifying the DSD at locus B.



Developmental System Drift 107

My own view is that it is unlikely that selective forces would favor the stability of
morphological characteristics without at the same time favoring the stability of biochemical
characteristics, which are more fundamental. (Zuckerkandl 1965)

This argument makes sense if we think like human engineers, along the lines of
“if it ain’t broke, don’t fix it.” However, life is not the product of engineering, and it
now appears that the parts and processes that produce stable, homologous traits
(genes, gene interaction networks, and embryological processes that emerge from
them) are being “fixed” constantly. Ironically, Zuckerkandl and his colleague and
mentor, Linus Pauling, also first demonstrated the utility of a molecular clock
(Zuckerkandl and Pauling 1962), whose very existence (and utility) depends on
molecular evolution that is largely decoupled from morphology.

Biological Homology and Phylogenetic Inference

A fundamental function of phylogenetic inference is to support the reconstruction of
trait evolution. When the trait distribution still leaves the pattern ambiguous, how-
ever, details of the trait’s development may provide support for homology. The
existence of DSD, however, implies that differences in developmental specification
do not necessarily rule out trait homology. Wagner has proposed that the resolution
lies in not becoming overly dependent on the role of any one gene in generating a
phenotype, and to instead search for the more broadly conserved “character identity
networks” that create them (Wagner 2007). This proposal helps reformulate the
criteria for recognizing homology via development that is robust to DSD.

DSD as Null Hypothesis for Evaluating Conservation

In molecular evolution, a key objective is to delineate and quantify the impact of the
forces contributing to sequence change, such as adaptation, constraint, and neutral
evolutionary processes caused solely by mutation and drift. In practice, the neutral
expectation is used as a powerful null hypothesis that must be rejected in order to
accept the role of adaptation and constraint. At a higher order of organization, DSD
can be seen as providing a similar sort of null hypothesis. If a comparison of
developmental systems reveals incongruities, we must at least consider the possibil-
ity that the differences are of no adaptive significance.

Tests of Functional Conservation of Genes

A number of experiments have shown the remarkable ability of homologous
sequences from deeply diverged organisms to influence phenotypes in a way that
suggests functional conservation (e.g., Halder et al. 1995). However, the existence of
DSD suggests these experiments must be interpreted with caution. For example,



108 E. S. Haag and J. R. True

while the RNA-binding protein GLD-1 from the nematode C. briggsae is highly
similar in sequence to that of its C. elegans ortholog and can rescue the latter’s loss-
of-function phenotype completely, the loss-of-function phenotypes in the species are
exactly opposite (one causing germline feminization, the other masculinization)
(Beadell et al. 2011). This implies conservation of the protein as a biochemical
actor, but not conservation of its role in the gene regulatory network that determines
sex. Similarly, two interacting nematode proteins with demonstrably identical roles in
somatic sex determination, TRA-2 and FEM-3, coevolve so rapidly that inter-species
pairing is no longer possible (Haag et al. 2002). Thus, only under a specific set of
conditions (free of molecular coevolution and divergent roles in trait specification)
are interspecies swaps able to provide reliable inferences of stasis (or lack thereof).

Genetic Bases of Convergent Evolution

The existence of DSD means that there can be many alternative configurations of
genes, regulatory networks, and cells that can nevertheless produce a conserved
phenotypic output. That there are many routes to the same phenotype also has
implications for convergent evolution (see chapter » “Convergence”). Given inde-
pendent replications of an adaptive walk, DSD leads us to the a priori expectation
that superficially identical traits will often be produced by alternative developmental
processes (True and Haag 2001). However, the precise extent to which congruent
genetic mechanisms will underlie a convergently evolved trait is both constrained by
the relatively small set of “toolkit” genes that regulate development across many
distinct tissues and influenced by the recency of ancestry of the lineages that are
converging. For example, the convergent evolution of pelvic spine loss in distinct
threespine stickleback populations seems to be mediated by same Pitx/ mutation in
all populations, perhaps by the same allele selected from ancestral standing variation
(Chan et al. 2010). The convergent evolution of self-fertile hermaphrodites in
C. elegans and C. briggsae, two deeply diverged species, however, shows both
conserved roles of much of the sex determination pathway (de Bono and Hodgkin
1996) as well as essential lineage-specific genes and alternative roles for conserved
factors (e.g., Clifford et al. 2000).

Biomedical Research

Because of ethical limitations on human research, much of biomedical research
relies upon nonhuman organisms. Though mice and other mammals are obvious
choices due to their relative close relatedness, all manner of eukaryotes are used to
model certain aspects of human cells as appropriate. The existence of DSD implies
that even when a homologous organ or process is being modeled in a nonhuman
organism, incongruencies will inevitably exist. These should not surprise us and will
constitute a major obstacle in translating basic research with model organisms to
medical applications. Though phylogenetic relatedness can ameliorate this problem
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somewhat, even mammalian models (which have organs and cell types that corre-
spond precisely with our own) differ from us in many genetic details (e.g. Bailey and
Eichler 2006), and efforts to translate basic research to humans often fail as a result.
We therefore cannot relegate DSD to realm of evolutionary curiosity: it has real
impact on the biomedical research enterprise and is ignored at our collective peril.
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Abstract

Embryogenesis is the process of transformation of a single fertilized egg into a
differentiated, complex organism. This requires coordinated cleavage of the
fertilized egg, followed by patterning and cell-fate specification, to establish the
adult body plan. Based on morphological studies and, more recently, comparative
gene expression analyses, the evolution of embryogenesis in animals, and to
some degree in plants, has been proposed to follow a developmental hourglass
model. In this model, less conserved early events are followed by a highly
conserved phylotypic stage at the narrow waist of the hourglass where species
within a phylum have similar morphologies and gene expression patterns.

A. G. Cridge (b)) - P. K. Dearden

Laboratory for Evolution and Development, Genetics Otago and Department of Biochemistry,
University of Otago, Dunedin, New Zealand

e-mail: andrew.cridge@otago.ac.nz; peter.dearden@otago.ac.nz

L. R. Brownfield
Department of Biochemistry, University of Otago, Dunedin, New Zealand
e-mail: lynette.brownfield@otago.ac.nz

© Springer Nature Switzerland AG 2021 11
L. Nuio de la Rosa, G. B. Miiller (eds.), Evolutionary Developmental Biology,
https://doi.org/10.1007/978-3-319-32979-6_185


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-32979-6_185&domain=pdf
mailto:andrew.cridge@otago.ac.nz
mailto:peter.dearden@otago.ac.nz
mailto:lynette.brownfield@otago.ac.nz
https://doi.org/10.1007/978-3-319-32979-6_185#DOI

112 A. G. Cridge et al.

Variation in later stages of embryogenesis then follows, providing the diversity of
morphologies found in adult forms. As the phylotypic stage is the most con-
served, it implies there may be greater evolutionary constrains during
mid-embryogenesis compared with the less conserved early and late stages.
These constraints may relate to morphological events, and/or the underlying
gene regulatory networks, at the different stages of embryogenesis, as well as
the requirement for embryogenesis to produce viable offspring adapted to envi-
ronmental variation.

Keywords

Embryogenesis - Developmental hourglass - Phylotypic stage - Comparative
gene expression - Evolutionary constrains - Regulatory networks

Introduction

Embryogenesis is the process where a single fertilized cell goes through cell division
and differentiation to form a mature embryo. In sexually reproducing metazoans,
embryogenesis starts with the fertilization of the egg cell (ovum) by a sperm cell
(spermatozoon), giving rise to a single diploid cell referred to as a zygote. The
zygote undergoes mitotic divisions with no significant growth (cleavage), followed
by gastrulation as cells differentiate and the basic axes and body plan are established.
The body plan is further elaborated upon during organogenesis. Finally, further
growth and development produces a mature multicellular embryo. Embryogenesis
establishes the basic body plan with organs laid down along body axes. Given the
constraint to produce a viable embryo with functional organs, one of the central
issues in embryology is how we can formulate the relationships between evolution
and the processes that occur during embryo development.

One of the first theories addressing this was the recapitulation theories of (Meckel
1811) and (Serres 1842). These theories became increasingly popular throughout the
eighteenth and nineteenth centuries, with Ernst Haeckel (1834-1919) positing that
“ontogeny recapitulates phylogeny.” That is, as the ontogeny (embryonic develop-
ment of an organism) of an animal embryo progresses, the embryo’s different stages
of development represent lower animals’ adult forms. According to recapitulation
theory, for example, the early human embryos have structures similar to gill slits, and
thus that early stage would represent the form of adult fish, which also has gill slits.

The nineteenth-century German embryologist Karl Ernst von Baer (1792-1876)
reformulated these recapitulation theories. He noted that there were striking mor-
phological similarities between animal species from the same phyla during periods
of their embryonic development (von Baer 1828). Instead of recapitulating other
animals’ adult forms, von Baer theorized that animal embryos diverge from one or a
few shared embryonic forms. In his view, the stages of development in more
complex animals never represent the adult stages of less complex animals, rather
they resemble the embryos of less complex animals. For example, von Baer noted
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that embryos of humans, fish, and chicks look similar to each other in some stages of
their embryogenesis but look increasingly different from one another as the embryo
matures. Von Baer also noted that animal embryos from related phyla often appear
morphologically different in early embryogenesis, and then converge to a similar
form during mid-embryogenesis before diverging again in the later stages of
embryogenesis (von Baer 1828).

The idea that the early stages of development are conserved among species, with
increasing divergence as development progresses, has influenced modern evolution-
ary and developmental theories. Initially it was proposed that there is a phylotypic
period during embryogenesis when embryos look similar and possess a basic body
shape (Seidel 1960). This concept was revised and renamed the phylotypic stage, the
stage of embryo development when an animal most closely resembles other species
in the same phyla (Sander 1983). The observation that the phylotypic stage occurs
during mid-embryogenesis formed the basis of the developmental hourglass model
for embryo development postulated independently by Elinson (1987), Duboule
(1994), and Raff (1996). Here we describe the hourglass model of embryo develop-
ment and explore how it helps us understand the relationships between evolution and
embryo development.

The Hourglass Model of Embryonic Development

The hourglass model was initially formulated based on observations of embryo
morphology (Elinson 1987; Duboule 1994; Raff 1996). It divides animal embryo-
genesis into three stages: early, middle, and late (Fig. 1). The early stage encom-
passes the multiple types of mitotic divisions of the zygote, gastrulation, and the
establishment of the main body axes as well as the broad domains of the adult form.
The events and morphology in the early stage vary between species within a phylum,
and this stage represents the wide base of the hourglass (Gilbert 2006). The middle
stage is when organogenesis occurs, and by the end of this stage the final body plan
has been established along the earlier defined axes. In the Hourglass Model this stage
is defined as the phylotypic period (Richardson 1995) or phylotypic stage (Raff
1996), as species within a phylum show the maximum similarity at this stage. The
phylotypic stage is represented by the narrow waistband of the hourglass. In the late
stage, the basic body plan is elaborated upon as the embryo matures and begins to
reflect the adult form, resulting in increased variation between different species as
indicated by the broad top of the hourglass (Gilbert 2006).

The hourglass model was initially regarded as controversial (Richardson et al.
1997; Hall 1997; Galis and Metz 2001; Bininda-Emonds et al. 2003; Irie and Sehara-
Fujisawa 2007; Roux and Robinson-Rechavi 2008; Comte et al. 2010). This was
largely due to difficulties in using morphological characteristics, which are usually
qualitative in nature, to quantitatively assess the relation between variation and
conservation of developmental processes at each developmental stage. In addition,
experiments that aimed to identify the developmental stages that are particularly
sensitive to mutation, and hence by definition developmentally conserved, were
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Fig. 1 The hourglass model
of embryo development
describes how developmental
processes are conserved
during evolution. According | ate
to the model, maximum
conservation within a phylum
occurs during the middle
phylotypic stage, while early
and late stages display greater
differences.

Middle 2
(&
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confounded by the complex mechanisms of action of the teratogens (substances that
may cause birth defects) used in these studies (Galis and Metz 2001). However, the
development of comparative transcriptome analysis (through RNA-seq analysis) has
brought a more quantitative methodology to comparative embryology and has
provided further support for the hourglass model.

Comparative transcriptomic studies have used two approaches to assess gene
expression patterns in different stages of embryo development. The first approach, a
distance-based comparison of transcriptomes in related metozoan species, revealed
that orthologous gene expression is the most conserved during the phylotypic stage,
and less conserved in the early and late stages of embryogenesis (Kalinka et al. 2010;
Domazet-Loso and Tautz 2010; Irie and Kuratani 2011; Yanai et al. 2011; Schep and
Adryan 2013; Levin et al. 2012). The second approach was based on transcriptomic
indices where genes in a single species are assigned into categories based on
phylogenetic age (determined by comparing homologous sequences in related spe-
cies) and expression pattern during embryogenesis. This indicated that the
phylotypic stage is also marked by the expression of the evolutionarily oldest
transcriptome set, whereas earlier and later stages (including adult stages) express
comparatively younger genes (Domazet-Loso and Tautz 2010; Drost et al. 2015;
Quint et al. 2012). Combined, these molecular studies indicate that gene expression
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in the morphological phylotypic period is more conserved than in the early or late
stages. Thus, they support the morphological observations that evolution of embryo
development follows an hourglass-like developmental pattern, with the
mid-embryonic phylotypic stages being more conserved than the early or late stages.

The Hourglass Model and the Evolution of Embryogenesis

How does the hourglass model of embryo development help us understand the
relationship between evolution and the ontogenetic processes that occur during
embryo development?

Similar to animal embryogenesis, flowering plant embryogenesis involves cell
division and differentiation to establish a series of tissues along body axes. Interest-
ingly, plant embryogenesis is also proposed to follow an hourglass pattern of
development at the molecular level (Drost et al. 2015; Quint et al. 2012). As animal
and plant embryogenesis evolved independently, this suggests that the hourglass
pattern has evolved at least twice. While this could be coincidental, it is likely that
this is an example of convergent evolution. This implies that there are evolutionary
constraints that favor an hourglass pattern of evolving embryo development, with the
greatest conservation in the middle, phylotic stages (Smith et al. 1985; see chapter
“Developmental Constraints”). These constraints are likely governed by the absolute
requirement for embryogenesis to generate the tissues and organs necessary to
produce a viable embryo, capable of developing into a reproductively fit adult,
while still allowing for variation in adult form. To explore the nature of these
constraints, it is important to not only consider embryo morphology but also the
gene-regulatory networks that underlie morphological development.

Gene-Regulatory Networks

In embryonic development, the establishment of the body plan is coordinated by a
complex set of gene regulatory interactions. These interactions produce a cascade of
gene activation, from the initial maternal inputs and zygotic genes responsible for
establishing the basic body axes to the genes required for the elaboration and
development of tissues and organs. Together, the ensemble of gene interactions
forms a hierarchical developmental network within which sub networks control
the development of particular body parts and regions (Peter and Davidson 2011).
Due to the complexity of the developmental interactions in embryogenesis, pertur-
bations to the developmental network may result in substantial phenotypic change,
and loss of embryo viability. Evolution of embryogenesis therefore requires a
tradeoff between conservation of gene expression networks necessary for the for-
mation of the body plan and the requirement for the establishment of new develop-
mental pathways, which allow the creation of new forms or functions. The
developmental hourglass implies that the constraints on the evolution of these
gene-regulatory networks differ during the distinct stages of embryo development.
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Thus, by comparing morphology and gene regulation at the early, middle, and late
stages of embryogenesis, the genetic aspect of the evolutionary constraints on
embryo development can be explored.

Early Embryogenesis

The key outcome of early embryogenesis is the establishment of the germ layers as
well as the major axes and broad domains of the embryo, without which further
development would fail. The diversity observed at both the morphological and gene
expression levels at this stage suggests that early embryogenesis has been less
constrained during evolution than the middle stage.

The developmental network regulating the establishment of axes in early embryo-
genesis is composed of a relatively small number of genes and the regulatory
interactions of these early axis patterning genes has evolved rapidly. An example
of this is axis formation in insects where genes that control patterning in the fruit fly
Drosphila melanogaster are often missing from the genomes of other insects
(Dearden et al. 2006) or have evolved new regulatory interactions (Wilson and
Dearden 2011). Specifically, the axis patterning Orthodentical (Otd) genes display
distinct differences. Most insect genomes contain two genes (Ofd/ and Otd2) but
only a single Otd1 ortholog, Ocelliless, is represented in the Drosphila genome with
the early patterning role of Otd2 achieved by Bicoid, a hox3-derived transcription
factor whose DNA binding domain has evolved to be much like O#d (FinklIstein and
Perrimon 1990).

These changes in gene regulatory networks in insects and other organisms implies
that axis formation is a fast-evolving pathway resulting in substantial variation in the
wiring of early developmental networks. This indicates that as long as the gene
network involved in establishing the major body axes during early development of
the embryo remains functional, changes can be tolerated. That is, the expression
pattern, function, or sequence of the early acting genes can evolve as long as the
main output of the pathways they are involved in do not change, i.e., the axes and
body plan are established. This allows for evolution of variation in early embryo-
genesis on which positive selection can ultimately be applied.

Middle Embryogenesis/Phylotypic Stage

During the middle stages of embryogenesis, the body plan develops further upon
the established axes as organogenesis occurs. This process requires cells to differ-
entiate in the correct spatial and temporal pattern. The gene regulatory networks
underlying this development become more complex, with regulators, such as
transcription factors, expressed in tight domains along the axes established in the
early stages. These transcription factors coordinate and modulate gene expression
in a concerted manner to allow establishment of the key functional units of the
adult form.
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Molecular studies have identified that the transcription factors expressed at the
mid-embryogenesis stage are conserved and exhibit a similar expression pattern
between species of the same phyla (Schep and Adryan 2013). For example, in most
metazoans, transcription factors, such as the Hox complex genes, define and region-
alize regions of the embryo along the anterior/posterior axis (Garcia-Fernandez
2004). Hox genes were originally discovered in Drosophila where functional studies
showed that these genes play a critical role in establishing segmental identity along
the anteroposterior axis (Lewis 1978). Additional analyses have confirmed the role
of Hox genes in establishing anteroposterior axis identity is conserved across meta-
zoans (Holland 2012). Subsequently mutations in Hox genes have been shown to
cause severe body plan alterations (homeotic transformations) and congenital
malformations across species (Small and Potter 1993; Emerald and Roy 1997).
Thus, the high level of morphological conservation seen in the middle, phylotypic
stage of the hourglass model is mirrored by conservation of the underlying gene
regulatory networks. This likely relates to the absolute requirement to establish all
the organs necessary for the adult form and in the correct pattern during
mid-embryogenesis. Therefore, the evolution of gene networks, and the subsequent
gene expression profiles, at this time is constrained as even small variations could
result in severe developmental defects and loss of viability. This amounts to a
negative selection pressure that potentially results in decreased rates of evolution
compared to early and late stages, and the characteristic narrow waist of the
hourglass model.

Late Embryogenesis

In late embryogenesis, the body plan is further developed as limbs and organs mature
and embryos begin to reflect the taxa-specific differences seen in adult forms.
Considering the diversity of forms produced during the late stages of embryo
development, it is not surprising that the gene-regulatory networks, and their output,
differ between taxa. Indeed, molecular studies show that genes expressed at later
stages have a greater sequence divergence from closely related genes and are more
recently evolved (Schep and Adryan 2013). These changes in gene expression are
presumably less pleiotropic than changes during mid-embryogenesis, providing
morphological detail rather than the fundamental structural scaffolds on which
body plans are built, resulting in tolerance for changes at this late stage. This
highlights that positive selection would be acting primarily on this late stage of
development to shape and re-shape form to fit the environment. An example of this is
the water-walking Rhagovelia insects which have evolved a unique propelling fan
on the middle leg that is associated with life on fast-flowing streams. Development
of the fan structures is controlled by two genes, geisha which arose from a duplica-
tion of an ancestral gene mother-of-geisha, which are only expressed in cells at the
tips of the middle legs (Santos et al. 2017). The expression of these two genes leads
to the emergence of the propelling fan, which has given the water-walking
Rhagovelia a selective advantage in its given ecological environment. Thus, a
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combination of reduced pleiotropic constraints and positive selection pressure seems
to result in increased rates of evolution and the characteristic expansion of the
hourglass late in embryo development.

Conclusions

Comparative embryology based on both morphological and molecular data show
that the evolution of embryo development by and large corresponds to the hourglass
model. In this model, early and late stages of development are less conserved
amongst species within phyla, while the middle, or phylotypic, stage is more highly
conserved. By comparing morphological events and the underlying gene regulatory
networks at each stage of embryo development, it can be concluded that the
phylotypic stage indeed represents a central master node in the networks that
regulate evolution of embryogenesis. As a result, changes in the phylotypic stage
are likely to be detrimental to embryo viability, whereas changes during the late
stages may be favored by positive selection on the adult form.
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Abstract

Inherency in development and evolution is the idea that aspects of the phenotype
are latent in the organism’s material identity and that these features will sponta-
neously emerge if the conditions are right. This chapter is primarily concerned
with inherency of form in the animals (metazoans). Regarding development,
inherency means that certain structural motifs (e.g., tissue layers, lumens, seg-
ments, appendages) can be readily generated by physical organizing forces acting
on tissue masses, with minimal programming by the genome. With respect to
evolution, it means that body plans and organ forms will inescapably be charac-
terized by these motifs despite their not having arisen by multiple cycles of
selection for improved fitness. The notion of inherency is therefore at odds with
the theory of natural selection and its twentieth-century embodiment, the modern
evolutionary synthesis. While a recently proposed extended synthesis relaxes the
gradualism, gene-centrism, and assumption of unbiased modes of variation of the
modern synthesis, it is similarly challenged by inherency, since in most renditions
it remains focused on adaptation as the criterion of evolutionary success.
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Inherency makes generation of form ontologically prior to its uses. It implies that
since organisms are limited with respect to potential morphologies, and innova-
tion within these limits may be sudden and unprecedented, the major factor in
establishment of new lineages is not competitive struggle in preexisting niches
but ingenuity of organisms in using the means at their disposal.

Keywords

Mesoscale physics - Natural selection - Diploblasty - Triploblasty -
Segmentation - Macroevolution

Introduction

The notion that biological forms are limited and predictable clashes with the
commonly accepted theory of evolution, which favors the idea that morphology is
molded by selection for adaption and arrived at opportunistically. In sciences other
than biology, it is commonly recognized that a fixed range of forms is inherent to
every type of matter and that variability, where it exists, is only expressed within that
range. A familiar example is snowflakes, infinitely variable, but always within the
sixfold symmetry dictated by the crystal structure of ice. Liquid water has analogous
constraints, capable of forming waves and eddies, and exhibiting mathematically
describable order even in the approach to turbulence.

The periodic table of the elements provides another case, with protons, neutrons,
and electrons capable of generating about a hundred stable, chemically distinct
atoms, with molecular weight variants in most atomic species. The elements did
not appear all at once at the origin of the universe but “evolved” with cooling and
interatomic collisions. This demonstrates that even though forms may be inherent to
a type of matter, their emergence can also have a history.

The discrepancy between the most popular theory of the evolution of form,
natural selection, and the rest of scientific thought concerning the structure of matter
is tied to the era when modern evolutionary thinking first arose. In the nineteenth
century, the physical understanding of complex materials of the “middle scale,”
which includes viscous and viscoelastic substances, but also living tissues and the
embryos that give rise to them, did not yet exist (Newman and Linde-Medina 2013).
It is only in the past few decades that mesoscale physics has come to be incorporated
into the emerging field of evolutionary developmental biology. The twentieth-
century version of the theory of evolution by natural selection advanced by Charles
Darwin and Alfred Russel Wallace (the modern evolutionary synthesis; MES) had
no role for this category of determinants. And whereas the extended evolutionary
synthesis (EES) formulated in recent years is much more open to notions of self-
organization and biased and “constructive” development (Laland et al. 2015), its
theoretical statements do not contend with the implication that major features of
animal and plant body plans are inherent and predictable. In this chapter, I focus on
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the evidence for inherent forms in multicellular animals and show that their existence
diminishes and often invalidates incrementalist and adaptationist accounts of evolu-
tionary change.

Plasticity, Genes of Large Effect, and Developmental Bias

The main objective of the Darwin-Wallace theory and its successors was to provide
an account of the observed variety of organismal form and function. The logic of the
theory and its postulated mechanism of natural selection was as follows: since
biological reproduction is imperfect and external conditions are always changing,
organisms can evolve over time if members of a breeding population with features
that suit them better to existing or changed conditions (i.e., improved adaptations)
contribute relatively greater numbers of progeny with similar features to later
populations.

Unlike other scientific theories, which typically aim at prediction, the MES posits
no preferred phenotypic outcomes in evolution. Indeed, it makes a virtue of the
opportunism of its mechanism — the supposition that nearly anything is possible to
living things, given enough time (Vermeij 2015). Even Stephen J. Gould, a transi-
tional figure between the MES and EES and an early proponent of the concept of
“developmental constraint” (discussed below), famously asserted that if the “tape of
life” recording the last 600 million years were replayed, the outcome (with respect to
the types of organisms that appeared) would be entirely different (Gould 1989).

An associated tenet of the MES is that variations in the script of heredity (DNA
sequence being the usual candidate) are random with respect to possible directions of
phenotypic change. This must be the case if natural selection is to have the power
ascribed to it (“the only explanation we have for the appearance of design without a
designer” (Levin et al. 2017)). Biased variation implies that organisms, on the
contrary, have an intrinsic propensity to change in preferred directions, indepen-
dently of the external challenges they may face. Appreciation of the prevalence of
bias is a distinguishing advance of the EES over the MES (Laland et al. 2015; Miiller
2017).

Certain elements that might in principle contribute to a theory of evolution were
set aside when the MES was formulated. The most important of these were
Lamarckism (inheritance of acquired characteristics), saltationism (abrupt, single-
generation phenotypic change), and orthogenesis, the notion that evolution is driven
by forces or propensities arising from within the organism itself (see Mayr 1982).
The rejection of the first of these became the emblem of the Anglo-American-
centered MES due to its illegitimate emphasis (in the form of Lysenkoism) by Soviet
agronomists during the Cold War. Lamarckism, however, was less a threat to the
theory of natural selection than to the genetic determinism (the notion of genes as the
exclusive directors of construction of the phenotype, and later of the “genetic
program”) to which it was harnessed in the twentieth century (Newman and
Linde-Medina 2013). It is well known that Darwin did not consider the inheritance
of acquired characteristics to be inimical to his theory and was increasingly open to
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Lamarckian modes of variation in the later editions of Origin of Species. As concepts
of inheritance have been broadened in recent decades to include niche construction
and epigenetics, moreover, there has been a greater willingness by experimental and
theoretical biologists to acknowledge the evolutionary role of phenotypic changes
that occur independently of DNA sequence. Significantly, acquired modifications,
now conceptualized as the outcomes of developmental and phenotypic plasticity, can
demonstrably be propagated across generations and, with reinforcement by subse-
quent genetic change, become heritable (reviewed in Laland et al. 2015).

Saltational evolution, another proscribed mode in the mainstream theory, has also
gained attention and respectability over recent years, and is also featured in the EES.
The main arguments that had been mounted against it in the past were the complex-
ities (due to the many cycles of selection required) of adaptation to an ecological
niche, and the resulting intricacies of organismal structure and function. The math-
ematician R.A. Fisher, a founder of the MS, advanced a geometric argument in
which the phenotype of an evolving organism was represented as a point in a
multidimensional state space, with the dimensions corresponding to the organism’s
traits. Fisher showed (in the context of this simplistic model) that small random
changes (brought about by mutations in “genes of small effect”) were mathemati-
cally more likely to move the system a state of improved fitness than large random
changes (via “genes of large effect”). Correspondingly, using an argument carried
over from the pre-Darwinian zoologist Georges Cuvier, the writer Richard Dawkins
stated “[o]rganisms are extremely complicated and sensitively adjusted pieces of
machinery. If you take a complicated piece of machinery, even one that is not
working all that well, and make a very large, random alteration to its insides, the
chance that you will improve it is very low indeed” (Dawkins 1996, 98).

While, for these reasons, the MES has been committed to gradualism (as were
both Darwin and Wallace, who saw it as essential to their theory), new findings in
ecological and evolutionary developmental biology have provided compelling coun-
terexamples. Epimutations (typically resulting from altered DNA methylation pat-
terns) can change the form of an organism in an abrupt fashion and be propagated
over successive generations. A change in floral symmetry from bilateral to radial in
the toadflax plant Linaria vulgaris was described by Linnaeus in the seventeenth
century, who noted that it bred true. Much later the basis of this heritable change was
identified as the silencing by methylation of the cycloidea gene within a single
generation (Cubas et al. 1999), that is, not by “imperceptibly” (Darwin’s term)
gradual changes in phenotype over many reproductive cycles due to genes of
small effect. This “monstrous form” (so-named by Linnaeus) was no less adapted
to its world than the normal variety.

In animals, the gain (e.g., by transposon insertion) or loss (e.g., by deletion) of
enhancers for developmental signaling factors can lead to abrupt changes in pheno-
type. If such cis-regulatory changes affect embryonic morphogenesis in a region- or
organ-specific fashion (as occurred with certain skeletogenic BMPs in stickleback
fish, and possibly humans (Indjeian et al. 2016)), the resulting novelties can enable
their bearers to explore niches adjacent to that of the originating population, in
contradiction to the supposed disqualifying role of genes of large effect in the
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classical theory. Finally, introgression of even one new gene via conspecific breeding
or congeneric hybridization can import a new adaptive function into a lineage
despite the function not having evolved in the recipient species (Arnold and Kunte
2017). This appears to be the case with the ornamental head crest in domestic and
wild rock pigeons, all of which (even when otherwise distantly related) carry the
same gene for a variant growth factor receptor (Shapiro et al. 2013).

The third element banished from mainstream evolutionary theory with the rise of
the MS was orthogenesis, the demonstrable occurrence (in the words of the early
developmental geneticist A.H. Sturtevant) of ““directive’ evolution in characters that
can not [sic] be supposed to be of selective value” (Sturtevant 1924). Years before
the synthesis was consolidated, Sturtevant acknowledged that “There is probably no
evolutionary process about which more obscurity hovers than that of orthogenesis,”
which “is often held to be incompatible with the view that evolution results from the
action of natural selection on random variations” (Sturtevant 1924). Though the
MES founders chose to ignore or marginalize such phenomena, they have been
embraced by more recent investigators with terminology like “developmental con-
straint” and “developmental bias” (reviewed in Laland et al. 2015, and Miiller 2017).

Developmental constraint has been identified in comparative embryological
studies of various systems. A common question is whether unoccupied regions of
“morphospace” (all the potential structures that could be generated from the system’s
components if there were no constraints) are due to natural selection for adaptive
advantage or just mechanistic infeasibility. Evidence of directional bias has been
discerned in the form of an increase of segment number in centipedes along
temperature clines (Vedel et al. 2008) and increase in brain size in primates as a
function of the evolution of socialization (Street et al. 2017). Such studies, however,
are not accompanied by theories or rules that would allow generalization to other
cases.

As with the acknowledgment of plasticity and saltation, incorporation of con-
straint and bias has broadened the terms of evolutionary discourse (Laland et al.
2015; Miiller 2017). Nonetheless, according to one of the main proponents of the
EES, “It would seem that contemporary evolutionary biology does not provide us
with adequate conceptual tools specifying how to think about the causal role of
phenomena like developmental bias” (Laland 2015).

Inherency Is Not an Extension of the Modern Synthesis

Evolutionary developmental biology (evo-devo) emerged in the last years of the
twentieth century in response to the historically convergent recognitions that
(1) transformations of developmental processes can produce evolutionary innova-
tions, (ii) macroevolution is not straightforwardly attributable to cycles of genetic
change, and (iii) organisms have inherent organization (reflected even in “monsters,”
“forms which lack adaptive function while preserving structural order” (Alberch
1989)). Some versions of evo-devo acknowledge these insights while holding to
opportunistic natural selection as the main basis for the origination of biological
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form. Others instead advance the view that the major structural motifs of animal and
plant body plans are manifestations of the material properties of multicellular entities
(Linde-Medina 2010; Miiller 2017). This latter perspective implies that physical
organizing effects are not only sources of morphological variation, but that the
characteristic structural motifs of animals and plants (e.g., segments, layers, lumens,
branches, leaves, tooth cusps, digits) are largely inherent and predictable. In this
view, natural selection would have, at most, the modest role of culling among a range
of quantitative variants of inherent forms. Further, many structures will be “neutral
morphologies” with respect to fitness (Bonner 2013), perhaps recruited to functions
only after the fact.

Challenged by the defenders of the MES as to how the elaboration of complex
forms from simpler ones can be explained, other than by successive rounds of
selection on small random variations ever-better adapted to external needs, advo-
cates of the EES reply that the variations are sometimes not small, sometimes
nonrandom, and sometimes produced in interaction with the environment. Notwith-
standing a focus on expanded sources of variation, however, adaptation as the motor
of evolutionary change is still emphasized (Laland et al. 2015).

Inherency inverts the terms of the challenge: finding ways to survive is what
organisms do regardless of how they have acquired their traits. Evidence for this can
be found in frequent establishment of invasive and introduced species, of new
species arising from hybridization in plants and some animals, and of novel
morphotypes attributable to introgression of single genes, as mentioned above. In
each of these cases forms arise in a way disconnected from cycles of adaptation.
Most importantly, they can be passed on because organisms find ways of using them
after they appear, or if they are simply unburdened by having them.

If natural selection, biased development, facilitated variation, and so forth (see
Laland et al. 2015) do not provide an explanation for why organisms exhibit the
actual forms they do (clearly among the most important questions for a theory of
evolution), what does? Here the physics of mesoscale materials can provide some
answers.

A Brief History of Inherent Forms

Both animals and plants have intrinsic morphogenetic properties that caused them to
produce restricted arrays of characteristic (and taxon-specific) morphological motifs
over their separate evolutionary trajectories. There is a literature on this phenomenon
for each of these groups (Newman and Niklas 2018). Here I will focus on animals
and summarize current knowledge of their inherent forms.

The animals (or metazoans) arose roughly 700 million years ago from
populations of cells — holozoans — which were also ancestral to present-day unicel-
lular choanoflagellates (reviewed in Newman 2016a). In present-day metazoans,
cell-cell attachment is mediated by members of the cadherin family of cell adhesion
molecules (CAMs). Metazoan cadherins (but not those of pre-metazoan holozoans)
contain a unique transmembrane domain that permits cells to remain cohesive while



Inherency 127

they move past one another (reviewed in Newman 2016b) making the resulting cell
masses behave like drops of liquid (Forgacs and Newman 2005). Because biological
functions (cell-cell adhesion instead of molecular cohesion, undirected cell motility
instead of Brownian motion) are responsible for the unique capacity of metazoan cell
clusters to have the “generic” (i.e., physically typical) properties of liquids, the
resulting category of matter has been referred to as biogeneric (Newman 2016a).

All animals, even the “basal” (anatomically similar to the paleontologically
earliest, and genetically simplest metazoans (the sponges and the single extant
placozoan)), have the requisite cadherins, and their transmembrane linkage has no
counterpart in any other sequenced organisms (reviewed in Newman 2016b). The
“liquid-tissue” state enabled by metazoan cadherins was thus among the primitive
defining conditions of animal life. Liquids have a number of emergent features, none
of which could have been a target of selection in the transition (whether gradual or
abrupt) between ancestral colonial holozoans and liquid-like protometazoans.
Liquids minimize their surface free energy by assuming the geometry with smallest
surface-to-volume ratio, a sphere. This is thus the default morphology for embryos
and newly formed tissue primordia. In liquids that contain two different kinds of
subunits (molecular species, in purely physical examples), one of which has greater
affinity for its own type than the other, phase separation occurs. In extreme cases,
one liquid phase will completely engulf the other, but more generally the interface
can be curved or even flat. This is precisely what takes place in co-aggregates of cells
in which the homotypic and heterotypic adhesive strengths differ from each other
(Forgacs and Newman 2005). The layering during gastrulation in some animal
embryos has been attributed to cohesivity differences (reviewed in Newman 2016a).

Another gene product that distinguishes metazoans from all other life forms is the
secreted protein Wnt (reviewed in Newman and Bhat 2009). Wnt mobilizes con-
served mechanisms of cytoskeletal reorganization that predated the metazoans to
make the surfaces of cells nonuniform along their apicobasal axes (A/B polariza-
tion). Analogously to polar molecules which spontaneously organize into micelles in
water, liquid tissues containing A/B polarized cells will form lumens and interior
spaces (Forgacs and Newman 2005). Tissue layering and lumen formation, funda-
mental features of all animal embryos, are thus inherent forms of the liquid-tissue
state of living matter.

Two more molecular systems, both absent in basal metazoans, permitted the
emergence of new morphological motifs that defined the body plans of the diplo-
blastic (i.e., two-layered) cnidarians and ctenophores, the simplest of the
eumetazoans. One of these was an alternative Wnt-activated signaling pathway
that caused cells to be polarized in their shapes in addition to the Wnt-induced
surface polarization mentioned above. This “noncanonical” Wnt pathway leads cells
to align and intercalate, causing the tissue mass to narrow in the direction of
intercalation and elongate orthogonally to it. These phenomena, termed planar cell
polarization (PCP) and convergent extension (reviews in Forgacs and Newman
2005), are biogeneric counterparts of the alignment of polymers or anisotropic
nanoparticles in liquid crystals, which similarly deviate from the spherical default
shape of liquid drops (reviewed in Newman 2016a).
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The other morphogenetic functionality that distinguishes eumetazoans from basal
metazoans is the planar extracellular matrix (ECM) layer known as the basal lamina.
This structure is absent in the placozoan and most sponge species but is present in all
diploblasts and triploblasts (bilaterians) (reviewed in Newman 2016b). The forma-
tion of a basal lamina depends on the cross-linking of subunits of type IV collagen
(a protein produced even by basal metazoans) by the enzyme peroxidasin, which is a
novelty of eumetazoans. By having basal laminae, eumetazoans exhibit true epithe-
lial issues (reviewed in Newman 2016b). These biogeneric counterparts of elastic
sheets, in synergy with convergent extension (the other apomorphic trait of
diploblasts, described above), added appendages, tentacles, and tissue ridges, folds
and clefts to the repertoire of inherent, essentially inevitable animal forms.

Triploblasty, the three-layered embryonic configuration from which most extant
animal species develop, enabled the generation a whole new array of inherent forms.
A third tissue layer came to be sandwiched between the two epithelial germ layers in
one or more diploblastic ancestors (reviewed in Newman 2016b). The evolutionary
appearance of the third layer was dependent on the introduction of additional novel
gene products (mainly ECM molecules such as fibronectin) that led to the disaggre-
gation of epithelia to form loosely packed mesenchyme, the embryonic, and pre-
sumably ancestral, form of connective tissue. Mesenchyme and connective tissue,
lacking the direct integration of cell motility and attachment, are not liquid tissues.
They are nonetheless biogeneric materials, variously viscous, viscoelastic, or solid,
depending on the composition of their ECMs. Mesenchymes have their own char-
acteristic inherent forms, most prominently cell condensations, wherein groups of
cells that start out separated by ECM are drawn closer to each other, forming
transient focal epithelioid clusters. These can influence the fate of overlying epithe-
lial sheets by a process known as epithelial-mesenchymal interaction, and participate
in the formation of appendages (reviewed in Forgacs and Newman 2005).

Because of these inherent organizational propensities, triploblasts have more
complex body plans than diploblasts and, in contrast to the latter, have true organs.
Acoelomate (lacking a body cavity between the body wall and digestive tube)
triploblasts such as flatworms have ovaries and testes, and ganglionic clusters of
neurons. In coelomate triploblast lineages (e.g., arthropods, mollusks, chordates)
organ complexity increased dramatically. The interaction of body surface (ectoder-
mal) epithelia with its underlying mesenchyme produced, in various species, bristles,
hairs, feathers, teeth, and limbs, while the interaction of body lining (endodermal)
epithelium with its overlying mesenchyme become intrinsic (villi, crypts) and
extrinsic (liver, pancreas) elaborations of the digestive tube. Thickening and thin-
ning, invagination and evagination, and folding and branching of composite
epithelial-mesenchymal layers in other regions of the developing embryo mediate
the formation of the cardiovascular, pulmonary, and urogenital organs, as well as
various glands. The formal similarity of the outcomes of these common processes in
different triploblasts speaks to the inherency of the generated forms (reviewed in
Newman 2016b).

Finally, it should be noted that complex tissues, particularly those of triploblasts,
are potential loci of processes of pattern formation (processes generating regular
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geometric arrangements of cells) that are also inherent, in the sense that they can be
brought into existence as emergent effects of slight changes in the relationship of
existing components and networks (Forgacs and Newman 2005). For example,
certain gene regulatory circuits have a propensity to undergo temporal oscillation,
and cells containing such circuits will spontaneously synchronize within a tissue
domain. This creates a spatially extended field of cells in identical biochemical
states, poised for concerted response to an external regulatory factor. This coordi-
nation occurs along the primary axis of vertebrate embryos, for instance, where the
periodic expression of the transcriptional coactivator Hesl acts as a “gate” that
allows blocks of synchronized cells to successively coalesce into somites when
they grow sufficiently distant from the tail tip as the embryo elongates (Hubaud
and Pourquié 2014).

Thus, three processes with independent physiological or developmental origins
need to have been mutually tuned for somitogenesis to occur, but the run up to this
“sweet spot” could not plausibly have involved selection for any enhanced fitness
conferred by axial segmentation. Similar considerations pertain to reaction-diffusion
mechanisms like those theorized by the mathematician A.M. Turing as the “chemical
basis of morphogenesis” (Turing 1952). These employ ordinary biosynthetic and
cell-cell transport or communication processes of animal tissues, which if tuned
appropriately can give rise to periodic or quasi-periodic structures, such as pigment
stripes on fish skin, mammalian hair follicles, avian feather buds, and the endoskel-
etal elements of vertebrate paired appendages (reviewed in Kondo and Miura 2010).
In the latter case, a subset of interaction parameters was evolutionarily fine-tuned to
produce the tandem arrangement of bones, with proximodistal increase in number, of
the tetrapod limb (Newman et al. 2018). As with the somitogenesis mechanism, there
is no continuous gene-morphology mapping that could have arrived at the pattern
gradually. The stasis of the tetrapod limb motif once its generative network emerged,
despite multifarious adaptive changes over long periods of evolution, was remarked
on (as “similar bones, in the same relative positions”) by Darwin himself.

Inherency and the New Evolutionary Theory

The concept of inherency relates to a tradition of evolutionary thought outside of,
and parallel to, the Darwinian-Wallacean one. Roots of it can be found in the
philosopher Immanuel Kant’s (1724—1804) notion of “purposive organization,”
but not until physics itself moved beyond exclusive Newtonism did evolutionists
begin to seek analogies, and eventually explanations, for morphological change in
natural processes. Jean-Baptiste Lamarck’s (1744—1829) pouvoir de vie, an inherent
complexifying force (different from his influence des circonstances, the “Lamarck-
ism” of the popular imagination), the Naturphilosophie of J.W. von Goethe
(1749-1832) and his followers, and related ideas on “laws of form” of Etienne
Geoffroy Saint-Hilaire (1772-1844), William Bateson’s (1861-1926) oscillatory
theory of repetitive structures, D’Arcy Wentworth Thompson’s (1860—1948) phys-
icalist concepts of growth and form, and Turing’s morphogenesis as dynamical
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symmetry breaking (Turing 1952) are just a few landmarks in the development of
this approach (reviewed in Newman and Linde-Medina 2013).

It can be seen from the foregoing that inherency is not merely complementary
to the Darwinian paradigm, but is at odds with it. In contrast to notions of
plasticity and nongenetic inheritance, of saltation and genes of large effect, and
of developmental constraint and bias, all of which were rejected by the MES at
various points but are now cautiously readmitted, or even embraced (Laland et al.
2015), inherency is impossible for the mainstream theory to accommodate while
retaining the idea of adaptation as the major driver of evolutionary change. The
recognition of inherency goes beyond general inferences, however valid, about
development, plasticity, or mutation as sources of variation for selection
(reviewed in Laland et al. 2015). It specifies what forms to expect (Newman
and Miiller 2005), allowing selection only a fine-tuning (i.e., microevolutionary)
role. Indeed, in this perspective major transitions in animal evolution are
interpretable as a progression of material capabilities rather than (as in the
standard narratives) the outcome of opportunistic cycles of adaptation
(Newman 2016a).

While this chapter has focused on inherency of multicellular structural motifs, a
case also can be made that the functional capabilities of complex organisms have an
inherency of their own. Here the intrinsic modes played out over evolution are not
those predicted by a set of generic principles (the physics of mesoscale materials),
but rather the activities with poorly understood origins that define cellular life.
Animal organs — hearts, lungs, intestines, kidneys, skin, glands, bones, muscles,
nerves — can be seen as the multicellular embodiment of functions native to individ-
ual cells — transport, respiration, digestion, excretion, protection, secretion, support,
motility, excitability. To perform these tasks in multicellular organisms, cell differ-
entiation, which allocates these ancestral functions (or portions of them), to novel
cell types, first had to evolve. It is notable how many of the “master transcription
factors” at the apexes of cell differentiation regulatory hierarchies appeared in the
immediate unicellular holozoan ancestors of the metazoans, or coincident with their
emergence (reviewed in Ruiz-Trillo 2016). Understanding how the inherent func-
tions of multicellular organisms reflected in differentiated cell types came to asso-
ciate and integrate with the morphogenetic, i.e., structure-generating, processes
inherent to these organisms to generate present-day animal bodies and their organs
(and their counterparts in plants), may be the next frontier in evolutionary develop-
mental biology.
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Abstract

Evolvability can be taken to mean just what it says — the ability to evolve. Logically,
the ability to change over time, and in particular to change adaptively, via the
production and selection of heritable variation depends on the quantity and quality
of variation in a population, the heritability of that variation, and the fitness variance
it confers. While the ability to evolve belongs properly to a population, the
properties of individuals can affect these population-level qualities and quantities.
For example, individuals can carry heritable differences that affect the mechanisms
of genetic change (e.g., high or low mutation probabilities), or differences that
affect the distribution of phenotypic variation (e.g., different developmental orga-
nizations). Accordingly, evolvability is itself subject to evolutionary change.
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However, the possibility that natural selection might systematically favor improve-
ments in evolvability is problematic because changes affecting evolvability may
not realize fitness benefits in the short-term, i.e., within the timescale where
selection is effective. Progress in this area requires, in particular, understanding
of the specific ways in which heritable characters affect the quality and quantity of
variation. For example, whether characteristics conferring short-term benefit (e.g.,
robustness) may, or may not, also confer long-term evolvability (e.g., adaptability
or innovation). The bidirectional interaction between development and evolution
(i.e., natural selection modifies developmental organization, and developmental
organization modifies the variation on which natural selection can act), is thus
central to the topic of evolvability.
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Introduction

The ability to evolve, and in particular to exhibit evolutionary adaptation, depends
on the presence of suitable variation, heritability, and selective differences. In
general, two given populations may exhibit different heritable variation in fitness
and hence have different evolvability (see chapter » “Variational Approaches to
Evolvability: Short- and Long-Term Perspectives™). For some purposes it is suffi-
cient to assume that the amount of variation, how heritable it is and the fitness
differences it confers are empirical matters — quantities that can be measured but
need not be explained (or that their explanation is the responsibility of another
discipline such as molecular genetics, embryology or ecology). The topic of
evolvability, in contrast, asks questions about the factors that affect these quantities,
and further, how the process of evolution itself alters these factors. For example,
open questions in evolvability include: Is the organization of gene-regulation net-
works/developmental programs/body plans, etc., like it is because it facilitates
evolutionary adaptation? Does increasing canalization, robustness, or heritability
oppose or facilitate adaptability? And not least, does natural selection change these
properties in a way that improves its own ability to evolve?

Many characteristics of individuals can have an effect on the heritable variation in
fitness observed in a population and hence will affect the ability to evolve. It is clear
that different populations have diverged in these respects. The evolution of
evolvability is therefore not, in itself, controversial (Sniegowski and Murphy
2006). What is not so clear is whether these characteristics are present because of
their effect on evolvability, i.e., that natural selection has favored these characteris-
tics, or in contrast, whether their effect on evolvability is incidental to changes that
are favored (or not) by natural selection for other reasons (“evolvability-as-
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adaptation” or “evolvability-as-byproduct,” respectively, Sniegowski and Murphy
2006; Lynch 2007). This is difficult to ascertain empirically. While some authors
reason that evolvability-as-adaptation is highly unlikely (Sniegowski and Murphy
2006), others consider it self-evident (Kirschner and Gerhart 1998).

These differing points of view are perhaps understandable given the range of
concepts on which the topic impinges and the lack of established unifying theory or
agreed definition (Wagner and Draghi 2010; Wagner and Altenberg 1996; Wagner
2013; Sniegowski and Murphy 2006; Pigliucci 2008; Kirschner and Gerhart 1998;
Hendrikse et al. 2007). One issue that has been raised is whether evolvability is a
property of populations or individuals. Since the requirements for evolution by
natural selection (variation, heritability, and fitness differences) are properties of
populations, evolvability is, in a strict sense, a population-level property. Some have
interpreted this to mean that the evolution of evolvability requires competition
between populations, and thus for populations to have heritable variation in the
relevant quantities (Lynch 2007; Pigliucci 2008). However, relevant population-
level quantities can be modified by selection on individual traits (Wagner 1981;
Wagner and Draghi 2010). Accordingly, while evolvability is sometimes quantified
at the population level (see chapter » “Variational Approaches to Evolvability:
Short- and Long-Term Perspectives”), a significant literature on evolvability
addresses characteristics of individuals and organisms, including body plans, devel-
opmental organizations or processes, and individual traits (Kirschner and Gerhart
1998; Wagner and Altenberg 1996; Payne and Wagner 2019; Sniegowski and
Murphy 2006; Hendrikse et al. 2007; Pigliucci 2008; Pavlicev et al. 2010; Jones
et al. 2007; Wagner 2013). For example, Kirschner and Gerhart (1998) start their
influential paper by stating that “Evolvability is an organism’s capacity to generate
heritable, selectable phenotypic variation,” Wagner and Altenberg (1996) define it as
“the ability of random variations to sometimes produce improvement,” and Payne
and Wagner (2019) as “the ability of a biological system to produce phenotypic
variation that is both heritable and adaptive.”

It is thus useful to distinguish between properties of a population and properties of
an individual that have an effect on the relevant properties of populations. In
particular, Wagner and Altenberg (1996) usefully distinguish between the
population-level property of variation (the differences among individuals in a
population) and the individual-level property variability (the capacity to produce
variation under new mutations). Notably, whereas selection acting on a population
containing individuals with low variability will quickly exhaust any standing vari-
ation (see chapter » “Variational Approaches to Evolvability: Short- and Long-Term
Perspectives™), a population containing individuals with high variability will have
variation that is continuously renewed (Jones et al. 2007). It is thus easy to under-
stand that one population may evolve more easily than another due to the heritable
properties of the individuals it contains.

However, if we consider the question of zow the individuals with those properties
have originated, then we must be careful not to mix our levels of explanation.
Individual-level natural selection does not favor characteristics because they confer
a competitive advantage to the population — individual-level natural selection
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explains characteristics that benefit individuals (at best). Since selection is a conse-
quence of fitness differences between individuals that exist now (not groups or future
individuals), appeals to naive group selection (“for the good of the population”), or
teleology (“for the good of future generations™), are invalid. This possibly explains
some of the impatience that exists in discussions of evolvability (Sniegowski and
Murphy 2006; Lynch 2007). While the concrete models for the evolution of
evolvability do not make any such appeals, the evolution of evolvability remains a
topic that can sometimes be misunderstood (Pigliucci 2008; Sniegowski and Murphy
2006; Hendrikse et al. 2007; Wagner and Draghi 2010). In this chapter, we discuss
some of the key models and concepts that resolve the issues involved.

From Genetic to Phenotypic Concepts of Evolvability and the Role
of Development

Molecular genetics and population genetics approaches to the topic of evolvability
often focus on factors affecting the production of molecular variation without
reference to development or phenotypes. This includes genetic mutation rate
(Houle et al. 2017; Sniegowski et al. 1997), susceptibility to transcription read-
through errors (Masel and Trotter 2010), and recombination rate (McDonald et al.
2016). This most often concerns itself with changes to the amount of variation, rather
than changes to the quality, pattern, or structure of that variation. That is, it retains
the assumption that the fitness consequences of molecular variation are random.
However, if large variations are more likely to be deleterious than small ones (e.g., as
per Fisher’s geometrical arguments, Fisher 1930), this naturally creates a trade-off
such that variations are unlikely to be both large and advantageous, even though this
would maximize the rate of adaptation.

Other work emphasizes the phenotypic consequences of molecular genetic varia-
tion. This often refers to a genotype-phenotype map, i.e., how the space of genetic
possibilities is mapped into the space of phenotypic possibilities (see chapters

“Epistasis,” and » “Pleiotropy and Its Evolution: Connecting Evo-Devo and Pop-
ulation Genetics,”). In some cases, this retains a molecular emphasis, e.g., how points
in the genetic sequence space map onto the space of protein structure or function
(Payne and Wagner 2019). Characteristics of this mapping that are potentially impor-
tant to evolvability include redundancy (how many genotypes result in the same
phenotype, i.e., same protein structure), neutrality and robustness (how many muta-
tional neighbors of a given genotype correspond to the same fitness or same pheno-
type), and phenotypic accessibility (how many different phenotypes are mutational
neighbors of a given phenotype). The latter is sometimes taken as a definition of
evolvability (without direct regard for their fitness effects). Regions of genetic space
“connected” by virtue of giving rise to the same phenotype, or “genotype network”
(Wagner 2013) — and by implication, the same fitness (known as “neutral networks”) —
are observed to be large and thus enable access to many other phenotypes without the
need to pass through intermediate phenotypes. This view partly alleviates the tension
between the amount of variation and the quality of variation by noticing that such
neutral networks allow a greater number of phenotypes to be accessed compared to a
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non-neutral mapping. The implication of this is that the more phenotypes are acces-
sible, the higher the likelihood that at least some of that variation may be beneficial.
This work generally takes the characteristics of the G-P mapping to be defined by the
biophysical properties of sequence transcription and translation, and thus not subject
to evolutionary change. But aspects of this mapping, even at this molecular level, are
evolvable (Payne and Wagner 2019).

More relevant to this volume, other work on evolvability focuses on how the
phenotypic consequences of molecular genetic variation are variously suppressed,
amplified, and shaped by the processes of development, and how the organization of
these developmental processes is itself subject to evolutionary change (Hendrikse
et al. 2007). Significantly, this developmental view makes it easier to imagine how
the trade-off between large and advantageous mutations might be alleviated. For
example, in addition to affecting the quantity of variation (e.g., through canalization
or decanalization of a trait, Hansen 2006), differences in developmental organization
can also modify the pattern of that variation (e.g., via the covariation of traits) and
hence modify the fitness distribution or “quality” of that variation. A common way to
represent a genotype—phenotype map is with an M-matrix, which describes pheno-
typic heritable variances and covariances produced by new mutations (Hansen 2006;
see chapter » “Pleiotropy and Its Evolution: Connecting Evo-Devo and Population
Genetics”). Other approaches introduce abstract models of developmental organiza-
tion using vector spaces (Draghi and Wagner 2008), logic circuits (Kashtan et al.
2007; Parter et al. 2008), or network-based models (Draghi and Whitlock 2012;
Kounios et al. 2016; Watson et al. 2014). More realistic modeling approaches that
address cell and tissue morphogenesis include lattice modeling, enabling case-
specific models of developmental processes.

The topic of evolvability thus emphasizes a potential bidirectional interaction
between development and evolution, i.e., the process of evolution modifies the
organization of development, “Evo — Devo,” and, by modifying the available
variation on which natural selection can act, the organization of development
modifies the process of evolution, “Devo—Evo” (Houle et al. 2017; Hansen et al.
2006, see chapters » “Pleiotropy and Its Evolution: Connecting Evo-Devo and
Population Genetics,” » “A Macroevolutionary Perspective on Developmental Con-
straints in Animals,” and » “Developmental Evolutionary Biology (Devo-Evo)”).

Devo-Evo: Developmental Characteristics That Affect Evolution
The Amount of Variation: Robustness Versus Adaptability

Evolutionary adaptation requires variation and to start with we might suppose that
more variability confers more evolvability, or at least the possibility that some of that
variation is adaptive (Payne and Wagner 2019). But if a single change is more likely
to be deleterious than advantageous (intuitively, if it is easier to break complex
systems than improve them), and multiple changes more so (e.g., Fisher 1930), more
variability might confer less evolvability. This applies to genetic mutation rates and
also to developmental processes that control phenotypic variation or robustness
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(i.e., reduced sensitivity of phenotypes to environmental or genetic change). The
inherent tension between the amount of variation and the quality of that variation,
and in particular increasing the amount of advantageous variation while minimizing
the amount of deleterious variation, is a recurrent theme in evolvability (Wagner
2013; Mayer and Hansen 2017; Masel and Trotter 2010).

It seems natural to suppose that being able to vary in all dimensions equally
(isotropic variability) would be best for evolvability, if this were possible. Develop-
mental constraint is often used to describe the property that phenotypic variation in a
particular trait or traits is limited and, accordingly, that adaptive change is limited.
However, the observation that variation in some phenotypic dimensions may be
more or less likely to be relevant to selection than others (e.g., changes to the color of
skin cells is more likely to be relevant to selection than changes to the color of liver
cells) begins to open up a more sophisticated view of evolvability where the type or
pattern of variability is important, rather than the amount of variability. Such
developmental bias is thus not necessarily limiting to adaptation. By recognizing
that the organization of development determines the pattern of variation (e.g.,
the structure of variation and covariation among traits), we see that it also affects
the quality of variation, e.g., how likely it is to be beneficial. Evo-devo thus moves
the topic of evolvability away from genetic mutation rate and (isotropic) phenotypic
robustness and instead requires us to look at how a particular pattern of variation is
relevant to the particular pattern of selection in an environment.

Correspondence with the Type or Pattern of Selection

Evolvability is often considered in changing environments where the need to adapt is
more obvious (Clune et al. 2013; Draghi and Wagner 2008; Kashtan et al. 2007,
Kouvaris et al. 2017; Parter et al. 2008; Pavlicev et al. 2010; Watson et al. 2014). In
some cases, the variability of the environment may in itself speed-up adaptation
compared to a static environment (Kashtan et al. 2007), but in other cases we are
interested in how developmental characteristics provide more suitable variation given
the structure of the variation in the selective environment. In particular, rather than a
generic notion of variability (not specific to selective context), this leads us to consider
whether the variability of an individual is well matched to the variability in the
selective conditions that individual experiences (Clune et al. 2013; Conrad 1979).
For example, whether variability is aligned with the direction of selection (Pavlicev
etal. 2010; Schluter 1996; Houle et al. 2017), i.e., greater variability in the dimensions
aligned with greater fitness variance, or exhibits modularity (discussed later), that
corresponds to the (spatio—temporal) structure of the selective pressures experienced.

Facilitated Variation

It has been argued that a correspondence between variability and the structure of
selection or environmental variation will be beneficial to adaptation (Conrad 1979;
Wagner and Altenberg 1996). Using the term facilitated variation, Gerhart and
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Kirschner (2007) discuss a number of concepts including modularity, robustness,
adaptability, weak regulatory linkage, and exploratory behavior that might improve
evolvability. Note that focusing variation on certain dimensions does not assume that
we know the direction within that dimension that is beneficial, but may improve the
chances of beneficial variations (compared to variability in wholly deleterious or
neutral dimensions).

More generally, we can consider the interaction of selection with the mutational
distribution, i.e., the distribution of offspring phenotypes created through genetic
variation on a parent genotype. The M-matrix is a formal way to characterize
pairwise interactions among genetic effects, creating correlations in the mutational
distribution. Non-isotropic mutational distributions (a.k.a. bias) can cause evolution-
ary trajectories to move in a direction that deviates from the path of steepest ascent in
the fitness landscape (Schluter 1996; Amold et al. 2001). This means that the
organization of development can change not just how quickly fit phenotypes are
evolved but also which fit phenotypes evolve. In multi-peaked adaptive landscapes
this can change the long-term equilibrium, i.e., cause a population to approach a
different adaptive peak (Melo et al. 2016; Kounios et al. 2016).

Modularity

In simple terms, modular systems are those where the developmental interconnec-
tedness of physiological or anatomical components can be described as subsystems
with greater connectivity between components in the same subsystem than between
components in different subsystems (Wagner et al. 2007; Clune et al. 2013; Melo
et al. 2016). In genetic terms, modularity is a property of the mutational distribution
created by the structure of pleiotropic effects of genes (see chapters » “Pleiotropy
and Its Evolution: Connecting Evo-Devo and Population Genetics” and » “Varia-
tional Approaches to Evolvability: Short- and Long-Term Perspectives”). The effect
of modularity on evolution can be both to enable the concerted change of multiple
traits within the same module (increased “integration,” Wagner and Altenberg 1996)
and to localize the effects of change in one module preventing it from causing
inadvertent side effects on traits in other modules (“parcelation,” Wagner and
Altenberg 1996 and Wagner and Laubichler 2004). Modularity can create pheno-
typic distributions that are multimodal (Watson et al. 2014). This is particularly
significant for evolvability as it means that modularity can potentially enable small
genetic changes to “jump” between distant points in phenotype space without
visiting intermediate phenotypes, e.g., by redeployment of multiple integrated char-
acters (a module) in new contexts (Wagner and Altenberg 1996; Gerhart and
Kirschner 2007; Wagner et al. 2007; Melo et al. 2016).

In principle, a given modular structure may or may not be relevant to the
properties of a particular selective environment. Suppose that the selection experi-
enced on a number of traits is variable (due to environmental fluctuation or epistatic
interactions; see chapter » “Epistasis”) and structured such that traits {a,b,c,d} and
traits {e,f,g,h} experience correlated selection (but selection on traits in different sets
is independent). Consider then two different developmental organizations: M1,
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where pleiotropic mutations affect traits in one of two subsets of traits, {a,b,c,d} and
{e,f,g,h}, and M2, where pleiotropic mutations affect traits in one of two subsets of
traits, {a,b,e,f} and {c,d,g,h}. Although both developmental organizations are
equally modular, one may facilitate evolvability in this environment and the other
may not (Wagner and Altenberg 1996). Rupert Riedl’s intuition was that develop-
mental organizations that “mirrored” the organization of constraints on phenotypes
(like M1) would facilitate evolutionary innovation (Wagner and Laubichler 2004;
Kounios et al. 2016). That is, if particular combinations of alleles have fitness effects
that experience highly epistatic or correlated selection (see chapter » “Epistasis™)
then changing them individually would be likely to destroy the fitness contribution
they confer together. If, however, developmental modularity had the same structure
as the fitness epistasis, this would divide the problem at its “natural joints” (Draghi
and Wagner 2008), enabling those sets of traits to change as a unit, and indepen-
dently of other modules. Modularity that mirrors the variability in the selective
environment has been investigated in simple matrix/network models (Clune et al.
2013; Watson et al. 2014) and others (Parter et al. 2008; Draghi and Wagner 2008).

Evo-Devo: The Evolution of Developmental Characteristics (That
Affect Evolvability)

Much of evolutionary biology takes the structure of trait variance and covariance
created by the various characteristics of development discussed above (represented
by the structure of the M-matrix) to be parameters that do not change over time —
even while recognizing their significance for enabling evolutionary change and
adaptation. However, the topic of evolvability also recognizes that these character-
istics are themselves evolutionary variables (Conrad 1979; Wagner and Altenberg
1996; Hansen 2006, see chapter » “Pleiotropy and Its Evolution: Connecting Evo-
Devo and Population Genetics”). Many studies of the evolution of evolvability have
focused on the G and M matrices and how these change over evolutionary time
(Jones et al. 2007; Hansen 2006; Hansen et al. 2006). This includes treatments that
go beyond pairwise covariation to address higher-order models of variation (Hansen
et al. 2006). Much of this work demonstrates that evolvability can increase, often via
the alignment of variability with the properties of the fitness landscape or environ-
mental variation, and these approaches have the advantage of being amenable to
mathematical treatments that identify general results. A different approach studies
the action of selection on more mechanistic models of development; often using
simulation methods (Clune et al. 2013; Draghi and Whitlock 2012; Draghi and
Wagner 2008; Parter et al. 2008; Watson et al. 2014). Although sacrificing mathe-
matical clarity, this can have the advantage of connecting with some of the mech-
anistic properties of developmental processes that might be involved.

While many of these works show that the evolution of evolvability is possible
under some conditions, important open questions remain: Are the generic conditions
identified by the mathematical models true of specific developmental mechanisms?
Are the results of the mechanistic examples dependent on ad hoc assumptions? Is the
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evolution of evolvability the exception or the rule? Answering such questions
requires clarity on how exactly natural selection can affect evolvability (Wagner
and Draghi 2010), and also understanding of how developmental mechanisms affect
properties of the genotype—phenotype map (see chapters » “Epistasis” and » “Plei-
otropy and Its Evolution: Connecting Evo-Devo and Population Genetics™).

Mechanisms for the Evolution of Evolvability

We must be careful to address the appropriate level of selection when discussing the
evolution of evolvability, i.e., of what unit can evolvability be an adaptation? For
example, it might be the case that a population containing individuals with a
particular characteristic (e.g., a high mutation rate) evolves faster, or is more likely
to survive a change in environment, than a population without such individuals. If
the individuals with such characteristics are fitter than other individuals in their own
population then there is no problem explaining the evolution of this character. But if
those individuals are less fit compared to others in their own population (e.g., have
higher mutational load, Sniegowski and Murphy 2006), then the expectation is that
competition between individuals will drive this characteristic out of the population
(e.g., Sniegowski et al. 1997). Sufficiently strong competition between populations
could cause the evolution of individual characteristics that favor population-level
evolvability even when selected against at the individual level (Sniegowski et al.
1997). However, competition between populations is generally considered to be a
weaker effect than individual selection. Logically, there are two other possibilities —
alleles that confer evolvability are themselves neutral or beneficial.

Neutral Modifier Alleles and Lineage Selection

A common way to model the evolution of characteristics that affect evolvability
without invoking competition between populations is to consider modifier alleles
that evolve by competition among individuals within a single population. These are
alleles that affect the parameters of the evolutionary process but are in themselves
selectively neutral. Naturally, for the topic of evolvability, alleles that modify the rate
of increase of mean fitness are particularly pertinent (Wagner 1981). This allele
could be fitness neutral, i.e., the survivability of the parent and number of offspring
produced (in one generation) could be the same for two individuals with and without
this allele. Although the number of offspring that carry the modifier allele in the next
generation is the same as those that do not, the frequency of the allele can nonethe-
less change systematically by selection. This can be understood by considering not
the fitness of these two individuals but the average fitness of their offspring, or the
number of grandchildren produced and surviving. For example, offspring generated
with a low mutation rate may, in some circumstances (perhaps a stable environment),
have lower mutational load and hence leave more surviving offspring of their own.
Or in other circumstances (perhaps under high selective stress), offspring generated
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with a high mutation rate may have greater opportunity to find adaptive variants and
hence leave more surviving offspring of their own (Sniegowski et al. 1997). Wagner
(1981) quantified the selection on an allele having the effect of modifying the rate of
increase in mean fitness — and showed that it increases in frequency under individual
selection in an asexual population (for sexual populations see, Wagner and Draghi
2010). This is sometimes referred to as lineage selection (Nunney 1999), i.e., the
lineage containing the modifier has a differential fitness advantage or disadvantage
experienced over a number of generations greater than one.

There are some reasons to suppose that lineage selection may be limited as a
mechanism for the evolution of evolvability. First, lineage selection of modifier alleles
relies on the neutral modifier hitchhiking through selection on the benefits of the
non-neutral effects it has caused at other loci (Conrad 1979). In sexual populations the
modifier allele may become separated from the beneficial alleles it produced, and
although the latter may increase in the population, the modifier allele may not
(Sniegowski and Murphy 2006). This is not necessarily prohibitive though since linkage
equilibrium is not restored in one generation even under free recombination (Wagner
1981; Wagner and Draghi 2010). Second, even in asexual populations, lineage selection
cannot favor a lineage if it does not produce sufficiently beneficial variants quickly
enough, i.e., such that selection can act on it before the lineage is lost due to drift or
negative selection. These issues may be partially alleviated by structured populations that
maintain lineages long enough for selection to reflect the long-term consequences of
differences between them. This tension is beautifully illustrated by the experiments of
Leon et al. (2018). This means that lineage selection may be less effective in sexual
populations, in small populations, in well-mixed population structures, and when selec-
tion is strong.

Short-Term Advantages with Long-Term Consequences

It might be the case that a characteristic that confers immediate or short-term fitness
benefits also confers an advantage to future evolvability (“evolvability-as-
byproduct,” Sniegowski and Murphy 2006). Some of the results from more complex
models of the evolution of evolvability show that it is thus possible to evolve
characteristics that confer long-term evolvability without lineage selection (e.g.,
Parter et al. 2008; Kounios et al. 2016; Kouvaris et al. 2017). In these models the
benefits of evolvability occur after competition between lineages has been resolved
(this must be the case when strong selection weak mutation assumptions are
employed, Watson et al. 2014). Parter et al. (2008), for example, demonstrate that
genotype—phenotype mappings can evolve that facilitate adaptation to future phe-
notypic targets that have not been previously selected. Crucially, natural selection
cannot act on potential benefits that have not yet been realized — the future cannot
cause the past — so the reason that these evolvability characteristics evolved cannot
be because they were going to enable faster adaptation in the future. In cases where
the benefits to evolvability arise after the timescale where selection is effective, this
suggests the evolvability-as-byproduct idea as the only remaining option.
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Is evolvability-as-byproduct merely fortuitous happenstance? The possibility of
evolvability-as-byproduct is often dismissed because if alleles have beneficial direct
effects that are unrelated to their effect on evolvability then although this might cause
the evolution of evolvability, it is not selection for evolvability; i.e., it was not
favored because of its long-term potential for future evolvability. Accordingly, it
seems equally plausible, if not more so, that the characteristics conferring short-term
benefit might oppose long-term evolvability. This tension between characteristics
with short-term fitness consequences (that are easy to select on, Wagner 1981) and
characteristics with long-term fitness consequences for evolvability (that are not)
hints at a deeper conceptual problem with the evolution of evolvability; an inherent
“catch-22.” That is, natural selection clearly cannot favor structures for benefits they
have not yet produced; and favoring characteristics for benefits that have already
been produced is “common garden evolution” that does not require any special
explanation. In short, the basic problem with the evolution of evolvability is that
selection cannot act on potentials or abilities — only on results. It can act on a fit
phenotype but not on the ability to produce a fit phenotype per se — but it is precisely
the latter and not the former that is pertinent to the evolution of evolvability.

Resolving the “Byproducts Are Just Happenstance”-Problem:
Common Cause

The dichotomy that “evolvability is selected for directly” or else “the evolution of
evolvability is merely fortuitous happenstance” is too simplistic. A potential middle
ground is that although the short-term and long-term benefits are not literally the
same, under some conditions they have some systematic, non-coincidental relation-
ship (a.k.a. congruence), established by a common cause. In particular, if the effects
of mutations are mediated by the same given constraints and biases, such as
development, then we expect that their effect in the short-term (changes in pheno-
typic value) and long-term (e.g., the variance and covariance of traits, and higher-
order moments) will be nonindependent (Draghi and Wagner 2008; Draghi and
Whitlock 2012). To take a simple statistical example, suppose that decreasing the
amount of deleterious variation provides short-term benefits (without producing new
adaptive phenotypes) and increasing the amount of non-deleterious variation pro-
vides long-term benefits (by sometimes producing new adaptive phenotypes).
Decreasing the amount of deleterious variation is not literally the same as increasing
the amount of non-deleterious variation (for example, isotropic canalization might
decrease both), but in a case where the total amount of variation is constant then the
former would entail the latter. Understanding congruence between short-term ben-
efits and long-term benefits requires that we gain a better understanding of the
underlying common causes. For example, when thinking in terms of genetic varia-
tion (e.g., Sniegowski and Murphy 2006), improving the ratio of beneficial variation
without altering the total amount of variation seems rather improbable. But thinking
in terms of phenotypic variation and how developmental organization can alter the
distribution of fitness effects, this becomes at least plausible (e.g., Gerhart and
Kirschner 2007; Kirschner and Gerhart 1998). For this reason, developmental
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biology offers insight into the topic of evolvability that molecular genetic treatments
of evolvability may overlook.

Differing assumptions about congruence are also apparent in the tension between
robustness and evolvability (Gerhart and Kirschner 2007; Payne and Wagner 2019;
Wagner 2013; Draghi and Wagner 2008; Mayer and Hansen 2017). If robustness
decreases all variation then it opposes evolvability. However, if robustness decreases
deleterious variation without decreasing total variation then robustness and
evolvability are two sides of the same coin (Wagner and Altenberg 1996; Gerhart
and Kirschner 2007).

Mutations that increase the ratio of beneficial to deleterious mutations might seem
like wishful thinking but this possibility need not be complicated. For example, it
can result simply from increasing the alignment of a phenotypic distribution with the
direction of selection. Pavlicev et al. (2010) show that an allele controlling the
alignment of heritable phenotypic variation with the direction of selection can evolve
by short-term (lineage) selection and will also confer long-term fitness advantage
(assuming the direction of selection stays the same). Simple mechanistic models,
where mutations alter gene-regulatory interactions (e.g., Draghi and Whitlock 2012;
Watson et al. 2014) can illustrate such cases. Moreover, a mutation to a regulatory
interaction will, in general, have a direct effect on the expression level of the genes
involved and also affect the correlation of gene-expression changes observed under
subsequent mutations. Such a mutation can therefore be selected because of its
immediate phenotypic effect and will also modify evolvability through its (latent)
effect on phenotypic correlations (Watson et al. 2014). Crucially, the mutations to
regulatory interactions that are directly beneficial (because they move the phenotype
in the direction of selection) are also necessarily the mutations that increase the
alignment of variability with the current direction of selection thus conferring an
increase in evolvability (Watson et al. 2014).

Is such congruence to be expected in general? Conversely, could it be the case that
mutations that change the phenotype in the direction of selection (and thus have
directly beneficial effects) tend to decrease the alignment of variability with the
direction of selection (and thus decrease evolvability)? Working in the abstract, all
assumptions may be considered. But in a simple mechanistic model wher