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Abstract This chapter presents and discusses some recent advances in the risk
field, linked to the conceptualisation of risk and specifically addressing unforeseen
events, surprises and so-called black swans. It shows how the traditional probability-
based perspectives on risk are extended to broader ways of thinking about risk,
which give due attention to the uncertainties and also draw on ideas from inter
alia the quality discourse and organisational learning (collective mindfulness and
its five principles: preoccupation with failure, reluctance to simplify, sensitivity to
operations, commitment to resilience and deference to expertise). The main aims of
the chapter are to point to this thinking and provide some reflections on how to use
it for further developing the risk assessment and risk management fields.
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3.1 Introduction

In recent years there has been an increased focus on uncertainties in relation to
risk assessment and risk management. The traditional probabilistic approach to risk
assessment and management is criticised for its narrowness in the way it looks at risk
and how it copes with uncertainties (see e.g. [15, 52]). In response to the critique,
several alternatives have been suggested. These can be grouped as follows:

1. Replacing the probabilistic approach with other quantitative approaches, for
example based on interval probabilities (typically supported by possibility theory
or evidence theory) [8].
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2. Balancing alternative approaches, in particular the probabilistic approach and
approaches that are effective in meeting hazards/threats, surprises and the unfore-
seen. For short, we refer to the latter approaches as “robust approaches”.

3. Rejecting the probabilistic approach to risk assessment and riskmanagement, and
instead relying on robust approaches.

Robust approaches cover cautionary measures such as designing for flexibility
(meaning that it is possible to utilise a new situation and adapt to changes); imple-
menting safety barriers; improving the performance of barriers by using redundancy,
maintenance, testing etc.; and applying quality control/assurance. It also covers con-
cepts like resilience engineering, which is concerned with finding ways to enhance
the ability of organisations to be resilient in the sense that they recognise, adapt to
and absorb variations, changes, disturbances, disruptions and surprises [35].Wemay
also include the concept of antifragility [50]. According to Taleb, the antonym of
fragile is not robustness and resilience, but “please mishandle” or “please handle
carelessly”—to quote an illustration from Taleb when referring to sending a package
full of glasses by post. The antifragile is seen as a blueprint for living in a “black
swan world”, the key being to love randomness, variation and uncertainty to some
degree, and thus also errors. As our bodies and minds need stressors to be in top
shape and improve, so do other activities and systems [9, 12].

In practice, alternative (2) normally applies. If we look at high risk industries
such as nuclear and oil & gas, we find a mixture of the probabilistic and the robust
approaches. It is acknowledged that the probabilistic approaches have limitations in
managing risk, surprises and the unforeseen, and need to be supplemented by robust
approaches. For societal safety and security contexts, we see this duality as even
stronger, for example in relation to terrorism risk. Here probabilistic risk assessments
are hardly used. The information provided by assigned attack probabilities is small
in most cases [7, 21].

To confront risk and uncertainties, robust thinking is needed, to a varying degree
depending on the situation. This is also true when alternative quantitative approaches
(approach 1) are adopted. Using interval probabilities in place of specific probability
numbers can allow for more balanced judgements reflecting what is known and what
is not, but, as thoroughly discussed in [8], the interval probability approach is not
easily implemented in practice—there are many challenges—and most importantly,
it cannot replace the need for robust approaches. No analytical quantitative approach,
probabilistic or not, canmake robust arrangements andmeasures superfluous, as they
will always be subject to some limitations. They can provide useful decision support,
but not prescribe what to do.

This acknowledgement implies the need for a way of thinking about risk that sees
beyond the probabilistic perspective. In engineering applications, risk is commonly
seen as expected values (probability multiplied with loss) or as the combination of
probability and consequences (loss) [5, 19, 38]. However, such a perspective is too
narrow to adequately capture the balanced setting of the approaches of category
(2), and in recent years we have seen many attempts to conceptualise risk to meet
this broader scene. One example is the new definition of risk adopted by the ISO
(2009): “risk is the effect of uncertainties on objectives”. A key aspect with this def-
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inition of risk is that uncertainty replaces probability. This may seem to be a rather
minor change, but it has important implications. It will be thoroughly discussed in the
following when reviewing recent developments in the risk field, paying special atten-
tion to the perspectives that can serve the assessment and management approaches
(2) mentioned above. The review, which will be partly based on [5], shows that there
are many frameworks and approaches suitable for (2), which give further substance
and precision to the understanding of risk compared to, for example, the ISO risk
definition. From this review we will discuss in more detail how surprises and the
unforeseen (black swans) are coped with in these frameworks and approaches. The
main purpose of the chapter is to provide new insights on the link between these
concepts—risk, surprises and the unforeseen—and to give guidance on how to ade-
quately think in this respect, first when it comes to conceptualisation, then next when
it comes to the way we should assess and manage risk, surprises and the unforeseen.

3.2 Risk Perspectives, Brief Review of Historical
and Recent Development Trends

The origin of the term “risk” is disputed in the literature, see e.g. [1] and [5], but there
seems to be broad agreement between researchers that De Moivre’s 1711 definition
is one of the first formal definitions of risk used in a risk analysis context [25].
DeMoivre defines the risk of losing any sum to be the product of the sum adventured
multiplied by the probability of the loss, i.e. risk is defined as the expected loss. This
definition is still being used in many contexts despite the strong arguments against it;
see summary of arguments in [5], Appendix A. About 200 years later, expected loss
is replaced by probability: risk is the chance of damage or loss [33]. This perspective
is further developed to reflect the magnitude of the losses and consequences, and at
the beginning of the 1980s the so-called triplet definition of risk was the dominating
understanding of the risk concept, at least in engineering contexts, which covers
events/hazards, the consequences of these and associated probabilities [38].

In the social sciences this probability-based approach to risk is challenged and
alternatives are proposed, one of the most popular being Rosa’s definition expressing
risk as a situation or event where something of human value (including humans
themselves) is at stake and where the outcome is uncertain [30, 53].

Many researchers from the social sciences refer to risk but do not distinguish
between risk per se and how risk is managed. One illustrating example is the German
sociologist Beck, who states that “Riskmay be defined as a systematic way of dealing
with hazards and insecurities introduced by modernization itself” [17, p. 21]. It
represents away of looking at riskwhich is in conflict withmost other perspectives on
risk, and it is difficult to justify. To use the words of [22, p. 151], in their investigation
of Beck’s work on risk:

It is hard to think of a less adequate definition: risk is not a way of dealing with things...
Beck’s definition would make it impossible to ask: How are we responding to this risk?, as
the response and the risk would be the same thing. Secondly, risk should not be so defined
that it applies only to ‘modernization’, for there were of course risks before industrial society.
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We also see that the concept of risk and risk perception is mixed. The percep-
tion dimension includes personal feelings and affections (for example dread) about
the possible events, the consequences of these events and about the uncertainties
and probabilities, and even judgements about risk acceptability. According to cul-
tural theory and constructivism, risk is the same as risk perception [29, 37, 65].
Beck [17, p. 55] states that “because risks are risks in knowledge, perceptions of
risks and risk are not different things, but one and the same”. Also this way of think-
ing clashes with most professional and scientific risk perspectives, as they seek to
distinguish between what is risk and what are feelings and affections, and value
statements about risk (for example, what is acceptable risk).

In the economic environment, risk has also been associated with uncertainty,
for example by Hardy as early as 1923 [32]. He states that risk is uncertainty in
regard to cost, loss or damage. We also see this perspective today, and typically the
uncertainty is expressed by the variance or standard deviation. The case that the risk is
objective uncertainty is also commonly referred to today. This perspective is to a large
extent based on Frank Knight’s work from 1921 and his conceptualisation, where
risk is used for the case that an objective probability distribution can be obtained
(and uncertainty otherwise) [42]. This nomenclature has strongly influenced the risk
area, and in particular the economic risk field. Referring to risk only when we have
objective probability distributions would mean that we exclude the risk concept
from most real-life situations, and this terminology is therefore avoided by most risk
analysts and researchers (see relevant references and discussion in [5]). Clearly, if
one adopts the subjective or Bayesian perspective on probability, Knight’s definition
of risk becomes empty. No objective probabilities exist.

The risk = uncertainty perspective is typically based on the assumption that the
expected value is the point of reference and that it is known or fixed. The uncertainty
is seen in relation to, for example, a historical average value for similar investments.
Risk captures the deviation and surprise dimension compared to this level. Without
such a reference level, the “risk = uncertainty thesis” does not work. Uncertainty
seen in isolation from the consequences and the severity of the consequences cannot
be used as a general definition of risk. Large uncertainties need attention only if the
potential outcomes are large/severe in some respect; see example in [5].

This leads us to risk perspectives highlighting both losses/consequences and
uncertainties. For short we refer to these as the (C,U ) perspectives, C denoting
the consequences of the activity and U the uncertainties (what will C be) [5, 13].
The ISO (2009) definition, where risk is being defined by the effect of uncertainty
on objectives, can be seen as a special case of this definition, with the consequences
linked to objectives [5]. The Petroleum Safety Authority Norway has implemented
a new definition of risk in line with the (C,U ) definition: For the area of health,
working environment and safety, risk means the consequences of the activities, with
associated uncertainties.1

1Risk definition of the Norwegian Petroleum Safety Authority, accessed 7th October 2015, http://
www.psa.no/risk-and-risk-management/category897.html.

http://www.psa.no/risk-and-risk-management/category897.html
http://www.psa.no/risk-and-risk-management/category897.html
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The consequences C can be seen in relation to objectives or some other refer-
ences, for example some planned numbers, and the focus is normally on negative,
undesirable consequences. There is always at least one outcome that is considered
as negative or undesirable. The consequences are with respect to something that
humans value (including life, health, environment, economic assets).

The consequences also cover events, such as a gas leakage or other hazardous
events. The knowledge dimension enters the scenewhenwe try tomeasure or describe
risk. This is performed by specifying the consequences C and using a description
(measure) of uncertainty Q (which could be probability or any other measure—
measure here interpreted in a wide sense). Specifying the consequences means to
identify a set of events/quantities of interest C’ that characterise the consequences
C . An example of C’ is the number of fatalities. Depending on which principles we
lay down for specifying C and the choice of Q, we obtain different perspectives on
how to describe/measure risk. As a general description of risk, we can write

Risk description = (C’, Q, K ), where K is the background knowledge on
which C’ and the assignment Q are based.

Adopting this risk perspective, it is argued in [3] that safety is the antonym of
risk, and that the analysts conclude on safety being high or low, and being safe, by
reference to the risk description (C’, Q, K ).

We see that such a way of understanding and describing risk allows for all types
of uncertainty representations, and it could consequently serve as a basis of a uni-
fied perspective on uncertainties in a risk assessment context. The most common
uncertainty representation is probability, but, as mentioned in Sect. 3.1, there are
also others (including those based on interval probability, possibility theory and evi-
dence theory) [15]. In all forms of risk descriptions, the knowledge dimension (data,
information, justified beliefs) and the strength of this knowledge need to be seen as
an integral part.

The risk descriptions are often based on modelling, for example using probability
models and frequentist probabilities. Probabilitymodels and frequentist probabilities
do not exist in general: they are model concepts that are meaningful only in some
situations of repeatability.

Abasicwayof categorising risk is related to the distinction between conceptualisa-
tions of risk that see risk as an objective property of the world and conceptualisations
that are based on judgements and knowledge of a person (i.e. are epistemological).
We remember the well-known phrases used by Immanuel Kant (1724–1804), “Das
Ding an sich” and “Das Ding fur mich”. Risk (and probability) can be viewed as
both an “an sich” property of the world and a “fur mich” concept; see discussions in
[4, 60].

In their famous 1981 paper [38], Kaplan and Garrick also refer to risk as quali-
tatively defined as “uncertainties + damage”, which can be seen as a version of the
(C,U ) type of definitions. However, the authors did not develop a theory for this
perspective as shown above for the (C,U ) – (C’, Q, K ) approach (this theory is
based on early work by, for example, [2, 11]).

In this chapter, we are especially concerned about how the risk perspective sup-
ports the integration of concepts like unforeseen events, surprises and black swans.
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In a recent work a new perspective on how to conceptualise, assess and manage risk
and the unforeseen, covering surprises and black swans, is presented [12]. This work
builds on the (C,U ) risk perspective and draws on ideas from the quality discourse
and the use of the concept of collective mindfulness as interpreted in studies of High
Reliability Organisation (HRO). It also provides a suggestion for a classification of
black swan type of events. We will look more closely into this perspective in the
following section.

3.3 Risk, Surprises and Black Swans

An event is commonly considered a surprise when it occurs unexpectedly and also
runs counter to accepted knowledge [31]. There exist, however, many other defini-
tions, for example: a surprising event may be regarded as one whose occurrence was
not anticipated, or which has been allocated such a low probability that the possibility
of its occurrence was effectively discounted [40, p. 69]. The literature includes many
taxonomies for classifying surprises. Examples include the dichotomies between
known (imaginable) surprises and unknown surprises, between unanticipated sur-
prises and anticipated surprises, and between the unintended, imaginable and antici-
pated [31, pp. 37–41]. An imaginable surprise occurs when the event type is known
but its occurrence was considered highly unlikely. If we know that something is
going to happen, but not when and in what form, it is referred to as an anticipated
surprise. As noted by [31, p. 40], a surprise cannot be registered in any meaningful
way without an “expectation” in some sense, to create a deviation.

In 2007, Nassim Taleb defined and popularised the concept of black swans in
his book, The Black Swan [49]. Taleb defines a black swan to be an event with the
following three attributes: firstly, it is an outlier, as it lies outside the realm of regular
expectations, because nothing in the past can convincingly point to its possibility.
Secondly, it carries an extreme impact. Thirdly, in spite of its outlier status, human
nature makes us concoct explanations for its occurrence after the fact, making it
explainable and predictable.

Several alternative definitions have been suggested, including the one recom-
mended by [8]: a black swan is to be seen as a surprising extreme event relative to
the present knowledge/beliefs. Hence the concept always has to be viewed in relation
to whose knowledge/beliefs we are talking about, and at what time. Aven and Krohn
[12] build on this definition and distinguish basically between three types of such
events:

(a) Unknown unknowns: events that were completely unknown to the scientific
environment (unknown events to us, unknown to others);

(b) Unknown knowns: events not on the list of known events from the perspective
of those who carried out a risk analysis (or another stakeholder), but known to
others (unknown events to us, known to others);

(c) Events on the list of known events in the risk analysis but judged to have a
negligible probability of occurrence, and thus not believed to occur.
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(a)

(b)

(c)

Fig. 3.1 Schematic illustration of the concepts black swan, unknown unknowns, unforeseen events,
surprising events and unthinkable events, based on the ideas presented by [12] and presented in [8]

The term “black swan” is used to express any of these types of events, tacitly
assuming that it carries an extreme impact. See Fig. 3.1, which links terms such as
black swans, surprising events and unforeseen events.

The first category (a) of black swan type of events is the extreme—the event is
unthinkable—the type of event is unknown to the scientific community, for example
a new type of virus. In activities about which there is considerable knowledge, such
unknown unknowns are likely to be rarer than in cases of severe or deep uncertainties.

The second type of black swan (b) is events that are not captured by the relevant
risk assessments, either because the analysts do not know them, or they have notmade
a sufficiently thorough consideration—the events are known to others. If the event
then occurs, it was not foreseen. If a more thorough risk analysis had been conducted,
some of these events could have been identified. The third category of black swans
is events that occur despite the fact that the probability of occurrence is judged to be
negligible. The events are known, but considered so unlikely that they are ignored;
they are not believed to occur and cautionary measures are not implemented. Here is
an example: an underwater volcano eruption occurs in the Atlantic Sea resulting in
a tsunami affecting Norway. The event is on the list of risk sources and hazards but
then removed as the probability is judged to be negligible. The occurrence will come
as a surprise. The tsunami that damaged the Fukushima nuclear plant was similarly
removed from the relevant risk lists due to the judgment of negligible probability.

A (unanticipated) surprising event (with severe impacts) is thus a black swan
according to this logic. An event of category (b) and (c) will obviously come as a sur-
prise, but it is not so obvious when we talk about category (a) unknown unknowns—
whence the dotted arrow in Fig. 3.1. Considering an activity with deep uncertainties
about the type of events that will occur and the impact they will generate, we may be
completely free of “expectations” for what is coming. Hence, it may be questioned
whether an unknown unknown is in fact coming as a surprise in such a situation.
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Similarly, we may problematise what is an unforeseen event. If an event occurs
which was judged to have negligible probability, was it then foreseen? Yes, in the
sense that the fact that it could happen was anticipated, but not in the sense that it
was not considered likely.

Think of a container of fluid; normally it is filled with water and daily people
drink from it. One day Ole drinks fluid from the container and it turns out to be of a
toxic type.We refer to it as black swan, a surprise in relation to his knowledge/beliefs
(assuming that it carries a serious impact). It need not be a new phenomenon we are
witnessing, or an unknown unknown to be labelled a black swan. In retrospect, we
explain the incident easily.

A risk analysis could have identified such an event; nevertheless, it may be sur-
prising for some people (Ole), in relation to their beliefs/knowledge. These are the
type of events we are concerned about. Let us modify the example a little. Suppose
a risk analysis has identified various types of toxic fluids that could fill the container
in special situations, but excludes a dangerous form because of a set of physical
arguments. But then, this scenario happens. The event was possible despite the fact
that it was considered impossible (extremely unlikely) by the analysts. The real-life
conditions were not the same as those that were the basis for the risk analysis, and
the event came as a surprise even for the risk analysts. In retrospect it was, however,
easily explained.

In relation to the classifications (a)–(c) above, the event is classified as belonging
to category (c). For the first case (Ole), the basis is the beliefs that this person has,
and it can then be placed under (b) or possibly (c).

Strictly speaking, it would make sense to say that an unthinkable event is an
unknown unknown. We may, however, also argue differently. Viewed from a risk
assessment point of view, an event that belongs to category (b) may also be judged as
unthinkable provided a thorough analysis has been performed to uncover all relevant
events. The question is: unthinkable for whom?

It is common to refer to the term “unexpected” when characterising surprises
and black swan type of events. However, this term is problematic to use. Consider
the following example. An event has three possible outcomes, 0, 50 and 100, with
associated probabilities 0.25, 0.50 and 0.25, respectively. Hence the expected value
in a statistical sense (the centre of gravity of the probability distribution), is equal to
50. The values 0 and 100 can thus be seen as unexpected; however, the probability
of one of these outcomes occurring is 50%, which cannot be viewed as surprising.
Clearly for this term “unexpected” to make sense, we need to interpret it in relation
to the probability distribution. What is “unexpected” needs to be understood more as
outcomes not belonging to a sufficiently broad uncertainty interval [a, b], such that
the probability of the quantity of interest not being covered by this interval is small,
say less than 5%.
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3.4 Assessing and Managing Surprising Events
and Black Swans

It is a common perception that the challenge in dealing with surprises and black
swans lies in the fact that they are beyond the sphere of probability and risk (e.g.
[31]). However, in linewith the new (C,U ) risk perspectives, the issue of confronting
such events is at the core of risk management. A suitable conceptualisation for this
has been established, summarised in the previous section; now the challenge is to
develop adequate types of risk assessments and management policies. Let us first
reflect on how this can be done for risk assessment.

3.4.1 Assessment

Many types of traditional risk assessment methods address the issue of what can
happen, for example HAZOP, HazId, fault tree and event tree analysis [66]. Using
these methods, hazardous events and scenarios are identified, but as risk is an issue,
uncertainties and likelihood related to these events and scenarios are also addressed,
in a qualitative or quantitative way. Based on considerations of probability, some
events and scenarios can be judged to pose a negligible risk and not be followed up
any further. With an increased focus on surprises and black swan types of events
and scenarios, we need to reconsider the use of these methods. We have to challenge
the premises that the analyses are based on, the assumptions that the probability
judgements are relying on, etc., as for example indicated in [6, 12]. It is beyond
the scope of this chapter to present specific methods for how to carry out such
extended analyses; rather, the aim is to point to some key challenges and provide
some preliminary reflections on possible routes for the research and development
within these areas.

Kaplan et al. [39] provide some ideas for new tools in this direction, the so-called
anticipatory failure determination (AFD). This method is an application of I-TRIZ,
a form of the Russian-developed Theory of Inventive Problem Solving. This method
is particularly suitable for scenarios involving human error, sabotage, terrorism, and
the like. The relevance of the TRIZ methodology to risk analysis is rooted in the fact
that revealing and identifying failure scenarios is fundamentally a creative act, yet it
must be carried out systematically, exhaustively, and with diligence [39]. Traditional
failure analysis addresses the question, “How did this failure happen?” or “How can
this failure happen?”. The AFD and TRIZ go one step further and pose the question,
“If I wanted to create this particular failure, how could I do it?” The power of the
technique comes from the process of deliberately “inventing” failure events and
scenarios [48]. See [8] for a simple application example of this method.

These methods can be supported by different types of analysis frameworks, for
example, Actor Network Theory (ANT) [44, 48]. ANT seeks to understand the
dynamics of the system by following the actors – it asks how the world looks through
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the eyes of the actor doing thework. As highlighted by [27, p. 1630] and [48], through
this approach issues emerge pertaining to the roles that tools and other artefacts
(actors) play in the actor-network in the accomplishments of their tasks.

TRIZ provides one type of creative thinking; there are many others, as discussed
by for example [57]. There is obviously a potential for further developments of
analysis methods for black swan types of events using some of these. The first step
would be to assess the suitability of the various techniques for such a purpose.

The area of scenario analysis can add valuable input to the risk assessments. Here
scenarios are developed describing potential future conditions and events, using vari-
ous techniques [23]. There is no search for completeness and characterisations of the
uncertainties and risks, as in traditional risk analysis, but in the case of large uncer-
tainties and a lack of accurate prediction models, the generation of such scenarios
may provide useful insights about what could happen and possible black swans. The
deductive (anticipatory, backwards) scenarios are of particular importance in this
respect, where we start from a future imagined event/state of the total system and
question what is needed for this to occur. System thinking, which is characterised by
seeing wholes and interconnections, is critical if we are to identify black swans, as
for example highlighted bymany scholars of accident analysis, organisational theory
and the quality discourse [28, 58]. Using for example techniques such as event trees
to reveal scenarios has strong limitations, as the analysis is based on linear inductive
thinking [35, 46].

The risk description of an activity could be strongly influenced by the available
signals and warnings, and hence we need to question to what degree the risk assess-
ments are able to reflect these signals and warnings, in particular attitudes such as
awareness and mindfulness in relation to these. A number of techniques exists which
can contribute to enhance such attitudes, for example the use of the Johari Window
concept [63] and ideas from the collective mindfulness concept used for High Relia-
bility Organizations [61]. Further developments are, however, required to better link
signals and warnings, with the associated awareness and mindfulness concepts, to
risk. Some initial reflections on the topic are provided by [12, 41].

Another method that may be useful in revealing black swans is red teaming,
which serves as a devil’s advocate, offering alternative interpretations and challeng-
ing established thinking [48]. For example, “businesses use red teams to simulate the
competition; government organisations use red teams as ‘hackers’ to test the secu-
rity of information stored on computers or transmitted through networks; themilitary
uses red teams to address and anticipate enemy courses of action” [16, p. 136]. Red
teaming challenges assumptions, generalisations, pictures or images that influence
how we understand the world and how we take action, i.e. our mental models [54].
[26, p. 39] argues that Murphy’s Law is wrong: everything that can go wrong usually
goes right, and then we draw the wrong conclusions. Red teaming can help us to see
why, by pointing to alternative scenarios and outcomes.

Probabilities and interval probabilities may be used to express uncertainties and
degrees of belief, but equally important is the knowledge these are based on. Crude
probability judgements can indicate that some events are unlikely, but such state-
ments need to be supplemented with assessments of strength of knowledge that the
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judgements are based on and in particular the assumptions that they are based on.
Ideas for how this can be conducted is outlined in [5] and [6], for example using the
concept of assumption deviation risk.

3.4.2 Risk Management

Tomanage risk, threemajor categories of measures/strategies are commonly referred
to [14, 52]: risk-based approaches (use of risk analysis), cautionary and precaution-
ary approaches (including strategies based on robustness and resilience), and discur-
sive strategies. The risk-based approach can be used alone only in cases when the
knowledge is very strong and the uncertainties small. In most situations, all three
strategies are required. The challenge is to find the adequate balance between these
approaches and strategies, in particular between the first two. When the stakes are
high and the uncertainties large, we obviously need to highlight robust and resilient
solutions and arrangements to be prepared in case some extreme unforeseen events
should occur. Potential surprises and black swans call for robustness and resilience,
and antifragility, as argued for by [50], see also Sect. 3.1 and [10].

Adaptive risk management also needs to bementioned here. This is a type of man-
agement which seeks to treat risk by considering a set of alternatives and dynamically
tracking these to gain relevant information and knowledge about the effects of dif-
ferent courses of action [34, 64]. Such a strategy is especially attractive in the case
of large/deep uncertainties, as discussed in [24]. This reference also points to several
other risk management tools that can be used to confront deep uncertainties in a risk
context, including learning what to do by well-designed and analysed trial and error.
See [20] for an offshore application of adaptive risk management in a (C,U ) risk
perspective.

The risk-based approaches incorporate risk assessments but need to be extended
and have a broader scope than the standard probabilistic analysis commonly seen
in textbooks and practice today, as indicated in the previous section. A focus on
knowledge building, transfer of experience and learning, represents an important
means to reduce the risk related to surprises and black swans, by obtaining improved
understanding of relevant systems and activities, models and the ability to predict
what is coming. To provide a suitable foundation for such improvements, we need a
platform that incorporates adequate concepts, assessment andmanagement principles
and methods. This is a research issue, and some ideas for how such a platform can be
defined are presented by [12]. The idea is to integrate the conceptual framework of
the (C,U ) risk perspective as outlined in Sect. 3.2, with associated assessment and
management principles and methods, and add theories and practical insights from
other fields specifically addressing the knowledge dimension and the black swans.
In [12], two areas are given main attention, first the collective mindfulness concept
with its five principles: preoccupation with failure, reluctance to simplify, sensitivity
to operations, commitment to resilience and deference to expertise. These elements
represent criteria for checking the soundness of the understanding and treatment
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of the risk at various stages of the accident scenario, including the planning phase
of the actual operation. There is a vast amount of literature (see e.g. [36, 45, 61,
62]) demonstrating that these five principles explain High Reliability Organizations
(HROs) well and that the collective mindfulness concept thus can be used as an
effective instrument for managing risks, the unforeseen and potential surprises.

In addition, the use of ideas from the quality discourse, with its link to the concepts
of “common-cause variation” and “special-cause variation”, and the continuous focus
on learning and improvements, are added. Common causes capture “normal” system
variation, whereas the special causes are linked to the unusual variation and the
surprises (black swans) [18, 28, 55, 56].

There are a number of other risk management approaches, based on different
ideas and traditions, which could be added to those briefly mentioned above. See
for example [43, 46, 47]. However, for the purpose of the present chapter, the above
review suffices, as it provides a basis for discussing how the integrated framework
and thinking outlined above (summarised in [12]) can be used in a practical risk
management context. The main uses of the framework are:

1. As a general guideline for designing methods and tools for understanding, assess-
ing, managing and communicating risk and safety

2. As ameans for evaluating (also covering suggestions for improvement) the quality
(“goodness”) of various risk management activities, such as use of various types
of risk assessment, barrier principles, risk management strategies (for example
use of the ALARP2 criterion)

3. As a supplement to standard accident investigation procedures, by drawing atten-
tion to critical issues such as the violation of the five collective mindfulness prin-
ciples, and issues related to knowledge, uncertainties, variation, the unforeseen,
surprises and black swans, from different perspectives (individuals and groups)
and points in time

4. As a means for evaluating the quality (“goodness”) of a concrete risk assessment
being conducted

5. As a means for evaluating the quality (“goodness”) of the risk understanding in
relation to critical operations, reflecting the ability to understand the total system,
relevant knowledge, transfer of experience and learning.

To illustrate the use, let us look into some examples from the petroleum industry.
As a first example, let us consider the guidelines from the Norwegian Petroleum

Safety Authority (PSA-N) for barrier management principles [51]. With respect to
concepts, principles and main thinking for the understanding, assessment and man-
agement of risk and safety, it can be concluded that the document is very much in
line with the integrated framework presented here. This applies, for example, to the
meaning of the concept of risk. A further analysis of the five collective mindfulness
principles and aspects highlighted by the quality discourse reveals two main chal-
lenges. The first one relates to the reluctance to simplify criterion of the collective
mindfulness concept. Although the barrier principles highlight the need for a total

2ALARP: As Low As Reasonably Practicable.
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system view with a focus on total barrier functions, the strong emphasis on the speci-
fication of detailed barrier element performance requirements may lead to difficulties
in practice.Meeting the barrier element performance requirements may give the false
perception that the risks are low and the barrier functions fulfilled. As we know, the
connections between barrier element performance, risk and satisfying barrier func-
tions are often unclear. Good performance numbers for the detailed barrier elements
are no guarantee of safety. Holistic thinking is important, particularly for being able
to identify black swans as well as for ensuring robustness and resilience. From a
practical point of view, we may find that both the industry and the agency, through
their auditing, are happy with a regime that highlights the barrier element as it is
simple and easily followed up, compared to broader more judgemental assessments
of barrier function performance and risks. The PSA-N is aware of this challenge, and
it will be interesting to see how the implementation process will proceed.

The second challenge of these barrier management principles relates to manage-
ment by objectives and the compliance focus, and is linked to the discussion above
concerning the reluctance to simplify. The approach recommended by the PSA-N
document has a strong emphasis on formulating, assigning and satisfying perfor-
mance requirements, which can easily lead to an excessively strong focus on meet-
ing requirements rather than on identifying the overall best solutions and measures.
Experience has shown that such an approach represents a serious challenge – the
compliance regime prevails, much more than the improvement processes which are
always highlighted in theory but often fail to be given priority when in competition
with the convenience and practical attractiveness of compliance procedures.

The second example of applications 1.–5. relates to the use of job safety analysis
in an industrial setting. In a job safety analysis, hazards linked to the various sub-
tasks are identified, and risk is described by a risk matrix covering consequence and
probability. Based on this risk description, an overall judgement about safety and
risk acceptability is made. An evaluation of this method (Use 2), quickly reveals that
the way risk is described is based on a probability-based thinking on risk, and, as
discussed in Sect. 3.2, this perspective can be criticised by not properly reflecting
the strength of knowledge that the assessments are based on, uncertainties, surprises
and black swans. It is beyond the scope of the present chapter to provide a detailed
solution to this challenge, but some ideas have already been pointed to above, in the
last paragraph of Sect. 3.4.1, by incorporating judgements of the strength of knowl-
edge that the probability-based judgements are based on, and making assessments of
the so-called assumption deviation risk. Specific related black swan type of analysis
should also be considered, some type of red-teamanalysis asmentioned in Sect. 3.4.1,
for example using the ideas outlined in [6]:

First make a list of all types of risk events having low risk as scored by the three dimensions:
assigned probability, consequences, and strength of knowledge. Then carry out a review
of all possible arguments and evidence for the occurrence of these events, for example by
identifying historical events and experts’ judgements not in line with common beliefs. To
conduct these assessments, experts are needed that are not members of the core group of
analysts conducting the more standard parts of risk assessment. The idea is to allow for and
stimulate different views and perspectives, in order to break free from the prevailing beliefs
and obtain creative processes.
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Further examples can be found in [8]. This leads us to the third example, linked
to the fourth use of the integrated framework. A risk analysis team has conducted a
risk assessment in relation to a critical maintenance operation, a job safety analysis.
To evaluate the quality of this analysis, we apply the principles of the integrated
framework, presuming that the intention now is to conduct it in line with the prin-
ciples just outlined. A check is made that the analysis covers what can go wrong,
causes, barriers, consequences and likelihood, as well as issues linked to uncertain-
ties, knowledge, surprises and black swans. A key point is that the analysis is clear
on what are the key assumptions and beliefs that the judgements are based on, and
that these assumptions and beliefs are challenged as discussed in an appropriate way.
Key control questions relate to the data and information supporting the assessment,
and the ability of the analysts to provide a meaningful presentation of the results,
which is clear on what the analysis provides and what the limitations are. In the
concrete example studied, it turned out that the results relied on a key assumption
which was not questioned in the uncertainty analysis, despite the fact that the review
showed that some critical questions to it had been raised in some other contexts.
These questions were, however, not known to the analysis team first performing the
risk analysis.

This critical maintenance operation is also considered in the example adopted for
the fifth use. We would like here to apply the framework to evaluate the risk under-
standing of personnel that are to carry out the work. The focus is on the potential
hazards, their causes and consequences, including barriers, as well as the likelihood.
Special attention is paid to signals and warnings that can give an indication of the
occurrence of some more severe hazardous situations, and how to sense these sig-
nals and warnings and make adequate adjustments. The degree to which the insights
provided by the relevant risk assessments are known and understood is questioned.
This relates to all the issues mentioned above (what can go wrong, causes, barriers,
consequences and likelihood), but also covers issues linked to uncertainties, knowl-
edge, surprises and black swans (if such issues have not been addressed by the risk
assessment, a separate analysis of such issues needs to be added to be in line with
the recommended thinking). A key issue is to reveal what are the main assumptions
and beliefs that the judgements are based on, and how to cope with surprises relative
to these assumptions and beliefs. In the specific case considered here, the fourth
collective mindfulness principle was pointed to as a weakness, as the issue of robust-
ness and resilience had not been properly thought through. The current standard in
the company for how to carry out such operations, fails to stress the importance of
commitment to resilience. Moreover, it was identified that key personnel had a lack
of understanding of the system, and that important experience from some recent
operations had not been captured by the risk assessment and was not known to all
the personnel involved in carrying out the critical operation.

For an example linked to accident investigation (Use 3.), see [59, p. 82]. See
[6, 12] for some other examples of Use 2., linked to risk acceptance criteria and the
implementation of the risk reduction principle ALARP.
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3.5 Conclusions

We have reviewed some recent advances in the risk field, linked to the conceptuali-
sation of risk and specifically addressing unforeseen events, surprises and so-called
black swans. Some ideas for new types of risk analyseswere briefly outlined before an
integrated framework was presented which extends the traditional probability-based
perspectives on risk to broader ways of thinking about risk, which give due attention
to the uncertainties and also draw on ideas from the quality discourse and organi-
sational learning (collective mindfulness and its five principles: preoccupation with
failure, reluctance to simplify, sensitivity to operations, commitment to resilience and
deference to expertise). Using some simple examples it is shown how this frame-
work can be used in practice, as a tool to improve the understanding, assessment,
management and communication of risk. Further research and testing are, however,
required to be able to use this framework in practical settings. Such research and
testing are currently being conducted in the Norwegian oil and gas industry.
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