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Preface

This volume of the Springer book series Communications in Computer and Informa-
tion Science contains the proceedings of WIVACE 2015: the 10th Italian Workshop on
Artificial Life and Evolutionary Computation, held in Bari (Italy), during September
22–25, 2015. WIVACE was first held in 2007 in Sampieri (Ragusa), as the incorpo-
ration of two previously separately run workshops (WIVA and GSICE). After the
success of the first edition, the workshop was organized every year with the aim of
offering a forum where different disciplines could effectively meet. The spirit of this
workshop is to promote communication among single research “niches” hopefully
leading to surprising “crossover” and “spill over” effects.

Events like WIVACE are generally a good opportunity for new-generation or soon-
to-be scientists to get in touch with new subjects in a more relaxed, informal, and (last
but not least) less expensive environment than in large-scale international conferences.

Traditionally focused on evolutionary computation, complex systems, and artificial
life, since the last two editions the WIVACE community has been opened to
researchers coming from experimental fields such as systems chemistry and biology,
origin of life, and chemical and biological smart networks.

In this respect, WIVACE 2015 was jointly organized with a COST Action CM1304
(Emergence and Evolution of Complex Chemical Systems) meeting. The theme of this
meeting, “Biomimetic Compartmentalized Chemical Systems,” offered several
intriguing topics to WIVACE participants and boosted the fertilization between theo-
retical and experimental approaches to complex dynamical systems. In fact, one of the
scientific challenges nowadays is the creation of life from artificial chemical compo-
nents. This means reproducing, at least, the basic aspects of life, such as the ability to
reproduce, the compartmentalized nature, and the far-from-equilibrium character.
Within the WIVACE community, experimental work has been harmonized in a well-
established theoretical framework, which takes into account the complexity and
intrinsic nonlinearity of life and can master and guide new experimental findings.

As editors, we wish to express gratitude to all the attendees of the conference and to
the authors who spent time and effort to contribute to this volume. We also
acknowledge the precious work of the reviewers and of the members of the Program
Committee. Special thanks, finally, to the invited speakers for their very interesting and
inspiring talks: Marco Dorigo from the Université Libre de Bruxelles, Belgium, Marco
Gori, from the University of Siena, Italy, Ricard Solè, from the Universitat Pompeu
Fabra, Barcelona, Spain, Kepa Ruiz-Mirazo, from the University of the Basque
Country, Spain, Davide Scaramuzza, from the University of Zurich, Switzerland,
Christodoulos Xinaris, from the research institute Mario Negri, Italy and Annette
Taylor, from the University of Sheffield, UK.

The 18 papers presented were thoroughly reviewed and selected from 45 submis-
sions. They cover the following topics: evolutionary computation, bioinspired algo-
rithms, genetic algorithms, bioinformatics and computational biology, modelling and



simulation of artificial and biological systems, complex systems, synthetic and systems
biology, and systems chemistry— and they represent the most interesting contributions
to the 2015 edition of WIVACE.

September 2015 Federico Rossi
Fabio Mavelli
Pasquale Stano
Danilo Caivano

VI Preface
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A Fair Comparison Between Standard
PSO Versions

Roberto Ugolotti and Stefano Cagnoni(B)

Department of Information Engineering, University of Parma, Parma, Italy
cagnoni@ce.unipr.it

Abstract. Too often, when comparing a set of optimization algorithms,
little effort, if any at all, is spent for finding the parameter settings which
let them perform at their best on a given optimization task. Within
this context, automatizing the choice of their parameter settings can
be seen as a way to perform fair comparisons between optimization
algorithms.

In this paper we first compare the performances of two standard
PSO versions using the “standard” parameters suggested in the litera-
ture. Then, we automatically tune the parameter values of both algorithms
using a meta-optimization environment, to allow the two versions to per-
form at their best.

As expected, results obtained by the optimized version are substan-
tially better than those obtained with the standard settings. Moreover,
they generalize well on other functions, allowing one to draw interesting
conclusions regarding the PSO parameter settings that are commonly
used in the literature.

Keywords: Particle swarm optimization · Meta-optimization ·
Automatic parameter tuning

1 Introduction

Every year, many “novel” versions of bio-inspired algorithms are presented to
the scientific community, by authors who claim that they are able to easily out-
perform the older versions. This kind of papers has been described in [1] as
“horse-race papers”. In spite of their huge number, the vast majority is imme-
diately forgotten. The main reason is that winning a race is easy if you can
accommodate the rules, choose the track and select your opponents.

Comparing different algorithms is a critical task because, in addition to many
other requirements, making a fair comparison implies that all algorithms must be
run at their best, to avoid drawing conclusions which may be suggested by results
of wrong implementations or sub-optimal parameter settings. A possible way to
do so is to let an automatic parameter tuning technique tune the parameters
of the algorithms under consideration to the problem at hand, avoiding any
external biases such as assumptions made by the researchers themselves or use
of “standard” parameter settings.
c© Springer International Publishing Switzerland 2016
F. Rossi et al. (Eds.): WIVACE 2015, CCIS 587, pp. 3–14, 2016.
DOI: 10.1007/978-3-319-32695-5 1



4 R. Ugolotti and S. Cagnoni

The goal of this paper is to perform an unbiased comparison between the
performance of two standard Particle Swarm Optimization (PSO [2]) versions
using an automatic parameter tuning procedure that selects the settings for each
algorithm to let them both perform at their best.

In the remainder of this paper we present the Standard PSO versions taken
into consideration (Sect. 2) and the method used to automatically optimize their
parameters (Sect. 3). Then, Sect. 4 will describe the experimental setting and the
results of the comparison. Finally, in Sect. 5 we will summarize the conclusions
and present some possible future extensions of this work.

2 Standard PSO Versions

PSO is a stochastic population-based metaheuristic first introduced by Kennedy
and Eberhart in 1995. Since then, it has been used in a huge number of applica-
tions [3] and almost as many variants to the original algorithm have been pro-
posed [4]. These variants mainly modify the communication among particles [5]
and the position and velocity update functions [6]. To simplify the analysis of PSO
variants by providing references, “Standard” PSO versions have been defined by
some researchers [7].

Three Standard PSO (SPSO) versions have been presented so far: SPSO2006,
SPSO2007 and SPSO2011. The first two differ only very slightly, therefore we
will just compare SPSO2006 and SPSO2011.

2.1 SPSO 2006 and SPSO 2007

The goal of PSO is finding the optimum of a function within a search space S of
dimensionality D. S can be considered without loss of generality as a hyperpar-
allelepid limited by lower and upper limits for each dimension (ld ≤ xd ≤ ud, d =
1, . . . , D). To do so, a population composed of P elements (P = 10+int(2 ·√D))
moves across the search space S. Each particle Pi, i = 1, . . . , P in the popula-
tion is characterized by its position xi(t) and velocity vi(t), which are randomly
initialized:

xd(0) = U(ld, ud)

vd(0) =
U(ld, ud) − xd(0)

2

where U(a, b) is a uniform random number in [a, b]. The particles then update
their velocity and position according to the following equations:

vi(t) = w · vi(t − 1) + U(0, c1) · (pi − xi(t − 1)) + U(0, c2) · (li − xi(t − 1))
xi(t) = xi(t − 1) + vi(t) (1)

The parameter w (inertia factor) is set to 1
2·ln(2) � 0.721 and c1 = c2 =

0.5 + ln(2) � 1.193. The term pi represents the best-fitness position visited so
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far by particle i, while li is the best-fitness position visited so far by any particle
in particle Pi’s neighborhood.

A neighborhood is the set of particles that informs a particle. Besides the
original global-best and local-best, a commonly-used topology is the so-called ring
topology, a toroidal topology according to which each particle’s neighborhood is
composed of itself, the previous K and the following K particles, according to an
arbitrary order which is set during intialization. In SPSO2006 the neighborhood
is structured according to the “adaptive random topology” (ART). In the early
iterations of the optimization process, and after each iteration with no improve-
ment of the best fitness value reached so far, the graph of the information links is
updated: each particle informs itself and K = 3 randomly chosen particles (the
same particle may be chosen several times). This means that each particle can be
informed by a number of particles between 1 and P . An alternative is to compute
a probability p = 1 − (1 − 1

P )K and add a link between two particles i and j only
if Ui,j < p. We call this topology “probabilistic random topology” (PRT).

Equation 1 is slightly different for the SPSO2007 version: when pi = li,
the last element in the velocity update equation is removed. The other slight
differences between these two versions are described in [7].

When a particle falls outside S, its position is set as the minimum (or maxi-
mum) valid value for all coordinates and its velocity is reset to 0.

A study on convergence analysis and parameter selection of SPSO2006 using
stochastic process theory has been presented in [8], where the regions of the w,
c1, c2 space where local convergence is guaranteed have been located.

2.2 SPSO 2011

SPSO2011 differs from SPSO2006 by a few details. One is velocity initialization:

vd(0) = U(ld − xd(0), ud − xd(0))

Another is velocity re-initialization when a particle exits the search space:

vd(t + 1) = −0.5 · vd(t)

However, the most significant one regards position and velocity updates. Let
gi(t) be the center of gravity of three points: xi(t), a point “close” to pi(t), and
another one close to li(t):

gi(t) =
1
3

· [xi(t) + (xi(t) + c1(pi(t) − xi(t))) + c2(li(t) − xi(t)))]

A new point xi
′
(t) is randomly selected within the hypersphere centered in

gi(t) with radius ||gi(t) − xi(t)||. Then, the particle’s velocity is updated as:

vi(t + 1) = w · vi(t) + xi
′
(t) − xi(t) (2)

and the new position as:
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xi(t + 1) = w · vi(t) + xi
′
(t)

These features make SPSO2011 invariant to rotation and help to extract new
points from a more uniform distribution, avoiding biases which characterized the
previous versions.

Other differences regard the parameters of PSO. The population size is not
bound to the dimensionality of the problem and its choice is left to the developer,
even if authors suggest a value of 40.

Much work has been done to derive general results on some properties
of SPSO versions. Bonyadi and Michalewicz [9] studied some properties of
SPSO2011, namely stability, local convergence, and sensitivity to rotation. They
proved that SPSO2011 is invariant to rotation, scaling and translation of the
search space and that the parameter values (they simplified the problem by fix-
ing c = c1 = c2) for which SPSO2011 reaches stability change with the dimen-
sionality of the problem. This is due to the fact that, while in the previous PSO
versions the dimensions were all updated independently of each other, in this
case the update rules involve all dimensions at the same time.

Zambrano-Bigiarini et al. [10] have applied SPSO2011 to the CEC 2013
benchmark [11], showing that SPSO2011 performs well on separable and uni-
modal functions but has problems with the optimization of all the composition
functions and, in general, with the non-separable, asymmetrical, highly multi-
modal ones. A relevant property of such a PSO version is its scalability, since it
can yield similar performances with different problem dimensions.

3 Meta-Optimization

Among the many possible ways to automatically select the best parameter values
for a metaheuristic (MH), Meta-Optimization (see Fig. 1) is one of the most
commonly used.

The block in the lower part of the image represents a traditional optimization
problem: a MH, referred to as Lower-Level MH (LL-MH) optimizes a function.

Fig. 1. Scheme of Meta-Optimization. The Tuner MH searches in the space of Lower
Level MH (LL-MH) parameters. When a LL-MH configuration is generated, it is tested
T times and an aggregated result is taken to be its fitness.
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The Tuner MH (above in the figure) works very similarly, except for operating
in the search space of the parameters of LL-MH rather than in the search space
of the problem to be solved. This means that Tuner MH generates possible LL-
MH configurations. For each set of parameters, an entire optimization process
using LL-MH is repeated T times on the function(s) taken into consideration.
An aggregated measure of the results of T (e.g., the average final fitness, or the
time needed to reach a solution), called “Quality” in the image, represents the
fitness value of a member of the Tuner MH population, which is run until it
converges or until a certain time budget runs out.

The idea underlying Meta-Optimization was first introduced in [12], while
Grefenstette [13] demonstrated the effectiveness of a meta-GA a few years later.

More recently, several methods based on the same paradigm have been pro-
posed: REVAC (Relevance Estimation and Value Calibration [14]) is a method
inspired by the Estimation of Distribution Algorithm (EDA [15]). Meissner
et al. [16] used PSO to tune itself and applied the optimal parameter sets to
neural network training; Pedersen [17] used Local Unimodal Sampling to tune
DE and PSO parameters, obtaining good performance and discovering unexpect-
edly good parameter settings. ParamILS [18] performs a local search starting
from a default parameter configuration, which is iteratively improved by modi-
fying one parameter at a time; FocusedILS [19] improves ParamILS by spending
more budget on the most promising areas.

A comprehensive review of Meta-Optimization methods, and automatic para-
meter tuning in general, can be found in [20].

3.1 Meta-Optimization Environment

SEPaT (Simple Evolutionary Parameter Tuning) is an implementation of the
Meta-Optimization paradigm, introduced in [21]. In this case the algorithm used
as Tuner-MH is Differential Evolution (DE [22]).

In this approach, each individual in a Tuner-MH represents a set of parame-
ters of the LL-MH which is to be tuned. This optimizer is tested T times on a
set of F functions. The resulting fitness is composed of a 2 × F array of values
(F averages and F standard deviations). These fitness values are then used by
the tuner when its elements need to be compared. A set of parameters is better
than another if it obtains better results on the majority of the F functions. In
case of a tie, the winner is selected comparing the sum of Welch’s t-test values
over the F functions.

A problem with meta-optimizing PSO is the need to tune both numerical
and nominal parameters, which are choices (e.g. PSO topology) that cannot be
ordered according to any criterion and therefore are not directly searchable by
a continuous optimization method like DE. The strategy we followed consists of
representing each possible choice by a vector with as many real-valued elements
as the options available, and selecting the option corresponding to the element
having the largest value. Therefore the problem dimension is equal to: Nnum +∑Nnom

i=1 Nc(i), where Nnum is the number of numerical parameters, Nnom is the
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Fig. 2. Encoding of PSO configurations in a tuner MH.

number of nominal parameters, and Nc(i) is the number of choices available for
the ith nominal parameter.

We optimized the following numerical parameters: population size, inertia
factor w, c1, c2, and neighborhood size K; the nominal parameters were:

– Topology: the three possible choices are ART, PRT, and ring;
– Particles’ update: the possible choices are following the SPSO2006 strategy

(Eq. 1) or SPSO2011 (Eq. 2).

Therefore, the DE individuals within the tuner are encoded as in Fig. 2.
The parameters of the DE-based tuner were set as: 64 individuals, 40 genera-
tions, crossover rate of 0.9, scale factor 0.5, target-to-best mutation, exponential
crossover. The ranges allowed for parameters’ values are presented in Table 1.

Table 1. Ranges of variability for the PSO parameter values allowed during meta-
optimization. The ranges for the numerical parameters are much wider than those
usually considered in the literature, to allow the tuner to “think outside the box”.
During meta-optimization all values are normalized in the range [0, 1] and a linear
scaling transformation is performed when a LL-MH is instantiated.

Parameter Range/Values

Population size [4, 300]

Inertia factor (w) [−0.5, 1.5]

c1 [−0.5, 4.0]

c2 [−0.5, 4.0]

K [1, 50]

Topology {ART, PRT, ring}
Update {SPSO2006, SPSO2011}

4 Experimental Results

4.1 Standard Versions

We first present the results of a direct comparison between SPSO2006 and
SPSO2011. The parameter values used by the basic versions are the ones
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suggested in [7] and in [10] and are the same for the two versions: population
size of 40, adaptive random topology with K = 3, c1 = c2 = 0.5 + ln(2) and
w = 1

2·ln(2) .
Table 2 presents the results obtained by SPSO2006 and SPSO2011 over the

28 functions that compose the CEC 2013 benchmark [11] in 10, 30, and 50
dimensions. For each PSO version and each function, 51 independent runs were
performed with a termination criterion of 1000 · D fitness evaluations. Median
final fitness and standard deviations are reported in the tables. The last column
of each group indicates which version performed better (if any) according to the
results of Wilcoxon signed-rank tests with a significance value of 0.01.

In 10 dimensions, SPSO2011 performs better than SPSO2006 on 13 functions,
a tie occurs in 9 cases and SPSO2006 is better 6 times. These results are generally
confirmed when increasing the dimensionality to 30 (SPSO2011 wins 11 times,
SPSO2006 6 times) and 50 (SPSO2011 wins 13 times, SPSO2006 6 times).

Usually SPSO2006 performs better on separable functions (f5, f11, f22)
because it updates each dimension independently of the others and is therefore
more suitable for this kind of problems. The same happens for non-rotated func-
tions (f14, f17). In the other situations (multimodal, rotated, non-separable
functions) SPSO2011 usually obtains better results. Nevertheless, both versions
are unable to solve the majority of the functions.

4.2 Meta-Optimization

The next step was the meta-optimization of the parameters. We divided the (10-
dimensional versions of) CEC 2013 functions into a training set and a test set.
The training set included 7 functions, the remaining 21 composed the test set.
To avoid biases favoring any of the two versions, the training set included three
functions on which the two SPSO versions yield the same results (f1, f3, f8),
two in which SPSO2006 performs better than SPSO2011 (f11, f21) and two for
which the latter was better (f10, f23). The functions in this set were chosen such
that they covered a wide range of function properties, like unimodal/multimodal,
separable/non separable, symmetrical/asymmetrical and rotated/non rotated.

The set of PSO parameters obtained by SEPaT are presented in Table 3. The
most striking difference with the parameter values suggested for SPSOxx regards
the population size. The number of elements in the population was already
suspected of being responsible for bad performance of PSO [10], implying that
40 was too small a number of elements. Nevertheless, K is proportionally lower
if one considers the ratio between number of elements in the population and
the neighborhood size; this suggests that the best strategy for PSO is to use
many particles with little communication between one another. Considering this,
strategies like niching and sub-swarming seem to be beneficial.

Interestingly, although SPSO2011 performed better using the standard para-
meters, SEPaT chose to update velocity and position of the particles according
to SPSO2006. This choice needs to be analyzed more in depth, but it suggests
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Table 3. PSO parameter values found by the meta-optimization process.

Parameter Value

Population size 246

Inertia factor (w) 0.687378

c1 0.246448

c2 0.701503

K 6

Topology ART

Update SPSO2006

that a correct parameter setting may overturn the conclusions derived from the
comparison of two algorithms based on the standard parameter values.

Regarding the other numerical parameters, the inertia factor is close to the
values commonly used in the literature, while c1 and c2 tend to be smaller than
the ones usually suggested. Moreover, c2 is larger than c1, improving the ability
of the particles to communicate with one another, rather than following their
own paths. The combination of these parameters is not in the range of local
convergence estimated in [8]: this is a further suggestion that the exploration
ability is more important than the exploitation phase.

Table 4 shows the results obtained by the tuned version on the 28 functions of
the CEC 2013 benchmark. For each of the three problem dimensions considered
(10, 30, and 50), the table shows the median and the standard deviation of the
final fitness. The last column of each group shows, for the functions which were
not considered during the tuning phase, which PSO version obtained the best
results according to the Wilcoxon signed-rank test.

It can be observed that the tuned version (indicated by TPSO) is able to
improve the results of the standard versions on the majority of the functions,
including those which were not within the ones that were tuned. This supremacy
is also confirmed, and in some cases improved, when the dimensionality of the
problem increases to 30 and 50, showing that our approach is able to find para-
meter sets that generalize well. In particular, the standard versions perform
comparably on the unimodal functions, while the tuned version is constantly
better on the multimodal and composition ones.

The plots in Fig. 3 show in which way the tuned version outperforms the
standard ones. The standard versions start faster thanks to the smaller popula-
tion but, after a while, they cannot improve their results any further, while the
tuned version constantly keeps finding better solutions without getting stuck into
local minima. The fast convergence of SPSO2011 is also witnessed by the results
on the CEC 2013 competition [23]: here PSO was one of the best-performing
algorithms when a very low number of function evaluations was considered, and
one of the worst after the entire evaluation budget was consumed.
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Fig. 3. Some examples in which the tuned PSO performs better than the standard
version (in 10 dimensions).

5 Conclusions and Future Work

In this work, we compared two standard versions of Particle Swarm Opti-
mization, SPSO2006 and SPSO2011. First, we compared them using standard
parameter settings. Under these conditions, this comparison showed a slight
supremacy of SPSO2011.

Then, we used a meta-optimization environment to tune their parameters
and to select between their update strategies, and we were able to systematically
improve PSO performance also on unseen functions. Regarding PSO parameter
settings, the main conclusion is that, especially for multi-modal functions, PSO
needs a larger population than suggested by the authors of the standard ver-
sions. Regarding topology, in the tuned version this large population is sparsely
connected, which suggests that approaches like sub-swarms and niching could
improve PSO’s performance.

Since the results we obtained are better than for standard settings of standard
versions, we suggest that researchers use the parameters reported in Table 3 when
comparing a novel modification to the standard algorithm, especially when using
the same popular collection of functions as benchmark.
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Abstract. The identification of system’s parts that rule its dynam-
ics and the understanding of its dynamical organisation is a para-
mount objective in the analysis of complex systems. In previous work
we have proposed the Dynamical Cluster Index method, which is based
on information-theoretical measures. This method makes it possible to
identify the components of a complex system that are relevant for its
dynamics as well as their relation in terms of information flow. Complex
systems’ organisation is often characterised by intertwined components.
The detection of such dynamical structures is a prerequisite for infer-
ring the hierarchical organisation of the system. The method relies on a
ranking based on a statistical index, which depends on a reference sys-
tem (the homogeneous system) generated according to a parametrised
sampling procedure. In this paper we address the issue of assessing the
robustness of the method against the homogeneous system generation
model. The results show that the method is robust and can be reliably
applied to the analysis of data from complex system dynamics in general
settings, without requiring particular hypotheses.

Keywords: Information theory · Mutual information · Information
integration · Dynamical cluster index · Dynamical system · Boolean
networks

1 Introduction

Complex systems often show forms of tangled organisation, characterised by the
intertwined relation of their parts. When modelling a complex system it is com-
mon to associate variables to its atomic components and the actual dynamics
of the system can be represented by the interplay among some of its groups
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of variables, which we may call relevant subsets. The identification of relevant
subsets in a complex system is a key issue in contexts as diverse as biology,
neuroscience, environmental studies, big data analysis, economics and robotics,
just to mention some. In previous works, we have proposed a method based on
information-theoretical measures that aims at identifying those relevant subsets
(heareafter referred to as RSs). The technique is named the Dynamical Cluster
Index method (DCI) and has been shown to effectively capture the dynamical
organisation of complex systems of several kinds, such as genetic networks and
chemical reactions [1,14]. This method has been shown to be superior to classi-
cal correlation-based techniques and can be applied to dynamical systems non
necessarily in stationary states. Recently, we have proposed an operational def-
inition of RS in terms of a filtering algorithm and suggested the use of transfer
entropy for the assessment of the information flow among RSs [2]. The overall
method developed makes it possible to identify the components of a complex
system that are relevant for its dynamics as well as their relation in terms of
information flow. The detection of such dynamical structure is a prerequisite
for inferring a likely hierarchical organisation of the system. The identification
of the RSs relies on a ranking based on a statistical index, which depends on
a reference system. This system should provide a baseline for the assessment
of the results and it is usually generated by means of a stochastic model, so
as to both capture the main statistical properties of the complex system to be
analysed and provide a reference homogeneous system, i.e. a system without RSs.
A subtle yet crucial point concerns the robustness and significance of the results
attained by the application of the DCI method against the fluctuations induced
by the sampling of the homogeneous system.

In this paper we address this issue and show that the results attained by
the DCI method are valid in general and do not depend upon the homogeneous
system instances generated. We first briefly recall the basic notions and provide
an overview of the DCI method in Sect. 2. In Sect. 3 we succinctly illustrate the
sieving procedure used for identifying the RSs and their exchange of information.
The robustness of the results is discussed in Sect. 4, where we present the results
of a thorough statistical analysis. Finally, we discuss further improvements of
the method and we conclude with Sect. 6.

2 The Dynamical Cluster Index Method

The DCI method has been introduced in previous work and the interested reader
can find details in [1,12,13]. For the sake of completeness, we provide a brief
summary of the main notions and the method itself. Let us consider a system
modelled with a set U of n variables ranging in finite and discrete value domains.
The cluster index of a subset S of variables in U , S ⊂ U , as defined by Tononi
et al. [10], estimates the ratio between the amount of information integration
among the variables in S and the amount of integration between S and U .
These quantities are based on the Shannon entropy of both the single elements
and sets of elements in U . The entropy of an element xi is defined as:
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H(xi) = −
∑

v∈Vi

p(v) log p(v) (1)

where Vi is the set of the possible values of xi and p(v) the probability of
occurrence of symbol v.

In this work, we deal with observational data, therefore probabilities are
estimated by means of relative frequencies. The cluster index C(S) of a set S
of k elements is defined as the ratio between the integration I(S) of S and the
mutual information between S and the rest of the system U −S. The integration
of S is defined as:

I(S) =
∑

x∈S

H(x) − H(S) (2)

I(S) represents the deviation from statistical independence of the k elements
in S. The mutual information M(S;U − S) is defined as:

M(S;U − S) ≡ H(S) − H(S|U − S) = H(S) + H(U − S) − H(S,U − S) (3)

where H(A|B) is the conditional entropy and H(A,B) the joint entropy. Note
that H(A) denotes the entropy of the set A. Finally, the cluster index C(S) is
defined as:

C(S) =
I(S)

M(S;U − S)
(4)

Since C is defined as a ratio, it is undefined in all those cases where M(S;U −
S) vanishes. In this case, the subset S is statistically independent from the rest of
the system and it has to be analyzed separately. As C(S) scales with the size of
S, cluster index values of systems of different size need to be normalized. To this
aim, a reference system is defined, i.e., the homogeneous system Uh, that keep
some statistical properties of the original system but does not contain clusters.
There are several ways to generate Uh, which will be discussed in Sect. 4. In
general, for each subsystem size of Uh the average integration Ih and the average
mutual information Mh are computed. The cluster index value of S is normalized
by means of the appropriate normalization constant:

C ′(S) =
I(S)
〈Ih〉 /

M(S;U − S)
〈Mh〉 (5)

Furthermore, to assess the significance of the differences observed in the
cluster index values, a statistical index Tc is computed:

Tc(S) =
C ′(S) − 〈C ′

h〉
σ(C ′

h)
=

C(S) − 〈Ch〉
σ(Ch)

(6)

where 〈Ch〉, σ(Ch) and 〈C ′
h〉 and σ(C ′

h) are the average and the standard
deviation of the population of cluster indices and normalized cluster indices
with the same size of S from the homogeneous system.

The search for RSs of a dynamical system by means of the DCI requires first
the collection of observations of the values of the variables at different instants.
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As the DCI is computed on the basis of symbol frequencies, in principle it is not
required to have a time series but just a collection of snapshots of the system
variables. However, the results discussed in this paper have been obtained by
analysing time series of discrete-time discrete-state systems. In order to find the
RSs, in principle all the possible subsets of system variables should be considered
and their DCI computed. In practice, this procedure is feasible only for small-size
subsystems in a reasonable amount of time. Therefore, heuristics are required to
address the study of large-size systems.

3 Relevant Subsets

The list of candidate RSs (CRSs) can be ranked according to the significance of
their DCI. In many cases this analysis might return a huge list of entangled sets,
so that a direct inspection is required for explaining their relevance. To this aim,
we have introduced a DCI analysis post-processing sieving algorithm to reduce
the overall number of CRSs to manually tackle [2]. A main limitation might be
owing to the fact that if a CRS A is a proper subset of CRS B, then only the
subset with the higher DCI is maintained between the two. Thus, only disjoint
or partially overlapping CRSs are retained: the used assumption implies that the
remaining CRSs are not further decomposable, forming in such a way the “build-
ing blocks” of the dynamical organisation of the system. The sieving algorithm
enables us to provide a precise definition of RSs, avoiding the fuzzyness typical
of the definitions of clusters in general. Of course, this operational definition
is based on some assumptions, which might limit the outcome of a DCI-based
analysis. The main assumption is that the ranking of the CRSs depends upon
the homogeneous system: this issue will be thoroughly discussed in Sect. 4.

3.1 Information Flow Among RSs

The transfer entropy (TE) has been introduced by Schreiber [6] as a measure to
quantify information transfer between systems evolving in time. Let X and Y
be two random variables representing the state transition of two stochastic or
deterministic systems. Let xt and yt be the values respectively of X and Y at
time t. Let also suppose that the systems are Markovian processes of order 1, i.e.
p(xt+1|xt, xt−1, xt−2, . . .) = p(xt+1|xt).1 The transfer entropy TX→Y quantifies
the amount of information available from knowing yt on xt+1 and is defined as
follows:

TY →X =
∑

X,Y

p(xt+1, xt, yt) log
p(xt+1|xt, yt)
p(xt+1|xt)

, (7)

We note that the temporal dependency is not necessarily of unitary lag, i.e.
t − 1 → t. For a complete assessment of the statistical dependency of X on Y
one should sum over t− 1, t− 2, . . . , t− k, where k is the order of the Markovian
1 We will further discuss the consequences of this hypothesis.



On the Robustness of the Detection of Relevant Sets 19

Table 1. The update rules of the boolean networks discussed in the text. Random(0.5)
denotes a Bernoulli distribution with probability 0.5.

Node Node Rule

Case 1 Case 2 Case 3 Case 4 Case 5

N01 Random(0.5) Random(0.5) Random(0.5) Random(0.5) Random(0.5)

N02 Random(0.5) Random(0.5) Random(0.5) Random(0.5) Random(0.5)

N03 (N04 ⊕ N05) (N04 ⊕ N05) N10∧(N04 ⊕ N05) (N04 ⊕ N05) (N04 ⊕ N05)

N04 (N03 ⊕ N05) (N03 ⊕ N05) (N03 ⊕ N05) (N03 ⊕ N05) (N03 ⊕ N05)

N05 (N03 ⊕ N04) (N03 ⊕ N04) (N03 ⊕ N04) (N03 ⊕ N04) (N03 ⊕ N04)

N06 Random(0.5) Random(0.5) Random(0.5) (N05 ⊕ N08) (N05 ⊕ N08)

N07 Random(0.5) Random(0.5) Random(0.5) (N07+N08+N09+N10) ≥ 2 ¬(N05 ⊕ N08)

N08 (N09 ⊕ N10) N05∧(N09 ⊕ N10) N05∧(N09 ⊕ N10) N03 ⊕ N05 N09 ⊕ N10

N09 (N08 ⊕ N10) (N08 ⊕ N10) (N08 ⊕ N10) (N04+N05+N07+N08)≤ 2 (N08 ⊕ N10)

N10 (N08 ⊕ N09) (N08 ⊕ N09) (N08 ⊕ N09) N06∧(N05 ⊕ N09) (N08 ⊕ N09)

N11 Random(0.5) Random(0.5) Random(0.5) Random(0.5) Random(0.5)

N12 Random(0.5) Random(0.5) Random(0.5) Random(0.5) Random(0.5)

process. Nevertheless, in this paper (i) we are analysing Markovian systems of
order 1, whose behaviour depends only on the immediately previous step and
(ii) although TE is not a direct measure of causal effect, the use of short history
length and the generation of time series by means of perturbations makes it
possible to consider this measure as a way to infer causal effect [5].

4 Robustness of the Method

In this section we illustrate the results concerning the robustness of the results
returned by the DCI method with respect to the variance introduced by the
homogeneous system generation. We assessed the ranking of the RSs and the
transfer entropy values as a function of a sampled distribution of homogeneous
system instances and we also compared different ways for generating it. We first
describe the test cases used in the analysis; subsequently, we discuss the results
in terms of RSs ranking and transfer entropy.

4.1 Test Cases

We chose five paradigmatic systems composed of 12 nodes updated either by
means of a boolean function or randomly. The rationale behind the definition
of such systems is that, despite their apparent simplicity, they exhibit a non-
trivial dynamics, as they are boolean networks, a modelling framework that has
obtained remarkable results in simulating real gene regulatory networks [7–9,11].
Nodes update their state in parallel and synchronously. The functional depen-
dences and the update rules of these systems are shown in Table 1. The size of
these systems enables us to perform an exhaustive enumeration of all the possible
groups, allowing their complete assessment. The systems analysed are initially
set to a random initial state and are evolved in time for 500 steps. In order to
avoid short attractors and to better observe the relationships among nodes a
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perturbation is made every 10 steps—nodes are perturbed sequentially, but not
in the same order. In Case 5 we also studied trajectories in which each node in
every step has the same probability p = 1.5% of being perturbed. It is worth
remarking that each perturbation is introduced after the system has recovered
a stable dynamical situation.

The five instances share a common structure but differ in specific dynamical
organizations of some nodes. In Case 1 , we consider two independent groups
of three nodes (namely, group A and group B), by assigning at each node the
XOR function of the other two nodes in the group. Case 2 derives from Case 1
by introducing in the first node of group B a further dependence from the last
node of group A, hence introducing information transfer from group A to group
B. Case 3 is a variant of Case 2 in which a functional dependence of the first
node of group A from the last node of group B is introduced. In Case 4 , five
heterogeneously linked nodes are influenced by groupA. The combination of the
dynamical rules of the nodes and their initial condition makes the dynamical
behaviour of the sixth node always in phase with the triplet. Finally, Case 5
derives from Case 1 by adding two nodes whose dynamical behaviour directly
depends on nodes of both group A and group B : these 8 nodes form a group
clearly different from the remaining 4 random nodes, as they are interdependent
and ruled by deterministic functions.

4.2 Relevant Sets Ranking

The usual way of computing the Tc value consists in generating an instance
of an homogeneous system and compute the average of integration and mutual
information of its subsets of any size. These values are then used to assess the sta-
tistical significance of the DCI of a given subset of the system under observation.
The homogeneous system can be generated according to different models and
the time series can be of course of different length. We checked the robustness
of the results against both criteria.

As for the model for generating the homogeneous system, we considered
two possibilities that differ in the distribution probability used. Let s1, s2, . . .
be the time series of the system to be analysed, where si = (xi

1, x
i
2, . . . , x

i
n).

Let ŝi = (x̂i
1, x̂

i
2, . . . , x̂

i
n) be the generic state of the homogeneous system time

series. In the following, without loosing generality, we suppose that variables are
boolean. The two distributions used for generating the homogeneous systems are
the following:

i. Compute the frequency fi of 1 s for each variable xi occurring in the series.2

Generate a series of states in which the values occur according to the
individual frequencies of the variables, i.e. the value of x̂i

j is sampled from a
Bernoulli distribution with parameter fi.

ii. Compute the global frequency f of 1 s occurring in the series. Generate a
series of states in which the values occur according to the global frequencies,
i.e. the value of x̂i

j is sampled from a Bernoulli distribution with parameter f .

2 The frequency of 0 s is simply 1 − fi.
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Table 2. Results attained by using model (i). For each of the first five positions in the
ranking, the group occurring most frequently is shown, along with its frequency.

Case 1

Rank CRS p

1 8,9,10 0.8
2 3,4,5 0.8
3 9,10 0.5
4 8,9 0.5
5 3,4 0.52

Case 2

Rank CRS p

1 3,4,5 0.62
2 9,10 0.36
3 8,9,10 0.2
4 5,8,9,10 0.22
5 8,9,10 0.14

Case 3

Rank CRS p

1 9,10 0.92
2 4,5 0.8
3 8,9,10 0.62
4 3,9,10 0.38
5 4,5,8 0.34

Case 4

Rank CRS p

1 4,6 0.6
2 4,5,6 0.38
3 3,4,5,6 0.28
4 3,4,5,6 0.22
5 4,5,6,8 0.24

Case 5

Rank CRS p

1 6,7 0.94
2 5,6,7 0.76
3 6,7,8 0.74
4 4,6,7 0.52
5 6,7,9 0.36

Both models capture the idea of preserving some statistical properties of
the data to be analysed, while providing a baseline for the estimation of the
main quantities of interest. In particular, randomness is introduced with the aim
of avoiding structure and make it possible to compute integration and mutual
information for a system that does not have relevant sets in its dynamics. The
difference between the two models is that the first maintains the individual
frequencies for each variable, while the second just assumes an overall frequency
of occurrence of the values and it is therefore less accurate than the former.

We compared the rankings produced by using the two models, collecting
statistics for 50 homogeneous system independent replicas. We will first present
the results from each of the models, assessing the robustness against its inherent
variance, and we subsequently compare the results between the two models.

Results for Model (i). Results of model (i) are shown in Table 2, where for
each of the first fives positions in the ranking, the group occurring most fre-
quently is shown, along with its frequency in that position. The results shown
in Table 2 are also confirmed by a statistic on the groups ranked in any of the
top five positions: the most frequently occurring groups in each of the top five
positions are also those with the highest probability of being ranked among the
first five. Results are shown in the appendix (Table 8). The results for Case 1
are sharp, as the two independent groups of variable are always ranked in the
uppermost two positions. The following positions in the rank are occupied by
their subsets. Results for Case 2 are also quite clear: the two dependent groups
are ranked in the first positions and their interaction is captured by the detec-
tion of groups containing variables from both blocks (e.g. group {N5,N8,N9,N10}
ranked in the fourth position for the 20 % of the times). The dynamics of Case 3
is more complex than the previous cases and this is reflected by the rankings
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Table 3. Results attained by using model
(i) after the application of the sieving
algorithm. For each of the first fives posi-
tions in the ranking, the group occurring
most frequently is shown, along with its
frequency.

Case 5

Rank CRS p

1 6,7 0.94
2 3,4,5 0.74
3 8,9,10 0.78
4 5,7,8 0.52
5 5,6,8 0.52

Table 4. Statistics of rankings over 50
independent draws of model (i) homo-
geneous system. For each test case, the
mean and standard deviation of the
Spearman rank correlation coefficient is
shown.

ρs mean std. dev.

Case 1 0.991 0.006
Case 2 0.992 0.004
Case 3 0.992 0.004
Case 4 0.984 0.011
Case 5 0.977 0.016

returned. In fact, the two blocks are no longer emerging as candidate RSs, but
rather their parts are ranked high. This phenomenon can be explained by observ-
ing that pairs of variables are usually way more integrated than triplets. How-
ever, the rankings obtained by model (i) are still able to capture the essence of
system structure. The dependence graph among variables of Case 4 is rather
intricate and so is its dynamics. Nevertheless, the analysis of Case 4 enlightens
some notable groups of interacting variables, such as {N4,N6}, and {N3,N4,N5}.
Finally, results of Case 5 are surprisingly sharp: the two groups of variables (i.e.
group A and group B) are identified, along with the two controlled nodes N6
and N7.

We observe that parts of the same candidate RS are often ranked in the
first positions, thus obfuscating the organisation emerging from the analysis.
To this aim, the sieving algorithm is indeed applied and a clearer picture of
the organisation in terms of RSs is provided. An excerpt of the results of the
application of the sieving algorithm is reported in Table 3 (see the appendix for
complete data in Table 9). The use of this algorithm makes it possible to clean
the picture of the dynamical organisation of the systems and identify its RSs.
As an example, let us consider Case 5 : the three main RSs are robustly ranked
in the first positions.

The advantage of using the sieving algorithm might be harmed by the vari-
ance introduced by the homogeneous system. To estimate this variance, we com-
pared the rankings by means of the Spearman rank correlation coefficient, which
is a special case of the general correlation coefficient introduced by Kendall [4].
The coefficient is applied pairwise, considering two rankings r and s:

ρs = 1 − 6
∑n

i=1(ri − si)2

n2(n2 − 1)
(8)

where ri and si are the rank of element i in the two rankings and n is the number
of elements. Note that the coefficient is well defined only in the case of two rank-
ings containing the same elements. By computing ρs for every possible pair of
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Table 5. Comparison of the rankings
between the two models. For each test
case, the mean and standard deviation of
the Spearman rank correlation coefficient
is shown.

ρs mean std. dev.

Case 1 0.977 0.00003
Case 2 0.986 0.00002
Case 3 0.992 0.00001
Case 4 0.966 0.00018
Case 5 0.968 0.00030

Table 6. Comparison of the rankings
obtained with time series of different
lengths. For each test case, the mean and
standard deviation of the Spearman rank
correlation coefficient is shown.

ρs mean std. dev.

Case 1 0.985 0.009
Case 2 0.991 0.005
Case 3 0.988 0.007
Case 4 0.983 0.010
Case 5 0.972 0.016

the 50 rankings and taking the average, we obtain the results of Table 4. Indeed,
the rankings are rather stable. This observation also suggests the possibility of
taking the average rank as the main information for the sieving algorithm, so as
to dampen fluctuations due to sampling.

Results for Model (ii). The results obtained by applying method (ii) for
generating the homogeneous system do not significantly differ from those of
method (i), both in terms of relative positions and rank correlation coefficient.
For this reason we omit the results.

We conclude by observing that the rankings produced by the two models have
negligible differences, as we can observe by the average rank correlation coeffi-
cient reported in Table 5. The average is computed over all the possible pairs of
rankings. The robustness inter and intra models for generating the homogeneous
system guarantees that the application of the DCI method is reliable and stable.

Data Series Length. We also assessed the robustness of the results as a func-
tion of both models (i) and (ii) and the length of the data series. We applied the
DCI method3 for data series of length 1, 5, 10, 20, 25 and 30 times the length
of the original series. For the sake of brevity, we just report the average rank
correlation coefficient computed across all the possible pairs of rankings for all
the possible data series lengths (see Table 6). We observe that the rankings are
independent of the data series length. This result enables us to assert that a good
practice for the application of the DCI method is to generate a homogeneous
system data series of the same length as the original one.

5 Transfer Entropy

Once the RSs have been identified, the information flow among them—or at
least just correlation—can be quantified by means of TE. The data we have
considered in these experiments are time series of the perturbed time evolution
3 As results are not distinguishable for the two models, results just concern model (i).
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of a discrete system, therefore the analysis made by means of TE can indeed
provide meaningful pieces of knowledge concerning information flow among RSs.

We computed the TE between every pair of RSs. To assess the significance of
these values, we compared them with TE computed over the same time series in
which the observations are randomly permuted. Such a time series has the same
statistical properties of the original one except for the causal relations produced
by the boolean update functions. For each time series, we generated 50 random
shuffling and computed the TE between the RSs identified. These values were
then used to compute a p-value for assessing the significance of the TE values

Table 7. Transfer entropy T between RSs in the five test cases. The values in the table
represent TY →X , where Y is the element in the column and X in the row.

Case 1

TE(col→row) 3,4,5 8,9,10

3,4,5 — 0.001
8,9,10 0.001 —

Case 2

TE(col→row) 3,4,5 8,9,10 9,10 3,4,5,8,9,10 4,5

3,4,5 — 0.005 0.003 0.005 0
8,9,10 0.221 — 0 0.221 0.221
9,10 0.404 0.691 — 0.694 0.379

3,4,5,8,9,10 0 0 0 0 0
4,5 0.117 0.03 0.003 0.118 —

Case 3

TE(col→row) 3,4,5 8,9,10 9,10 3,4,5,8,9,10

3,4,5 — 0.788 0.775 0.788
8,9,10 0.782 — 0 0.782
9,10 0.163 0.838 — 0.853

3,4,5,8,9,10 0 0 0 —

Case 4

TE(col→row) 3,4,5,6 4,5,6,8 4,5,6,10 3,4,6,8,10 4,5,6

3,4,5,6 — 0.212 0.039 0.213 0
4,5,6,8 0.071 — 0.015 0.081 0
4,5,6,10 0.076 0.184 — 0.25 0

3,4,6,8,10 0.078 0.077 0.077 — 0.078
4,5,6 0.096 0.237 0.059 0.309 —

Case 5

TE(col→row) 6,7 8,9,10 3,4,5

6,7 — 0.107 0.116
8,9,10 0.003 — 0.004
3,4,5 0.003 0.004 —
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computed on the original time series. Results are shown in Table 7. The TE
values corresponding to a p-value ≤ 0.05 are in bold. Each entry of the table
contains the TE value computed from the group in the column to the one in
the row. We observe that the TE analysis captures the structure of the boolean
systems, as in each of the five cases, the significant values of TE correspond to
the pairs of groups that actually exchange information. Notably, the actual value
of TE might not be sufficiently informative; indeed, we can observe that there
are low TE values that turn out to be significant (see, e.g. Case 4 in Table 7)
and, conversely, non negligible values that are instead not significant (see, e.g.
Case 2 in Table 7).

A quantitative comparison among groups of different size can be done by
computing a normalised TE. According to [3], the normalised TE (NTE) is
defined as:

NTE(Y → X) =
TE(Y → X) − TE(YS → X))

hx
(9)

where hx = −∑
X p(xt+1, x)log p(xt+1|x) and TE(YS →) is the TE computed

on a homogeneous system obtained by randomly shuffling the observations in the
data series, as previously described. The values of NTE are computed 50 times,
each using a random shuffling of the original data and tables (see Table 10 in
the appendix) report mean and standard deviation. It is important to note that
these results match quite precisely the functional relations introduced by the
boolean functions which impact the dynamics of the system.

6 Conclusion and Future Work

In this work we have assessed the robustness of the DCI method against the
homogeneous system. Results show that the method is both robust and reliable.
Indeed, the robustness of the method is a requirement for its application in the
identification of a plausible and sound hypothesis on the organisation of a dynam-
ical system. It is important to remark that we are interested in the organisation
emerging in a system from its dynamics, rather then its static relational struc-
ture. As ongoing work, we are devising an improvement over the DCI method
that makes it possible to extract information on the hierarchical organisation of
a complex systems, thus not just identifying its RSs and the information flow
among them, but also their possibly tangled hierarchical organisation.
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Appendix

Table 8. Results attained by using model (i). For each group the probability of being
ranked in the first five positions is shown.

Case 1

CRS p

8,9,10 0.98
3,4,5 0.8
3,4 0.7
8,9 0.7
9,10 0.7
4,5 0.18
4,5,8,9,10 0.16
3,4,5,9 0.16
3,4,8,9,10 0.16
4,8,9,10 0.16
3,4,5,9,10 0.14
3,4,5,6 0.12
3,4,5,8,9,10 0.04

Case 2

CRS p

3,4,5 0.96
9,10 0.92
3,4,5,8 0.74
8,9,10 0.5
3,4 0.46
5,8,9,10 0.42
4,5 0.3
3,4,8 0.22
3,4,5,6 0.14
4,5,8,9,10 0.12
4,5,8 0.08
3,4,5,8,9,10 0.06
3,4,8,9,10 0.04
3,4,5,9,10 0.02
5,8 0.02

Case 3

CRS p

8,9,10 1.0
9,10 1.0
4,5 0.92
3,9,10 0.74
4,5,9,10 0.58
4,5,8 0.4
4,5,8,9,10 0.22
3,8,9,10 0.08
9,10,11 0.06

Case 4

CRS p

4,5,6 0.98
4,6 0.98
3,4,5,6 0.76
3,4,5 0.58
4,5,6,8 0.42
4,5 0.36
5,6 0.22
3,4,5,6,8 0.18
3,4,6 0.14
4,5,6,10 0.14
3,8 0.08
3,4,5,6,10 0.08
4,6,8 0.06
4,5,6,8,10 0.02

Case 5

CRS p

6,7 1.0
5,6,7 0.86
6,7,8 0.84
4,6,7 0.58
5,6,7,8 0.52
6,7,9 0.36
4,5,6,7 0.32
3,4,5,6,7 0.16
6,7,8,9 0.12
3,4,6,7 0.12
6,7,8,9,10 0.08
4,5 0.02
4,5,6,7,8 0.02

Table 9. Results attained by using model (i) after the application of the sieving
algorithm. For each of the first fives positions in the ranking, the group occurring most
frequently is shown, along with its frequency.

Case 1

Rank CRS p

1 8,9,10 0.8
2 3,4,5 0.8
3 3,4,9,10 0.52
4 4,5,9,10 0.52
5 3,4,8,9 0.52

Case 2

Rank CRS p

1 3,4,5 0.62
2 9,10 0.42
3 3,4,8 0.58
4 4,5,8 0.58
5 3,4,7 0.46

Case 3

Rank CRS p

1 9,10 0.92
2 4,5 0.92
3 4,8 0.42
4 3,8 0.2
5 1,3,5,8 0.34

Case 4

Rank CRS p

1 4,6 0.6
2 3,4,5 0.54
3 5,6 0.5
4 3,8 0.34
5 8,10 0.34

Case 5

Rank CRS p

1 6,7 0.94
2 3,4,5 0.74
3 8,9,10 0.78
4 5,7,8 0.52
5 5,6,8 0.52
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Table 10. Normalised transfer entropy T between RSs in the five test cases. The values
in the table are the average values and their standard deviation of NTY →X , where Y
is the element in the column and X in the row. Statistics are computed across 50
homogeneous system instances.

Case 1

NTE(col→row) 3,4,5 8,9,10

3,4,5 — -0.06 ± 0.06
8,9,10 -0.07 ± 0.06 —

Case 2

NTE(col→row) 3,4,5 8,9,10 9,10 3,4,5,8,9,10 4,5

3,4,5 — -0.13 ± 0.03 -0.07 ± 0.03 -0.47 ± 0.09 0 ± 0
8,9,10 0.48 ± 0.02 — 0 ± 0 0.31 ± 0.04 0.502 ± 0.019
9,10 0.462 ± 0.009 0.844 ± 0.008 — 0.769 ± 0.018 0.44 ± 0.01

3,4,5,8,9,10 0 ± 0 0 ± 0 0 ± 0 — 0 ± 0
4,5 0.525 ± 0.019 0. ± 0.03 -0.07 ± 0.03 0.24 ± 0.05 —

Case 3

NTE(col→row) 3,4,5 8,9,10 9,10 3,4,5,8,9,10

3,4,5 — 0.799 ± 0.01 0.811 ± 0.006 0.66 ± 0.03
8,9,10 0.794 ± 0.013 — 0 ± 0 0.67 ± 0.03
9,10 0.132 ± 0.008 0.884 ± 0.004 — 0.798 ± 0.016

3,4,5,8,9,10 0 ± 0 0 ± 0 0 ± 0 —

Case 4

NTE(col→row) 3,4,5,6 4,5,6,8 4,5,6,10 3,4,6,8,10 4,5,6

3,4,5,6 — 0.465 ± 0.019 0.017 ± 0.016 0.37 ± 0.02 0 ± 0
4,5,6,8 0.146 ± 0.013 — -0.069 ± 0.019 0.03 ± 0.03 0 ± 0
4,5,6,10 0.107 ± 0.011 0.28 ± 0.012 — 0.35 ± 0.02 0 ± 0

3,4,6,8,10 0.136 ± 0.012 0.088 ± 0.018 0.09 ± 0.02 — 0.077 ± 0.017
4,5,6 0.183 ± 0.01 0.483 ± 0.009 0.084 ± 0.01 0.54 ± 0.02 —

Case 5

NTE(col→row) 6,7 8,9,10 3,4,5

6,7 — 0.26 ± 0.008 0.286 ± 0.01
8,9,10 -0.022 ± 0.018 — -0.05 ± 0.03
3,4,5 -0.021 ± 0.027 -0.047 ± 0.026 —
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Abstract. In this paper we show that a well-known model of genetic regulatory
networks, namely that of Random Boolean Networks (RBNs), allows one to study
in depth the relationship between two important properties of complex systems,
i.e. dynamical criticality and power-law distributions. The study is based upon an
analysis of the response of a RBN to permanent perturbations, that may lead to
avalanches of changes in activation levels, whose statistical properties are deter‐
mined by the same parameter that characterizes the dynamical state of the network
(ordered, critical or disordered). Under suitable approximations, in the case of
large sparse random networks an analytical expression for the probability density
of avalanches of different sizes is proposed, and it is shown that for not-too-small
avalanches of critical systems it may be approximated by a power law. In the case
of small networks the above-mentioned formula does not maintain its validity,
because of the phenomenon of self-interference of avalanches, which is also
explored by numerical simulations.

1 Introduction

It has been repeatedly suggested that biological (and perhaps also artificial) evolution
should preferentially lead to states that are dynamically critical [1–6]. These states,
sometimes said to be “at the edge of chaos”, are neither too rigidly ordered nor chaotic;
if the system is described by a dynamical system, the claim translates into the statement
that evolution should tune the system’s parameters, so they should be at (or close to) the
separatrices between regions of ordered behavior (where the attractors are, e.g., fixed
points or limit cycles) and regions where the attractors are chaotic.

It is also often assumed that the presence of power-law distributions is the hallmark
of criticality. Indeed, slightly different (although overlapping) notions of criticality have
been used [7]. In this paper we show that a well-known model of genetic regulatory
networks, introduced by one of us several years ago [8], i.e. that of Random Boolean
Networks (RBNs), can be used to study the relationships between power-law distribu‐
tions and criticality issues.
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This work is based in part on previous investigations by some of us [9, 10],
where it had been shown that RBNs can simulate the statistical properties of the
changes induced by single gene knock-out in the expression levels of all the genes
of S. Cerevisiae. In this paper we are not concerned with the comparison of the
model with experimental data, but we rather deepen the analysis of the behavior of
the model when subject to small permanent perturbations. The smallest perturbation
of this type consists in fixing the value of a single node. Here we will consider
perturbations that simulate the knock-out of a randomly chosen gene: among the N
nodes of the network, one is chosen at random and its value is fixed to 0. However,
as it will be discussed in Sect. 2, RBNs have cyclic attractors, and we perform the
perturbation after the network has reached an attractor. It is therefore possible that
the candidate node be always 0 in every state of the attractor, but in this case
clamping it to 0 would have no effect at all; so we discard that node and we choose
another one.

In our studies we then compare the time behavior of the unperturbed (“wild type”,
briefly WT) network with that of the perturbed one (“knocked-out”, KO) that differs
from the first by the clamping to 0 of the chosen node (let us call it node R). A node is
said to be affected if its value in the KO network differs from that in the WT network at
least once, after the clamping in root. Since nodes are connected, the perturbation can
in principle spread, and it is not limited to node R, or to those nodes that are directly
connected to it. The avalanche associated to that particular knock-out is the set of affected
genes, and the size of the avalanche is the cardinality of that set (let us call it V). In order
to compare results concerning different networks, it is sometimes useful to use the rela‐
tive size of the avalanche, i.e. the ratio V/N.

One of the most intriguing features of the RBN model is that it allows one to distin‐
guish ordered from disordered (often called “chaotic”) regimes on the basis of a single
parameter, sometimes called the Derrida parameter λ; as it will be discussed in Sect. 2
this parameter depends upon the choice of the Boolean functions and upon the average
number of links per node. Ordered states have λ < 1, for chaotic states λ > 1; the value
λ = 1 separates order from chaos, and it is therefore the critical value.

Under the assumptions that the number of incoming links per node A is small
(A << N) and that the overall avalanche is small (V << N), it can be proven, as it will
be shown in Sect. 3, that the distribution of avalanches depends only upon the same
Derrida parameter that determines the dynamical regime of the network. The assump‐
tions made here amount to suppose that an avalanche never interferes with itself.
Precisely: an affected node B is defined to be the parent of another affected node C if
the first deviation of C from the unperturbed value is due to the influence of B. The non-
interference condition amounts to assuming that every node C in the avalanche is not
affected by any other affected node different from B (neither at a later stage nor at the
same time). Therefore, under these assumptions the topology of a spreading avalanche
is that of a tree, where each node has a single parent.

The dependency of the avalanche distribution upon λ had already been derived in
our previous paper [10], however at that time it was not possible to provide a formula
for avalanches of arbitrary size, because a numerical coefficient had to be manually
computed. Here, after correcting a missing term, a recursive formula appears to correctly
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describe the distribution of avalanches up to size 8. It has then been hypothesized that
the formula holds for any avalanche size v, an ansatz that has been numerically verified
on simulated avalanches in networks with 1000 nodes and also theoretically proven.

The correct formula for p(v) = Pr(V = v) is then:

p(v) =
vv−2

(v − 1)!
𝜆

v−1e−𝜆v (1)

Equation 1 is the same as the one that had been previously reported by Ramo [11], but
here it is derived in the physically sound “quenched” model, where all the connections and
Boolean functions are fixed for each network, without resorting to the “annealed” approx‐
imation [12], where connections and Boolean functions are changed at random at each time
step, thus losing any possibility of identifying dynamical attractors.

Equation 1 is valid for avalanches of any size and it is not a power law; by inserting
the value λ = 1 we can derive the distribution for avalanches of any size in dynamically
critical networks. As it will be shown in Sect. 3, this does not lead to a true power law.
However, if we consider fairly large avalanches, for which the Stirling approximation
holds (while still being V << N), it turns out that the distribution indeed approximates
a power law with slope −3/2.

These results help to clarify the relationship between the concepts of dynamical
criticality and those based upon the existence of power-law distributions. In our view,
dynamical criticality is a more profound concept, and it may lead (and it often leads) to
approximate power-law distributions of interesting quantities.

Due to their modularity, it is sometimes interesting to consider relatively small gene
regulatory networks. In these cases the approximation V << N may not hold, and an
affected node may be subject to the influence of another changed node, so self-interfer‐
ence can take place. We have also numerically explored this phenomenon, by counting
the fraction of self-interfering avalanches as a function of the network size. It is shown
in Sect. 4 that this fraction can be a substantial one in networks composed by tens or
even hundreds of genes. Note that, while real genetic networks usually host thousands
of genes, most of those networks that have been described in detail in the literature are
relatively small ones; if it were true that their behavior be largely uncoupled from that
of the whole network, then the self-interference of avalanches might have relevant
biological implications.

Some comments and conclusions are finally drawn in Sect. 5

2 Random Boolean Networks

Here below a synthetic description of the model main properties is presented, referring
the reader to [1, 2, 13] for a more detailed account. Several variants of the model have
been presented and discussed, but we will restrict our attention here to the “classical”
model. A classical RBN is a dynamical system composed of N genes, or nodes, which
can take either the value 0 (inactive) or 1 (active). Let xi(t)∈{0,1} be the activation value
of node i at time t, and let X(t) = [x1(t), x2(t) … xN(t)] be the vector of activation values
of all the genes.
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The relationships between genes are represented by directed links and Boolean
functions, which model the response of each node to the values of its input nodes. In a
classical RBN each node has the same number of incoming connections kin, and its kin
input nodes are chosen at random with uniform probability among the remaining N − 1
nodes: in such a way the distribution of the outgoing connections per node tends to a
Poisson distribution for large N. The Boolean functions can be chosen in different ways:
in this paper we will only examine the case where they are chosen at random with
uniform probability in a predefined set of allowed transition functions.

In the quenched model, both the topology and the Boolean function associated to
each node do not change in time. The network dynamics are discrete and synchronous,
so fixed points and cycles are the only possible asymptotic states in finite networks (a
single RBN can have, and usually has, more than one attractor). The model shows two
main dynamical regimes, ordered and disordered, depending upon the degree of connec‐
tivity and upon the Boolean functions. Typically, the average cycle length grows as a
power of the number of nodes N in the ordered region and diverges exponentially in the
disordered region [1]. The dynamically disordered region also shows sensitive depend‐
ence upon the initial conditions, not observed in the ordered one.

It should be mentioned that some interesting analytical results have been obtained
by the annealed approach [12], in which the topology and the Boolean functions asso‐
ciated to the nodes change at each step. Several results for annealed nets hold also for
the corresponding ensembles of quenched networks. Although the annealed approxi‐
mation may be useful for analytical investigations [13], in this work we will always be
concerned with quenched RBNs, which are closer to real gene regulatory networks.

A very important aspect concerns how to determine and measure the RBNs’ dynam‐
ical regime: while several procedures have been proposed, an interesting and well-
known method directly measures the spreading of perturbations through the network.
This measure involves two parallel runs of the same system, whose initial states differ
for only a small fraction of the units. This difference is usually measured by means of
the Hamming distance h(t), defined as the number of units that have different activations
on the two runs at the same time step (the measure is performed on many different initial
condition realizations, so one actually considers the average value <h(t)>, but we will
omit below the somewhat pedantic brackets). If the two runs converge to the same state,
i.e. h(t)→0, then the dynamics of the system are robust with respect to small perturba‐
tions (a signature of the ordered regime), while if h(t) grows in time (at least initially)
then the system is in a disordered state. The critical states are those where h(t) remains
initially constant. If a single node is perturbed, the average number of differing nodes
at the following time step will be equal to [the probability that a node changes value if
one of its input changes] times [the average number of connections per node], a quantity
that is sometimes called the Derrida parameter.

In the classical model of RBNs, Boolean functions are often chosen at random among
all those with kin values, but a detailed study of tens of actual genetic control circuits [14]
has shown that in real biological systems only canalizing functions are found: a function
is said to be canalizing if there is at least one value of one of its inputs that uniquely
determines the output. Therefore it may be interesting to consider cases where only
canalizing functions are allowed. Moreover, if we associate the value 0 to inactivity, a
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node that is always 0 will never show its presence, so it may be interesting also to
consider cases where the null function is excluded [9].

3 Perturbations in RBNs

As discussed in the Introduction, one can compare what happens in the WT RBN and
in the KO RBN: at the beginning, a single node (that is, the knocked-out one, also called
the root of the perturbation) will differ in the two cases, so the size of the initial avalanche
will be 1. If no one of the nodes that receive input from the root changes its value, then
the avalanche stops there and it will turn out to be of size 1.

Therefore one can compute p1, i.e. the probability that an avalanche has size 1, as
follows. Let q be the probability that a node chosen at random changes its value if one
(and only one) of its inputs changes its value; p1 is then the probability that all the output
nodes of the root do not change, and if there are k outgoing connections, this probability
is qk; therefore, integrating over the outgoing distribution:

p1 =

N−1∑

k=0

pout(k)q
k (2)

where pout(k) is the probability that a node chosen at random has k outgoing connections.
As far as larger avalanches are concerned, we will limit in this section to consider

the case of large sparse networks with (on average) a few connections per node; therefore
the probability that an output node of the root is also one of its input nodes is negligible.
In this case the probability that an avalanche has size 2 equals the probability that only
one of the output nodes of the root (i.e. a node at level 1) changes its value, and that the
perturbation does not propagate downwards to level 2 (i.e. that nodes which receive
connections from the affected node do not change their value). Therefore:

p2 =

N−1∑

k=0

kpout(k)q
k−1(1 − q)

N−k−1∑

m=0

pout(m)qm (3)

By applying the same reasoning, one can continue and compute the probability of
avalanches of increasing size. Of course, calculations become more and more cumber‐
some, as the same size can be achieved in different ways (for example, an avalanche of
size 3 may be composed by the root and by two nodes at level 1, none at level 2, or by
the root, one node at level 1 and one at level 2).

It is however possible to show that every pm can be written as a function of the
probability generating function F(q) of the outdegree distribution, defined as:

F =

N−1∑

k=0

qmpout(m) (4)
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and of its derivatives. Indeed p1 directly coincides with F (see Eq. 2); noting that

𝜕F

𝜕q
=

N−1∑
k=0

pout(k)kqk−1 one can show that p2 (Eq. 3) can be written as:

p2 = (1 − q)F
𝜕F

𝜕q
(5)

In the same way it can be shown [10] that also the higher order probabilities can be
expressed as functions of F and its derivatives.

One can move one step further by taking into account the fact that the outdegree
distribution in the (classical) model networks is approximately Poissonian:

pout(k) = e−A Ak

k!
(6)

where A = <k> (note that the average of the number of ingoing connections necessarily
equals that of the outgoing connections, so there is no need to specify). In this case
Eq. 4 becomes:

F =

N−1∑

k=0

qke−A Ak

k!
≅

∞∑

k=0

qke−A Ak

k!
= e−1eqA (7)

and therefore, introducing the variable λ = ln(1/F) [15]:

𝜆 = (1 − q)A

F = e−𝜆

pn = Bn𝜆
n−1e−n𝜆

(8)

From Eq. 8 one can observe that F, and therefore the avalanche distribution (the
coefficient Bn depending only on the graph of perturbation spreading) depends only upon
the parameter λ that is the product of two terms, i.e. [probability that a node changes
value if one of its input changes]*[average number of connections per node]. Therefore
it coincides with the same Derrida parameter defined in Sect. 1.

The computation of the coefficients Bn is lengthy an tedious; it has been explicitly
performed [15] up to the avalanche of size 8, and the results are summarized in Table 1.

Table 1. Coefficients of the avalanche distribution

Term Value Term Value Term Value Term Value
B1 1 B3 3/2 B5 125/24 B7 16807/720
B2 1 B4 16/6 B6 1296/120 B8 262144/5040

By looking at the way in which these numbers are generated, the following formula
can be suggested [15]:

Bn = nn−2/ (n − 1)! (9)
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Equation 9 correctly describes the entries of Table 1, and it can be conjectured that
it holds for every avalanche size n; taken together with Eq. 8 it leads to Eq. 1 (where the
size of the avalanche was denoted by v). In Fig. 1 it is shown that this formula does well
approximate the observed distribution of avalanches in simulated RBNs with 1000 nodes
(right panel), while the comparison is not satisfactory for small networks (20 nodes, left
panel), where self-interference plays a key role; see Sect. 4 for further comments.

Fig. 1. The theoretical avalanche distribution given by Eq. 1 (red circles) is shown together with
the distribution observed in simulations (blue triangles). Every node has exactly 2 inputs, and all
the 16 Boolean function are allowed with uniform probability. Left: networks with 20 nodes; right:
networks with 1000 nodes (Color figure online)

Let us now come back to the issue of critical systems. The formula for the avalanche
distribution (Eq. 1) is valid for avalanches of any size; by inserting the value λ = 1 we
can derive the distribution for avalanches of any size in dynamically critical networks:

p(v) =
vv−2

(v − 1)!
e−v (10)

It is often stated that power-law distributions are associated with critical states, but
Eq. 10 does not describe a power law. However, if we consider fairly large avalanches,
such that they still are v << N, but for which the Stirling approximation holds, i.e.
v! ≅

√
(2𝜋v)(v∕e)

v, we obtain the approximate formula:

p(v) ≅ (2𝜋)−
1
2 𝜈

−
3
2 (11)

that is indeed a power law. This result helps to clarify the relationship between the
concepts of dynamical criticality (that, for the reasons given in Sect. 1, appear to be the
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deeper ones) and those based upon the existence of power-law distributions (that are
approximate relationships that often hold at criticality).

It goes without saying that the above remark holds for power-law distributions; close
to critical states another type of power-law relationship often holds, which describes the
relationship between two different variables (i.e., scaling laws of order parameters as a
function of the distance from the critical point).

4 Self-Interfering Avalanches

As it has been observed in Sects. 1 and 3, the theoretical Eq. 1 has been derived by
assuming that avalanches do not interfere with themselves. This approximation breaks
down when the network is “small”, so that it is likely that some avalanches actually
show the phenomenon of self-interference. Indeed, it has been shown in Fig. 1 that the
distribution of avalanches is largely different from the theoretical one for small networks
of 20 nodes. If a portion of a genetic network is, at least under some circumstances,
largely decoupled from the rest, then it may be interesting to consider also small
networks; therefore we have analyzed the behavior of networks of different sizes, while
keeping the connection fixed (two inputs per node).

Fig. 2. Distribution of total avalanches (left) and of non-interfering ones (right) for a network
with 20 nodes, two connections per node, only canalizing functions allowed

We have developed an algorithm that provides a good approximation to the number
of really interfering avalanches, thus separating them from the non-interfering ones. The
results obtained for N = 20 networks are shown in Fig. 2 and it can be seen that they
provide support to our guess that departures from the theoretical formula Eq. 1. are
largely due to self-interference. Similar results have been obtained by considering
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networks of different sizes; as it should be expected, ceteris paribus the fraction of
interfering avalanches is a monotonous decreasing function of the network size N.

The reported simulations have been performed by considering the case where only
canalizing functions are used. As it has been observed, there is a biological reason for that.
In this case, the 1−q term, i.e. the probability that a node is changed when one of its parent
nodes is changed, is no longer ½ (like in the case with all the Boolean functions) but it is
rather 3/7. Another biologically interesting case is the one where all the non-canalizing
functions and the NULL function are excluded (in this case 1−q = 6/13). Simulations of
avalanche distributions also in this case (not shown here) broadly confirm the above remarks.

5 Conclusions

We have shown here that a very simple formula describes the distribution of non-inter‐
fering avalanches of all sizes (provided that they fulfill the non-interference constraint).
A similar formula had been obtained by Ramo [11], but by resorting to the annealed
approximation. Here the distribution has been explicitly computed for avalanches up to
size 8: a recursive formula shows up, so a generalization has been proposed and checked
against simulations. It is worth observing that the formula has actually also been proven
by the theory of branching process; the interested reader is referred to [15] for details.

The formula allows one to show that approximate power-law distributions can indeed
be observed in critical systems for not too small avalanches.

The very interesting phenomenon of avalanche self-interference has been observed
and described. It certainly deserves more careful future investigations.

Last but not least, it will be extremely interesting to consider the results of the inter‐
action among different avalanches. This might indeed be the most common case in
biology: for example when a chemical is introduced into a cell it is likely to affect more
genes at the same time. Interesting effects like the nonlinear dose-response relationships
that have been observed might perhaps find at least a partial explanation in the study of
the interactions among avalanches.

A final mention of data on real systems is worth, although this paper is not concerned
with comparisons with experimental data. It is however interesting to mention that by
comparing the experimental data on S.Cerevisiae with the theoretical distribution of
Eq. 1, using the jackknife method [16, 17], it is possible to locate the λ parameter in the
95 % confidence interval [0.84, 0.93]. Moreover, an analysis of the same data using
Bayes factors [18, 19], leads to reject the hypothesis that the network is precisely critical,
since the probability that λ = 1 given the data is smaller than 10−3 under a broad range
of prior distributions. The interested reader is referred to [15] for further details.

Of course these results are not conclusive, given that we have analyzed a single data
set, but they are very interesting. Note also that Kauffman had suggested that living
beings might live “in the ordered region, close to the order-chaos border”, and this is
perfectly compatible with the results of the above analysis. Note also that the claim
concerning the advantages of critical states might refer to organisms or colonies, and
not necessarily to single cells. The relationship between the dynamics of a single cell
and that of an organism (or of an organ) may be far from trivial and we refer the interested
reader to [20–23].
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Abstract. Optimization processes are an essential element in many
practical applications, such as in engineering, chemistry, logistic, finance,
etc. To fill the knowledge gap between practitioners and optimiza-
tion experts, we developed Kimeme, a new flexible platform for multi-
disciplinary optimization. A peculiar feature of Kimeme is that it can be
used both for problem and algorithm design. It includes a rich graph-
ical environment, a comprehensive set of post-processing tools, and an
open-source library of state-of-the-art single and multi-objective opti-
mization algorithms. In a memetic fashion, algorithms are decomposed
into operators, so that users can easily create new optimization meth-
ods, just combining built-in operators or creating new ones. Similarly,
the optimization process is described according to a data-flow logic,
so that it can be seamlessly integrated with external software such as
Computed Aided Design & Engineering (CAD/CAE) packages, Matlab,
spreadsheets, etc. Finally, Kimeme provides a native distributed com-
puting framework, which allows parallel computations on clusters and
heterogeneous LANs. Case studies from industry show that Kimeme can
be effortlessly applied to industrial optimization problems, producing
robust results also in comparison with other platforms on the market.

Keywords: Multi-disciplinary optimization · Software design · Graph-
ical interface · Distributed computing

1 Introduction

Over the past two decades, Computational Intelligence Optimization (CIO) has
become a popular topic among computer scientists and practitioners. The reason
for this success is manifold. First of all, industrial and societal problems have
become (and still are becoming) ever more challenging, thus requiring robust
solvers and algorithms. Despite the advancements in exact methods, e.g. based
on classical mathematical optimization, and related tools, such as CPLEX [1],
which can efficiently solve many classes of optimization problems, there are still
problems whose scale and complexity may hinder their use, including examples of
large-scale problems, dynamic problems, problems affected by noise, or black-box
c© Springer International Publishing Switzerland 2016
F. Rossi et al. (Eds.): WIVACE 2015, CCIS 587, pp. 40–52, 2016.
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problems for which a mathematical formulation is not even available [2,3]. In all
these cases, where strong guarantees are not really needed (or feasible) but best-
effort “good” solutions are enough, heuristic methods (or “meta-heuristics”),
such as those offered by CIO (Evolutionary Algorithms, Swarm Intelligence,
etc.), are often the only effective solution [4].

Another reason for the success of CIO is that these methods are based on
very little assumptions (or none at all) on the problem at hand. These methods
are, in fact, black-box, so that virtually any input/output system (i.e. a system
where inputs-the problem design variables-are mapped to one or more outputs-
the problem metrics to minimize or maximize, or “fitness” in the evolutionary
jargon) can be optimized by using them. This property is especially useful for
example in many engineering, networking, or logistic problems where an explicit,
closed-form mapping between inputs and outputs is not available but is often
the output of a domain-specific simulator.

Other reasons for the success of CIO are the fact that meta-heuristics can
usually be applied to various problems with minimum coding/engineering effort,
and, finally, the fact they are largely available in the literature. A plethora
of methods exist nowadays, with different properties of robustness and self-
adaptation; still, the family of these algorithms is growing and every year the
state-of-the-art in optimization is pushed forward.

Table 1. Some of the most popular optimization software tools. The column “Cus-
tomizable” indicates if the software allows to implement new optimization algorithms
or customize existing ones.

Software GUI MOO Open-source Customizable License

HEEDS MDO [5] Yes Yes No No Commercial

HyperStudy [6] Yes Yes No Yes Commercial

Isight [7] Yes Yes No No Commercial

LIONsolver [8] Yes Yes No No Commercial

modeFRONTIER [9] Yes Yes No No Commercial

MOPS [10] Yes Yes No No Commercial

Nexus [11] Yes Yes No No Commercial

OpenMDAO [12] No Yes Yes Yes Free

Optimus [13] Yes Yes No No Commercial

OptiY [14] Yes Yes No No Commercial

SmartDO [15] Yes Yes No No Commercial

Xtreme [16] Yes Yes No No Commercial

µGP [17] No Yes Yes Yes Free

Kimeme [18] Yes Yes No Yes Commercial

Asaconsequence of this trend, several softwarepackageshavebeendeveloped in
the last years, which provide off-the-shelf algorithms for solving multi-disciplinary
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optimization problems. Among these, especially those tools designed for solving
multi-objective optimization problems, i.e. problems where multiple conflicting
criteria have to be optimized [19], have gained an increasing success and popularity.
This is indeed a class of problems that arises in several domains, such as engineer-
ing [20,21] or finance [22], and which is therefore extremely relevant in practical
problems.

A short list of such tools is reported in Table 1, where GUI and MOO indicate,
respectively, if the software has a Graphical User Interface and if it allows for
multi-objective optimization1. We also indicate if each tool is open-source and
if it allows for customization of the optimization algorithms. We should note
that we included in the table only multi-disciplinary optimization tools that are
specifically based on CIO methods, while we excluded software based on classic
techniques for convex optimization, integer linear/non-linear programming and
methods addressing combinatorial optimization only. We also excluded those
technical software products that are not devoted specifically to optimization but
still may include optimization methods, such as Matlab (which provides the
Optimization Toolbox), and other CAD/CAE or multi-physics software, as well
as multi-disciplinary tools that provide (as an extra feature) one or more, often
domain-specific, optimization techniques (see for instance AVL CAMEO [23]).

Clearly, different commercial and open-source free platforms are character-
ized by different features in terms of usability, openness, modularity, scalability,
easiness of interfacing with external packages, etc. Nevertheless, many of these
products share similar principles and patterns. For instance, among commer-
cial software, many tools allow the user to describe the optimization problem
graphically (with a data-flow or process-flow approach); typically, they pro-
vide a variably rich toolbox for post-processing, and a relatively small set of
off-the-shelf optimization algorithms (closed-source, either legacy or from the
literature) with limited possibility for parameter tuning or other algorithm mod-
ifications. Instead, open-source tools generally lack complete graphical interfaces
or advanced post-processing features, thus resulting more difficult to use, at least
for practitioners interested in ready-to-use tools; also, they require in general
some knowledge about optimization and programming, for instance for writing
scripts or markup language files to interface with third-party software; however,
due to their openness, these platforms allow a higher level of flexibility (e.g.
expert users can develop their own algorithms or modify existing ones relatively
easily).

From this short summary we can note that, as a general trend, commer-
cial and open-source optimization tools are rather far apart in terms of usabil-
ity and flexibility (but this distinction, arguably, affects all technical software):
on one hand, commercial tools prefer usability over flexibility, as they typi-
cally address the needs of users who are not necessarily specialized in program-
ming and optimization (such as mechanical engineers, designers, logistic experts,
and other corporate technical figures for which optimization is simply a tool).

1 A more complete list is available at: http://en.wikipedia.org/wiki/List of
optimization software.

http://en.wikipedia.org/wiki/List_of_optimization_software
http://en.wikipedia.org/wiki/List_of_optimization_software
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On the other hand, open-source software usually look at academic users, such as
mathematicians and optimization scholars who are, in general, more interested
in designing novel algorithms and testing them on benchmark functions, rather
than applying existing algorithms to specific real-world problems. At the time
being, it is hard to find tools that bridge this gap between these two worlds,
providing at the same time the robustness and ease of proprietary software and
the flexibility of open-source platforms.

Motivated by this idea, we developed a novel commercial multi-disciplinary
optimization platform, Kimeme. Similar to other commercial platforms, Kimeme
provides, off-the-shelf, a rich graphical interface including the possibility of
describing the optimization problem graphically, a large set of post-processing
tools, such as plots and statistic analysis, and several CIO methods for both sin-
gle and multi-objective optimization. Moreover, it includes a native distributed
computing system, which allows for a seamless parallelization of the solution eval-
uations on a local network. However, differently from most commercial software,
Kimeme adds the possibility of modifying the code of the existing algorithms,
reusing it to design novel algorithms, or even integrating algorithms designed
from scratch. In this way, Kimeme tries to bridge the gap between academy
and industry, in such a way that ever more powerful algorithms proposed in
the specialized literature on optimization can be easily implemented and made
immediately available to practitioners who may be willing to apply them to
complex real-world problems.

In this paper we present the main features of Kimeme, its architecture and
the way algorithms are implemented. First, we describe in Sects. 2.1 and 2.2,
respectively, the problem and algorithm design environments, while in Sect. 2.3
we introduce briefly some of the post-processing tools available in the platform.
Section 2.4 presents the distributed computing framework integrated in Kimeme,
which leverages multiple computers to solve computationally expensive prob-
lems. Section 3 presents two case studies to exemplify some possible applications
of Kimeme. Finally, in Sect. 4 we give the conclusions of this work.

2 Architecture of Kimeme

The main feature of Kimeme is a rich GUI that assists the user in all the steps
of the optimization process, from the problem definition to the results post-
processing. In this section, we describe the main components of the Kimeme
GUI, namely the problem and algorithm design and the post-processing tools.
We also introduce another important feature of the platform, that is its native
distributed computing infrastructure.

2.1 Problem Design

In Kimeme, every problem is internally represented as an evaluation tree, i.e. an
execution tree where each node concurs (in a data-flow logic) to the evaluation
of a single solution to the problem at hand. As shown in Fig. 1.a, the tree can



44 G. Iacca and E. Mininno

)b()a(

Fig. 1. Some screenshots of Kimeme: (a) project design view; (b) solution table view,
including a 2D scatter plot (see also Sect. 2.3).

be created visually, simply adding nodes from a palette. The palette currently
includes several nodes for defining design variables, constraints, objectives, con-
stants, as well interface nodes to external software, such as Matlab, Python or
Java code, Bash or DOS scripts, etc.

2.2 Algorithm Design

A key element of Kimeme is the possibility, for the user, to modify existing
algorithms provided off-the-shelf by the platform, or implementing new ones.
A set of state-of-the-art optimization algorithms is available, both for single-
objective problems (such as Differential Evolution (DE) [24], Evolution Strate-
gies (ES) [25], Self-adapting Differential Evolution (jDE) [26], and Nelder-Mead
Simplex [27]) and multi-objective problems, including Non-dominated Sorting
Genetic Algorithm 2 (NSGA-2) [28], Multi-objective Particle Swarm Optimiza-
tion (MOPSO) [29], Strength Pareto Evolutionary Algorithm 2 (SPEA2) [30],
Archived Multi-objective Simulated Annealing (AMOSA) [31] and two custom
variants of Multi-objective DE (MODE) and ES (MOES).

Kimeme was designed with code re-usability in mind: algorithms are, in fact,
fully open-source and structured in such a way that every single component of
an algorithm can be reused in another algorithm. Inspired by the modern wave
of Memetic Computing [32–36], algorithms are structured in self-contained ele-
ments called operators (in the memetic jargon, a generalization of a “meme”),
each one performing simple operations on the problem solutions. As shown in
Fig. 2, the generic algorithm structure in Kimeme consists of a Design of Exper-
iment (DoE), which generates the initial candidate solutions for the problem at
hand (i.e., the initial “population”), followed by a sequence of Start Operators,
Step Operators and Stop Operators. The first ones are executed, only once, at the
beginning of the optimization, to perform various initializations needed for the
execution of the algorithm. Step Operators represent the core of the algorithm
iterations and are executed, repeatedly, until one or more stop condition is met.
Finally, the Stop Operators implement various stop conditions and check at the
end of each iteration if any of those conditions is met.
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Fig. 2. Generic algorithm flow-chart in Kimeme.

Fig. 3. Structure of the Solution Set List.

The way information is passed among operators is by means of a Solution Set
List (SSL), i.e. a structured list of candidate solutions (the latter being in turn a
structure containing lists of design variables, constraint and fitness values, as well
as extra properties of each solution), as depicted in Fig. 3. In this framework, each
operator accepts as input a Solution Set List (generated by another operator),
and returns as output a new Solution Set List, modified according to its internal
operator logics. This structure has two main advantages: on one hand, the use
of a structured list of solutions allows an immediate implementation of various
modern schemes where multiple populations (composing a “meta-population”)
co-evolve in parallel, for instance according to an island model, and eventually
exchange solutions through some sort of migration mechanisms [37]. Also, this
structure is especially useful in multi-objective optimization, where it can be
needed to rank the solutions according to their non-domination, thus maintaining
different solutions sets, one for each rank.

Kimeme comes with a rich library containing several operators for DoE,
crossover, mutation, selection, constraint handling, solution niching and rank-
ing, various utility functions for manipulating the Solution Set List (e.g.
merging, cutting, splitting, copying, etc.), different stop conditions, and a num-
ber of algorithm-specific operations. Each operator defines one or more spe-
cific parameters and additional properties that are needed by the algorithm,
and that can also be passed from one operator to another. A special operator,
called Evaluation Operator, performs the actual evaluation of the incoming SSL,
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executing multiple instances of the evaluation tree (one for each solution in
the SSL) defined in the problem design. Also, this operator is responsible for
distributing the computation either locally, on multiple threads, or remotely,
through the Kimeme Network (see Sect. 2.4). Apart from the Evaluation Oper-
ator, all operators available in Kimeme are open-source and can be dissected,
modified and adapted to the users’ needs. Operators can be easily implemented
in an object-oriented fashion, either in Python or Java (through an Integrated
Development Environment within the Kimeme GUI) and interpreted or com-
piled dynamically at runtime. A complete Java/Python Application Program-
ming Interface (API) is provided to help the users programming operators. The
structure of an algorithm (i.e. the sequence of its operators, as well as their
parameters and properties) is simply defined by an xml file, which can be edited
either manually or using the Kimeme GUI. The latter assists the user in var-
ious operations such as changing the order of the operators by drag-and-drop,
removing or adding new operators, defining their parameters and properties etc.
A checker is also provided to automatically verify that there are no errors in the
operators’ code or inconsistencies in the logics of the algorithm.

2.3 Post Processing

To analyze the results of the optimization process, Kimeme provides a rich set of
plots, statistical analyses and post-processing tools. Some examples of such tools
are shown in Fig. 4, including for instance various scatter plots 2D and 3D, and
other multi-dimensional visualization plots such as matrix and parallel plots. The
typical post-processing use case involves the selection of one or more solutions
from the main solution tables (for example those belonging to the Pareto front),
and the choice of the desired plots, see Fig. 1.b for an example.

In general, multiple plots can be associated to a single table, providing dif-
ferent levels of information about the solutions generated by the optimization
process (for instance their distribution in the search space, the correlation among
variables, etc.). The user can easily interact with the plots, for instance zooming
in/out, rotating the 3D views, checking a solution and visualizing its details,
etc. The plot graphical details (line width, colors, markers, etc.) can also be
edited, independently for each plot. Additionally, solutions data and plots can
be exported to ASCII, Excel and Matlab files, and various image formats.

2.4 Kimeme Network

We conclude this section with a brief description of the distributed computing
feature available in Kimeme, called Kimeme Network. Distributed computing is
particularly relevant in expensive optimization, for instance in many engineering
design problems where each solution evaluation corresponds to a computationally
heavy multi-physics simulation. In such scenarios, running an optimization algo-
rithm (which typically requires hundreds of thousands evaluations) on a single
computer might introduce a bottleneck in the business processes. To cut design



Introducing Kimeme, a Novel Platform 47

(a) (b) (c)

)f()e()d(

)i()h()g(

Fig. 4. Some of the post-processing plots available in Kimeme: (a) 3D bubble plot; (b)
generation plot; (c) matrix plot; (d) box plot; (e) parallel plot; (f) PCA plot; (g) 2D
scatter plot; (h) 2D scatter plot with probability density function; (i) 3D scatter plot.

cost and time, exploiting the inherent parallel nature of most meta-heuristics,
distributed computing is therefore needed.

The main architecture of the Kimeme Network is shown in Fig. 5: a central
Java daemon, called Dispatcher, receives requests for computation (i.e., individ-
ual solution evaluations) from one or more optimization processes instantiated
by (different instances of) the Kimeme GUI. The Dispatcher then distributes
the computations, according to various scheduling rules, on a list of available
computing nodes (that can be modified at runtime), which run another Java
daemon called Worker. Each Worker defines how many CPUs it has available
and how many threads it can launch. Both daemons are platform-independent,
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Fig. 5. Kimeme network architecture.

so that it is possible to set up a heterogeneous distributed computing network
infrastructure, for instance including Windows/Linux desktops or laptops, next
to a cluster and a dedicated high-computing machine.

3 Case Studies

We describe here two case studies of application of Kimeme, to exemplify its
applicability to engineering and industrial problems. The first case study is a
classic structural engineering design problem, shown here for illustration purpose
only. The second application is a complex multi-objective metallurgical problem
related to the optimization of productivity and CO2 emission of a blast furnace.

3.1 Optimal Design of a Cantilever

This problem consists in designing an aluminum cantilever having a fixed length
(l) and a fixed force (F ) applied on the free edge, as shown in Fig. 6.a. The goal of
the design is to keep the structure light-weighted and rigid or, formally speaking,
minimizing both the mass (m) and the deflection (w). Decision variables are
the outer (a) and the inner (b) edge lengths. The design has to comply with
some dimensional and functional constraints, related to the feasibility of the
structure (the outer edge length must be grater than the inner one) and to the
deflection-length ratio, which must be less than 10 %. A complete formulation
of the problem is available in [38].

Figure 6.b shows the Pareto front generated by the MODE algorithm avail-
able in Kimeme. We can observe a nice spread of solutions over the Pareto front,
which is covered entirely, and quite evenly.
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Fig. 6. Cantilever design problem: (a) problem description and (b) solutions obtained
in Kimeme using MODE with the standard parameter setting (population size 100,
250 generations): initial generation (red), last generation (green), Pareto front at the
last generation (black dots) (Color figure online).

3.2 Blast Furnace Productivity/CO2 Emission Optimization

This problem consists in minimizing the CO2 emission of an industrial iron blast
furnace while simultaneously maximizing its productivity, with a constraint on
the Silicon content of the hot metal produced by the furnace. This case study
was developed at the Department of Metallurgical and Materials Engineering at
the Indian Institute of Technology, and its results have been originally published
in a recent paper by Jha et al. [39]. In this work, the authors performed a sys-
tematic comparison between various algorithms available in Kimeme and mode-
FRONTIER [9]. They also compared these algorithms with a custom-developed
surrogate-assisted algorithm called Evolutionary Neural Network (EvoNN) [40].
In the study, different levels of Silicon were considered. Here, we report the pre-
liminary results of a smaller subset of algorithms (without tuning, unpublished
data) obtained on only two configurations (low and medium, respectively with
0.40–0.55 % and 0.55–0.70 % Si). We refer the interested reader to the work by
Jha et al. [39] for further details about the problem formulation and for complete
optimization results with tuned algorithms.

Figure 7 shows the Pareto fronts found by five algorithms from Kimeme
(NSGA-2, MOPSO, MODE, MOES and SPEA2), one from modeFRONTIER
(NSGA-2), and EvoNN, in low and medium Silicon level. It should be noted that,
among all the methods shown in the figure, only EvoNN is surrogate-assisted,
therefore a fair direct comparison between this method and the other methods
is not possible. It can be observed (as also reported in [39]) that all the methods
implemented in Kimeme guarantee a rather good solution spread over the Pareto
front. Compared with the implementation of NSGA-2 in modeFRONTIER, all
the algorithms in Kimeme perform quite well, especially MOPSO and MODE
that consistently show good results at all Silicon levels.
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Fig. 7. Pareto fronts obtained on the furnace optimization problem described in [39]:
(a) low and (b) medium Silicon level. mF NSGA2 indicates the NSGA-2 implementa-
tion in modeFRONTIER, while kim NSGA2, kim PSO, kim DE, kim ES, kim SPEA2 indi-
cate, respectively, the open implementation of NSGA-2, MOPSO, MODE, MOES and
SPEA2 in Kimeme. Lastly, EvoNN indicates the surrogate-assisted method proposed
in [40]. Courtesy of Nirupam Chakraborti.

4 Conclusions

In this paper we have introduced Kimeme, an innovative platform for designing
novel optimization algorithms and applying them to real-world problems. The
core idea of Kimeme is to bridge the gap between computer scientists and practi-
tioners, so to foster a mutually beneficial transfer of knowledge between academy
and industry. The platform offers a configurable environment for both designing
algorithms and solving optimization problems, that can be effortlessly tailored
to specific applications from various domains. In addition to that, Kimeme pro-
vides a very flexible, scalable and easy-to-use distributed computing infrastruc-
ture, that can be used to speed up the optimization process. Moreover, the set
of state-of-the-art algorithms provided in Kimeme is broad enough to obtain
good results on optimization problems from different domains: the case stud-
ies presented here showed that Kimeme could be easily applied to problems
from mechanical design and metallurgy, but the platform is naturally applica-
ble to other domains. Further developments are planned in the years to come
in order to enrich the platform with new features, optimization algorithms and
post-processing capabilities.
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Abstract. The design of robust classifiers, for instance Artificial Neural
Networks (ANNs), is a critical aspect in all complex pattern recognition
or classification tasks. Poor design choices may undermine the ability
of the system to correctly classify the data samples. In this context,
evolutionary techniques have proven particularly successful in exploring
the complex state-space underlying the design of ANNs. Here, we report
an extensive comparative study on the application of several modern
Multi-Objective Evolutionary Algorithms to the design and training of
an ANN for the classification of samples from two different biomedical
datasets. Numerical results show that different algorithms have different
strengths and weaknesses, leading to ANNs characterized by different
levels of classification accuracy and network complexity.

Keywords: Artificial Neural Networks · Multi-Objective Evolutionary
Algorithms · Akaike Information Criterion

1 Introduction

Over the past two decades, the amount of data produced yearly in all human
applications has reached an unprecedented level. As the quantity of data gener-
ated in the most complex engineering, networking, and financial systems, is for
obvious reasons, impossible to analyze manually, the need arises for expert sys-
tems capable of analyzing the data automatically, for instance for the purpose of
classification, pattern recognition, and feature extraction. This need is bringing
Machine Learning (ML) to a new level, and novel approaches are being presented
in the literature, specifically tailored for problems of increasing complexity.

Interestingly, many modern ML classification techniques are now based on
Artificial Neural Networks (ANNs). In fact, despite being one of the oldest com-
putational tools known in ML, ANNs are still today among the most effective
c© Springer International Publishing Switzerland 2016
F. Rossi et al. (Eds.): WIVACE 2015, CCIS 587, pp. 53–64, 2016.
DOI: 10.1007/978-3-319-32695-5 5
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techniques available to solve most kinds of classification problems. On the other
hand, while ANNs are powerful learners per se, their performance on specific
datasets can be severely affected by several factors. First of all, since neural
networks need to learn from examples, typically the training and validation sets
must be quite large and should contain balanced class examples. The second
problem is feature selection, i.e. the choice of which features should be used as
input to the classifier. More features do not lead necessarily to a better classifi-
cation accuracy, however feature selection can be especially hard in some cases.

One of the most prominent areas of application of ANNs is nowadays health
care and health improvement, see e.g. [1,2]. For example, computerized medical
imaging systems are constantly improving their ability to extract numerical fea-
tures from biological data, features that can be used in expert systems (based
on ANNs) to assist diagnosis and therapy. Typically, in order to train a robust
expert system and obtain a high classification accuracy, one needs a large set of
labeled samples. However, in most cases, data acquisition and labeling is expen-
sive (due to the cost of the medical tests, and to the need for a human expert to
label the training samples) and the expert system must be trained on a relatively
small dataset. Therefore, a third major challenge is to reach a high accuracy with
a limited number of labeled samples.

Finally, on top of all the above mentioned problems, there is the choice of
the ANN topology, namely the number of layers, the number of nodes per layer,
and the activation function used in each node. While simple rules of thumb exist
for such a choice, there is no way to predict which configuration of the network
is the best to use in each case and one often has to rely on manual trial-and-
error. However, the training of each different network configuration is a time
consuming process and trial-and-error is obviously prone to sub-optimal results.

Thanks to the ever-increasing availability of computing power, a viable alter-
native for solving these problems is now the use of automatic techniques that
explore the entire space of solutions defined by the ANN topologies, while per-
forming the training of each network on multiple shuffled versions of the dataset
at hand. One such example is presented in [3], where Multi-Objective Genetic
Algorithm (MOGA) [4] is used to find the optimal ANN topology (i.e., the opti-
mal number of hidden layers and the number of nodes for each hidden layer)
which leads to the best classification of the samples from the Wisconsin Breast
Cancer Dataset (WBCD) [5].

In this paper, we follow up on [3] by performing an extensive comparison of a
whole set of Multi-Objective Evolutionary Algorithms (MOEAs) on two different
datasets, namely the aforementioned WBCD and the Hepatitis Dataset (HD)[5].
First, we try to obtain on each dataset the best possible accuracy, by minimizing
at the same time the validation and test error. In a second set of experiments,
we try to identify the best trade-off between accuracy and network complexity:
in this latter case, the optimization criteria are the minimization of (1) the
validation error, and (2) a measure of the network complexity, i.e. the Akaike
Information Criterion [6] (rather than an explicit minimization of the number of
hidden layers and hidden nodes per layer).
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The rest of this paper is organized as follows. The next section briefly sum-
marizes the related work on the use of MOEAs for automatic design of classifiers.
Section 3 describes the MOEA-based method used in the study, while numerical
results are reported in Sect. 4. Finally, Sect. 5 concludes this work.

2 Related Work

MOEAs are bio-inspired multi-objective optimization techniques that have been
successfully used in several applications domains, such as engineering design
[7,8] and combinatorial optimization [9]. Recently, MOEAs have also been used
in real-time applications, as shown in [10], and biomedical applications [11,12].

In the ML domain, there are several examples of application of (either single-
objective or multi-objective) Evolutionary Algorithms to the optimization of
neural network topology (see e.g. [13]), or for training ANNs [14]. Another exam-
ple is given by [15], where an improved version of classic Genetic Algorithms
(GA) is introduced, specifically designed to optimize the structure of a neural
network. In the aforementioned work [4], Multi-Objective Genetic Algorithm
(MOGA) has been used to find the best topology in order to improve the neural
network accuracy on the WBCD dataset. A similar technique was also proposed
in a more recent study [16]. Other biomedical applications of optimized neural
networks are also presented in [17–19].

3 Proposed Approach

As mentioned earlier, the main idea of this study is to formulate the problem of
the definition of an optimal ANN for a specific dataset in a multi-objective fash-
ion. For example, in order to maximize the accuracy, a Multi-Objective Evolu-
tionary Algorithm can be used to minimize the validation error while minimizing
the test error. However, depending on the requirements one could also include
different optimization criteria in the problem formulation, such as a measure of
complexity of the classifier ANN. We will show this in the next section.

In a nutshell, the proposed multi-objective approach consists of two nested
loops, as depicted in Fig. 1: (1) an outer loop, where populations of candidate
ANNs are generated and optimized by a MOEA; (2) an inner loop, where each
candidate ANN is trained, validated and tested.

More specifically, in the first step, the MOEA defines for each candidate ANN
the number of hidden layers, the number of nodes per layer, and (optionally)
the activation function that must be used in each layer. This information is then
used to create neural networks that are structured as follows: (1) an input layer
made of as many nodes as the number of the features of the dataset, with no
bias; (2) a variable number of hidden layers, each of which is made of a variable
number of nodes (as determined by the MOEA), with bias; (3) an output layer,
with a single node (the classification value), with no bias. For every layer, it is
possible to select the activation function a priori, or have the MOEA select it:
as shown in the next section, in our experiments we tested both options.
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Fig. 1. Conceptual scheme of the MOEA-based approach.

In the second step, each ANN so generated, is then trained, validated and
tested on the dataset. This procedure is performed as follows. First, the original
dataset is shuffled and partitioned into three sets (in our experiments, 60 %, 20 %,
and 20 % of the entire dataset, respectively). Then, the first set is used to train
and validate the neural network topology, by means of a 10-fold cross validation.
The training method we use in our experiments is the Resilient Propagation
[20], with stop condition on a training error threshold. The second and third
sets are finally used to calculate, respectively, the validation error, the test error,
and the confusion matrix. This information (or, if needed, a metric of network
complexity) is then fed back to the outer loop, and used to calculate the fitness
functions to be optimized by the MOEA.

In all our experiments (see the next section for further details), we used
some of the state-of-the-art MOEAs available in Kimeme, a multi-disciplinary
optimization platform introduced in [21,22]. The reason for using Kimeme was
manifold: first of all, Kimeme provides a rich set of state-of-the-art single and
multi-objective optimization algorithms, as well as an extensive post-processing
toolkit. Secondly, Kimeme can be easily coupled with external software and
pieces of code (such as Java or Python classes, or Matlab scripts). Importantly,
Kimeme also integrates a distributed computing framework, which allowed us to
easily run massively parallel calculations. As for the ANN implementation, we
used the open-source Java library Encog [23], which is characterized by a great
flexibility in the definition of neural networks and training algorithms.

4 Numerical Results

In the following, first we describe our experimental setup (datasets and multi-
objective algorithms), then we analyze the numerical results obtained in the
different experiments with the approach described in the previous section. We
finally report a brief analysis of the execution times of our experiments.
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4.1 Datasets

In our experimental study, we consider two biomedical datasets:

– The Wisconsin Breast Cancer Dataset (WBCD) [5]. The WBCD is composed
of 699 labeled samples, each defined by 9 biomedical features, namely: clump
thickness, uniformity of cell size, uniformity of cell shape, marginal adhesion,
single epithelial cell size, bare nuclei, bland chromatin, normal nucleoli, and
mitoses. The dataset contains 16 samples with one or more missing values,
which we omit from our analysis.

– The Hepatitis Dataset (HD) [5]. The dataset is composed of 155 labeled
samples, each defined by 19, namely: age, sex, steroid, antivirals, fatigue,
malaise, anorexia, liver big, liver firm, spleen palpable, spiders, ascites, varices,
bilirubin, alk phosphate, sgot, albumin, protime, histology. 75 samples have
one or more missing value, so we discard them in our analysis. Since this
dataset is unbalanced, to avoid over-fitting we have added 30 synthetic entries
to the least represented class (“die”), each one obtained selecting randomly
one of the original samples, and adding (or subtracting), with probability
p = 0.3, a small uniform random number to each of its features.

On both datasets, we normalize the input features in the range [0, 1]. Also,
since both datasets refer to a binary classification problem (positive vs negative
diagnosis), for the purpose of classification we set a threshold of 0.5 on the output
of the single output node (see the previous section), to discriminate between the
two sample classes (corresponding to 0/1 classification values).

4.2 Algorithms

Among the open-source algorithms available in Kimeme, we chose for this com-
parative study four MOEAs together with a version of Multi-Objective Particle
Swarm Optimization used here as control experiment1. These algorithms were
chosen as they are currently considered the state-of-the-art in multi-objective
optimization, and our aim here is to show how general-purpose MOEAs can be
used for the automatic design of classifiers. A brief description of the selected
algorithms follows, with the related parametrization (for a more thorough expla-
nation of the algorithms and their parameters, please refer to the original
papers). All algorithms were configured to use a population of 100 individuals,
with stop condition on the number of generations (500).

– Multi-Objective Differential Evolution (MODE). This is a custom multi-
objective variant (with elitism) of Differential Evolution (DE) [24], that
simply combines with the classic DE mutation/crossover operators the non-
dominated sorting and crowding distance mechanisms used in NSGA2 (see
below). We set crossover rate Cr = 0.3 and scale factor F = 0.5.

1 We should note that, technically speaking, MOPSO is not a MOEA, as it is inspired
by Swarm Intelligence rather than Evolutionary Algorithms. Nevertheless, for sim-
plicity of notation in the following we will use the wording “MOEAs” to refer gener-
ically to all the algorithms tested in this study, including MOPSO.
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– Multi-Objective Evolution Strategies (MOES) [25]. This is a multi-objective
variant of classic Evolution Strategies (ES), an evolutionary algorithm based
on mutation only. Mutation simply adds to each component of the solution
a random number drawn from an adaptive distribution. Solutions are then
ranked, based on their fitness values, to obtain the Pareto front. We set min-
imum step size μmin = 0.01, initial step size μinit = 0.2, life span LS = 30,
scaling factor α = 0.2, and learning rate τ = 1.

– Non-Dominated Sorting Genetic Algorithm-2 (NSGA2) [26]. NSGA2 is
arguably the most popular algorithm in multi-objective-optimization. It is a
variant of Genetic Algorithm that uses a non-dominated sorting mechanism
(to rank solutions based on their dominance level) and a crowding distance
operator (which preserves a high diversity in the population). We set tour-
nament size T = 2, crossover probability Cr = 0.75, mutation probability
m = 0.05, selection percentage s = 0.35, and exploration factor e = 0.8.

– Strength Pareto Evolutionary Algorithm-2 (SPEA2) [27]. SPEA2 relies on
an archive of boundary solutions and a mechanism for pruning such archive
along the evolutionary process. Additionally, it incorporates a fine-grained
fitness assignment strategy based on a nearest-neighbor density estimation
technique which guides the search more efficiently. We set tournament size
T = 2, crossover probability Cr = 0.9, and mutation probability m = 0.01.

– Multi-Objective Particle Swarm Optimization (MOPSO) [28]. This is a multi-
objective variant of Particle Swarm Optimization, that simply combines with
the classic PSO logics the non-dominated sorting used in NSGA2. The para-
metrization is the one proposed in [28].

4.3 Minimization of Test Error vs Minimization of Validation Error

The first set of experiments has as main objective the minimization of validation
and test error. Minimizing the validation error allows one to avoid the overfitting
problem, whereas minimizing the test error gives the best performance in terms
of accuracy. We repeat the experiments on each dataset in two conditions, i.e. (1)
one in which the activation function is fixed, a priori and for the entire network,
to one of the following: {Gaussian, Linear, Sigmoid, Sin, Step} and (2) one in
which the activation function is free to vary for each layer, and is chosen by the
MOEA. In the latter case, the activation function is chosen within the following
set of functions: {Bipolar, Competitive, Gaussian, Linear, Log, Ramp, Sigmoid,
Sin, SoftMax, Step, Tanh, Elliott, Symmetric Elliott}; moreover, the MOEA is
allowed to select the same activation function for more than one layer.

In both cases, the neural network topologies are structured as described in
Sect. 3. The number of hidden layers varies in [1, 3], with the first layer having a
variable number of nodes in the range [1, 255], while the size of the second and
the third layers vary in [0, 255], with zero meaning that the layer is not present.
This way, we enforce the condition that the network has at least a hidden layer
made of a single node, while the other two hidden layers might not be present.

We execute the five MOEAs 5 independent times, with different random
seeds, on both datasets in the two conditions. For each algorithm we then
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aggregate the Pareto-optimal solutions found at the end of each run, and finally
we select the non-dominated solutions among all the optimal solutions found.
We report the set of non-dominated solutions obtained by each algorithm on
the WBCD in Figs. 2 and 3a, respectively for the case with fixed and variable
activation function. As for the HD, due to space limitations we report only the
non-dominated solutions obtained with variable activation function, see Fig. 4.

In all figures, the solutions marked with a black square indicate neural net-
works reaching a full accuracy of 100%. We should note that, while validation
and test error are calculated as Mean Squared Error (MSE) between the expected
classification value (0/1) and actual neural network output (ranging in [0, 1], and
depending on the output activation function), the accuracy is calculated based
on the confusion matrix: (True Positives + True Negatives)/(Total sample size).

The numerical results show that on both datasets and conditions (fixed or
variable activation function), the MOEAs obtain several solutions with full accu-
racy, with no clear superiority of any of the algorithms. Also, the choice of the
activation function seems to affect only marginally the performance. Notably,
using a variable activation function allowed us to find, on the WBCD, the two
full accuracy classifiers with the lowest validation/test error (see the red circle,
in Fig. 3a, grey in print). The MOEAs were also successful on the HD, find-
ing numerous full accuracy ANNs, although with a higher validation/test error
compared to WBCD (most probably because of the unbalance of the dataset).

To further highlight the potentialities of the MOEA-based method, we report
in Tables 1 and 2 a comparison of the best accuracy found in this study against
the accuracy obtained in the state-of-art literature, respectively on the WBCD
and the HD. We can see that the MOEA-based method tested here is the only
one capable of reaching an accuracy value of 100% on both datasets.

4.4 Minimization of Network Complexity vs Minimization of
Validation Error

As an additional experiment, we apply the MOEA-based method to a different
formulation of the neural network optimal design, one in which the optimization
criteria are the minimization of validation error and network computational com-
plexity. The latter is measured here via the Akaike Information Criterion (AIC)
[6], defined as −2 · ln(MSE)+2k, where k is the number of weights in the ANNs.
This second goal might be important, for instance, in contexts where the clas-
sifier ANN must be used in real-time and therefore should be computationally
cheap, still guaranteeing robust classification performance.

Due to space limitations, we report only the results on the WBCD (Fig. 3b),
but similar considerations apply also to the other dataset. Also, in this case we
consider only variable activation functions. Results show that in this case the
MOEAs find only one solution with full accuracy, that is associated to the lowest
AIC level. On the other hand, ANNs of higher complexity are, unsurprisingly,
characterized by a lower validation error but, because of overfitting, none of
them is capable of generalizing and obtain full accuracy.
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Fig. 2. Non-dominated solutions on the WBCD (with fixed activation function): min-
imization of validation and test error with Gaussian (a); Linear (b); Sigmoid (c); Sin
(d); and Step (e) function.
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Fig. 3. Non-dominated solutions on the WBCD (with variable activation function):
minimization of validation and test error (a); minimization of validation error and
Akaike Information Criterion (b).
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Fig. 4. Non-dominated solutions on the HD (with variable activation function): mini-
mization of validation and test error.

4.5 Execution Times of the Experiments

Finally, we conclude our presentation of the numerical results with a brief analy-
sis of the execution times. On the WBCD, each run of the various MOEAs is
executed in approximately 2–6 min. On the HD instead, each run is executed in
approximately 2–3 h (except for MOPSO, which takes up to 5 h/run). All tests
were executed using 8 threads in parallel on a Linux (Ubuntu 15.04) machine
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Table 1. Accuracy on the WBCD

Accuracy Reference

99.51% [29]

99.14% [30]

97.8% [31]

97.21% [32]

100% this work

Table 2. Accuracy on the HD

Accuracy Reference

96.25% [33]

94,12% [34]

92.9% [35]

100% this work

with an eight-core i7-5960X CPU and 16 GB RAM. The large difference in run-
time between the two datasets can be explained considering that the HD is an
unbalanced dataset and the training time on each shuffled version of it takes
more time to reach the training error threshold2.

5 Conclusion

In this paper we have introduced a multi-objective optimization approach for
optimally designing and training Artificial Neural Networks used for classifi-
cation problems. The proposed method leverages several state-of-the-art algo-
rithms provided by Kimeme, an optimization platform available online. We con-
ducted a thorough experimental campaign testing a number of modern multi-
objective optimization algorithms, including MOES, MODE, MOPSO, NSGA2
and SPEA2 on two different datasets. Such comparative study was performed on
the Breast Cancer Wisconsin Dataset and the Hepatitis dataset from the UCI
repository. The aim was to find the non-dominated ANNs minimizing the valida-
tion error and the test error, or, alternatively, minimizing at the same time the
validation error and the ANN complexity. The latter was measured by means of
the Akaike Information Criterion.

All the tested algorithms were able to find, in all conditions on both datasets,
several ANNs characterized by 100% accuracy, improving upon results previ-
ously found in the literature. Among the algorithms selected in the study though,
we observed a substantial equivalence.

The proposed approach reveals that the automatic design of Artificial Neural
Networks by means of multi-objective optimization is a viable solution in the
context of complex classification problems. This is especially true when any
prior information about the problem at hand is scarce, or not available at all.
Furthermore, such an automatic design has a high degree of general purposeness,
as it can be easily extended to different classification tasks.

In future studies, we will attempt to test this method on new problems, and
we will try to devise novel optimization schemes specifically designed for ML.

2 We should note though, that while in the case of WBCD we used a training error
threshold 0.1, in the case of HD we used a threshold of 0.2, to improve the training
time and avoid overfitting.
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Abstract. Molecular docking is a computational method to study the formation
of intermolecular complexes between two molecules. In drug discovery, it is
employed to estimate the binding between a small ligand (the drug candidate),
and a protein of known three-dimensional structure. Docking is becoming a
standard part of workflow in drug discovery. Recently, we have used the soft-
ware VINA, a de facto standard in molecular docking, to perform extensive
docking analysis. Unfortunately, performing a successful blind docking proce-
dure requires large computational resources that can be obtained by the use of
clusters or dedicated grid. Here we present a new tool to distribute efficiently a
molecular docking calculation onto a grid changing the distribution paradigm:
we define portions on the protein surface, named hotspots, and the grid will
perform a local docking for each region. Performance studies have been con-
ducted via the software GRIMD.

1 Introduction

Drug discovery is a time-consuming, risky, and expensive process. To shorten the
research cycle and to lower the failure rate, Computer-Aided Drug Design is applied in
the early drug discovery phases. Molecular docking is one of the most popular
strategies to evaluate the drugability of a molecule. An efficient search of the best
binding interaction of a ligand is extremely computationally demanding, and existing
software suffer several limitations. As result, the predictive ability of docking software
is severely limited, especially for blind docking. Different approaches have been used
by different research groups to identify the receptor binding site and to estimate all the
contributions to the total binding energy of the ligand – receptor complex. No com-
mercially available or free-to-use software for molecular docking consider the impor-
tance of conserved sequence in proteins. Often the active site of the receptor is
unknown, so the only option left to identify all the possible binding sites on the
receptor is to extend the search box to all the receptor, a type of molecular docking also
known as blind docking, reducing the accuracy of the procedure and leading to an
increase of computing times. The existing software are, from a computational point of
view, extremely inefficient. In fact, programs like Vina [1] can generate thousands of
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poses with a small coverage of the conformational space. What is worst is that the best
pose is often rejected even after an exhaustive pose generation. This means that the
program found a pose close to the experimental one but the scoring function poorly
evaluated it. The pose ranking is based on a calculated binding energy that shows a
poor correlation with experimental binding energies. For this reason, one cannot simply
rely on massive calculation of an astronomic number of poses, because the ranking
functions are not properly calibrated. During extensive docking analysis, we observed
that conserved residues often lie on binding sites [2, 3]. Our idea was to drive ligands
toward conserved regions on the surface adding an extra term to the force field. We
decided to use the software Vina because it is efficient and open source. We could
observe that, in most cases, binding sites lie on conserved portion on the protein surface
[2, 3]. The opposite in not always true, so we can assume that the presence of con-
served residues is a necessary but not sufficient condition to predict a binding site.
Conserved residues are rarely isolated. Normally, a binding site can be made of several
spatially closed but non-adjacent residues.

2 Experimental Part

We define as hotspot (HS) the barycenter of spatially related conserved residues. The
conserved regions can be easily obtained by multiple sequence analysis, but an easier
way consists in downloading essential information from the server PDBFinder [4]. The
distance of a pose from the HS is then used to modify the Vina function.

The poses that satisfied the Vina criteria are checked out in terms of distance from
the HS. The binding energy is than modified according to Eq. (1), adding a term that
depends on the minimal distance (d) between the ligand barycenter and the nearest HS.
The new energy takes into account also the conservation value of the residue (con-
servation weight, CW):

EQN ¼ E0
QN þ E0

QNCw

d2
ð1Þ

These values of EQN (quasi-Newton energy) are saved in the Prop channel and used to
train the genetic algorithm.
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In red is highlighted where the calculation is called in the original quasi_newton.
cpp Vina file. The definition of the function eval_conservation is in the file model.cpp.
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When we want to explicitly consider the presence of water molecules, the program
checks if there is space to introduce an oxygen atom at 2.9 Å from electronegative
atoms in the ligand. If so, the QN function is called with and without oxygen and only
the pose with the maximum QN is chosen.

The choice of poses is made with a traditional Metropolis approach. Metropolis
algorithm is a Markov chain Monte Carlo method for obtaining a sequence of random
poses from a probability distribution for which direct sampling is difficult. When the
energy results are to be higher, the new conformation will be accepted or rejected if an
acceptance probability law

P ¼ e
�E2�E1

kbT

h i
ð2Þ

is randomly satisfied, where T is temperature and kB the Boltzmann’s constant. The
acceptance condition is verified if generating a pseudo-random number u, uniformly
distributed between 0–1, will result u < P.

The following changes have been introduced in metropolis.cpp.

The initial idea was to increase the acceptance probability nearby conserved regions
in order to drive the ligands toward those sites. The acceptance rate was therefore
modified as:

AccProb ¼ AccProb � 1

distancepose�hotspot
� �2 ð3Þ

The distance is obtained from the routine Quasi_Newton to decrease the computing
time. The instruction m.metEnable, reads the flag to tell the program when use the
modified Metropolis.
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The flowchart representing the implementation of HS in the original Vina code is
shown in Fig. 1.

2.1 Improving the Scoring Function

One of the typical problems with docking software, and Vina makes no exception, is
that the pose ranking is made in terms of energy. Vina uses a semi-empiric calculation
of the pose energy. Unfortunately, the calculation of free energy is far from being
optimal and, consequently, the ranking process is poor. This means that the best pose,
i.e. the one with the minimum RMSD from experimental data, is not the first in rank.
We have performed an extensive genetic algorithm study to improve the ranking. As
result, in 95 % of the cases, the best pose is the one with the highest score.

2.2 Porting on Grimd

Grimd is a software that can easily create a computer grid [5]. Grimd can chunk a
complex calculation in a number of smaller jobs. The jobs are sent to available PCs
(slaves) and, after completion, the most relevant results are collected and made
available via web interface. The Master, which is a dedicated machine, runs a program
that takes care of the input data partitioning, the scheduling, the tasks execution across
a set of machines (dynamically updated), the handling of machine failures, and the
managing of the required inter-machine communication. The Master implements a
basic authentication mechanism when a new slave subscribes to the “Grimd Network”,
managing communication privacy through channel encryption (a sort of VPN) and
client-side strong authentication through session key negotiation. The distributed grid
was already successfully applied for a wide range of applications [6–10]. Grimd was
used to perform a flexible ligand-flexible receptor docking encoding the conformational
spaces of molecules through a protocol of molecular dynamics, followed by the gen-
eration of an ensemble of rotamers. These conformational subspaces can be built to
span a range of conformations important for the biological activity of a protein.
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A variety of motions can be combined, ranging from domains moving as rigid bodies
or backbone atoms undergoing normal mode-based deformations, to side chains
assuming rotameric conformations. In addition, Grimd can be easily used for the
screening of several receptors against a large library of ligands. Because of the
underlying architecture, Grimd is not limited to docking or molecular dynamics, but it
has been also applied to extend coarse grain dynamics [11, 12], to distribute quantum
mechanical calculations [13, 14], and to improve of orders of magnitude the speed of

Fig. 1. Flowchart of the implementation of HS on Vina code
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Monte Carlo simulations [15]. The concept of hotspot permitted a straightforward
distribution on a grid. In fact, each hotspot can be computed on a different node of the
grid. To run a full blind docking calculation, it is necessary to send three files to the
Master: the receptor and the ligand in pdbqt format, and a text file containing the
conservation string. An example of the text file is:

Once the Master received the job request, each HS is assigned to a different Slave.
Once the local calculation is completed, the Slaves create two files: a file with results
and a log file. These files are sent back to the Master that reduces the information into a
global result file, sorts the poses using the binding energy and print out one or more
poses. No changes are necessary on the Master to distribute the calculation. The
flowchart representing the porting of Vina on Grimd is shown in Fig. 2.

3 Results

3.1 Docking Validation

We tested the accuracy of the new approach on a customized version of the Aspex list
of PDBs available in literature. The validation of a docking software is always a critical
task. Several works already discussed this point [3]. Among others, two aspects appear

Fig. 2. Flowchart of VINA porting on GRIMD
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to be critical: the choice of the validation data set, and the position (and dimension) of
the docking box. In fact, it is evident that an ad hoc choice of the proteins to be docked
can give the illusion of fantastic performance. Few publications offer a systematic
comparison of software performances. The validation did not use any prior information
on the docking box, or ligand orientation, nor had we used a particular (and benevo-
lent) pdb validation set. The evaluation of was performed on a set of 180 proteins and
the results compared to Vina, a de facto standard in molecular docking. The docking
procedure was total blind docking, 250 runs, Amber03 ff, no water molecules. We have
considered two aspects in blind docking: the goodness of the first pose in terms of
RMSD between the docked pose and the experimental data, the free energy of binding
and the execution time.

3.2 Grid Tests

Standard procedures were followed to set up the virtual docking. AutoDock requires
that the ligands and receptor be formatted in pdbqt files. This format is similar to a PDB
file and also has charge and AutoDock atom-type information. These files can be
created with the AutoDockTools (ADT) [16] interface or with scripts provided with the
software. ADT is a graphical interface provided with the AutoDock software and can
be used to carry out serial docking jobs, prepare files, and analyze results. The provided
scripts were used to add partial charges to each atom, merge nonpolar hydrogens with
the heavy atoms to which they are covalently bound and determine the AutoDock atom
types of each atom for all the ligands and decoys. Using HSs, a docking calculation
with Vina can be easily distributed on several machines.

In Fig. 3, it is shown the computing time for the system 1 fkg distributed on a
number of nodes between 1 and 10. The behavior of the net is almost linear demon-
strating a perfect distribution of the docking.

Fig. 3. Running time as function of slave number
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4 Conclusions

We presented here a modification of Vina that permitted to increase the accuracy of
docking as well as a load distribution on a dedicated grid that permitted a drastic
reduction of the computational time. The pose generation algorithms and the scoring
function for pose ranking have been modified in order to consider the conservation of
residues in the protein sequence. To assign the conservation weights to each residue we
used a customized version of the HSSP database [4]. In correspondence to each con-
served region, the program places new local search boxes. The size of these boxes is
inversely depending on the conservation of the residue: the highest the conservation,
the smallest is the size. The choice of the best pose follows a completely novel
approach. We have used Genetic Algorithms (GA) to develop a scoring function that
takes into account force field related energy as well as the distance of the ligand from
conservation regions. According to this, our new ranking function allows the final user
to pick the best pose after the molecular docking with a better accuracy and reliability.
Finally, the introduction of hotspots, i.e. highly conserved residues in a protein, per-
mitted a straightforward and efficient distribution onto a dedicated grid.

Acknowledgments. This work was partially supported by the “Data-Driven Genomic Com-
puting (GenData 2020)” PRIN project (2013–2015), funded by the Italian Ministry of the
University and Research (MIUR).
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Abstract. This work reports the outcomes of in silico simulations of the inter‐
actions between S. aureus bacteria and an antibacterial polymeric coating devel‐
oped onto titanium substrates. The aim of the theoretical analysis is to develop a
computational approach suitable of predicting the effective amount of antibacte‐
rial agents to load onto the polymeric coating in order to prevent titanium implants
infections and at the same time to minimize cytotoxicity. The simulations results
will be contrasted with experimental data.

Keywords: Antibacterial activity · Titanium implants · Infections · In silico
modeling

1 Introduction

In biomaterials science, the development of innovative antibacterial surfaces is one of
the most active research fields: infections, indeed, often cause orthopedic and dental
implant failure. Implant associated infections and antibiotic resistance are still rising,
with S. aureus and coagulase-negative staphylococci accounting for 45–55 % of infec‐
tions [1–4]. Therefore, antibacterial biomaterials are essential to improve in vivo implant
duration [5–8]. Antibacterial agents, loaded and released at the implant site, are an
effective approach to address this urgent issue. Silver ions are among the most promising
non-conventional antimicrobial agents, although their mechanism of action, as well as
their toxicity, are controversial and poorly understood [3].

Wet laboratory experiments on cell-biomaterial interactions are often combined with
computational studies because they are cost effective and time saving. These interesting
advantages suggest the opportunity for in silico methods to become, in the next future,
valuable tools to design, test and optimize functional biomaterials [9–11].

In this research field, agent-based models are a class of computational techniques
that appear to be highly promising since they have been largely applied to describe the
macroscopic properties of dynamical systems characterized by heterogeneity and self-
organization [12]. They simulate the simultaneous operations and interactions of
agents, the essential elements describing the studied systems, in an attempt to re-create
and predict the appearance of complex phenomena. In fact, in silico complex behaviours
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to a higher (macro) level can be observed starting from setting simple rules of agent-
agent and agent-environment interactions. This bottom-up method has been exploited
to investigate the dynamics of complex populations at different levels, from the socio‐
logical to the cellular and atomic scale [13]. On the other hand, biological systems are
particularly challenging for classical computational methods, because the information
flux between single elements over time, as well as between the elements and the
surrounding environment, must be taken into account. When also the spatial distribution
plays a crucial role, such as for biomaterials, the agent-based approach is particularly
suitable: agents are free to move and act independently from each other [14]. Moreover,
in the specific case of antibacterial surfaces, agent-based models enable the study of the
effects of surface stimuli on bacterial populations [15].

In this work, an agent-based modeling approach has been adopted to simulate S.
aureus interactions with a titanium substrate loaded with silver ions, in order to choose
the least effective amount of the antibacterial agent. The outcomes of the in silico simu‐
lations are compared with preliminary experimental observations.

2 Materials and Methods

2.1 Preparation of the Antibacterial Surface

The polymeric coating has been synthesized on 1 cm2 titanium substrates according to
an electrochemical procedure previously described and different amounts of silver ions
per unit surface area have been loaded onto the polymeric coating as antibacterial agents
[16]. All electrochemical experiments have been carried out using a PAR Versa STAT
4 potentiostat - galvanostat (Princeton Applied Research). The coated titanium samples
have been sterilized by UV treatment before in vitro antibacterial evaluation.

2.2 In vitro Antibacterial Activity

All the experiments have been performed in triplicate according to ISO 22196:2011.
S. aureus has been grown in Luria Bertani Broth (LB) (Difco, Detroit, MI, USA).

A suspension of 104 bacteria has been incubated onto each UV sterilized titanium
substrate (and onto sterile substrates as control) for 24 h at 37 °C. Then, bacteria have
been serially diluted and plated on agar. After 24 h at 37 °C bacterial viability has been
calculated setting to 100 % the control growth (bacteria grown onto sterile substrates)
and comparing bacterial number onto the bare coatings and onto silver-loaded coatings.

2.3 In silico Simulations

The NetLogo platform has been used to simulate the time behaviour of S. aureus bacte‐
rial population deposited on a titanium surface coated by a polymeric layer loaded by
different amounts of silver ions [17].

Simulation consists in a random walk of bacteria on a squared surface discretized in
33 × 33 lattice. Each node of the lattice corresponds to a bacterium binding site. Since
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the cell diameter of S. aureus is approximately 0.6 μm, by assuming a spherical shape,
the surface area of a bacterium is around 0.3 μm2 and therefore 33 × 33 lattice corre‐
sponds to a surface of 300 μm2 with about 103 binding sites. The simulation time is
expressed as clock ticks, that are time steps in which all bacteria can move, die or repro‐
duce. The length of the clock tick has been estimated equal to 10 min and the simulations
last for 144 ticks, corresponding to the in vitro test duration (24 h).

At each step of the simulation bacteria are allowed to do:

– a random movement, that is to move in an adjacent binding site by chance. A positive
score of 2, called energy, has been assigned to bacteria (turtles) moved on a polymer
patch. The latter changes colour after bacterial passage;

– bacteria standing onto randomly-positioned silver ion patches get killed and disap‐
pear from the lattice;

– when bacteria have reached the division energy, equal to 250, they reproduce (hatch)
creating two new-born bacteria, each having a starting energy of 25.

The output of the simulation consists in a plot of the total number of bacteria against
time, combined with a 3D animation showing the time evolution of the bacterial popu‐
lation on the coated titanium surface. In Fig. 1, three snapshots of this animation have
been reported, that enhance the visualization of the system’s behaviour.

In order to easily simulate samples containing different amounts of silver ions, a
slider bar has been inserted in the graphical user interface of the NetLogo model,
allowing the rapid tuning of the system without any code changes. With the same
purpose, other sliders (starting bacterial number and energy gained from polymer) have
been added to create a more user-friendly interface.

The antibacterial activity of the simulated substrate is assumed to reach the lower
threshold of effectiveness when the initial bacterial population is not allowed to grow
and fluctuates within 10 units around the initial value.

3 Results and Discussion

The antibacterial activity threshold for silver-embedded polymer coating is reported in
Table 1. It has been estimated by in vitro experiments and refers to a surface coverage
of silver ions equal to 0.9 %. Loading samples with lower amounts of silver results in
limited activity, while a 3.6 % surface coverage of silver ions proves a higher efficiency
in vitro. Conversely, bacteria grow with no significant difference onto the bare polymeric
matrix compared to the control culture (viability 103 ± 1 %). As further control, bacterial
growth onto uncoated titanium has been studied and no differences have been seen
compared to the control culture (data not shown).

The in silico simulation outcomes are in agreement with the in vitro observations.
When silver ions are absent on the polymer-coated titanium surface after a 144 tick
simulation, i.e. 24 h in vitro, the entire lattice is covered by bacteria and this corresponds
to the viability observed by in vitro experiments. On the other hand when silver ions are
present with a cover percentage of 0.9 %, i.e. setting 10 lattice sites as silver patches,
starting from a bacterial population of 2 % coverage (20 bacteria on the 33 × 33 binding
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site lattice), the bacterial population do not grow indefinitely but it fluctuates around its
starting value, see Fig. 1. According to the in vitro experiments, a higher amount of
silver ions exhibits a stronger antimicrobial activity and the bacterial population is highly
reduced also in silico. Conversely, the system with the lower silver amount than 0.9 %
coverage fails to maintain bacterial population into the starting range. Indeed, it has been
possible to simulate the performances of the titanium coating loaded with different
amounts of silver ions, reproducing in vitro experiments.

Table 1. In vitro antibacterial activity of the proposed coating

Surface coverage of silver ions Bacterial viability
0.2 ± 0.1 % 18 ± 1 %
0.9 ± 0.1 % 2 ± 1 %
3.6 ± 0.1 % 0
Polymer only 103 ± 1 %

Fig. 1. The lower plot reports the bacterial number against time obtained as outcomes of three
different simulations (dotted lines) all of them starting from an initial population of 20 bacteria
on a polymer-coated titanium surface loaded with silver ions at 0.9 % coverage; the black line is
the average time course of the bacterial population. On top, three different snapshots are shown
taken at different simulation times (clock tick 0, 72 and 144), during the run reported in green in
the upper plot; initial bacteria are reported as grey dots while new-born bacteria are in green, dark
squares represent silver ions.

4 Conclusions

The proposed simulation describes agent-environment interactions in agreement with
in vitro microbiological tests. As a further improvement, it would be interesting to study
the same bacteria-material interactions for a time longer than 24 h, looking for an
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agreement between in vitro and in silico observations. The simulations would be closer
to reality taking into account S. aureus ability to aggregate forming grape clusters, or
to produce biofilms to attach to substrates and shield from antimicrobials.

Even though very simple, this computational approach could help reducing time and
costs of wet lab experiments, improving the antibacterial performances of current ortho‐
pedic and dental implants.
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Abstract. Antimicrobial peptides AMP are small proteins produced by the
innate immune system in multicellular microorganisms. The mechanism of
action of AMP on target membranes can be divided in two main categories: pore
forming and non-pore forming mechanisms. We applied a computational
approach to design novel linear peptides having high specificity and low toxicity
against common pathogens. We built up QSAR models using the data present in
a database of antimicrobial peptides. Here, we present new models of activities
obtained by the use of evolutionary methods and the relative statistical
validation.

1 Introduction

The drug resistance is a limit to the choice of an efficient antibiotic therapy. The reason
is that any microorganisms, through different strategies, can cancel out the action of
antibiotics. Unfortunately, the indiscriminate use of antibiotics accelerated this phe-
nomenon. A classic example of antibiotic resistance is represented by the strain
methicillin resistant Staphylococcus aureus (MRSA) [1]. Consequently, there is the
need for new drugs active against pathogens. One of the most promising strategy
against various pathogenic microbes is represented by antimicrobial peptides (AMP).
They are small proteins produced by multicellular organisms that inhibit or kill some
microorganisms (bacteria, fungi, enveloped viruses, protozoans and parasites). AMP
are produced in the innate immune response [2]. These peptides, often small and
cationic, are secreted into the aqueous phase where they are generally in an unfolded
state, but they fold in the proximity of the target membrane [3]. Most antimicrobial
peptides act on the bacterial cell membrane without specific receptors. How AMP kill
bacteria interacting with the cell membrane is not yet completely understood. In fact,
AMP utilize a wide variety of mechanisms, such as altering the membrane equilibrium,
creating pores, disrupting the membrane, altering the membrane fluidity or docking a
protein receptor [4, 5]. Consequently, their membrane interaction and broad activity
spectra are becoming an ideal target to overcome the resistance resulting from bacterial
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mutations [6]. They are classified, according to their secondary structure, into four
categories [7]: α-helical, β-sheet peptides, linear extended antibacterial peptides and the
loop antibacterial peptides. To date, more than two thousands natural AMP have been
isolated and characterized from different sources and several thousands of synthetic
variants have been developed. For example, the most studied family of peptides
extracted from mammalians is the family of β-defensins. Some researchers developed
an approach to identify conserved motifs in these peptides through a computational tool
based on hidden Markov models (HMMs) and a basic local alignment search tool [8].
Sequence analysis of these peptides showed low sequence homology [9] precluding the
possibility to create easily a model of activity [10]. For this reason, it became important
to try different computational approaches for predicting the activity of antibacterial
peptides. Several computational studies permitted to develop algorithms to predict
antibacterial peptides with a high accuracy. For example, some researchers using
Artificial Neural Network (ANN) and Support Vector Machine (SVM) suggested that
N- and C-terminals of the AMP sequence might play an important role in the activity:
C-terminal is involved in the interaction with the membrane and in the pore formation,
while the N-terminal helps in bacteria specific interaction process [10]. The starting
point of this work was the selection of sets of homogenous AMP in terms of
chemical-physical properties. This step was essential to cluster peptides acting with
similar mechanisms. On these sets, we performed a QSAR analysis to determine the
relationship between the structural properties of AMP, such as charge, Boman index, or
flexibility, with the antimicrobial activity of these molecules (MIC, minimum inhibi-
tory concentration). These sets were analyzed by artificial neural networks and genetic
algorithms. In quantitative structure - activity relationships (QSAR) we correlate the
biological activity of a class of compounds with the chemical - physical characteristics
or structural properties of the compounds themselves. The main limitation of the QSAR
studies is the complexity of a biological system. Genetic Algorithms (GA) are heuristic
search methods based on the Darwinian theory of natural selection [11]. The artificial
neural network (ANN) have been developed and designed to mimic the information
processing and learning in the brain of living organisms. The ANN offer satisfactory
accuracy in most cases but tend to over fit the training data. Here we present activity
models on a gram positive bacterium: Staphylococcus aureus.

2 Materials and Methods

The working hypothesis is that peptides with similar features can share the same
mechanism of action. We have chosen the parameters present in the database Yadamp
[12] to create uniform subsets. We have selected 6 parameters (charge at pH 7, length,
CPP index, flexibility, ΔG, helicity as listed in the server Yadamp [12]), and we
generated 62 different peptide sets homogeneous in one or two parameters (for
example, one set was constituted by the 173 peptides shorter than 30 residues and with
a charge at pH 7 between 2 and 7).

On the 62 peptide sets, we applied two kind of mathematical methods.
Genetic algorithms are stochastic optimization techniques that mimic selection in

nature that proved to be a very effective tool in QSAR studies. A genetic algorithm
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chooses a suitable set of descriptors, and the selected descriptors are utilized to build a
nonlinear QSAR regression equation. Nonlinear correlations in the data are explicitly
dealt with by use of the descriptors in spline, quadratic, offset quadratic, and quadratic
spline functions. The method has been implemented in the Material Studio 7.0 [13]
package, and it was used here without modification. The smoothness parameter was kept
at the default value of 1.0, and the length of an individual was let vary between 2 and 5
descriptors. A total of 500 individuals were let evolve over 5000 new generations.

ANN analysis was performed with the software Matlab 2013 [14]. The multilayers
network used have two layers: the output and the hidden layer. The hidden layer
consisting of ten artificial neurons, the output layer of a single neuron. The training
function of the network is the algorithm based on the Levenberg-Marquardt mini-
mization method (trainlm). This function is very fast and performs better on function
fitting (nonlinear regression) problems. The adaption learning function is learngdm, that
corresponds to the momentum variant of back propagation. The two different transfer
functions used for the neurons are: tan–sigmoid transfer function (tansig) for the hidden
layer, that returns values between −1 and 1, and linear transfer function (pureline) for the
output layer. The performance function for the network is mean square error (mse).

3 Results

3.1 QSAR Analysis - GA

On each peptide set, we applied the same GA protocol. We identified two equations
describing biocidal activity. The R2 was of 0.92 and 0.81 respectively. Equation 1 was
obtained from a dataset of peptides having a length between 7 and 11 amino acids (55
peptides). Equation 2 was obtained using peptides shorter than 30 amino acids and a
Boman index between 1 and 2 kcal/mol for a total of 92 peptides. In Eq. 1 the critical
parameters for antimicrobial activity are the peptide charge in acid and neutral solution
and the number of polar amino acids in the sequence. Equation 2 is similar to Eq. 1 and
gives similar importance to peptide charge.

MIC ¼ 8:16POLARAA� 2571 �0:72� Ch5ð Þ2 þ 9963 �0:90� Ch7ð Þ2 þ 11 ð1Þ

MIC ¼ � MW � 881ð Þ2
250000

þ 122 D� 1:7ð Þ2 þ 3134 1:07� Ch5ð Þ2�3340 0:79� Ch7ð Þ2 þ 22

ð2Þ

The parameter function returns the value of the argument, if it is positive, and zero
otherwise.

D: Number of residues of Aspartic acid
Ch5: peptide charge at pH5
Ch7: peptide charge at pH7
POLAR AA: number of polar residues
MW: Molecular weight
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Both equations confirm that AMP belonging to that set, act through electrostatic
interactions with bacterial membrane [15]. However, a good R2 cannot capture the
quality of an activity model because the intrinsic experimental error in microbiological
tests, due to serial dilutions, is not considered. It is more correct to talk about activity
classes, and the goodness of a QSAR model must be judged in terms of its ability to
discriminate among very active, active and non-active peptides. For this reason, MIC
(minimum inhibitory concentration expressed in μM) values of 0.3 and 1.8 must be
considered as peptides with the same activity. To evaluate the models, we divided the
peptides in classes of MIC as shown in Table 1. The 5 classes have similar dimension.

Peptides of classes A, B, C, D are considered active, whereas class E corresponds to
inactive peptides.

The MICs have been calculated for all peptides active against S. aureus present in
the database. We calculated the precision (PPV), the accuracy (ACC), the sensitivity
(TPR)and the specificity (SPC) as defined in Eqs. 3–6.

PPV ¼ TP
TPþFP

ð3Þ

ACC ¼ TPþ TN
total population

ð4Þ

TPR ¼ TP
TPþFN

ð5Þ

SPC ¼ TN
TN þFP

ð6Þ

Whereas TP, FP, TN, and FN stand for True positives, False positives, True
negatives and False negatives respectively.

The calculation of these indexes requires an arbitrary definition of what is con-
sidered active and inactive. We followed a common view in the pharma industry to
consider inactive those peptides with a MIC higher than 30 μM. Therefore, active
peptides are those belonging to classes A, B, C and D.

In Fig. 1 we plotted the precision, accuracy, sensitivity and specificity for models
obtained by GA analysis. For both models, the behavior is acceptable only for three
indexes. Specificity (black lines in figure) is the exception, with values that drop to
25 % for Eq. 2 for peptide longer than 40 amino acids. This is not surprising, since the
model was obtained from a dataset of shorter peptides.

Low specificity indicates that models displays many false positives. However, a
good R2 and high precision, accuracy and sensitivity, cannot capture the quality of an

Table 1. Division of antimicrobial peptides into five classes based on the values of MIC in
μmol/mL.

A B C D E

0 ≤ MIC ≤ 2 2 < MIC ≤ 5 5 < MIC ≤ 10 10 < MIC ≤ 30 MIC > 30
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activity model because the intrinsic experimental error in microbiological tests, due to
serial dilutions, is not considered. It is more correct to talk about activity classes, and
the goodness of a QSAR model must be judged in terms of its ability to discriminate
among very active, active and non-active peptides. The overall quality of the model
(score) is calculated comparing MIC predictions with the experimental data according
to Eq. (7). The scores are indicated in Table 2.

Score ¼
Xn

i¼1
Matrix½Classobserved � Classpredicted � ð7Þ

The scoring matrix in Table 2 attributes a reward each time the model correctly
predicts the MIC. If the class is not predicted correctly, there is a penalty (negative
values). The quality of the model is well represented in Fig. 2. Each point in the figure
corresponds to a set of peptides of length between Length_start and Length_stop. The
overall quality, calculated with Eq. (7), is rescaled between 0 (blue, unreliable) and 100
(red, reliable), and color mapped.

For example, the point 20, 50 of Fig. 3a indicates that the sum of the scores on all
peptides with length between 20 and 50 is lower the 10 %. This diagram permits to
easily evaluate the domain of applicability of the model.

Fig. 1. Evaluation of precision, accuracy, sensitivity and specificity of Eqs. 1(a) and 2(b)

Table 2. Matrix for the computation of the overall model quality

Observed
A B C D E

P
re
di
ct
ed

A 2 1 0 -1 -2
B 1 2 1 0 -1
C 0 1 1 0 -1
D -1 0 0 1 0
E -2 -1 -1 0 2
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Figure 2a is relative to Eq. 1. As clearly shown in the diagram, the reliable region
(red) is larger than the subset where the model was calculated. For longer peptides, the
prediction capability of the model quickly degrade. The Eq. 2 (Fig. 2b) shows a wide
reliable region, even larger than the original set of peptides.

3.2 QSAR Analysis – ANN

On the same data sets, we have applied ANN. The neural network used consisted of 2
layers with 10 neurons in the hidden layer. In the first dataset of 55 peptides, the neural

Fig. 2. Results of statistical validation of the Eqs. 1(a) and 2(b) obtained for S. aureus (Color
figure online)

Fig. 3. Results of the application of ANN for peptides with a length between 7 and 11
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Fig. 4. Results of the application of ANN for peptides shorter than 30 amino acids and a Boman
index between 1 and 2 kcal/mol

Fig. 5. Result of statistical validation of the two ANN analysis on peptides. The model (a, c) was
created from peptides with a length between 7 and 11 amino acids; the model (b, d) was created
from peptides shorter than 30 amino acids (b, d)
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network found a good correlation between molecular descriptors and the antimicrobial
activity.

The overall performance was a R2 of 0.945, as shown in Fig. 3, whereas on the
second data set, peptides shorter than 30 amino acids and a Boman index between 1
and 2 kcal/mol, the overall R2 was of 0.427 (see Fig. 4).

The evaluation of the applicability of the neural network models were made in the
same fashion of GA models. Unsurprisingly, the model is reliable only for the interval
between 7 and 11 amino acids. In Fig. 5 we reported the trend of sensitivity, specificity,
accuracy and precision for active and inactive peptides (Fig. 5a and b) for the two
models. The more accurate evaluation using the quality matrix (Table 2) assigning
peptides to 5 classes of activity is shown in Fig. 5c and d.

As shown in the diagrams, the ANN models are applicable in a range of peptides
narrower than ranges obtained for GA models. Peptides longer than 40 cannot be
calculated with both models.

4 Conclusion

We conducted a QSAR analysis on the activity of a large set of antimicrobial peptides.
The creation of sets of peptides homogeneous in chemical-physical characteristics is
indispensable for any statistical analysis. In this work, we performed GA and ANN
studies on homogeneous sets of AMP extracted from the peptide database
Yadamp. The GA analysis underlined the importance of peptide charge and polarity.
This finding support one of most accepted models of activity, that the peptide-membrane
interaction is mediated by electrostatic interactions. The artificial neural networks
analysis is a complementary approach to GA. We observed a satisfactory fitting of
antimicrobial activity only in one model. In that case, though with an R2 = 0.945, the
performance score of ANNmodels resulted lower than GAmodels, but it can be used for
a peptide design based on consensus among different models. In conclusion, the models
obtained by GA and ANN analysis, can be efficiently applied to peptides with length
between 7 and 20. The number of sequences of peptides shorter than 20, is about 1026

that is an extraordinary large pool for novel antimicrobial mining.
The models presented here can be of high importance in designing novel antimi-

crobial peptides and all models will be offered as web service within the database
Yadamp.
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Abstract. The emergence of autocatalytic sets of molecules seems to have
played an important role in the origin of life, allowing a sustainable systems’
growth and reproduction. Several frameworks have been proposed, one of the
most recent and promising being that of RAF (Reflexively Autocatalytic – Food
generated) sets. As it often happens when topological properties only are taken
into account, RAFs are however only potentially able of supporting continuous
growth. Dynamics can also play a significant role: it is shown here how
dynamical interactions may sometimes lead to unexpected behaviors.

1 Introduction

The emergence of autocatalytic sets of molecules seems to have played an important
role in the origin of life. Several frameworks have been presented in the past (including
those of [1–3]), all sharing the common idea that a core of autocatalytic reactions is
needed in order to sustain the system growth and reproduction. One of the recent
proposals merges these (Reflexively Autocatalytic) core structures to the chemical
pathways needed to guarantee the presence of the material required for the system’s
growth (the Food) into the so-called RAF (Reflexively Autocatalytic – Food generated)
sets [4, 5]. In spite of major differences among these models, a common feature is the
presence of a transition so that, when the diversity of the involved molecular types
present in the reaction volume exceeds a threshold, catalytic sets do appear.

However, although the possibility to reproduce the emergence of such structures in
laboratory has received considerable attention, this is still far from being achieved: the
few known examples have been obtained only by carefully engineering the involved
types [6], and not through the interaction of random sets of molecules.

One of the main missing parts, possibly able to connect theory and experiments, is
the dynamics: the emergence and maintenance of these self-sustaining assemblies could
derive not only from some peculiar feature of their topological structures (as the
network of reactions linking the different chemical species), but also from the nature of
the dynamical processes the interaction between their structures and the environment
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can allow. In other words, dynamics can allow – or inhibit – the unfolding of the
self-organizing properties of the identified structures.

In particular, the dynamics of all current living beings happens in small confined
structures that embed and confine catalytic sets of reactions thus leading to their growth
and reproduction. A part of the literature models these structures by using the
approximation of the CSTR (Continuous flow Stirred-Tank Reactor) framework [7–9],
but the elementary units of living beings are very different from these simple chemical
reactors [5, 10]. Unlike CSTRs, where the nutrients are externally determined, in cells
the exchange of matter and energy strongly depends on their membrane properties and
on their internal chemical composition.

There are several different proposals about the structure of protocells, cell-like
structures - simpler than present-day biological cells - but nonetheless able (i) to grow
by some form of rudimentary metabolism, (ii) to reproduce giving rise to new proto-
cells that are similar to their parents and (iii) to undergo evolution [7–9, 11–22]. The
protocell study could be important in order to create new “protolife” forms which are
able to adapt and evolve [7, 15].

So in this article we investigate the dynamical behavior of RAF sets within pro-
tocells, finding interesting and unexpected behaviors. Section 2 presents the ideas and
the models, with the techniques needed to represent and examine the chemical reaction
system; Sect. 3 presents the performed experiments and their results; Sect. 4 highlights
the main conclusions.

2 The Model

2.1 The Chemistry

The world that the protocells inhabit is defined by a set of chemical species, reactions
and catalyzes (a “chemistry” in the following); in the following we use several “random
generated” chemistries,1 which share (or differ in) characteristics as number of species
and number of reactions. The species of each chemistry are composed by linear
polymers, as described in [2, 8, 9, 23].2

The basic entities of these systems are monomers and polymers, identified by
ordered strings of letters taken from a finite alphabet (e.g. A, B, C,…). In the following
we often refer to these “letters” with the term “monomers”, being clear from the context
if these objects are constituting the “bricks” of a polymer or independent molecular
types composed of a single brick.

Let X ¼ x1; x2; . . .xNf g the whole set of N chemical species composing the
chemistry (xi being the amount – the number of molecules - of the species xi). The two
basic reactions are (i) condensation, (the concatenation of two species in a longer one -
e.g. BB + AAB→BBAAB) and (ii) cleavage (the cutting of a species composed of
more than one part into two shorter species – BBBA→B + BBA).

1 The usual basic choice for network-based approaches – see also [2, 9].
2 Note that the aim of the model is not to provide a detailed description of a specific set of reactions;
rather, it wants to focus the attention on the general characteristics emerging from the interaction of a
large number of interacting molecules.
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In this paper we consider that the rates of the spontaneous reactions are very low
with respect to that of the catalyzed ones: so, any reaction occurs only if catalyzed by
one of its specific catalysts. In order to avoid unrealistic collisions among three dif-
ferent objects, condensations require an intermediate reaction in which a temporary
complex between the catalyst and the substrate is formed. By supposing that the
example just shown be catalyzed by chemical species BABA we can write:

(a) BABA + BB→ *BABABB (first condensation step)
(b) *BABABB→ BABA + BB (spontaneous complex dissociation)
(c) *BABABB +AAB→BBAAB + BABA (second condensation step releasing the

catalyst and the final product)

the “*” of *BABABB indicating that this string is representing a temporary
complex and not a normal chemical species.

Not all the chemical species can exhibit catalytic activities; in the following sim-
ulations we suppose that only species constituted by at least Lmincat bricks can be
catalysts3, with a given probability p of catalyzing any reaction;4 each chemistry
potentially involves all species till length Lmax.

5

Finally we neglect the presence of backward reactions (exception made for the
dissociation reaction of intermediate complexes) by hypothesizing that the Gibbs
energy for any reaction is sufficiently large6.

As anticipated, following [2] and [23] we create each chemistry randomly; a
condensation is defined by randomly choosing two substrates (the first being involved
with the catalyst on the complex formation) and a cleavage by randomly choosing one
substrate and a cutting point. All the chemistries used during this work divide their
reactions in about 50 % of condensation and 50 % of cleavages. Any species xi (in the
following simulations composed by the binary alphabet {A,B}) having length greater
than Lmincat has a finite fixed probability pi of being chosen as catalyst of a randomly
chosen reaction, leading to the average catalysis level (or also average “connectiv-
ity”) <c> = (number_of_catalysis)/(number_of_chemical_species). So, each chemistry
can be described by the vector {Lmincat, Lmax, <c>}, the number of the involved
chemical species being N = 2Lmax+1−2.

3 It is generally believed that Lmincat should not be very small (chemical species should reach an
enough high complexity to carry catalytic activities) [24]. However, there could be significant
exceptions [25].

4 The probability p is fixed, and the basic model does not hypothesize particular functional relationship
between sequences of the catalysts and the reactions they catalyze, as for example chemical affinities
among molecules because of their internal composition. These limits do not affect the description
capabilities of the model, as discussed in [7].

5 Note that Lmincat and Lmax help in defining some characteristics of the simulated artificial word,
without changing in significant way its dynamics. A different role is played by p, as we discuss in
the following.

6 We deal with the backward reactions theme in [26], and with the energy theme in [27].
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2.2 Autocatalytic Structures

Viable protocells require that the internal materials are able to growth at the same rate
of the container. In the literature there are several proposals of structures showing this
characteristic; in this paper we focus our attention on the RAF sets, groups of reactions
guaranteeing the production of all the needed chemical species (starting from a small
set of chemical that is guaranteed by the environment) [4].

More precisely, a RAF set is defined as a subset R′ � R of all possible reactions
(and associated molecule types) which is:

1. reflexively autocatalytic (RA): each reaction r 2 R′ is catalyzed by at least one
molecule type involved in R′

2. food-generated (F): all reactants in R′ can be created from the food set F by using a
series of reactions only from R′ itself

A more mathematical definition is provided in [4], including an efficient algorithm
for finding RAF sets in a general catalytic reaction set. RAFS can be represented by
means of the graph substrates/products-reactions-catalysis, often simplified by the
catalyst-product representation. In this last representation autocatalytic structures
acquire the form of SCCs (Strongly Connected Component), structures where each
node is directly or indirectly reachable starting from any other node of the same
structure: this partial picture however does not allow the recognition of the substrates
needed for the system’s growth (see Fig. 1 for a more detailed presentation).7

Indeed, as many other characterizations of interesting groups based on topological
aspects of some graph representation, RAFs are only potentially able of supporting
continuous growth: as far as we know no papers in the literature focus their attention on
the dynamical behavior of RAF sets in dynamically plausible protocell systems. This
paper shows counterintuitive behaviors and better characterizes interesting aspects of
the dynamical behavior of RAF sets in protocells.

2.3 The Protocell Architecture

In this paper we consider protocells composed by a finite volume enclosed by a
membrane that - for simplicity – is assumed to be permeable only to short molecules.
The transmembrane motion of the permeable species is here supposed to be ruled by
the difference of their chemical potentials in the internal aqueous volume of the pro-
tocell and in the external aqueous environment. We assume that transmembrane dif-
fusion is extremely fast, so that there is always equilibrium between the internal and
external concentrations8 of the permeable species (this adiabatic hypothesis could be

7 Moreover, RAFs can be composed also by linear chains of reactions, provided that the presence of
the first element of the chain is guaranteed by the environment (a case not present in this work,
because of the chemical species that can pass through the membrane have not catalytic activities).

8 Given our assumptions the difference in chemical potential is due only to differences in
concentrations.
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easily relaxed in the future). Moreover, the external volume is supposed very large with
respect to the total volume of the present protocells – so, the concentration of these
molecules in the internal volume of the protocell could be considered constant (note
that in such a way their flow through the membrane depends on their participation in
the internal chemical dynamics). We assume that only short molecules can pass
through the membrane – in the following, all molecules shorter than Lbuff monomers.
For simplicity, we assume also that Lbuff = Lmincat.

In our model (a subset of) the chemical species belonging to a RAF can catalyze the
membrane growth [5, 12]:

dC
dt

¼
XN

i¼2Lbuff �2

ai xi½ �Vr ð1Þ

where Vr is the internal volume of the protocell (where reactions occur) and xi½ � is the
concentration of catalysts in the internal aqueous phase; the kinetic coefficients ai are
zero for all those species that do not contribute to the container growth.

The membrane at a given threshold splits into two daughter protocells, each owning
half of the membrane materials and about the 36 % of the internal materials [5]. With a
different model we already demonstrated that – under certain conditions – the growth
rate of membrane and internal materials synchronizes reaching a sustainable collective

(a)                                                      (b)

Fig. 1. The figures shows a particular RAF set on (a) the complete graph substrates/
products-reactions-catalysis and on (b) the simplified catalyst-product graph representation. In
(a) solid lines represent materials production/consumption, whereas dotted lines represent
catalysis; AA, AB and B species are needed for the production of species AAB and AAAB and
are provided by the environment. Scheme in (b) represents the same process, that in this case
constitutes a SCC (Strongly Connected Component– a structure where each node is directly or
indirectly reachable starting from any other node of the same structure); this partial representation
does not allow the recognition that some materials have to be present to allow the system’s
growth
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growth9 [12, 28], but no mention was made of RAF sets. In this paper how their
presence and their dynamics can affect the overall properties of protocells.10

3 Results

3.1 Different Chemistries

An interesting hypothesis is that the higher is the number of involved chemical reac-
tions, the higher is the probability that the obtained chemical soup can support
self-organizing structures [2, 32]. Figure 2a shows that the probability that a randomly
created chemistry contains SCC or RAF structures grows with the increase of the
average connectivity <c>. Both SCCs and RAFs show a sudden and significant
increase (a sort of phase transition) in some zones; the fact that these zones significantly
differ from each other could be indicated as one of the reasons that at present are
preventing the observation of the emerging of autocatalytic structures in wet labora-
tories (that is, experimentalists are working close the SCC’s critical point rather than
near the RAF’s critical point, not providing in such a way to reactions enough materials
to proceed) [5].

It is possible however to select chemistries close to both critical points that have
potentially working RAFs: the interesting question is whether and how these RAFs are
effectively working in protocell-like structures, dynamical frameworks able to expand
and divide.

So we selected 20 chemistries owning a RAF at <c> = 1.0 (the connectivity
assuring 50 % of probability of finding a SCC on a random chemistry) and 20 che-
mistries owning a RAF at <c> = 2.5 (the connectivity assuring 50 % of probability of
finding a RAF on a random chemistry), both groups having Lmincat = 3 and Lmax = 6 (so,
N = 126). We remember that in order to avoid banal behaviors we impose that the
chemical species passing through the semipermeable membrane are not able to catalyze
reactions (the Lbuff = Lmincat condition): as a consequence the found RAFs are neces-
sarily composed by SCCs11. Finally, we performed the simulations by coupling the

9 Note that the other possible outcomes are dilution (at division the internal materials have always
smaller concentrations, leading to huge division times and starvation) and excessive concentration (at
division at least a part of the internal materials have always higher concentrations, leading to the
protocell breakage). This last event is out of the model’s range of validity, but can be simply detected
by observing the internal material concentrations and stopping the simulation in case of too high
concentration values. In the following we refer to both these events as “not synchronizing
situations”.

10 The great part of the simulations presented in this work was performed by using a home-made tool
implementing stochastic dynamics (an extension of the Gillespie algorithm [29] to the case of
variable volumes, already presented in [30]), because in some cases the effects of randomness may
be very relevant [10]. When concentrations were sufficiently high the simulations was
double-checked by means another tool implementing a deterministic Euler schema using a with
step size control (already used in [31]).

11 In order to find 20 different chemistries satisfying this last vinculum we created 600 different
chemistries having <c> = 1.0 (580 chemistries discarded) and 50 different chemistries
having <c> = 1.0 (30 chemistries discarded).
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chemical species belonging to the RAF with the membrane; in particular we used three
different levels of interaction, in each group all coupling coefficient of the involved
species having the same value (respectively, a ¼ 0:1, a ¼ 0:01 and a ¼ 0:001, a
referring to Eq. 1).

Unexpectedly, despite the fact that RAFs at <c> = 1.0 are significantly smaller than
RAFs at <c> = 2.5 (these groups being respectively composed by RAFs including 2−3
reactions instead of RAFs owning typically several tents of reactions – se also Fig. 2b),
the biggest part of these RAFs are able to support the protocell growth, in contrast with
the only 10 % (or less) of RAFs at <c> = 2.5.

A second interesting finding of this research indicates that the lower is the coupling
coefficient value, the higher is the probability of having synchronization (see Table 1).

Finally, the two sustainable protocell growths in chemistries at <c> = 2.5 are
supported respectively by only 2 chemical species (over the 2 species included on the
RAF – by far the smallest RAF of this group of chemistries) and 3 species (over the 42

(a)                                                                   (b)

Fig. 2. (a) The fraction of simulations showing at least 1 RAF (left) and 1 SCC (right), by
varying <c> and M (from 5 to 8) in networks with forward reactions only. F contains all the
species up to length 2. On the x-axis the average level of catalysis <c> is represented while on the
y-axis the fraction of network instances (out of 100 networks for each <c>) is depicted. (b) The
average number of reactions involved on RAF for the chemistries with M = 6 (out of 100
networks for each <c>)

Table 1. Number and percentage of synchronizing protocells at different level of coupling
between RAF’s chemical species and membrane. Note that chemistries synchronizing at a = 0.1
synchronize also at a = 0.01, and chemistries synchronizing at a = 0.01 synchronize also at
a = 0.001 (a situation not directly indicated in table)

Chemistries with <c>= 1.0 Chemistries with <c> = 1.0
a Number of

synchronizing
chemistries

Percentage of
synchronizing
chemistries

a Number of
synchronizing
chemistries

Percentage of
synchronizing
chemistries

0.1 12 60 % 0.1 1 5 %
0.01 19 95 % 0.01 2 10 %
0.001 19 95 % 0.001 2 10 %

98 M. Villani et al.



species included on the RAF). So, there should be some process or situation hampering
the deployment of the potentialities of great size RAFs. We call the set of species
included in the RAF and enabling a sustainable protocell growth sRAF (synchronizing
RAF); in the following sections we investigate some properties of these groups.

3.2 The Inner Structure of SRAFs

In random chemistries big size RAFs do not support the protocell growth. Some hints
about the reasons of this limitation can be deduced from the observation of sRAFs
supporting the protocell synchronization at low a values but not at the high ones: all
these sRAFs share the property of using a part of their species as reagents in order to
build other species of the sRAF itself (see Fig. 3b and c for some examples).
Interestingly such a kind of RAF was already identified in [7], but was at the same time
was classified as “suicidal RAF”, not suitable for supporting useful functions in living
structures. On the contrary, we find that in presence of a non-excessive coupling with
the membrane this kind of structures can effectively sustain the protocell growth.

At the same time an excessive number of suicidal parts can highly reduce the
reproducing capabilities of a RAF structure, and RAFs having big dimensions have a
high probability of owning many of these suicidal parts. So, RAF belonging to random
chemistries can hardly be involved in sustainable protocell growth.

Another observation allows a similar although slightly subtle consideration: no
cleavages are present in the observed sRAFs. We remember that in our model only
short chemical species can cross the membrane, whereas cleavages necessarily have as
substrates relatively long species, that in turn need an inner active production in order
to maintain their presence along the protocells’ generations. So, as we can observe in
Fig. 3c, the sRAF collectively destroys a chemical species that in turn have to rebuild in
order to allow again the production of his other parts. It is a “collectively suicidal”
behavior, very similar to that of the just presented one – so, its low probability of being
included in sRAF.

Interestingly, the combination of the relatively short length of the membrane
crossing chemical species and of the weakening influence of the “collectively suicidal”
processes (and in particular of cleavages) could introduce in protocells a symmetry
breaking, that forces protocells to build long rather than short molecules. We are
expanding this point in next sections.

3.3 Competition Among SRAFs

Different sRAFs contemporaneously present inside the same protocell can compete
through their actions on the membrane; in this case different outcomes are possible, the
most probable situation being the surviving of only one sRAF. Figure 3 shows different
sets of reactions and chemical species, each group being able to synchronize with the
membrane growth if present alone within a protocell (each one constituting therefore a
sRAF).
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If not differently indicated in the following, we consider all the kinetic constants of
the reactions as having the same values12: if this situation do not occur indeed the
chemical groups connected with the higher growth rate force a protocell growth and
duplication to so high rates that during generations the other chemical species dilute
and disappear (a different behavior being possible only by changing some model
features, as discussed on the conclusions). In any case, ceteris paribus, different
organizations of chemicals and reactions can still lead to different outcomes.13

Fig. 3. The structure of four sRAFs used in this section. (a) a sRAF whose substrates can cross
through the membrane and therefore are continuously provided by the environment (sRAF_A);
(b) a sRAF where one of the reactions uses as substrate its catalyzer (a “suicidal process”)
(sRAF_B); (c) a SRAF composed by one condensation and one cleavage (a “collectively
suicidal” process where we assist to the continuous creation (reaction R2) and destruction
(reaction R1) of species AAAB – in this case both actions being catalyzed by the same catalyst
AAB) (sRAF_C); (d) a SRAF composed by 5 reactions (all condensations) whose substrates are
continuously provided by the environment (sRAF_D). Solid lines represent materials
production/consumption, whereas dotted lines represent catalysis; if not differently indicated
on the text, all the kinetic constants of the reactions have the same values

12 In particular, the kinetic Gillespie constant for the first step of the condensations (the union of the
first substrate with the catalyst to build a short-life complex) is cs = 8.3e−3, the constant for the
first-order complex dissociations is cs = 250, the constant for the final step of the condensations (the
union of the second substrate with the complex releasing the catalyzer and the final product)) is
cs = 8.3e−4, and finally the constant for the cleavages is cs = 8.3e−5.

13 Note that the particular subdivision chosen for the condensation process involves steps having
different kinetics: in particular, steps (1) and (3) described in Sect. 2.1 involve collisions between
two objects, whereas step (2) follows a simple first order kinetic. So, if the volume of the reaction
container changes in time (as in our case) the relative reaction rates can correspondingly change: the
effect of this phenomenon on the competition among sRAF will be explored in next works.
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As anticipated in previous section, when embedded on the same protocell sRAF_A
(composed only by condensations) dilute sRAF_B (where a suicidal loop appears) at
any a value. A similar outcome happens when we use sRAF_A and sRAF_C (where is
present a cleavage); in this case however at very low a values (a = 0.0001) both can
coexist, the species belonging to sRAF_C maintaining at protocell duplication a con-
centration lower than the species of sRAF_A by several order of magnitude – so, the
directly suicidal loop is a combination more weakening than the presence of a cleavage
(as its dilution when in competition with sRAF_C demonstrates).

sRAF_A and sRAF_B (two structures having the same “building blocks” but being
composed by a different number of species and reactions) can coexist; however, if only
one kinetic constant is different the group corresponding to the lower growth rate dilute
and disappear. Interestingly, at low concentrations the fluctuations induced by the
system stochasticity affect more incisively the smaller structure, that have therefore
higher chances of disappearing: in long runs the surviving protocells are composed
mostly by the bigger sRAF. This symmetry breaking is nevertheless weak, and systems
having sRAFs respectively composed by 5 and 10 chemical species are enough robust
to make probable their contemporaneously surviving (this contemporaneous surviving
having however lower probability in case of high coupling with the membrane).

3.4 Varying the Coupling with the Membrane

Interestingly, in all our simulations (i) the protocell duplication times are very near each
other’s independently from the coupling coefficient a and (ii) the product between
duplication time and total concentration of sRAF species at duplication is inversely
proportional to the coupling coefficient a, that is:

TdCf ¼ K
a

ð2Þ

These results can be understood by using simplified deterministic models, as that
presented in [12]. By taking into account a very simple RAF, composed by the only
chemical species X, and supposing buffered the needed substrates a protocell can be
described by the system:

dC
dt

¼ aX

dX
dt

¼ gX

8
><

>:
ð3Þ

In [33] we proved that:

Td ¼ ln 2ð Þ
g

ð4Þ

Df ¼ hg
2a

ð5Þ
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where h and Df indicate respectively the quantity of lipids and the quantity of X at
duplication time. By multiplying (4) and (5) we obtain:

TdDf ¼ ln 2ð Þh
2a

� K
a

ð6Þ

which is proportional to a�1 (for each protocell h - and so the protocell’s volume -
being a constant quantity). In most our simulations we found Td � 110s. and
K � 0:0005. Remarkably, the only exceptions are a couple of simulations at inter-
mediate a level that synchronize with Td � 600s., when the same sRAF at a = 0.1 do
not synchronize and at a = 0.001 “regularly” synchronize at 110 s. Our interpretation is
that in these cases the coefficient a is very near to the critical situation dividing
synchronizing and not synchronizing protocells: in these cases protocells shows a
significant reduction of performances – and stochasticity can likely play a significant
role.

Finally, some chemistries show an interesting behavior by varying the a coupling
coefficient. Whereas the relative concentration values of the species produced by sRAF
that use as substrates the simple chemicals provided by the environment are not
affected by coupling coefficient a, for different situation (similar to the “suicidal”
arrangements of sRAF_B and sRAF_C) the same quantities are different at different
coupling coefficient a.

Figure 4 shows the sRAF of chemistry142.5 (the fourteenth of the 20 chemistries
having <c> = 2.5) and the final quantities of its chemical species (averaged over the last
10 generations), whereas Fig. 5 shows their behavior through the 50 observed gener-
ations. It is possible to observe the absence of synchronization at a = 0.1 and the
change of the concentration rank between species BBA and BBAB by changing a from
0.01 to 0.001.

Chemistry142.5 and the other chemistries showing a similar behavior share the
property of having at least one reaction that uses as substrate one species belonging to
the sRAF, whereas all other reactions uses only substrates directly furnished by the

(a) (b)

Fig. 4. (a) The “suicidal” sRAF of chemistry142.5 (the fourteenth of the 20 chemistries
having <c> = 2.5) and (b) the final quantities (in number of molecules, averaged over the last 10
generations) of its chemical species
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environment. So, all these reactions have always the same relative rates – indepen-
dently from a - whereas the “suicidal” part rate depends on the concentration of a
substance whose concentration varies with a (as demonstrated by Eq. (6)) – so the
changing of the concentration’s ranks.

4 Conclusions

In the literature many frameworks potentially able to explain the emergence of auto-
catalytic sets of molecules are described; in all these frameworks the formation of these
assemblies is highly probable, provided that an high enough molecular diversity is
present. Nevertheless, it seems that finding these structures in the lab is extremely
difficult.

There are many plausible explanations of this distance between theories and
experiments, one of the main missing parts regarding the dynamics: the emergence and
maintenance of self-sustaining groups could derive not only from some peculiar feature
of their topological structures (a point stressed by many researchers), but also from the
nature of the dynamical processes the interaction between their structures and the
environment allow. So, dynamics can allow – or inhibit – the unfolding of the
self-organizing properties of the identified structures.

In this paper we explore the dynamical behavior of one of the most interesting
autocatalytic structure, the so-called RAF, that links a (Reflexively Autocatalytic) core
with the chemical pathways building the needed substrates (the Food), when embedded
in a protocell architecture.

Interestingly, our analysis shows that:

• (unexpectedly) chemistries owning a RAF composed by a high number of chemi-
cals often do not favor the emergence of sustainable protocell growth;

(a)                                  (b)                                 (c)

Fig. 5. Time behavior (protocells’ generations) of the protocell owning the suicidal sRAF of
chemistry142.5, at the coupling coefficients (a) a = 0.1, (b) a = 0.01 and (c) a = 0.001: only the
quantities (number of molecules) of the chemical species at duplication time are shown. It is
possible to observe the dilution of the chemicals during 50 generations: only the quantities of the
species composing the sRAF are asymptotically different from zero.
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• the lower is the influence of the RAF species on the growth rate of the membrane, the
higher is the probability of a successful synchronization between the growth rates of
the membrane and of the internal materials, although times may become long;

• a RAF is composed by several independent structures; in our model typically only
one of these parts drives the asymptotic protocell growth (the so called synchro-
nizing RAF, or sRAF), whereas the others dilute;

• ceteris paribus, sRAFs that uses as substrates a part of their own components (i) in
absence of other sRAFs can sustain the protocell growth, whereas (ii) in presence of
other kinds of sRAF they will dilute. The combination of this feature with the fact
that typically only a subset of the chemical species can pass through the membrane
can induce a symmetry breaking, that forces protocells to build long rather than
short molecules;

• there is a mathematical relationship among the value of the internal concentration,
the asymptotic duplication time and the coupling strength with the membrane.

So, the coupling of RAF and membrane could sustain a very interesting dynamics
where different kinds of protocells could emerge, change and compete, providing the
basis for the beginning of an interesting evolutionary dynamics.
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Abstract. In this paper, the problem of detecting blood vessels in retinal images
with early proliferative retinopathy is faced by highlighting vessels both in retina
background and in the optic disc. For this purpose, a Combined Method for
preprocessing fundus oculi images is developed. In detail, each retinal vessel
image is enhanced via a contrast-limited adaptive histogram equalization after
applying a suitable operator for feature extraction. Then, the proposed Combined
Preprocessing Method is synthesized to modify each contrast-enhanced retinal
image using both a Two-dimensional Matched filtering and a 2D Gabor Wavelet
Transformation for vessel highlighting. Combination and segmentation of prepro‐
cessed images are subsequently performed and binary maps of retinal vessels are
finally derived. The effectiveness of the proposed method is evaluated on obtained
outcomes and results are compared to those obtained with available techniques.

Keywords: Retinal Vessel Detection · Preprocessing methods · Medical image
classification · Diabetic retinopathy · 2D Gabor wavelets · Matched filters

1 Introduction

In the last years, several improvements have been achieved in medical imaging [1–5].
If ophthalmic advances are considered, at the moment automated diagnostic tools allow
clinicians to perform retinal examinations of mass screening for the most common
diseases, such as diabetes, hypertension and glaucoma [6–12]. Specific clinical markers
help ophthalmologists in diagnosing Diabetic Retinopathy (DR) [7–9]. In this regard
the extraction of retinal vessels is essential in the analysis of digital fundus images since
it helps in diagnosing several retinal diseases. More in detail, the clinical aim towards
the segmentation of blood vessels of retinal images deals with the suppression of the
background and the enhancement of all small vessels, so that abnormal neovasculari‐
zation can become more visually highlighted. Even if the local contrast can be very low
in a retinal image, in [10, 11] a segmentation algorithm, which approximates the intensity
profile of retinal vessels using a Gaussian curve, was proposed to detect both vessels
and other brighter objects, such as lesions, optic disc, etc. Furthermore, among retina
diseases, the early diagnosis of proliferative DR, a severe complication of diabetes that
damages retina, is crucial to the protection of the vision of diabetic patients [13–16].
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The onset of this disease is signaled by the appearance of neovascular sprouts, which
might be identified using some retinal vessel extraction techniques as shown in
[13, 14]. In particular, in [14] a procedure of extraction of small retinal vessels is
performed, but the main drawback of the approach is that for each considered set of
images, all necessary parameters have to be manually set to obtain satisfactory results.
In this regard, the use of high values of a particular limiting parameter makes the noise
grow in the image, thus increasing the probability of obtaining false detections [14].
Furthermore, beside several edge detection algorithms are available in current literature
[1], they do not always lead to acceptable results in extracting various features in a fundus
image with proliferative retinopathy. Some drawbacks have not been overcome yet,
since every pre-processing procedure provides improvements in certain image areas,
but at the same time presents some disadvantages in other retinal zones. As an example,
the adoption of the active contour model in the segmentation of wide retinal vessels in
[16] involves some disadvantages, as this model can lead to inaccurate segmentations
of retinal vessels in some cases of abnormal fundus images.

Since research has shown that the quality of image segmentation depends on the
quality of the preprocessing phase, in this paper, the goal of detecting blood vessels in
retinal images with DR is reached by developing a Combined Preprocessing Method.
The presented technique allows to modify retinal images differently in retinal back‐
ground and in the optic disc, with the aim of reducing previously mentioned drawbacks
towards a screening of proliferative DR. The proposed Combined Preprocessing Method
involves more phases as subsequently described in detail. After applying an operator
for feature extraction, each retinal vessel image is contrast-enhanced by a contrast-
limited adaptive histogram equalization [17, 18]. Then, the suggested Combined Method
modifies each contrast-enhanced retinal image both via a two-dimensional matched
filtering and via a 2D Gabor wavelet transformation for vessel highlighting. In this way,
pairs of modified images containing different vessel informations are obtained, which
are properly combined and subsequently segmented. The effectiveness of the proposed
method is evaluated on outcomes and results are compared to those obtained with the
methods developed in [14] and in [16].

2 Retinal Vessel Detection by a Combined Preprocessing Method

In retinal images the preprocessing phase reveals of a main importance to enhance the
contrast between background and retinal vessels, besides removing the effects of
improper illumination and noise artifacts. For this purpose, in this section, a Retinal
Vessel Detection via a Combined Preprocessing Method is reported as shown in the
block diagram reported in Fig. 1, where the input variables of each step are indicated.

After the acquisition of every RGB fundus image, a contrast enhancement step is
accurately performed on each gray retinal image IG. Obtained images are then prepro‐
cessed and subsequently properly combined [19]. A Segmentation/Post-processing
phase is finally carried out to determine the binary map of blood vessels and reduce
noise. In this way each resulting image IOUT is obtained. Each phase is detailed in the
following subsections.
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2.1 Combined Preprocessing Method

The block diagram of the proposed Combined Preprocessing Method is reported in Fig. 2,
where an initial step of Feature Extraction is highlighted. This operation is intended to
determine a parameter, called clip limit β, which is necessary for the subsequent phase of
Contrast Limited Adaptive Histogram Equalization (CLAHE) as in [17, 18].

Fig. 2. Block diagram of the combined preprocessing method

Then, an image contrast enhancement step is accurately performed on each gray
retinal image IG to produce two pairs of contrast-enhanced images for every retinal one.

Each couple of obtained contrast-enhanced images IM1, IM2 and IW1, IW2 is separately
preprocessed by a 2D Matched Gaussian Kernel Filtering [10] and a 2D Gabor Wavelet
Transformation [16].

Resulting images are finally combined as in [19], determining the preprocessed
images IP1, IP2 as shown in Fig. 2. The method is subsequently described in detail.

Retinal Image Acquisition

Combined Preprocessing Method

Segmentation / Post-processing

Fig. 1. Block diagram of the proposed Retinal Vessel Detection
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Feature Extraction and Contrast Limited Adaptive Histogram Equalization. The
first step of the Combined Preprocessing Method concerns with CLAHE [17, 18, 20,
21]. This technique is a block-based contrast enhancement one, which modifies the
dynamic range and the contrast of an image by altering its gray levels, such that its
intensity histogram has a desired shape. In detail, it operates on small regions of each
retinal image IG, called tiles of size S, to equalize their histograms and control the level
of their contrast enhancement by means of the clip limit β, with 0 ≤ β ≤ 1.

Contrast enhancement is given by the slope of the transformation function in the
neighboring of each pixel P of IG. This slope is, on its turn, proportional to the slope of
the Cumulative Distribution Function (CDF) of the neighborhood of P.

The problem of undesirable visual artifacts and possible over-enhancements is over‐
come by means of the contrast limiting procedure applied to each tile S. Thus, the
parameter β limits both the slope of the CDF and the slope of the transformation function
obtained for each tile.

Moreover, the choice of parameters of CLAHE is used to achieve variations of the
Standard Deviation r and of the Average Value q of the histogram itself, aiming at
expanding its distribution on a more large intensity gray level region.

If an image has a very low gray intensity, a high clip limit β makes its histogram
flatter and the image becomes brighter, even if noise can be more highlighted.

Furthermore, the contrast of an image can be further modified for a given β using
tiles of different size. In the same way, when the size S grows, the dynamic range
becomes larger and the contrast of each image increases [20]. Adjacent contrasted tiles
of the same size can be finally combined for each image using a bilinear interpola‐
tion [21].

Thus, in the proposed Combined Preprocessing Method retinal image preprocessing
are improved by selecting tiles of two sizes with the aim of obtaining two values of
contrast enhancement for each retinal image.

In this way, four processed images with various values of contrast enhancement are
derived using the same clip limit β, each one containing different informations about
retinal vessels.

2D Matched Gaussian Kernel Filtering. Blood vessels in human retinal images are
generally darker then the background. If P(x, y) indicates any point of the retinal image
under exam, the gray intensity profile may be approximated by evaluating the value of
a Gaussian curve G in each point P as follows [10]

G(P) = a(P)
{

1 − ke(−
d2

2𝜎2 )
}

(1)

where the quantity d is the perpendicular distance between the point P and the straight
line that passes through the center of each vessel in the direction of its length, the variable
σ defines the spread of the gray intensity profile, the quantity a(P) is the gray level
intensity of the local background of P and the value k is a measure of reflectance of each
blood vessel with reference to its neighborhood.

A Combined Preprocessing Method for Retinal Vessel Detection 109



A 2D-matched Gaussian kernel filtering is herein considered for detecting vessels
[10]. This method involves the convolution of a set of Gaussian kernels with the retinal
image under investigation, where a generic kernel may be expressed as

K(x, y) = −e

(
−

x2

2𝜎2

)

for |y| ≤ L∕2 (2)

where L is the length in pixels of the segment for which the vessel is assumed to have
a fixed orientation. The negative sign indicates that the vessels are darker than the back‐
ground. If P′ is the generic point in the kernel and 𝜑i is the orientation of the i-th kernel,
with 0 ≤ 𝜑i < 𝜋 the corresponding point P′ (u, v) in the rotated coordinate reference is
given by P′

i
= P′

R
T

i
 by means of the rotation matrix Ri

Ri =

[
cos𝜑i −sin𝜑i
sin𝜑i cos𝜑i

]
(3)

By varying the angle φ of an interval of 15°, a set of 12 kernels is given. A neigh‐
borhood N is defined as N = {(u, v)||u| ≤ 3𝜎, |v| ≤ L∕2}. The corresponding weights
Ki in the i-th kernel are given by

Ki(u, v) = −e

(
−

u2

2𝜎2

)

∀P′
i
ϵN and |v| ≤ L∕2 (4)

The mean value mi of each kernel is given by mi =
∑

P′
i
𝜖N

Ki(u, v)∕J where J denotes
the number of points in N. Then the convolutional mask is

K′
i
(u, v) = Ki(u, v) − mi ∀ P′

i
ϵN (5)

The filter needs to be rotated for all possible angles. Then, the corresponding
responses are to be compared and only the maximum one is to be retained for each pixel.

2D-Gabor Wavelet Transformation. The contrast in retinal images is herein
enhanced by means of a 2D Gabor wavelet transformation [16]. A continuous wavelet
transformation, T

𝜓
(𝐛, 𝜃, s), is determined by the scalar product of a generic image with

the transformed wavelet 𝜓
𝐛,𝜃,s as

T
𝜓
(𝐛, 𝜃, s) = C−1∕2

𝜓

⟨
𝜓

b,𝜃,s|IW

⟩
= C

−
1
2

𝜓 s−1 ∫ 𝜓
∗
(
s−1r−𝜃(𝐱 − 𝐛)

)
IW(𝐱)d

2
𝐱 (6)

where 𝐱 = (x, y), 𝜓∗ is the complex conjugate of ψ, and C
𝜓
 is the normalizing constant.

The parameters s, b, and θ denote the dilation scale, displacement vector and rotation
angle, respectively. The rotation operator r

𝜃
 is given by

r
𝜃
(𝐱) = (xcos𝜃 − ysin𝜃, xsin𝜃 + ycos𝜃) (7)

where 0 ≤ θ ≤ 2π. The 2D Gabor wavelet may be expressed as
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𝜓(𝐱) = ej𝐤𝐱e(−
1
2
|B𝐱|2) (8)

where B = diag
[
𝜂
−1∕2, 1

]
 (η ≥ 1) is a (2 × 2)-size diagonal matrix, which defines the

anisotropy of the Gabor wavelet filter and k is the complex-exponential frequency
vector.

The choice of the quantity η, which controls the elongation of the filter in any desired
direction, is critical. In fact, a larger value of η generates more extensive widths of the
retinal vessels and a smaller value of η has a less effect on the vessel enhancement. Then,
the maximum response M

𝜓
(𝐛, s) = max

𝜃

|||T𝜓
(𝐛, 𝜃, s)

||| over all possible orientations is
extracted for each pixel, where θ is the angle ranging from 0° to 170°, with a step = 10°.

Image Combination. In the presented Method, a suitable image combination is
performed by a (pixel-by-pixel) multiplication between proper couples of preprocessed
images [19] both to enhance the gray levels of the bright pixels (generally vessel ones)
and darken corresponding pixels of the background.

In detail, this kind of combination enables to reduce wrong detections of vessel pixels
coming from previous steps. In detail, the (pixel-by-pixel) multiplication is performed
both between the images I1 and I2 and between the images I3 and I4. The resulting images
IP1 and IP2, are obtained as

IP1 = I1(i, j) × I2(i, j) IP2 = I3(i, j) × I4(i, j) (9)

Images IP1 and IP2 are then remapped in the range (0, 255) and subsequently
segmented.

2.2 Segmentation and Post-processing

The segmentation is performed on each image IPi, i = 1, 2, by applying twice the
following method. An initial point IPoi (x, y) is selected for the segmentation of each
image IPi,, such that IPoi(x, y) ≥ gh-0.05, where gh is the gray level intensity corresponding
to the 99 % of the histogram size of each image IPi [16]. Every other pixel IPi (x, y) can
be related to IPoi (x, y) by the relation

|IPoi(x, y) − IPi(x, y)| < e (10)

where the value e derives from the gray level distribution of each image IPi.
If (10) is satisfied, the considered pixel IPi(x, y) belongs to a vessel, otherwise it

belongs to background. The segmentation is carried out for all pixels of IP1, IP2. Obtained
segmented images are subsequently combined by means a logical OR operation. Proper
steps are finally performed to remove falsely detected isolated vessels pixels, providing
image IOUT.
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3 Experimental Results and Discussion

The proposed Combined Preprocessing Method has been applied to the seven retinal
images with DR taken from the publicly available DRIVE database [7], together with
the corresponding Ground Truth images.

The database DRIVE consists of 40 fundus images taken from a Dutch screening
program for diabetic retinopathy, where 33 images are of healthy retinas and the other
7 show signs of mild early proliferative diabetic retinopathy [14]. All these images were
captured in digital form from a Canon CR5 nonmydriatic 3CCD camera at 45 field of
view (FOV). They are (565 × 584)-pixel sized, 8 bit per color channel and have a FOV
of approximately 540 pixels in diameter.

A mask image is provided for each image to delineate the FOV. All images were
manually segmented by three eye doctors. The 40 images are separated into a training
set and a test one, each containing 20 images. Retinal images reported in the test set in
DRIVE have been segmented twice, resulting in a Ground Truth set A and a Ground
Truth set B. In this paper, the segmentation of set A has been considered as the reference
Ground Truth set. For each image IG under investigation, the feature extraction process
has provided values of the clip limit β belonging to the range [0.03–0.05], depending on
both the values of the standard deviation r and of the average value q obtained from the
histogram in the FOV.

In detail, by considering r* as the average value of the standard deviations r and q*
as the average value among the values q for all considered images, respectively, it
follows that

• If q > q*, then β = β’
• If q ≤ q* and r ≤ r*, then β = β*
• If q ≤ q* and r > r*, then β = β”

where the clip limit β* is the average value in the considered range, β″ and β′ are obtained
by varying β* of ± 25 %, respectively.

Moreover, tiles of different sizes have been selected for contrast enhancing patho‐
logic retinal images to divide each original image IG in (8 × 8) tiles and (50 × 50) tiles,
respectively. Then, the quantities L and σ have been adopted as in [10] for the 2D
Matched Gaussian Kernel Filtering; the variables η, k, s have been considered as in [16],
when performing the 2D-Gabor Wavelet Transformation to obtain a reliable comparison
with the corresponding methods.

The presented method is herein evaluated quantitatively on all DR images selected
from the DRIVE database. Each image of the set is preprocessed according to the above
procedure to obtain the corresponding IOUT.

For the sake of a better comprehension, the Combined Preprocessing Method is
applied to a selected retinal image IG19 and the corresponding images obtained in inter‐
mediate phases are reported in Fig. 3.
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(h)

(i) (l)

(a) (b)                                (c)                                   (d)

(e) (f)                                  (g)

Fig. 3. Outcomes of the Retinal Vessel Detection applied to the retinal image IG19: (a) IG19; (b)
IM1; (c) IM2; (d) I1; (e) I2; (f) I4; (g) I3; (h) IP1; (i) IP2; (l) IOUT

The performances of the presented method have been then investigated by consid‐
ering the variable Accuracy, which is strongly related to the segmentation quality and
it is often used to evaluate and compare different methods.

In detail, the quantity Accuracy is defined as the ratio of correctly classified vessel
pixels and non-vessel ones to the total number of pixels in FOV. This quantity represents
the most commonly adopted index for performance evaluation, since it is strongly related
to the segmentation quality of images.

Moreover, other statistical quantities, such as Precision, Sensitivity and Specificity,
which indicate features regarding with binary segmented outcomes, have been computed
to characterize the proposed method.

In detail, Precision is given by the ratio of the pixels correctly classified as vessel
pixels to the total number of pixels classified as vessel ones; Sensitivity is defined as the
number of pixels correctly classified as vessel pixels divided by the number of vessel
ones in the corresponding Ground Truth image, whereas Specificity is determined by
the ratio of the number of pixels correctly classified as background ones to the number
of background pixels in the corresponding Ground Truth one.
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Performances obtained for the proposed Retinal Combined Preprocessing Method
have been expressed in terms of Accuracy, Precision, Sensitivity, Specificity as shown
in Table 1, together with the values of clip limit β.

Table 1. Performance of the proposed method on retinal images with PDR

Image β Accuracy Precision Sensitivity Specificity
01 0.03 0.9593 0.7729 0.7701 0.9778
02 0.03 0.9575 0.8787 0.6784 0.9893
10 0.04 0.9597 0.8352 0.6357 0.9888
14 0.03 0.9563 0.7264 0.7367 0.9756
18 0.03 0.9610 0.7548 0.7514 0.9790
19 0.05 0.9688 0.8378 0.7744 0.9864
20 0.04 0.9615 0.7258 0.7650 0.9771
Average value 0.04 0.9606 0.7902 0.7302 0.9820

It can be noted that the Retinal Combined Preprocessing Method presents an Average
Value of Accuracy equal to 96,06 %. A comparison of Accuracy values obtained by
preprocessing retinal images with the herein proposed method and following both the
method proposed in [14] and the one in [16] is reported in Table 2.

Table 2. Comparison of the values of accuracy for retinal vessel detection on the same images
with different methods

Method Image
1 2 10 14 18 19 20

[14] 0.9384 0.9373 0.9372 0.9406 0.9373 0.9489 0.9400
[16] 0.9500 0.9498 0.9457 0.9517 0.9501 0.9618 0.9550
Proposed 0.9593 0.9575 0.9597 0.9563 0.9610 0.9688 0.9615

It can be noted that better values of Accuracy are obtained with the proposed method,
when compared with the methods developed in [14] and in [16], and lower values of
clip limit β for all the retinal images under investigation have been used.

4 Conclusions

In this paper a new Combined preprocessing method for retinal vessel detection towards
a proliferative DR screening has been presented and developed. The effectiveness of the
proposed method has been evaluated by considering diseased retinal images available
in a publicly database for scientific analysis of DR. Obtained outcomes and results have
been compared to those obtained with two significant methods. Experimental results
show that better values of Accuracy have been obtained with the presented method with
respect to the others. Future work could be devoted to perform a dynamic selection of
the values of clip limit and size of tiles for preprocessing each damaged retinal image.
Finally, the innovative method herein proposed for retinal vessel detection towards a
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proliferative DR screening could enable the identification of previously unrecognized
novel markers of disease threat.
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References

1. Singh, N., Kaur, L.: A survey on blood vessel segmentation methods in retinal images. In:
Proceedings of International Conference on Electronic Design, Computer Networks and
Automated Verification (EDCAV), pp. 23–28 (2015)

2. Dash, J., Bhoi, N.: A survey on blood vessel detection methodologies in retinal images. In:
Proceedings of 2015 International Conference on Computational Intelligence and Networks
(CINE), pp. 166–171 (2015)

3. Bevilacqua, V., Pietroleonardo, N., Triggiani, V., Gesualdo, L., Di Palma, A.M., Rossini, M.,
Dalfino, G., Mastrofilippo, N.: Neural network classification of blood vessels and tubules based
on Haralick features evaluated in histological images of kidney Biopsy. In: Huang, D.-S.,
Han, K. (eds.) ICIC 2015. LNCS, vol. 9227, pp. 759–765. Springer, Heidelberg (2015)

4. Bevilacqua, V.: Three-dimensional virtual colonoscopy for automatic polyps detection
by artificial neural network approach: new tests on an enlarged cohort of polyps.
Neurocomputing 116, 62–75 (2013)

5. Abramoff, M.D., Garvin, M., Sonka, M.: Retinal image analysis: a review. IEEE Rev.
Biomed. Eng. 3, 169–208 (2010)

6. Sim, D.A., Keane, P.A., Tufail, A., Egan, C.A., Aiello, L.P., Silva, P.S.: Automated retinal
image analysis for diabetic retinopathy in telemedicine. Microvascular Complications—
Retinopathy (J.K. Sun, Section ed.) Current Diabetes Reports 15(3) (2015). Springer US

7. Staal, J., Abràmoff, M.D., Niemeijer, M., Viergever, M.A., van Ginneken, B.: Ridge-based
vessel segmentation in color images of the retina. IEEE Trans. Med. Imaging 23(4), 501–509
(2004)

8. Carnimeo, L., Bevilacqua, V., Cariello, L., Mastronardi, G.: Retinal vessel extraction by a
combined neural network–wavelet enhancement method. In: Huang, D.-S., Jo, K.-H., Lee,
H.-H., Kang, H.-J., Bevilacqua, V. (eds.) ICIC 2009. LNCS, vol. 5755, pp. 1106–1116.
Springer, Heidelberg (2009)

9. Carnimeo, L., Benedetto, A.C., Mastronardi, G.: A voting procedure supported by a neural
validity classifier for optic disk detection. In: Huang, D.-S., Gupta, P., Zhang, X., Premaratne,
P. (eds.) ICIC 2012. CCIS, vol. 304, pp. 467–474. Springer, Heidelberg (2012)

10. Chaudhuri, S., Chatterjee, S., Katz, N., Nelson, M., Goldbaum, M.: Detection of blood vessels
in retinal images using two-dimensional matched filters. IEEE Trans. Med. Imaging 8(3),
263–269 (1989)

11. Hoover, A., Kouznetsova, V., Goldbaum, M.: Locating blood vessels in retinal images by
piecewise threshold probing of a matched filter response. IEEE Trans. Med. Imaging 19(3),
203–210 (2000)

12. Bevilacqua, V., Carnimeo, L., Mastronardi, G., Santarcangelo, V., Scaramuzzi, R.: On the
comparison of NN-based architectures for diabetic damage detection in retinal images. J. Circ.
Syst. Comput. 18(8), 1369–1380 (2009)

13. Zhang, D., Li, Q., You, J., Zhang, D.: A modified matched filter with double-sided
thresholding for screening proliferative diabetic retinopathy. IEEE Trans. Inf. Technol.
Biomed. 13(4), 528–534 (2009)

A Combined Preprocessing Method for Retinal Vessel Detection 115



14. Ramlugun, G.S., Nagarajan, V.K., Chakraborty, C.: Small retinal vessels extraction towards
proliferative diabetic retinopathy screening. Expert Syst. Appl. 39(1), 1141–1146 (2012).
(Elsevier)

15. Carnimeo, L., Nitti, R.: On classifying diabetic patients’ with proliferative retinopathies via
a radial basis probabilistic neural network. In: Huang, D.-S., Han, K. (eds.) ICIC 2015. LNCS,
vol. 9227, pp. 115–126. Springer, Heidelberg (2015)

16. Zhao, Y.Q., Wang, X.H., Wang, X.F., Shih, F.Y.: Retinal vessels segmentation based on level
set and region growing. Pattern Recogn. 47(7), 2437–2446 (2014). (Elsevier)

17. Zuiderveld, K.: Contrast limited adaptive histogram equalization (VIII. 5). In: Heckbert, P.S.
(ed.) Graphics Gems IV, pp. 474–485. Academic Press, Cambridge (1994)

18. Reza, A.M.: Realization of the Contrast Limited Adaptive Histogram Equalization (CLAHE)
for real-time image enhancement. J. VLSI Signal Process. Syst. Signal Image Video Technol.
38(1), 35–44 (2004)

19. Umbaugh, S.E.: Digital Image Processing and Analysis: Human and Computer Vision
Applications with CVIPtools, 2nd edn. CRC Press, Boca Raton (2010)

20. Min, B.S., Lim, D.K., Kim, S.J., Lee, J.H.: A novel method of determining parameters of
CLAHE based on image entropy. Int. J. Softw. Eng. Appl. 7(5), 113–120 (2013)

21. Vyas, G., Thakur, A., Bhan, A.: Analysis of histogram based contrast enhancement with noise
reduction method for endodontic therapy. In: Proceedings of the 3rd International Conference
on Reliability, Infocom Technologies and Optimization (ICRITO) (Trends and Future
Directions), pp. 1–5 (2014)

116 L. Carnimeo et al.



A New Flexible Protocol for Docking Studies

Lucia Sessa1(✉), Luigi Di Biasi1,2, Simona Concilio3, Giuseppe Cattaneo2,
Alfredo De Santis2, Pio Iannelli1, and Stefano Piotto1

1 Department of Pharmacy, University of Salerno, Via Giovanni Paolo II, 132,
84084 Fisciano, SA, Italy
lucsessa@unisa.it

2 Department of Informatics, University of Salerno, Via Giovanni Paolo II, 132,
84084 Fisciano, SA, Italy

3 Department of Industrial Engineering, University of Salerno, Via Giovanni Paolo II, 132,
84084 Fisciano, SA, Italy

Abstract. A significant prerequisite for computational structure-based drug
design is the estimation of the structures of ligand-receptor complexes. For this
task, the flexibility of both ligand and receptor backbone is required, but it requires
the exploration of an extremely vast conformational space. Here we present a
protocol to address the receptor flexibility using complementary strategies and
the use of receptor sequence conservation. The method aims to increase the accu‐
racy of predicted ligand orientation in the binding pocket and the receptor-ligand
binding affinity. The precision in affinity prediction permits to distinguish
between binders and non-binders and to identify binding sites and ligand poses
necessary for lead optimization.

1 Introduction

It is very important to estimate the in silico potential toxicity of existing or hypothetical
compounds. This can be achieved simulating the interactions of a ligand towards target
proteins suspected to trigger adverse effect. Docking methods can be useful to evaluate
potential toxicity of small molecule [1], and to distinguish between binders and non-
binders. Calculation of free energy of binding is a good way to estimate the binding
affinity between two molecules. We used the enzyme Androgen Receptor (AR), a
nuclear receptor activated by binding androgenic hormones, testosterone, or dihydro‐
testosterone to test the flexible protocol. AR plays an essential role in the growth of
normal prostate, and it is involved in the development of prostate cancer [2]. When the
experimental structure of the complex ligand-receptor is known, the ligand can be
docked directly in the binding site. However, experimental and theoretical studies show
that proteins can fluctuate between different conformations in the absence of ligand
[3–9]. In aqueous solution, proteins domains are in constant motion exhibiting a confor‐
mational heterogeneity [10–15]. Molecular recognition involves non-covalent associa‐
tion of ligands to protein target with high affinity and specificity. According to the
Koshland’s ‘induced-fit’ model, the interaction between a protein and a ligand induces
a conformational change in the protein [16]. Among the conformations of the dynami‐
cally fluctuating protein, the receptor selects the one that better accommodates the
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ligand. In case of modeling protein-ligand complexes, it is necessary to consider back‐
bone movement. The major flaw in docking methods is to consider only a single repre‐
sentative structure for the receptor. Introducing receptor flexibility in a standard docking
protocol is a way to study conformational changes. Flexibility is particularly important
when the binding pocket is inside the receptor and the ligand interactions induce struc‐
tural movements of the backbone of the receptor. We explored the conformation vari‐
ability by addressing the receptor flexibility and taking into account the receptor
sequence conservation.

Keeping proteins flexible during the docking has a high computational cost in virtue
of the high number of degrees of freedom. To overcome this limit, our docking strategy
is to represent receptor flexibility by utilizing an inexpensive method that offers more
target structures.

First, we considered several side-chain conformations of the receptors and we calcu‐
lated, for each rotamer, the values of binding energy of a ligand during a molecular
dynamics simulation. In a second approach, we create a docking ensemble of structures
derived by steered molecular dynamics (SMD). In this method, we collected the trajec‐
tory when the ligand is pulled away from its binding pocket. SMD simulation is an
inexpensive computational method and offers more target structures to perform docking.
In the third approach, we consider the low frequency vibrations of a protein. Protein
low-frequency vibrations retain important biological functions [17]. For each vibrational
mode, we generated a set of snapshots in a similar fashion to the first approach. Finally,
we present a protocol for docking of ligands into flexible protein binding sites. The
protocol was tested on a list of therapeutically relevant targets with available crystallo‐
graphic data. The free energy was calculated as the difference between the energy of
separated compounds and the energy of the complex. However, the computational
complexity of the procedure grows quickly with the numbers of conformers considered.
Consequently, to reduce the computational time and cost we have used a specialized
grid (GRIMD) to distribute all jobs [18].

2 Materials and Methods

2.1 Data Set – Selection of Complexes

The structures for the docking simulations were taken from the X-ray structures in the
PDB database [19]. We performed a search using the following query parameters:
human protein Androgen receptor (Uniprot ID P10275), structure complexed with a
ligand containing experimental binding affinity and the X-ray resolution up to 2.0 Å to
ensure crystallographic structures with sufficient structural quality.

The receptor structures were prepared by removing all water molecules and substrates
including the ligand molecule. All structures were prepared adding missing hydrogens and
optimizing the hydrogen-bonding network. The internal cavity volume inside the macro‐
molecules was calculated with the software YASARA Structure 15.6.21 [20].
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2.2 Classical MD Simulations

We represented receptor flexibility by utilizing several snapshot from molecular
dynamics (MD). The MD simulations were performed with the software YASARA
Structure 15.6.21. We used AMBER03 as force field with long-ranged PME potential
and a cutoff of 8.0 Å. The starting structures for the simulations of the ARs were
extracted from the X-ray structures from the PDB database. A cubic periodic simulation
cell of 512000 Å3 was defined around all atoms of the receptor structures. The MD
simulation was then initiated at 298 K and integration time steps for intramolecular
forces every 1.25 fs.

Ten structures for each receptor were selected from the MD simulation at regular
time intervals (each 500 ps). A simulation cell was centered on the binding pocket sides
and dimensions of the box were adapted for each structure to cover the entirety of the
active site.

2.3 Steered Molecular Dynamics Simulation

We represented receptor flexibility utilizing structures collected by steered molecular
dynamics simulation (SMD). The SMD was carried out using the software YASARA
Structure 15.6.21. We collected the trajectory traced when the ligand is pulled from its
binding pocket to the outside. The initial structures were retrieved from the X-ray struc‐
tures from the PDB database and were cleaned by erasing all water molecules and
substrates different from the ligand molecule. A cubic periodic simulation cell of
512000 Å3 was built around the entire complex. The charges were assigned at physio‐
logical conditions (pH 7.4). The simulation box was filled with water choosing a density
of 0.997 g/mL. The simulation cell was neutralized with NaCl with a final concentration
of 0.9 %. We minimized the energy of the system using first a steepest descent minimi‐
zation followed by a simulated annealing minimization. The pulling acceleration of the
ligand was 3 Å/ps2. The simulation was stopped when the distance between the centers
of mass of receptor and ligand was > 30 Å.

2.4 Low Vibrational Modes

We considered the low frequency vibrations that a protein may undergo. The lowest
vibrational modes of a protein were determined using the Schrodinger’s biologics suite
[15]. Before running the calculation, the proteins were properly prepared, using the
Protein Preparation Wizard and all waters and solvent molecules were deleted. The input
structures were minimized and the vibrational modes were generated as a set of struc‐
tures sampled at regular intervals along a full cycle of the vibrational mode. We set the
following parameters to 5 vibrational modes to view, and 20 frames per mode.

For each vibrational mode, we generated a set of snapshots of the structure at a
particular point in the vibration. On these structures, we performed docking simulation
similarly to the MD approach.
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2.5 Docking Method

Ligand structures were extracted from the X-ray pose of the complex receptor-ligands
and were minimized into YASARA by using AMBER03 force field.

The molecular docking simulations were performed using VINA provided in the
YASARA package. The force field selected was AMBER03. The ligands were inde‐
pendently docked 250 times against 5 receptor ensembles with alternative high-scoring
solutions of the side-chain rotamer network each. The results were clustered using a
tolerance of 5.0 Å. We calculated the values of binding energy and corresponding
binding constants of each ligand respect to the receptor.

In addition, we used a new tool for molecular docking, named mod-VINA, developed
from a modification of AutoDock VINA [21]. This method permits to increase the
accuracy of docking and it is useful to predict the best ligand pose correlating the docking
analysis to the receptor sequence conservation. Contrarily to VINA, this tool does not
create the ligand poses in a random manner in all the space available around the receptor,
but it generates a pose in local spheres created close to conserved residues. With this
approach, mod-VINA not only improves its accuracy in pose generation, but also
reduces considerably the computing time elapsed for blind docking. mod-VINA is
convenient when the binding pocket is unknown and the only strategy is to perform a
blind docking.

3 Results and Discussion

We collected several snapshots of receptor structure by MD, SMD and vibrational low
modes.

To validate the accuracy of our flexible protocol in docking, we have used a set of
10 crystallographic conformations of AR with the same target but with a different ligand.
In Table 1 are reported the PDB codes of the selected receptors and the corresponding
ligands.

Table 1. The AR targets and the corresponding ligand

PDB code for AR Ligand
2AM9 TES
2AX6 HFT
2AX8 FHM
2AX9 BHM
3B5R B5R
3B65 3B6
3B66 B66
3B67 B67
3B68 B68
3L3X DHT
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The collected proteins showed the 100 % of sequence identity and the same position
of the buried binding pocket.

We performed two parallel experiments of docking, one with a rigid protein target
and one considering flexible receptor structures. In addition, we compared the results
for both experiments in the re-docking and in the cross-docking analysis.

3.1 Rigid Receptor Docking Simulations

The predicted structure of a ligand-receptor complex with the better binding energy was
superposed on the crystallographic complex conformation to calculate the root mean
square deviation (RMSD).

The RMSD values are reported in Fig. 1. The cell holding the minimum value of
RMSD (0.5 Å) is colored in green and the cell with the maximum value of RMSD (20
Å) is colored in white. All other cells are colored proportionally.

Diagonals values are the RMSD values for the re-docking analysis. As expected, the
values are very low and accurate. These results were not surprising because the receptor
structure used was exactly the conformation adopted in the bound state from the receptor
with the specific ligand.

In the cross-docking studies, we docked the ligand from one complex into the
receptor of the other complex and vice versa. The RMSD values between the predicted
poses and the experimental data are reported in Fig. 1 and are color mapped as described
before for the re-docking.

Fig. 1. Re-docking and cross-docking results for 10 different conformations of AR. The color
mapped RMSD values are calculated between the predicted pose with highest energy of binding
and the experimental pose (Color figure online).
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We found that rigid cross-docking fails with several types of complexes with values
of RMSD up to 18 Å. Analyzing the docked poses we observed that in those cases, the
most favorite position for the ligand is on the receptor molecular surface and not in the
empty space inside the receptor.

To understand this docking mistake, we measured the binding pocket buried inside
the receptor calculating the volume of the internal cavities.

Figure 2 shows the internal cavity of the ten receptors and the volume for each cavity.
It is possible to observe that AR displays different internal cavities shapes and volumes.

Slight changes in the structure of the binding pocket between different crystallo‐
graphic structures can radically affect the outcome and alter the docking results. As
showed for the receptors 3L3X or 2AX9 the internal cavity of the buried binding pocket
does not have space enough to accommodate all ligands. In these cases, the cross-
docking results are very bad. The changes of the cavity volume might explain the failure
of traditional docking method and support the hypothesis that a single representative
structure for the receptor is not enough.

3.2 Flexibility Receptor Docking Simulations

The comparison among the different approaches is summarized in Fig. 3.
We show the results for two different X-ray poses of AR (3B68 and 3L3X) re-docked

with their crystallographic ligand such as B68 and DHT respectively (A and D graphs)
and with a second substrate (B and C graphs). We reported the RMSD calculated

Fig. 2. Internal cavities of 10 different X-ray poses for AR. The secondary structures of the
receptors are colored in gray to put in evidence the shape of their internal cavities (Color figure
online).
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between the experimental and the predicted pose with the highest energy of binding.
Low RMSD values indicate the correct superpose between two structures, also the more
positive values of binding energy are correlated to the more favorable receptor-ligand
interaction.

The re-docking experiments (A and D graphs) are very accurate with RMSD < 1 Å.
As expected, in these cases the flexible docking protocol does not improve the results.
This was not true for the cross-docking simulations (B and C graphs) where a flexible
docking protocol can improve the overall quality of the simulations. In the receptor
conformation in 3L3X, the internal cavity does not have space enough to accommodate
the ligand B68, so the docking results are poor. However, we improved the docking
performances using the SMD approach. We observed an RMSD value of 1.2 Å that
means a complete overlapping between the cross-docked pose of B68 docked in the AR
conformation taken from the 3L3X PDB and the experimental complex structure
reported in the 3B68 PDB.

The other system analyzed was formed by the receptor structure frozen in 3B68 and
the ligand DHT. This receptor shows a volume of the internal cavity big enough to host
the substrate DHT. However, the overall quality (Fig. 3) is not satisfactory. In fact, the
shape of the cavity may not be compatible with the geometry of the ligand. We obtained
good results using the snapshot collected by the low-frequency vibrations in macromo‐
lecules. The different conformations collected from the low motions included a compat‐
ible internal cavity in term of shape and volume resulting in a good cross-docking
performance (RMSD 2.1 Å).

Fig. 3. Flexible protocol results for AR structures 3B68 and 3L3X re-docked (A and D) and
cross-docked (B and C) with B68 and DHT. Here we show the docked poses with the highest
energy of binding (blue column) predicted using the rigid backbone taken from the X-ray structure
and the snapshots from MD, SMD and low-frequency vibrations. In addition we report the results
obtained using the tool mod-VINA. To establish the accuracy of the prediction we reported the
RMSD values (green column) calculated between the docked pose and the experimental one
(Color figure online).
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In contrast, the dynamics of the receptor backbone, an approach conceptually very
simple, did not improve the results of rigid docking. The performance of cross-docking
was very low in all considered conformations. This was attributed to the nature of the
binding pocket that is buried inside the receptor. Therefore the dynamics of the backbone
deforms and reduces the binding pocket volume. The consequent slight changes in the
structure of the binding pocket radically affected the docking results.

4 Conclusion

A major lack in standard docking protocol is the use of only one structure to represent
the receptor. The crystallographic data corresponds, in the best case, only to the energy
minimum of a specific pair receptor-ligand. When the binding pocket is buried inside
the receptor, the protein deforms the internal cavity and the entire backbone to accom‐
modate the ligands. We observed that different conformations of the same target show
different volume and shape of the internal cavity. Consequently, the cross-docking anal‐
ysis are typically very poor. To increase the accuracy of cross-docking we suggest a
flexible protocol to deform the internal cavity in a “natural” way. We increased the
receptor flexibility by enhancing target information and improving the precision of
ligand position. We represented receptor flexibility by utilizing several snapshot from
molecular dynamics simulations (MD), by steered molecular dynamics simulation
(SMD) and using the structures extracted from the low frequency vibrations that a
protein may undergo. Supposing that the binding pocket in a receptor corresponds to a
conserved receptor region, we used a new tool (mod-VINA) for the docking developed
from VINA to correlate the cross-docking simulation to the receptor sequence conser‐
vation.

The flexible model was used for cross-docking tests of 10 ligands and 10 different
conformations of the androgen receptor. Based on the docking results we suggest that
the SMD method provides various conformations with different internal cavities that
can host ligands of different geometry. The low-vibrational mode dynamics was another
good way to collect receptor structures. The protein vibrations were able to deform the
internal cavity in a non-invasive way, as demonstrated by the good results in cross-
docking experiment. In contrast, the molecular dynamics simulations were too strong
in deforming the cavity of the binding pocket. As result, the cavity collapses and the
docked ligands were placed outside the binding pocket on the receptor surface. In the
fourth approach we taken into account the protein conservation. In the androgen
receptor, the binding pocket is completely conserved. The best poses predicted by mod-
VINA were completely superposed to the experimental structure for the re-docking
results. Anyway, in the cross-docking this approach was not efficient, because of the
different size and shape of the binding pockets.

The flexible docking protocol described in this work is a simple way to generate
multiple receptor conformations that can be used to easily dock a large number of
compounds.
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Abstract. In this paper, we propose a forearm rehabilitation system
based on a serious game in Augmented Reality (AR). We designed and
developed a simplified AR arcade brick breaking game to induce reha-
bilitation of the forearm muscles. We record the electromyographic sig-
nals using a low cost device to evaluate the applied force. We collected
and analysed data in order to find a relationship between the applied
force and the difficulty of the game. This research focuses on the de-
hospitalization of subjects in the middle or final stages of their rehabili-
tation where the new technologies, like Virtual and Augmented Reality,
may improve the experience of repetitive exercises.

The results achieved prove that the force applied by the user to hit
the virtual sphere with real cardboard cube is related to sphere speed.
In a rehabilitation scenario the results could be used to evaluate the
improvements analysing the performance history.

Keywords: Rehabilitation · Virtual and Augmented Reality · Brick
serious games

1 Introduction

Stroke is a brain attack that occurs when blood flows to an area of brain is cut
off, and it represents a leading cause of disability [1]. This situation causes death
of brain cells that are deprived of oxygen. Since a stroke involves brain cells,
their death has important consequences on the functions of the human body; in
particular, functional deficit depends on the brain region affected by dead cells.
If the stroke occurs on the right side of the brain, it will affect the left side of
the body, including the left side of face. In this case, paralysis on the left side
of the body, poor eyesight, quick and inquisitive behavioural style, memory loss
can arise too. When the stroke occurs on the left side of the brain, the right side
c© Springer International Publishing Switzerland 2016
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of the body will be affected, producing paralysis on the right side of the body,
speech disorder, slow and cautious behavioural style, memory loss. In some cases,
stroke can occur in brain stem, where, depending on the severity of injury, it
can affect both sides of the body and may leave someone in a locked-in state.
When this state occurs, the patient is generally unable to speak or achieve any
movement below the neck [2].

Rehabilitation of people affected by a stroke is probably one of the most
important phases of recovery for many stroke survivors. Rehabilitation can bring
subject to his independent life, if properly addressed. To achieve this goal, moni-
toring EMG (electromyography) signals during stroke rehabilitation therapy can
provide valuable insights on neuromuscular system, leading to increased recovery
effectiveness.

In this work, we propose a novel approach to forearm rehabilitation that
makes use of Myo armband, a low cost gesture controller, to acquire electromyo-
graphic signals. Our approach relies on the execution of rehabilitation tasks of a
serious game in Augmented Reality (AR) using a simple video see-through setup.
This choice reduces equipment and national healthcare system costs, making the
system portable and allowing a true home rehabilitation.

The Myo Gesture Control Armband from Thalmic Labs (Fig. 1) is a chain of
plastic, or rectangular “pods”, where each of them has one medical grade stain-
less steel EMG (ElectroMyoGraphic) sensor able to detect the electrical pulses of
muscles. Myo armband has 8 distinct sEMG (surface EMG) sensors. It commu-
nicates via Bluetooth and sends the 8 samples (one per pod) with a frequency of
50 Hz. EMG is referred to as myoelectric activity. Muscle tissue conducts electrical
potentials similar to the way nerves do and the name given to these electrical sig-
nals is the muscle action potential. Surface EMG (sEMG) is a method of recording
the information present in these muscle action potentials [3].

The muscle activity and the EMG signal associated may vary according
to the number of Motor Units (MU) recruited and their activation frequency.
A MU is the smallest functional unit, which describes the neural control of mus-
cle contraction. During voluntary muscle contraction, two independent parame-
ters modulates the force applied: the first one represents the number of recruited
MUs and the second one is MU activation frequency. Considering an experiment,
which involves the same muscle activity and the same applied force, is unlikely
to observe the same pattern signal. The main parameters that influences EMG
signals are:

– tissue kind
– tissue thickness
– user’s temperature
– user’s physiological state

Due to the non-reproducibility of EMG signals when performing the mentioned
experiment, it is appropriate to apply particular smoothing algorithms to filter
signals. Using appropriate processing techniques, such as Average Rectified Value
(AVR) or Root Mean Square (RMS), it is necessary to evaluate the average signal
trend that represents the applied force.
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2 Related Works

Various approaches, different from classical therapy, have been used formerly on
post-stroke rehabilitation such as virtual reality and other techniques [4,5]. In [6],
it is used an active robot exoskeleton to support patients in their rehabilitation
phase doing reaching/grasping tasks. Moreover, they have also developed a real
time tracking system in order to let the patient interact with real objects. In [7]
an arm rehabilitation robot has been studied in order to perform task-oriented
repetitive exercises in patients with neurological and orthopaedic lesions, training
patients with everyday life activities. In [8] an arm rehabilitation system based
on Augmented Reality was developed; they use an haptic sensor to measure the
wrist impedance in order to have strength feedbacks, while the AR system is
used as hand tracking system. A similar work could be found in [9], where they
perform different tasks for different upper art parts (hand, wrist and arm) in
order to evaluate different parameters for each task.

In some cases, it is important to migrate the rehabilitation phase to patients’
home where it is possible to adapt the actual environment to personal needs after
medical staff understood the best living conditions, for example using Virtual
Reality (VR) simulations [10,11] and Augmented Reality (AR) using video or
optical See-Through Devices [12,13].

We developed a serious game to evaluate the relationship between the force
applied by the user and the difficulty level of augmented reality serious game
used in rehabilitation tasks. Compared to state of the art our system offers a
low cost and portable augmented reality setup.

In the next sections, we describe the serious game, the acquisition proto-
col for sEMG signals and their processing in order to find the aforementioned
relationship.

Fig. 1. Serious game setup
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3 Methodology

3.1 Experiment Description

The augmented reality serious game designed is inspired by an arcade game devel-
oped and published by Atari, Inc. in 1976 and known all over the world. In the
game Breakout, shown in Fig. 2, a layer of bricks lines the top third of the screen.
A ball travels across the screen, bouncing off the top and side walls of the screen.
When a brick is hit, the ball bounces away and the brick is destroyed. The player
loses a turn when the ball touches the bottom of the screen. To prevent this from
happening, the player has a movable paddle to bounce the ball upward, keeping
it in play. The game difficulty is strictly correlated to ball speed.

Fig. 2. The original Breakout game by Atari, Inc (1976)

Our serious game incorporates AR technology and tangible interaction tech-
niques to provide an innovative interface to rehabilitation tasks. The system
augments the captured image of the real environment with computer-generated
graphics to present a variety of game or task-driven scenarios to the user [14].
The tangible interaction (through Tangible User Interface or TUI [15,16]) facil-
itate to interact with digital information using the physical environment. TUIs
have emerged as an alternative paradigm to conventional GUIs allowing users
to manipulate objects in virtual space using real, thus tangible, objects.

The designed AR serious game involves the use of two tangible markers, on
which 3D objects, that are part of game, are attached. The system, via a webcam,
tracks the position and orientation of each tangible markers as it is moved. The
used optical tracking system is based on the natural feature tracking algorithm
implemented in Vuforia [17]. The “A marker” is associated to the line of bricks
and to the game area, while the real TUI “B marker” is associated to the paddle
used to hit the moving ball in the game.

In order to simplify the user’s movement to achieve certain results, a single
target represented by a virtual cube (or cube target) was considered (Fig. 3) in
the upper right corner of the “A marker”. The initial position of the sphere is
in the upper left corner of the scene and, during the game, it moves toward the
cube (paddle) that the user grabs in her/his hand (Fig. 4).
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Fig. 3. The initial positions of sphere, paddle and target

(a) First Trajectory (b) Second Trajectory

Fig. 4. Sphere trajectories

The goal is to hit the cube target with the sphere. Unlike the original game,
in this version the user does not move the paddle left-right, but s/he can only
rotate the paddle on its vertical axis. This way, we consider only a wrist rotation.

3.2 Testing

System Setup. Starting the experiment, it is necessary to place ARTags in a
correct way. The “A marker” must be placed on a table in front of the user, while
the “B marker” must be placed between the “A marker” and the user. The user
should seat in a way that both, the centre of the marker attached on the cube
and the shoulder relative to the forearm under rehabilitation, lie in the same
sagittal plane as shown in Fig. 5. The user wears the Myo armband, s/he has to
relax the arm to warm up the device. During this phase, the Myo establishes a
strong electrical connection with the muscles. It is not necessary to perform the
usual calibration. In fact, in this work, the Myo device is used as an array of
sensors to record the sEMG signals and not as a gesture controller.

In the initial stage of rehabilitation at home, users have to be trained in
order to handle and to move the cardboard cube in the correct way. This is
necessary to reduce the noise caused by the tension of other muscles registered
involuntarily in the event.
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(a) Starting Position (b) Ending Position

Fig. 5. Handle and movement

Experiment Start. When the application is started, a setting panel is shown,
where an operator may insert:

– IP Server: the address on which game sends message to start and stop process
that saves samples;

– Name: the user’s name;
– Initial Speed: the sphere speed at first attempt;
– Speed Increase: the value that is added to sphere speed of the previous

attempt to get the sphere speed of the actual attempt;
– Levels number: the number of trials in an experiment

An experiment consists of two trials. In particular in the first attempt the sphere
has a speed equal to 0.17 m/s while in the second trial it increases to 0.39 m/s.
When all the objects are framed on the scene, the sphere, starting from initial
position as described previously, moves towards the paddle; the user has to hit
the sphere in such a way that it bounces off pointing to the virtual target and
s/he has to hold final position until the sphere hits the target or exits the scene.
In order to make trials having the same duration, the sphere speed is decreased
after hitting the paddle. For each trial we recorded 150 samples.

4 Experimental Results

For this study 5 healthy persons aged between 24 and 30 years (mean 27,2 sd
1,9) were recruited. For each subject the sEMG signal related to the two trials
was registered. First of all, collected samples were processed to detect the two
sensors with the greatest variance on the measured signal, let name them sensor
A and sensor B. In Table 1 the values of variance for each user and each sensor
are shown for each attempt.

Then it was performed an amplitude analysis on the samples recorded by
the two sensors identified in the previous step. It was calculated the RMS which
represents an evaluation of the force applied by the user during the test [18].
Table 2 shows the results. Finally, it was normalized the forces on the value
obtained in the trial with higher sphere speed (Table 3).
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Table 1. Variance for each user, attempt and sensor

Variance

User Attempt Sensor 1 Sensor 2 Sensor 3 Sensor 4 Sensor 5 Sensor 6 Sensor 7 Sensor 8

User1 1 15,717 39,954 6,8857 5,2445 1,8161 2,4166 5,2088 44,573

2 64,438 267,28 52,15 11,376 4,2205 5,0629 40,165 48,774

User2 1 25,791 343,44 24,067 16,43 17,333 4,4695 6,1601 6,0148

2 33,191 811,82 50,73 26,702 28,311 5,3037 11,19 11,551

User3 1 198,82 857,45 88,023 54,348 38,033 32,275 16,984 23,764

2 353,08 1102,4 110,56 39,936 35,501 19,564 29,805 23,284

User4 1 77,42 514,69 64,463 15,036 14,129 5,8494 19,85 91,609

2 133,23 768,49 100,22 20,408 16,62 10,426 46,777 218,01

User5 1 17,587 201,64 121,63 48,898 11,282 4,155 25,702 125,14

2 77,925 873,64 1148,1 374,18 35,847 12,066 13,237 162,76

Table 2. RMS values for each sensors

RMS values

User Attempt Sensor A Sensor B Average

User1 1 6,3322 6,6696 6,5009

2 8,0503 16,403 12,22665

User2 1 5,0599 18,735 11,89745

2 28,445 7,1401 17,79255

User3 1 14,072 29,187 21,6295

2 18,75 33,284 26,017

User4 1 22,669 9,6737 16,17135

2 27,614 14,769 21,1915

User5 1 14,164 11,198 12,681

2 29,573 33,799 31,686

5 Discussion and Results

In order to consider only the sensors activated during the movement, it was
calculated samples variance for each sensor. It were chosen the first two sensors
on which was registered greatest variance (sensor A and sensor B). Samples
registered by these sensors were used to calculate the mean power of the signal
which represents an evaluation of force applied by user during experiment. The
value considered to compare the force applied in the two trials is an average
between mean power of signal registered by sensor A and sensor B.

In the Table 2 it is possible to observe that the applied force is proportional
to the sphere speed (Fig. 6).

In a hypothetical rehabilitation scenario a supervisor could set a game level
suited to the physiological conditions of the user and then monitor the rehabili-
tation performance in terms of applied force.
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Fig. 6. Result

Table 3. Normalization

User Attempt Normalization

User 1 1 0,531699198

2 1

User 2 1 0,668675935

2 1

User 3 1 0,831360264

2 1

User 4 1 0,76310549

2 1

User 5 1 0,400208294

2 1

6 Conclusion

In this work, we propose a system for forearm rehabilitation based on an AR
serious game using a video see-through device.

We use a low cost and portable setup including a gesture controller device
to monitor the rehabilitation task performances recording and processing sEMG
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signals. The samples are processed to find an evaluation of the applied force
during the rehabilitation task related to level of difficulty of the game. In a
rehabilitation scenario the results could be used to evaluate the improvements
analysing the performance history.
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Abstract. In an explorative study of the opportunities for synthesis
provided by oxidation of natural aminoacidic compound with methyl-
(trifluoromethyl)dioxirane, we noticed that oxidation of the cyclic
compound, when successful, leads to the ?-hydroxy compound, notwith-
standing the presence of the isopropyl groups that are usually easy
targets for this reaction, as verified with the homologous acyclic com-
pound. We therefore initiated an ab-initio study of the reactions aimed at
determining the role of the ring and explaining the reactivity differences
of the cis and trans configurations. Consistently with recent literature,
we confirm the fundamental role of an adduct configuration in which the
dioxirane O-O bond is largely divaricated and electron pairing is broken,
often denoted in the literature as diradicaloid.

Keywords: DFT · B3LYP · Transition state · Openshell · Diketopiper-
azine · Dioxirane · Hydroxylation · PES · Radical · Diradical

1 Introduction

Oxidation of amino acid residues of peptides and proteins by reactive oxygen
species (ROS) such as singlet oxygen, superoxide, or hydroxyl radical is impli-
cated in a number of pathological disorders, as well as in the progression of aging.
A number of studies have been devoted to the characterization of products from
reaction of alkyl amino acid residues with ROS [4], metal-based oxidants [6],
as well as biomimetic oxidation systems [2]. The common feature of all these
oxidative transformations is the selective oxidation of amino acid residues, pro-
viding α-hydroxyl amino acids or products of backbone oxidative cleavage [1,7].
By a way of contrast, we and other authors have shown that reaction of alkyl
amino acid residues with methyl(trifluoromethyl)dioxirane (TFDO) results in
the hydroxylation of the aliphatic side chain, so that Val and Leu residues give
β-hydroxyvaline and γ-hydroxyleucine, respectively, while Gly and Ala residues
do not undergo oxidation.

Rauk et al. studied the γ- vs. α-CH dioxirane oxidation of Leu by means of
B3LYP DFT computations. In disagreement with experiment, a slightly lower
c© Springer International Publishing Switzerland 2016
F. Rossi et al. (Eds.): WIVACE 2015, CCIS 587, pp. 139–145, 2016.
DOI: 10.1007/978-3-319-32695-5 13
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(3 kJ/mol) activation barrier was predicted for dioxirane oxidation of the α-CH
of N-formylglycine amide in the gas phase; a better agreement with experimental
data was obtained by taking into account the influence of the solvent CH2Cl2
using the IPCM model. All these observations pointed to an electrophilic dioxi-
rane oxidation of the C-H bond via a polar transition state, which also has partial
diradical character [8].

Herein, we expand the substrate scope to cyclic dipeptides, such as cyclo(Val-
Val). These small-ring cyclic peptides are conformationally constrained hetero-
cyclic scaffolds and are important in drug discovery because they have a rigid
backbone, which can mimic a preferential peptide conformation and contain con-
strained amino acids embedded within their structures without the unwanted
physical and metabolite properties of peptides. Unexpectedly, we found that
TFDO oxidation of cyclo(L-Val-L-Val) and of cyclo(L-Val-D-Val) exclusively
occurs at the α-CH, providing the corresponding α-hydroxy derivatives. These
findings prompted us to theoretically assess the characteristics of the O-transfer
from TFDO to the α- and β-C-H bond of cyclo(L-Val-L-Val) and cyclo(L-Val-D-
Val), by taking into account recent developments in the theoretical description
of the C-H bond oxidation by dioxiranes [11].

2 Experimental Setup and Results

Cyclo(L-Val-L-Val) (a) and cyclo(D-Val-L-Val) (b) were obtained by cyclization
of Boc-L-Val-L-ValOCH3 and Boc-D-Val-L-Val-OCH3, respectively [9].

Oxidations of substrates a and b were performed with solutions of TFDO in
the parent ketone, and were carried out in a mixture CH2Cl2/t-BuOH 3:1, which
represented the best choice in terms of substrate solubility. Reaction yields and
conversions were determined by HPLC analysis of the reaction mixture, while
product isolation and purification entailed reversed-phase preparative HPLC.
Typical results and reaction conditions are collected in Fig. 1.

As shown in Fig. 1, the oxidation of substrate a provides cyclo(L-α-
hydroxy-Val-L-Val) (a-OH) as the main product (95 %), along with 5 % of
the bis(hydroxy) derivative a-2OH, notwithstanding the presence of the β-CH
groups, easily oxidizable with dioxiranes, as already shown in the case of linear
N-Ac-L-Val-OCH3 and N-acetyl-peptides containing Val residues [1,7]. Oxida-
tion of cyclo(D-Val-L-Val) (b, Fig. 1) attains low conversion under the same
conditions, although the α-regioselectivity is still totally maintained, as indi-
cated by the exclusive formation of the hydroxy product b-OH. The 1H- and
13C NMR spectra of reaction products were in excellent agreement with the
structures proposed. In particular, it is seen that the C2-symmetry of substrate
a is maintained in the product a-2OH. For instance, the 13C NMR spectrum of
a-2OH shows a signal at 82.95 ppm, due to the resonance of the two αC-OH,
while the two β-CH carbons show a signal at 35.25 ppm.
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Fig. 1. Substrates, products, reaction conditions and yields.

Fig. 2. Substrate cyclo(L-Val-L-Val) geometry, atoms treated with PC-2 basis set are
highlighted; the orange highlight for atoms directly involved in the hydroxylation

3 Computational Methods and Details

All computations were essentially DFT (B3LYP) constrained geometry optimiza-
tions and where conduced by means of the suite for electronic structure ab-initio
studies NWChem [10].

To cut down on the resources needed for the large substrates, we made use
of the hierarchical polarization consistent basis set from Jensen [5]: PC-2 for the
region of interest, i.e. the atoms directly involved in the reaction and up to the
second nearest neighbours from these, also indicated with a yellow halo in Fig. 2
and PC-1 for the rest of the system.
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Calculations were performed testing both attack directly at the carbon atom
and attack at the hydrogen. In agreement with the recent literature [3,8], direct
attack at the carbon atom is not successful because of the high involved TS
energies and corresponding side reactions.

We will in the following therefore describe only the results pertaining to attack
at the hydrogen atom. The energetics of the reaction are depicted in Fig. 3.

Fig. 3. Paths to the transition states for the 4 different cases: the two different sub-
strates and the two different hydroxylation sites. The abscissa represent the distance
between the hydrogen atom and the nearest dioxirane oxygen atom.

The transition state for hydroxylation of β-CH is higher compared to that of
reaction at the site in the ring by almost 40 kJ/mol.

Each of the four plots presents two curves: one for the closed shell lowest
state and one for the relevant openshell system with Sz = 0.

There is a small difference of almost 10 kJ/mol between the cyclo(L-Val,L-
Val) and the cyclo(D-Val,L-Val) substrates, in fact in agreement with the exper-
iments described above, however the difference is rather small compared to the
precision of the present calculations. The same calculations, performed with a
COSMO simulation of the solvent with dielectric constant 8.3, but limited to
the critical points do not differ importantly.

The approach to the hydrogen atom is only the first step of the reaction,
according to the literature [3,8] the reaction progress is easier from the open
shell state, through a further TS characterized by shorter CO length and larger
COH angle.
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In both cases, the closed shell and open shell curves intersect at ≈ 1.4 Å. The
geometries are actually different for the two curves and the system needs some
more energy to jump from one curve to another.

Figure 4 illustrates the geometry of the cyclo(L-Val,L-Val) dioxirane adduct
at 1.40 Å and the spin density of the open shell state. Meaningful distances and
angles are reported in Table 1.

The O-O axis is practically collinear to the C-H bond for the closed shell
state and perpendicular for the open shell one. Also, the O-O distance is much
larger for the latter than for the former. The C-H bond for the open shell state
is long and hence weakened. The spin equidensity surface at 0.02 e−/bohr3 is
evocative of the incipient formation of a 1 electron second C3-O2 bond and of a
1 electron bond between C1 and O1.

Fig. 4. CS: geometry of the adduct at 1.40 Å on the closed shell PES; OS: geometry
and spin density of the adduct at 1.40 Å on the open shell PES.

Table 1. Main geometric parameters for substrate-dioxirane adduct at 1.4 Å. Distances
in Å, angles in degrees

O1-O2 C1-H C1-H-O1 H-O1-O2 C3-O1 C3-O2

Closed shell 1.63 1.15 172.3 175.4 1.40 1.37

Open shell 2.31 1.26 169.7 90.8 1.37 1.35

Figure 5 summarizes our attempt to characterize the transition state between
the closed and open shell PESes when O-H is 1.4 Å, using the O-O distance as
main component of the reaction coordinate. However, when the CS and OS
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curves cross in the plot, at about O-O = 1.97 Å, their geometry is still far from a
TS, as assessed by the calculation of a closed shell state at the geometry of OS.
The plot assesses that the TS energy is somewhere between 20 and 140 kJ/mol,
that is however too much undetermined for any reasonable use.

Fig. 5. Energy as a function of dioxirane O-O distance for O-H = 1.4 Å and otherwise
optimized geometry.

4 Conclusions

The recent literature has much disambiguated the reaction of hydroxylation of
C-H bonds with dioxiranes, mostly contradicting previous beliefs. The present
paper confirms the basic mechanism of the reaction in its first stage, i.e.
attack of dioxirane oxygen to the hydrogen atom even for the case of diketopiper-
azines [11]. We have also conducted studies about the successive stages of the
reaction, but the presence of many interactions with the complicated substrate
makes very difficult to rationalize and present the results.

Within the limits of the present calculations, this study confirms the exper-
imental observations about the reaction regioselectivity.

The probable multi-reference nature of the transition state of this reaction
suggests that multi-reference methods should be used for a more accurate rep-
resentation of the mechanism.
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Abstract. The PURESystemTM(for short: PS) is a defined set of about
80 different macromolecular species which can perform protein synthesis
starting from a coding DNA. To understand the processes that take place
inside a liposome with entrapped PS, several simulation approaches,
of either a deterministic or stochastic nature, have been proposed in
the literature. To correctly describe some peculiar phenomena that are
observed only in very small liposomes (such as power-law distribution of
solutes and supercrowding effect), a stochastic approach seems necessary,
due to the very small average number of molecules contained in these
liposomes. Here we recall the results reported in other works published
by us and by other Authors, discussing the importance of a stochastic
simulation approach and of a fine description of the system: both these
aspects, in fact, were not properly acknowledged in such previous papers.

Keywords: PURESystemTM · Liposome · Stochasticity · Supercrowd-
ing effect · Power-law distribution

1 Introduction

Among the different cell-free protein synthesis systems, the PUREsystemTM

(Protein synthesis Using Recombinant Elements; PS for short hereafter), devel-
oped in 2001 by Ueda and coworkers [1] and commercially available, is one of the
most known and employed, in particular in synthetic biology studies. Despite the
relatively small number of chemical species contained in it (mainly DNA, ribo-
somes, a tRNA mixture, 36 purified E. coli enzymes, plus several small metabo-
lites, for a total of about 80 different macromolecular species), it shows excellent
performance in producing proteins starting from coding DNA [2]. Its description
and preparation meet the standardization requirements of synthetic biology, it
is listed in the Registry of Standard Biological Parts [3].

The studies of biochemical pathways in vitro proceeded in parallel to those
performed in vivo, since in vitro approaches allow to test or measure quantities,
c© Springer International Publishing Switzerland 2016
F. Rossi et al. (Eds.): WIVACE 2015, CCIS 587, pp. 146–158, 2016.
DOI: 10.1007/978-3-319-32695-5 14
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kinetic parameters and other variables, that are not easily accessible in vivo.
Together with the experiments, the necessity of a model able to describe the
principal pathways lead several Authors to propose different strategies, focused
on different pathways and using different detail level and different formal
approaches. From early works where cell-free synthesis has been used to syn-
thetize different isoforms of a protein [4], to more recent models where protein
synthesis is studied in vivo or in vitro, by either “standard” differential-equation
based models [5] or stochastic approaches to understand the role of the noise in
the main biochemical patways [6,7], trying to investigate emergent features due
to the biochemical network complexity [8].

Apart from these general approaches, the PS has been successfully applied
in lipo1, allowing the possibility to monitor and study gene expression in small
volumes.

For instance, an interesting study used the PS to study membrane proteins
and pore-complex assembly using a novel approach called liposome display, where
different DNA constructs are used as a template for in vitro protein production
and assembly on the liposome membrane [9]. Other numerous applications of
the compartmentalized PS were focused on understanding gene expression inside
liposomes, such as in the presence of different membrane lipid composition [10],
with different preparation methods [11], and in different-sized vesicles [12].

Understanding gene expression in small compartments is of crucial impor-
tance for defining the so-called minimal cell [10,13,14] a minimal entity able
to display the fundamental properties of living system; the PS is the most used
system for the construction of semi-synthetic minimal cells [13,14].

Indeed, semi-synthetic minimal cells often consist of a liposome enclosing
definedbiochemical pathways, specifically pathways capable to synthesize proteins
that could, in principle, close the circle towards a complete self-sustainability of
the minimal cell: in other words, the different components of the minimal cells can
cooperate to restore themselves. As of today, only a few papers have been published
dealing with theoretical simulations, at different detail level, of PS behavior and
time course [7,15–17], and only three deal with PS entrapped in liposomes [18–20].
This last condition is very interesting since the smaller the liposome, the lower the
probability that a large amount ofmolecules of each constituent chemical species be
entrapped in the volume of the liposome. This implies that a standard simulation
of PS based on deterministic ODE formalism is no longer suitable to describe a bio-
chemical system beyond the deterministic limit. If even a single chemical species is
present with only a few molecules, the behavior of all the PS is turned to stochastic.

To describe a stochastic chemical system, the most often used approach is
to employ Gillespie algorithm [21]: this is an algorithm derived from collision
theory that operates by selecting, by means of two suitably generated random
numbers, which reaction r to execute at the current step, and the waiting time

1 By the term in lipo we want to indicate a particular in vitro procedure, where the
biochemical system studied is entrapped into compartments, the walls of which are
made by lipid molecules.
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τ for the next reaction. The probability distribution of r is uniform over the
propensity of the reactions, while the τ distribution is an exponential decay
(i.e., the reaction system is described as a pure Markovian process). Gillespies
algorithm has been proved to be correct: for large numbers of molecules and for
long times, the time courses described by the algorithm are identical to those
described by the Chemical Master Equation for the continuous case. Because of
this characteristic, Gillespies algorithm (with several variants and improvements)
has been applied in a very large number of stochastic simulations of chemical,
and even biochemical, systems [22].

2 Describing the PS in a Stochastic Simulator

There are several problems to address in order to have a detailed description
of the PS in a Gillespies algorithm-based simulator. These problems arise from
the not negligible differences between a common chemical system as hypothe-
sized by Gillespie, and a cell-free system, which hosts several complex multi-step
processes. For instance, two major problems are represented by the description
of transcription and translation: as they imply the presence of a nucleic acid
(either DNA or RNA) with an extensive reaction machinery (either polymerases
or ribosomes) bound to it. These complexes are spaced from one another by a
certain minimum distance, and slide on the nucleic acid molecules moving one
step only when the complex ahead has itself moved.

Even this description is very simplified; at any rate, it is incorrect to repre-
sent this as a standard stoichiometric system. The concept of sequentially ordered
movements is not contemplated in Gillespies approach, and there is no natural
way to describe it. A possible solution to bypass these obstacles is to use some
dummy chemical species, which do not exist in reality, but which can be used
to the required effect (the term dummy is introduced by analogy with computer
programming, where dummy variables indicate placeholders variables). There-
fore, we simulated the attachment and movement of polymerases and ribosomes
through a series of dummy chemical species simulating binding sites and move-
ment from a nucleic acid segment to the next.

Adding to the complexity of this scenario, we have to note that transla-
tion and transcription are simultaneous events in cell-free PS, and translation
starts immediately after the transcription of the first RNA segment, while poly-
merases are still working on the DNA molecule. This situation is close to that
of prokaryotic cells, where translation and transcription take place both in the
cytoplasm. As a consequence, the dummy species and the real reactions for both
transcription and translation should be arranged to work together.

In the following, we would like to explain in detail the structure of our sto-
chastic description of liposome-entrapped PS.
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3 Characteristics and Properties of a Stochastically
Simulated PS

3.1 Principles and General Remarks About the Simulator Used
(QDC)

In our case study, the PS is used to synthesize Green Fluorescent Protein (GFP):
the DNA input molecules code for the standard GFP sequence. Accordingly with
Gillespies approach, all the described chemical species can interact independently
of each other, and the solutes entrapped inside the liposome, even in the case of
dummy species, are supposed to be well-stirred.

We simulated the system by using QDC, a lab-made simulator, whose core is
based on Gillespies direct method, with extensions allowing the user to simulate
a metabolic experiment, rather than an isolated metabolic system. A detailed
survey of QDC is presented in the literature [23]. Here we briefly recall only the
most important concepts. QDC can simulate a metabolic experiment since it
implements control functions that allow the user to exert some control on the
metabolic system during the simulation. In particular, QDC allows: to simu-
late the addition of molecules at a given time; to simulate continuous feeding
or leaking of some species at a set time rate; to specify the so-called “immedi-
ate” reactions (reactions with theoretically infinite propensity, that take place
immediately after their stoichiometric conditions are met). In our experiments,
we have extensively used immediate reactions to describe the advancement of
polymerases and ribosomes on their respective nucleic acids.

QDC outputs three main result files: the time courses of all the chemical
species present in the system; the propensity time course for each reaction; the
number of times that each reaction has been executed. By analyzing and com-
paring all these three outputs one can extract information about the status of
the system and detect possible biases that might have perturbed the simulation
results (e.g., a possible stiffness of the system).

3.2 Transcription and Translation Processes

The GFP DNA sequence was divided (according to its length) into 80-bp-long
segments, each of which is treated as a distinct chemical species, and named,
for instance, DNA1, DNA2, DNA3,.... As a consequence, the polymerization
process is represented by several reactions: their core module includes a second-
order reaction for nucleotide binding, and a first-order reaction for nucleotide
incorporation, which returns the polymerase molecule (which, in turn, can bind
to another nucleotide) and a dummy product designed to track the number
of nucleotides incorporated in the RNA molecule (these will be named RNA1,
RNA2, RNA3, ...

Some immediate reactions determine the transition to the next step, ensuring
the following conditions are met: (a) an adjacent DNA site is available, (b) the
correct number of nucleotides has been added to the RNA sequence, (c) the
corresponding RNA sequence is produced, (d) the previously occupied DNA site
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is released. Here is an example for transcription at the fourth step (GTP and
ATP are considered):

1000000, T7ELGT4 + GTP > T7pregEL4
28, T7pregEL4 > T7ELAT4 + Pi + gtr4
1000000, T7ELAT4 + ATP > T7preaEL4
28, T7preaEL4 > T7ELGT4 + Pi + atr4
-, 20 gtr4 + 20 atr4 + T7ELGT4 + DNA5 > T7ELGT5 + RNA4 + DNA3
(These few lines are extracted from the QDC’s input file for transcrip-
tion/translation processes simulation, and show the fourth step in Poly-
merase activity. In this case, DNA5, RNA4 and DNA3 are dummy species.
The numeric coefficients before the reactions are the relative stochastic coef-
ficients, while the minus sign “-” indicates that the corresponding reaction
belongs to immediate type. For a detailed explanation of this syntax see [23])

This reaction routine was repeated different times ensuring the correct suc-
cession of molecular states; when only one DNA molecule is available, the poly-
merases advance one by one, separated by at least one DNA site between each
other (elongating RNA polymerases are separated from each other by at least
80 bp [24]). The same strategy was used to describe the translation reactions.

An elongating ribosome (eR2) binds the complex carrying the aminoacid
(EFaRGTP), after which it moves to the next codon, aided by the elongation
factor EFg charged with GTP (EFgGTP); this translocation reaction yields an
additional product used to regulate the progression to the next state.

100000000, eR3 + EFaRGTP > EXpre3
79, EXpre3 > eR3 + EFaRGTP
207, EXpre3 > EX3
3.45, EX3 > EXpre3
100, EX3 > EX3GDP + Pi
638, EX3GDP > eRa3GDP
15, eRa3GDP > eRa3 + EFtuGDP
20, eRa3 > eRa3tRNA
150000000, eRa3tRNA + EFgGTP > EXbpre3
140, EXbpre3 > eRa3tRNA + EFgGTP
250, EXbpre3 > EXb3 + EFg + GDP +Pi
20, EXb3 > eR3 + tRNA + TRANSL3
-, 27 TRANSL3 + RNA4 + PEPT2 + eR3 > eR4 + PEPT3 + RNA2
(This is another extract from the QDC’s input file for transcrip-
tion/translation processes simulation, and show the fourth step in Ribosome
activity. In this case, TRANSL3, RNA2, RNA4, RNA4, PEPT3, PEPT2,
and others, are dummy species. The numeric coefficients before the reactions
are the relative stochastic coefficients, while the minus sign “-” indicates
that the corresponding reaction belongs to immediate type. For a detailed
explanation of this syntax see [23])
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After a fixed number of translocation steps (the minimal space between two
elongating ribosomes is, as with polymerases, 80 nt ∼ 20 codons [25]) an imme-
diate reaction occurs in a similar fashion as seen for transcription:

1. the correct amount of aminoacids are incorporated, and thus consumed;
2. the next free RNA site is occupied, and
3. the previous one is therefore freed;
4. an entity named PEPT is also produced, tracking the length of the peptide

sequence produced so far:

For example, if 4 species named PEPT3 are present in a certain time of the
simulation, this means that there are 4 peptides, still bound to the ribosomes,
with a length spanning from 27 × 3 = 81 to (27 × 4) − 1 = 107 aminoacids. This
“segmental” partition of DNA and RNA, with the discrete and stepwise occu-
pation by the transcription and translation molecular machineries respectively,
is schematically represented in Fig. 1.

3.3 The Overall PS

As this system focuses on the synthesis of GFP starting from its DNA and other
basic molecules (nucleotides, aminoacids, etc.), it hosts only a few reactions other
than translation and transcription, namely the initialization of both processes
and the eventual ribosome inactivation (which takes place 3 h after the start of
protein synthesis, see [17]).

4 Results: Simulating in-lipo PS at Nanoscale Range

4.1 Poisson vs. Power-Law: Which Distribution for Solute
Entrapment in Nano-Vesicles?2

The process of solute entrapment during the formation of liposomes is of spe-
cial interest, as it affects the distribution of molecules inside them - a relevant
issue for studies on the origin of life. Theoretically, when no interactions are
supposed to exist between the chemical species to be entrapped, or between
these and the nascent lipid bilayer, a standard Poisson process well describes
the entrapment mechanism. Recent experimental findings, however, show that,
for small liposomes (100 nm diameter), the distribution of entrapped molecules
is best described by a power-law function [26], where supercrowded liposomes
(i.e., liposomes showing a very high inner solute concentration) are present in a
very small but not negligible number. This is a matter of great consequence, as
the two random processes generate two completely different scenarios.

We used QDC to simulate a GFP-synthesizing PS encapsulated into lipo-
somes, with the solute partition inside the vesicles obtained by the two entrap-
ment models: a pure Poisson process or a power law. The protein synthesis in

2 Reviewed after [19].
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Fig. 1. A schematic representation of the stepwise transcription and co-translation
processes (redrawn from [20]).
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Fig. 2. Time course of the GFP synthesis in a 10−17 L vesicle, populated accordingly
to a power-law distribution. In the abscissa the time (in s), in the ordinate the number
of GFP molecules synthesized (redrawn from [19]).

lipo was studied in both cases to highlight experimental observables that could
be measured to test which model best fits the real entrapment process.

The time course of protein synthesis within each kind of vesicle was then
simulated, as a function of vesicle size. Our study can predict translation yield in
a population of small liposomes down to the attoliter (10−18 L) range. Our results
show that the efficiency of protein synthesis peaks at approximately 3 · 10−16 L
(840 nm diam.) with a Poisson distribution of solutes, while a relative optimum
is found at around 10−17 L (275 nm diam.) for the power-law statistics. Figure 2
shows the time course of GFP synthesis in a vesicle of 10−17 L volume: the
protein copies accumulate over time, until the depletion of inner reagents stops
the generation of new copies.

Our simulation clearly shows that the wet-lab measurement of an effective
protein synthesis at smaller volumes than 10−17 L would rule out, according to
our models, a Poisson distribution of solutes, and thus would indirectly support
that a supercrowding effect took place. This suggestion fits well with a discussion
found in [27].

4.2 How Is Intra-vesicle Solute Composition Driving Gene
Expression from DNA to Protein?3

The next step was to determine whether all chemical constituents of the PS
are entrapped in liposomes according to a power law (then, giving rise to a
3 Reviewed after [20].
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supercrowding effect) independently of each other. Independence (or lack
thereof) in solute partition is a foundational feature which we hypothesized
would have a significant effect on the final state of the system (e.g. efficiency of
gene expression). Finding key end-state parameters dependent on the original
entrapment dynamics would also offer an obvious pathway to empirical testa-
bility. In this study, the simulations were firstly performed for large liposomes
(2.67 μm diameter) entrapping the PS to synthesize GFP. By varying the initial
concentrations of the three main classes of molecules involved in the PS (DNA,
enzymes, consumables), we were able to stochastically simulate the time-course
of GFP production. A mathematical fitting of the simulated GFP production
curves allowed us to extract quantitative parameters describing the protein pro-
duction kinetics; as expected, these parameters resulted significantly dependent
on the initial inner solute compositions. Then we extended this study to small-
volume liposomes (575 nm diameter), where intra-vesicle composition is harder
to infer due to the expected anomalous entrapment phenomena.

In our in silico perturbation of the PS composition, we observed how the
competition between DNA transcription and translation for energy resources
(here represented by the sum of ATP and GTP available molecules) shapes the
protein production dynamics, in terms of total protein yield and its production
kinetics. Figure 3 offers a global survey of these results: it shows, for each class of
initial DNA inner concentration, the resulting global production in GFP and the
corresponding use of energy molecules by the different biochemical processes.

A mathematical formalization of the PS reaction network allowed us to focus
on different aspects of in lipo protein production, and a discussion about our
computational strategy together with its scientific relevance is presented in the
following sections.

5 On the Relevance of a Detailed Stochastic PS in Silico
Model

Different in silico approaches have been tackled for the description of the com-
plex system of reactions encompassing the PS. Despite the large number of bio-
chemical species, the interactions between the single molecules are well-known.
Moreover, higher-order interactions between different molecular classes seem to
have a modest impact on the overall protein production [29]. Therefore, it is rea-
sonable to approach a comprehensive description of the PS by modeling every
reactant as a single entity.

A deterministic formulation of transcription and translation processes can
be a useful representation of the PS [17] under the assumption of a continu-
ous, homogeneous distribution of solutes. When dealing with compartmentalized
biochemical networks, the intrinsic stochasticity of molecular reactions plays an
important role in the observed protein production. A very recent study [30] high-
lighted the importance of stochasticity in cell-sized lipid compartments, showing
how fluctuations in the number of DNA molecules is one of the main responsible
of protein production noise using the PS. As volume decreases, well-described
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Fig. 3. The graph shows the final GFP production obtained (ordinate) according to the
initial DNA inner concentration (abscissa). The pie charts placed in correspondence
of the abscissa summarize the global energy molecules use for all the case studied
(redrawn from [20]).

anomalous entrapment phenomena [26] create a drastic vesicle-to-vesicle vari-
ability in terms of protein production. Moreover, the extremely low number of
molecules that eventually can govern a cellular process poses a great challenge
in modeling the PS biochemical network. A stochastic representation of the PS
deals with those limitations, allowing researchers to focus on single components
of the network, with the possibility to focus on nanoscale-sized compartments.
This creates the ability to further test different assumptions of the encapsulation
efficiencies for different groups of reactant, which, by differentially interacting
with the lipidic bilayer, can differentially drive protein production in a size-
dependent manner.

Moreover, quantifying the extent to which the intrinsic vesicle-to-vesicle vari-
ability influences the protein production in small compartments is of great rele-
vance to discriminate between different components of variability in nano-scaled
compartmentalizedgene expression: one coming fromthe randomcollisionbetween
molecules, and the other coming from different internal vesicles composition.

6 Conclusions and Future Directions

Cell-free technologies like the in lipo-PS allow us to monitor and study gene
expression kinetics under controlled, known conditions, whereas this is not
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possible in vivo as well as for whole cell-extracts (e.g. E. coli extracts) also used
in similar synthetic biology approaches. Such information is of great value for the
most diverse applications, in both applied and basic research [30,31].

Our main focus is the quantitative understanding of compartmentalized gene
expression with respect to the internal solute distribution. By testing different
entrapment mechanisms and their effect on protein production in the different
PS processes, it is possible to create a link between an observable feature (protein
production) and the internal liposomal solute distribution. The ability to infer
the precise internal vesicle content is of course of great interest for understanding
the different kinetics in different size compartments. This means that the ideal
experimental approaches are those able to perform single vesicle measurements,
as population measurements could be unable to characterize the high complexity
of vesicles behavior.

The results coming from our stochastic modeling are geared to aid exper-
imental design, and experimental validation of our predictions will be needed
to further explore and improve our understanding of the compartmentalized PS.
A better description of liposome formation kinetics will also help the community
to test different encapsulation efficiencies for different molecules, which will in
turn affect the internal gene expression kinetics.

As more data about PS use in compartmentalized systems become avail-
able, our interpretation of in silico experiments will also improve, allowing us
to further tackle the problem of understanding nano-scaled protein-producing
liposomes.
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ematical modeling of gene expression dynamics in a cell-free system. Integr. Biol.
4, 494–501 (2012)

18. Mavelli, F., Marangoni, R., Stano, P.: A simple protein synthesis model for the
PURE system operation. Bull. Math. Biol. 77, 1185–1212 (2015)

19. Lazzerini-Ospri, L., Stano, P., Luisi, P.L., Marangoni, R.: Characterization of the
emergent properties of a synthetic quasi-cellular system. BMC Bioinfo. 13, S9
(2012)

20. Calviello, L., Stano, P., Mavelli, F., Luisi, P.L., Marangoni, R.: Quasi-cellular
systems: stochastic simulation analysis at nanoscale range. BMC Bioinfo. 14, S7
(2013)

21. Gillespie, D.T.: Exact stochastic simulation of coupled chemical reactions. J. Phys.
Chem. 81, 2340–2361 (1977)

22. Li, H., Cao, Y., Petzold, L.R., Gillespie, D.T.: Algorithms and software for sto-
chastic simulation of biochemical reacting systems. Biotechnol. Prog. 24, 56–61
(2008)

23. Cangelosi, D., Fabbiano, S., Felicioli, C., Freschi, L., Marangoni, R.: Quick direct-
method controlled (QDC): a simulator of metabolic experiments. EMBnet.journal
19, 39 (2013)

24. Kubori, T., Shimamoto, N.: Physical interference between Escherichia coli RNA
polymerase molecules transcribing in tandem enhances abortive synthesis and mis-
incorporation. N.A.R. 25, 2640–2647 (1997)

25. Brandt, F., Etchells, S.A., Ortiz, J.O., Elcock, A.H., Hartl, F.U., Baumeister, W.:
The native 3D organization of bacterial polysomes. Cell 136, 261–271 (2009)

26. Luisi, P.L., Allegretti, M., de Souza, T.P., Steiniger, F., Fahr, A., Stano, P.:
Spontaneous protein crowding in liposomes: a new vista for the origin of cellu-
lar metabolism. Chembiochem 11, 1989–1992 (2010)



158 L. Calviello et al.

27. De Sousa, P., Stano, P., Luisi, P.L.: The minimal size of liposome-based model cells
brings about a remarkably enhanced entrapment and protein synthesis. Chem-
BioChem 10, 1056–1063 (2009)

28. Matsuura, T., Kazuta, Y., Alta, T., Adachi, J., Yomo, T.: Quantifying epistatic
interactions among the components constituting the protein translation system.
Molec. Syst. Biol. 5, 297–300 (2011)

29. Nishimura, K., Tsuru, S., Suzuki, H., Yomo, T.: Stochasticity in gene expression
in a cell-sized compartment. ACS Synth. Biol. 4, 566–576 (2015)

30. Murray, C.J., Baliga, R.: Cell-free translation of peptides and proteins: from high
throughput screening to clinical production. Curr. Op. Chem. Biol. 17, 420–426
(2013)

31. Chizzolini, F., Forlin, M., Cecchi, D., Mansy, S.S.: Gene position more strongly
influences cell-free protein expression from operons than T7 transcriptional pro-
moter strength. ACS Synth. Biol. 3, 363–371 (2014)



Self-Organization of a Dichloromethane Droplet
on the Surface of a Surfactant Containing

Aqueous Solution

Florian Wodlei and Véronique Pimienta(B)
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Abstract. We investigate the dynamics of a dichloromethane droplet
placed on the surface of an aqueous solutions of cetyltrimethylammo-
nium bromide. By varying the surfactant concentration, we observe a
rich variety of different shapes, ranging from pulsating over rotating
to polygonal-like shaped drops, during the dissolution process. These
remarkable shapes seem to be the result of the complex interplay between
numerous processes including solubilization, evaporation, mass transfer
and adsorption of the surfactants at the water/oil interface.
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bromide (CTAB) · Dissolution · Evaporation · Mass transfer · Adsorption
of surfactants · Marangoni instability

1 Introduction

Far-from-equilibrium systems show a great variety of spatial and temporal pat-
terns, which are known as dissipative structures. The interplay between physico-
chemical processes and mass or heat transfer can give rise to convective flows
that may form such structures (Davies and Rideal 1963). The origin of dissipative
structures, such as regular convective cells, interfacial deformations or interfacial
turbulences, is often the conversion from chemical to mechanical energy (Eckert
et al. 2012).

Specially the flows, which are triggered by density or surface tension gradi-
ents, are crucial to many natural phenomena, like ocean and atmospheric flows
(Budroni et al. 2012). They are also crucial to processes like extraction, spread-
ing of spills in aquifers or oil recovery and of course crucial to chemical reactors
at all scales.

The energy transduction, that is created when the size of the phases in con-
tact is very different, can give rise to spontaneous motion of the smaller phase (de
Gennes et al. 2003). This is the case for liquid drops on solid or liquid surfaces
(Zhao and Pumera 2012; Pimienta and Antoine 2014).

Symmetry breaking, which is inherent of motion, is obtained on solid sur-
faces by external constraints like thermal gradients or concentration gradients
c© Springer International Publishing Switzerland 2016
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of imprinted chemicals on the surface (Chaudhury and Whitesides 1992). On
liquid surfaces motion can be induced spontaneously by the drop itself. Such
autonomous behaviour is at the origin of the interest for such systems in rela-
tion with artificial cell design. There, by observing and mimicking the shapes
and trajectories, which are spontaneously chosen in biological systems to adapt
to motility (Bush and Hu 2006), the aim is to identify the energy sources that
drive the different propulsion mechanisms. Motion is one of the vital functions
of microorganisms in search of new resources.

The system of interest here is a drop of dichloromethane (DCM) deposited on
a cetyltrimethylammonium bromide (CTAB) solution. By changing the surfac-
tant concentration, which plays the role of a control parameter, the drop shows
a succession of well defined, highly ordered patterns (Pimienta et al. 2011).

In the following, we will first go back to earlier observations, obtained under
biphasic conditions, which have caused our interest for this system. In the sec-
ond part of the article, we will describe the main regimes observed in the drop
geometry.

2 Experimental Part

2.1 Biphasic System

Cetyltrimethylammonium bromide (CTAB) (Aldrich, ≥ 99 %), dichloromethane
(DCM, ρ = 1.33 g · cm−3) (Aldrich, HPLC grade) aswell as ultra-pure water
(resistivity ≥ 18MΩ · cm) for preparing the solutions were used. All chemical
reagents used were of analytical grade.

Oscillations were recorded in a glass beaker with a 31 mm inner diameter
without stirring. 15 mL of the organic solution (DCM) was placed at the bottom
of the beaker. Then, 15 mL of aqueous solution containing CTAB was carefully
placed on top of the organic phase.

Surface tension measurements were performed using a small cylinder (diam-
eter 2.8 mm; 10 mm high) made of high-density polyethylene and connected to
a microbalance (Fig. 1).

Fig. 1. Sketch of the setup for the system in the biphasic configuration in a 30 mL
beaker.
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2.2 Drop Configuration

The same reactants mentioned above were used for this configuration. 25 mL
of the aqueous solution containing CTAB were poured in a Petri dish of 7 cm
diameter. Then, a drop of 25µL of the organic solution (DCM) was placed
carefully on the surface of the aqueous solution with a HPLC micro-syringe.
After addition, the Petri dish was covered.

2.3 Visualization Techniques in the Drop Configuration

To visualize the droplet on the solution two techniques were used. The first,
called Shadowgraphy, is realized by the illumination of the system from the top
with a collimated light beam (a LED light source with fibre connection was used).
Then, the projected shadow, that is produced by the highly curved regions at the
corner of the droplet, is recorded. The images, which are shown in the overview
of the different shape regimes (Fig. 11), were recorded in this way.

The other technique used, called Schlieren technique, allows a better contrast
of the drop. To obtain this, a sharp edge was placed between a LED back-light
illumination and a focusing lens, exactly at the focal point of the lens. This
creates an intensity gradient on the recorded image. This density gradient can
be varied by changing the distances and the form of the sharp edge (Fig. 2). In
all other images shown in this work this techniques has been used.

Fig. 2. Sketch of the optical setup for the Schlieren technique with the system in the
drop configuration in the Petri dish.

3 Biphasic System

The first theoretical study aimed to establish criteria predicting Marangoni insta-
bility onset during solute mass transfer in biphasic systems was performed by
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Sternling and Scriven (1959). They applied linear stability analysis to systems
where a solute is transferred through a non-deformable interface between two
semi-infinite liquid layers. The instability can develop in systems far from par-
tition equilibrium and its appearance depends mainly on the solvent properties,
the surface activity of the solute and on the formation of critical solute concen-
tration gradients in the normal to the interface direction (Kovalchuk et al. 2012).
Unstable transfer is expected when the solute diffuses out of the phase in which
its diffusivity is lower and kinematic viscosity is higher.

The biphasic configuration of the present system, where, as described in
the experimental part, an aqueous solution of CTAB is placed on the top of
the heavier pure DCM phase fulfills the above criteria. The measured interfacial
tension between the organic and the aqueous phase showed relaxation oscillations
shown in Fig. 3 (Lavabre et al. 2005).

It was shown that this oscillations are induced by a periodic Marangoni
instability. The decrease of the surface tension started just when movements at
the interface were initiated (see vertical line in inset of Fig. 3).

The oscillations observed arise as a result of the mass transfer of CTAB
(Fig. 3, B). Under mass transfer, concentration gradients build up in the diffu-
sion layer (Pradines et al. 2007). The surfactant concentration in contact with
the interface (that determines the corresponding adsorption level) decreases.

Fig. 3. A: oscillations of the interfacial tension between DCM and an aqueous solution
containing 5 mM CTAB. Inset shows the oscillations between 6850–7800 sec in detail.
The line in the inset indicates the time when movements at the interface were initiated.
B: Schematic representation of the processes leading to oscillations in the biphasic sys-
tem (details see text). Dashed line represents the normal to the interface concentration
gradient of the surfactant, green triangle stands for the initial fluctuation, red arrows
represent Marangoni flows and the curved arrows represent the convective cells induced
by the Marangoni instability (Colour figure online)
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At the interface, concentration heterogeneities are likely to occur, leading to
tangential concentration gradients that induce stretching of the interface due
to the Marangoni effect. This radial flow creates in turn a vertical flow that
brings aqueous solution from the bulk, richer in surfactants, to the interface and
will amplify the initial surface heterogeneities to give rise to convective flows in
both phases. The related intense mixing of the aqueous layer near the interface
destroys the normal gradients, the instability vanishes, and the system switches
to a slower, diffusive process. During this phase, normal gradients, induced by
CTAB mass transfer, built up again and the cycle starts anew.

4 Drop Configuration

In this configuration, where, as described in the experimental part, a drop of
DCM is placed on the surface of an aqueous phase containing CTAB, there are
other processes in addition to CTAB mass-transfer. Due to the low boiling point
(Tbp = 39.6 ◦C at 1 atm) and the partial miscibility of DCM (solubility in water
is 0.15 M), evaporation and dissolution of DCM in the aqueous phase are also at
play in this geometry.

The evolution of the drop shows two phases, an induction period, during
which the drop shrinks while maintaining its circular shape, and a second phase
at which the drop starts to deform in a self-organized manner before its final
disappearance.

4.1 Induction Period

We measured the initial diameters of the deposited drop as a function of the
CTAB concentration and observed the same trend as for the air/water interfacial
tension (Fig. 4). Below the critical micellar concentration (cmc = 0.9 mM), γw/a

increases as does the initial diameter. After the cmc, both γw/a and the initial
diameter remain constant.

If we assume a spherical cap geometry for the heavy DCM drop, the forces
acting on the triple contact line can be represented by the Neumann triangle as
shown in Fig. 5. The corresponding young equation reads γw/a = γo/a+γw/o ·cos θ.

A decrease of the water/air interfacial tension, γw/a, results in this case in a
more compact drop (decreased diameter and increased contact angle), which is
what we observe experimentally.

We have also measured the time span of the induction period for a 25µL
DCM drop. For 0.25 mM and 0.5 mM, no induction time is observed, the unstable
regime starts immediately. The longest induction period is observed at 1 mM,
while its duration decreases again with increasing CTAB concentration.

In correlation to the variation of the initial diameter it appears that flatter
drops (i.e. before the cmc) immediately enter the unstable regime while thicker
drops need to reach a critical size before the instability is triggered. It looks as
if the drop has to be small (flat) enough for the instability to start. In other
words, surface tension forces need to overcome gravity effects in order to trigger
the Marangoni instability.
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Fig. 4. Initial diameter (A), water/air interfacial tension (B) and induction time (C)
as a function of the CTAB concentration.

Fig. 5. Forces acting on a liquid droplet on a liquid surface in a spherical cap approx-
imation according to the Young equation.

The decrease of the induction time for higher CTAB concentrations may
be related to an increased solubilization rate due to the formation of CTAB
swollen micelles (i.e. the formation of an oil in water microemulsion) (Tadmouri
et al. 2008).

4.2 Pattern Formation - Marangoni Instability

Spreading and Translation. Examples of motions of drops on liquid surfaces
are known in literature like the pentanol droplet of Nagai et al. (2005) or the
aniline droplet of Chen et al. (2009), both on aqueous solutions. The aniline drop
is similar to the present system in the sense that dissolution, evaporation and
density effects are also involved. In this case evaporation and solubilization are
relatively slow and the drop appears as a macroscopic drop coexisting with a
surrounding precursor film. Two different kinds of motion are observed: bee-like
motion and circular motion that could last for hours. Motility was ascribed to
a surface tension imbalance at the front and rear of the drop. This difference,
revealed by a difference in contact angle, was attributed to the precursor film.
The film is driven by a Marangoni flow and may lose its initial symmetry (by
fluctuations or induced manually). The initiated translation is then sustained by
the dissymmetry of the surface active film pointing to the rear of the drop.

For the DMC drop on the CTAB solution, the film and its distortion are
eye visible (Fig. 6). Motion is however observed only transiently, for 3 or 4 s
(the whole process lasts for about 20 s). The main regime appears as a drop
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Fig. 6. Translation of a DCM drop on a 0.25 mM CTAB solution.

surrounded by a thin film terminated by a ring of smaller droplets. At some
point, the film recoils on one side of the drop pushing the drop on the opposite
side. Motion gets started by the induced dissymmetry. While the asymmetric
shape is maintained, circular or translational motion are observed.

Pulsations. To our knowledge, there are two examples of similar pulsations in
the literature. Bates et al. (2008) report on a pulsating regime, of a very short
life time, that gives rise to the ejection of a ring of droplets for a 1-butanol drop
cooled to 1 ◦C deposited on a 40 ◦C water phase. Another example is a mineral
oil drop containing a non-ionic, non-water soluble surfactant placed on water,
which is reported by Stocker and Bush (2007). The time scale here is longer
(tens of seconds) but the recorded pulsations are very irregular compared to the
one in the present system.

For a CTAB concentration of 0.5 mM, pulsations can last between 5 and
20 s with a mean frequency of about 1 Hz. Each pulsation consists of a rapid
spreading of the drop. At maximum expansion, which represents close to 25 %
of the initial drop radius, the rim formed at the edge of the expanding film
undergoes a Rayleigh-Plateau-like instability and breaks up into small droplets
that move radially away from the drop (over a distance of 5 to 6 mm) and
rapidly disappear by evaporation and dissolution. After detachment of the rim
the remaining film recedes to form a compact drop again (Fig. 7).
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Fig. 7. Pulsating DCM drop on a 0.5 mM CTAB solution. A: Drop starts to expand
(t = 0 s). B: Rim is forming and expanding (t = 160 ms). C: Rim breaks up in several
droplets while the film between rim and droplet is receding (t = 345 ms). D: Drop has
ejected his rim completely and is about to start for another pulsation (t = 435 ms).
Black bar corresponds to 10 mm.

The regularity and conservation of the symmetry during the beating pattern
are reflected in the time evolution of the drop radius (Fig. 8).

The recorded oscillations are not time-symmetric: the ascending, spreading
parts are slightly longer (∼ 0.6 s) than the descending, receding parts (∼ 0.4 s).
This time-asymmetry increases significantly in the course of time. By considering
a very simple mechanical model of rim pulsations the time evolution of the drop
radius can be perfectly reproduced (Antoine and Pimienta 2013).

The drop rim is described as a toroidal tube of oil, that is located at the drop
radius position R(t), having a (time-dependent) mass m. A time-dependent spring
parameter k(t), that takes all the springlike forces acting on the rim into account,
is used. These forces are surface tensions, Marangoni stress, as well as the drop
surface elasticity due to the surfactant monolayer. The spring parameter can be
seen as the opposite of an effective spreading coefficient (Seff(t) = −k(t)/2π).

The model also takes into account the hydrostatic force acting on the rim
and also a kind of damping force, that is caused by the friction of the toroidal
rim. Finally, by summing up all forces, the dynamics of the rim is described by:

d

dt

(

m(t)
dR

dt

)

= k(t)R + k0
R4

0

R3
− bR

dR

dt

A constant mass m0 and a decreasing spring parameter k(t) is considered for
the mean ascending part of R(t) and a constant spring parameter k0 and an
increasing mass m(t) for the mean receding part. The whole curve of R(t) can
be simulated by choosing a simple rim breakup criterion given by the capillary
length. To account for the slight period increase observed, a slight increase of
the rim mass over all of the pulsations is included.

In other words, the above scenario can be interpreted as follows: the oscilla-
tions are the result of Marangoni induced spreading due to a non homogeneous
distribution of the CTAB at the water/oil interface. During expansion gradients
are enhanced and spreading is amplified. This leads to a critical thickness of the
film at the rear of the rim, which detaches while the film dewets to reform the
initial drop.
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Fig. 8. Regular oscillations of the diameter of a pulsating DCM droplet on a 0.5 mM
CTAB solution. The global linear decrease of the drop diameter can be attributed to
the mass loss of the droplet.

Rotation. For a CTAB concentration of 10 mM, the drop undergoes a major
shape deformation after the induction period, leading to an elongated structure
with two sharp tips (Fig. 9). This structure then rotates in an arbitrary (clock-
wise and counterclock-wise rotations are equally observed) but constant direc-
tion. The rotating two-armed drop is the most frequently encountered structure,
but also rotating drops with three or sometimes four tips are observed.

Typically a drop can perform between 30 and 60 rotations with a steady
rotation frequency of around 1.9 Hz, which is independent of the drop volume
and time. During this stable rotation, the drop ejects smaller droplets from its
tips. Each daughter droplet moves approximately 4 mm, flattens slightly, and
then decays into several smaller droplets, that finally disappear.

Fig. 9. Rotating of a DCM drop on a 10 mM CTAB solution (time increases from left
to right). Approx. 1 rotation is shown (with 200 ms between each image). Black bar
corresponds to 5 mm.
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Although there are no examples of rotating drops in literature, there are rotat-
ing solids and gels on liquid phases (e.g. Nakata et al. 1997; Sharma et al. 2012).

In the article by Nakata et al. a solid camphor fragment with a comma-
shaped form is rotating. The authors explain the rotation in the same way as
the pure translation of the aniline drop, which is discussed above. The dissolving
camphor forms a thin layer at the interface which locally reduces the interfacial
tension. In the concave region of the “rotor”, due to the curvature, there is an
accumulation of dissolved camphor in contrast to the convex region. Therefore
a gradient in the surface tension is created and the rotor moves with the convex
region ahead and the fragment starts to rotate.

For the DCM drop the same mechanism might be at play. Moreover the
constant rotation frequency could be explained by the fact that the concentration
in the concave regions of the rotors of the drop are continuously renewed from
the bulk solution of the droplet, which is pure DCM.

Polygonal-Like Shape. For higher CTAB concentrations, a polygonal-like
shape is observed (Fig. 10). After the induction period small tips form along
the edge of the drop, which confers the drop the shape of a polygon. This tips
move and when two of them collide they can give rise to the ejection of a smaller

Fig. 10. Polygonal-like shaped drop on a 30 mM CTAB solution.
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Fig. 11. Overview of the different regimes as a function of the CTAB concentration
and time (vertical axis shows the time evolution).

droplet. During shrinkage of the drop the number of tips is reduced until the final
disappearance of the drop. At the moment, we have no insight on this behaviour,
which, to our knowledge, has never been described in the literature.

5 Conclusion and Perspectives

We described here the complex shape evolution of a DCM droplet on the sur-
face of a CTAB containing aqueous solution. An overview of the different shape
regimes is given in Fig. 11 as a function of the CTAB concentration. The phe-
nomena observed range from spreading and dewetting below the cmc to rotating
and polygonal-like shaped drops above the cmc.

The system described here is chemically extremely simple and easy to handle
but gives rise to complex coupled physical processes. The surfactant concentra-
tion, used here as a control parameter, induces an amazing range of shapes and
motion patterns. Coupled to these shape-forming processes is the emission of
very small but macroscopic droplets. This system is the first example of such a
sequence of highly ordered patterns induced by coupled hydrodynamic instabili-
ties. The resulting structures show very efficient motility, internal agitation and
dispersion properties.

We believe that this system for which the transitions between several regimes
are driven by a controlled and progressive change of the physico-chemical proper-
ties, offers a great opportunity of a step forward in the understanding and mod-
eling of fundamental knowledge in the very broad field of convective instabilities.



170 F. Wodlei and V. Pimienta

References

Antoine, C., Pimienta, V.: Mass-spring model of a self-pulsating drop. Langmuir
29(48), 14935–14946 (2013)

Bates, C.M., Stevens, F., Langford, S.C., Dickinson, J.T.: Motion and dissolution of
drops of sparingly soluble alcohols on water. Langmuir 24, 7193–7199 (2008)

Budroni, M.A., Rongy, L., De Wit, A.: Dynamics due to combined buoyancy- and
Marangoni-driven convective flows around autocatalytic fronts. Phys. Chem. Chem.
Phys. 14, 14619–14629 (2012)

Bush, J.W.M., Hu, D.L.: Walking on water: biolocomotion at the interface. Annu. Rev.
Fluid Mech. 38, 339–369 (2006)

Chaudhury, M.K., Whitesides, G.M.: How to make water run uphill. Science 256(5063),
1539–1541 (1992)

Chen, Y.-J., Nagamine, Y., Yoshikawa, K.: Self-propelled motion of a droplet induced
by marangoni-driven spreading. Phys. Rev. E 80, 016303 (2009)

Davies, J.T., Rideal, E.K.: Interfacial Phenomena. Academic Press, New York (1963)
de Gennes, P.-G., Brochard-Wyart, F., Quere, D.: Capillarity and Wetting Phenomena:

Drops, Bubbles, Pearls, Waves. Springer, New York (2003)
Eckert, K., Acker, M., Tadmouri, R., Pimienta, V.: Chemo-Marangoni convection

driven by an interfacial reaction: pattern formation and kinetics. Chaos 22(3),
037112 (2012)

Kovalchuk, N.M., Pimienta, V., Tadmouri, R., Miller, R., Vollhardt, D.: Ionic strength
and pH as control parameters for spontaneous surface oscillations. Langmuir 28(17),
6893–6901 (2012)

Lavabre, D., Pradines, V., Micheau, J.C., Pimienta, V.: Periodic Marangoni instability
in surfactant (CTAB) liquid/liquid mass transfer. J. Phys. Chem. B 109(15), 7582–
7586 (2005)

Nagai, K., Sumino, Y., Kitahata, H., Yoshikawa, K.: Mode selection in the spontaneous
motion of an alcohol droplet. Phys. Rev. E Stat. Nonlin. Soft Matter Phys. 71(6 Pt 2),
065301 (2005)

Nakata, S., Iguchi, Y., Ose, S., Kuboyama, M., Ishii, T., Yoshikawa, K.: Self-rotation
of a camphor scraping on water: new insight into the old problem. Langmuir 13(16),
4454–4458 (1997)

Pimienta, V., Antoine, C.: Self-propulsion on liquid surfaces. Curr. Opin. Colloid Inter-
face Sci. 19, 290–299 (2014)

Pimienta, V., Brost, M., Kovalchuk, N., Bresch, S., Steinbock, O.: Complex shapes
and dynamics of dissolving drops of dichloromethane. Angew. Chem. Int. Ed. 50,
10728–10731 (2011)

Pradines, V., Tadmouri, R., Lavabre, D., Micheau, J.C., Pimienta, V.: Association,
partition, and surface activity in biphasic systems displaying relaxation oscillations.
Langmuir 23, 11664–11672 (2007)

Sharma, R., Chang, S.T., Velev, O.D.: Gel-based self-propelling particles get pro-
grammed to dance. Langmuir 28(26), 10128–10135 (2012)

Sternling, C.V., Scriven, L.E.: Interfacial turbulence: hydrodynamic instability and the
marangoni effect. AIChE J. 5, 514–523 (1959)

Stocker, R., Bush, J.W.M.: Spontaneous oscillations of a sessile lens. J. Fluid Mech.
583, 465–475 (2007)

Tadmouri,R.,Zedde,C.,Routaboul,C.,Micheau,J.C.,Pimienta,V.:Partitionandwater/
oil adsorption of some surfactants. J. Phys. Chem. B 112(39), 12318–12325 (2008)

Zhao, G., Pumera, M.: Macroscopic self-propelled objects. Chem. Asian J. 7, 1994–2002
(2012)



From Microscopic Compartmentalization
to Hydrodynamic Patterns: New Pathways

for Information Transport

Marcello A. Budroni1(B), Jorge Carballido-Landeira2, Adriano Intiso3,
Lorena Lemaigre2, Anne De Wit2, and Federico Rossi3(B)

1 Department of Chemistry and Pharmacy, University of Sassari, Sassari, Italy
mabudroni@uniss.it

2 Nonlinear Physical Chemistry Unit, Service de Chimie Physique et Biologie
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Abstract. Can we exploit hydrodynamic instabilities to trigger an effi-
cient, selective and spontaneous flow of encapsulated chemical informa-
tion? One possible answer to this question is presented in this paper
where cross-diffusion, which commonly characterizes compartmental-
ized dispersed systems, is shown to initiate buoyancy-driven hydrody-
namic instabilities. A general theoretical framework allows us to predict
and classify cross-diffusion-induced convection in two-layer stratifications
under the action of the gravitational field. The related nonlinear dynam-
ics is described by a cross-diffusion-convection (CDC) model where fick-
ian diffusion is coupled to the Stokes equations. We identify two types
of hydrodynamic modes (the negative cross-diffusion-driven convection,
NCC, and the positive cross-diffusion-driven convection, PCC) corre-
sponding to the sign of the cross-diffusion term dominating the system
dynamics. We finally show how AOT water-in-oil reverse microemulsions
are an ideal model system to confirm the general theory and to approach
experimentally cross-diffusion-induced hydrodynamic scenarios.

Keywords: Transport of chemical information · Compartmentaliza-
tion ·Water-in-oil reversemicroemulsions ·Buoyancy-driven instabilities ·
Cross-diffusion · Multi-components systems

1 Introduction

The compartmentalization of chemical systems plays a central role in generating
unexpected novelties and emergent dynamical behaviors. Many self-assembled
matrices including micelles [11,12], lipid vesicles [20] and microemulsions [25]
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have been extensively studied as model systems for mimicking biological cellu-
lar environments and related complex intra- and inter-dynamics. The spatial
confinement of chemical species can affect the global dynamics of a system
by changing drastically the diffusive transport inside and across the confined
domains and also inducing a catalytic effect in the chemical reactivity [22]. For
these characteristics, dispersed media have often been studied in combination
with nonlinear oscillatory kinetics to approach collective behaviors, communica-
tion and synchronization dynamics in networks of coupled inorganic oscillators
[6,13,16,19,21].

In this context, the AOT (sodium bis(2-ethylhexyl)sulfosuccinate Aerosol
OT) water-in-oil reverse microemulsions (ME) are one of the most investigated
systems. ME are liquid mixtures of an organic solvent (more often termed oil)
in which water domains surrounded by a surfactant (AOT) can form a ther-
modynamically stable dispersion (see Fig. 1). In particular, under the percola-
tion threshold, ME appear at the nano-scale as dispersed spherical or elongated
droplets where the surfactant constitutes a sort of membrane with the hydropho-
bic part oriented towards the outer organic phase and the hydrophilic heads in
contact with the inner aqueous phase segregated into the droplet. In this situa-
tion, the water core of the ME can be conveniently used to dissolve hydrophilic
molecules or reactants and become a suitable tool for nano-synthesis, drug deliv-
ery or for studying chemical communication [6,8]. The oscillatory Belousov-
Zhabotinsky (BZ) reaction has been thoroughly studied in ME. Here BZ reagents
are solubilized in the water core of AOT-coated nano-droplets to create a great
amount of nano-oscillators, which dynamics is coupled via some active intermedi-
ates of the BZ system able to cross the hydrophobic membrane of the surfactant
and act as messengers among the confined water domains. Microemulsions are
also important in the realm of reaction-diffusion-driven pattern formation. Tur-
ing structures and other exotic dissipative structures have been found when ME,
loaded with reactants of the BZ system, are studied in spatially extended reac-
tors [7,24]. Thanks to the selective permeability of the surfactant barrier with
regard to the BZ species, this system sustains differential diffusion and can meet
the requirements for a Turing instability with the slow diffusion mode involving
the activator of the BZ oscillator (which moves with the droplets), while the
hydrophobic inhibitor, free to move alone through both the oil and the aqueous
phase, presents a diffusion coefficient two orders of magnitude larger than the
activator.

Cross-diffusion, whereby a flux of a given species entrains the diffusive trans-
port of another species, is also an important process which takes place in ME
systems. Measurements of cross-diffusion coefficients in ternary AOT microemul-
sions (H2O (1)/AOT (2)/oil) revealed that the cross-diffusion coefficient D12,
which describes the flux of water induced by a gradient in the surfactant con-
centration, can be significantly larger than both D11 and D22, i.e. the main dif-
fusion coefficients of water and AOT, respectively [9,10]. The crucial influence
of cross-diffusive contributions in terms of pattern formation has been proved in
non-reactive and reactive spatially distributed systems, both theoretically [26,27]
and experimentally [4,14]. Thus, the constraints imposed to diffusive transport
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Fig. 1. Sketch of AOT water-in-oil reverse microemulsions.

by compartmentalization at a microscopic scale impact emergent behaviors at
a macroscopic characteristic length. Apart for reaction-diffusion patterns, such
variety of diffusive modes can trigger hydrodynamic instabilities, when buoyancy
forces are at play [23]. Convection is the most efficient spontaneous transport
mechanism and can be suitably engineered to enhance spatial spreading of chem-
ical information encapsulated into droplets in response to initial concentration
gradients.

With this perspective, we review our recent work where ME are presented
as a convenient model system for inducing cross-diffusion-driven hydrodynamic
flows in double-layer systems. We first present a general modeling and theory
on buoyancy-driven convection promoted by cross-diffusion and we successively
study experimentally convective patterns occurring when two ME are stratified
in a Hele-Shaw cell [2,3].

2 Theory

Consider a two dimensional vertical slab of width LX and height LZ in a (X,Z)
reference frame, where the gravitational acceleration ḡ = (0,−g) is oriented
downwards along the Z axis. The solution T of density ρT , containing the solute
h with the initial concentration CT

h,0 and the solute j with concentration CT
j,0

is placed on top of the solution B, with concentration CB
h,0 = CT

h,0, CB
j,0 > CT

j,0

and density ρB > ρT (see sketch in Fig. 2). In other words, the species h is
homogeneously distributed over the spatial domain, while the concentration of
the species j increases downwards the gravitational axis.
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Fig. 2. Sketch of the two-dimensional initial stratification used to study cross-diffusion-
driven convection. The initial concentration profiles of the chemical solutes result in a
step function density distribution.

The resulting double-layer stratification is stable to classical Rayleigh-Taylor
or buoyancy-driven instabilities due to differential diffusion mechanisms, such
as double-diffusion or double-layer-convection scenarios, and thus it is ideal to
isolate the pure effect of cross-diffusion on the system stability.

Before the onset of an instability, we can assume that the flow is at rest and
that the concentration profiles of the species do not vary along the horizontal x
direction. The initial evolution of the concentration fields can be thus followed
along the vertical coordinate z and described by means of the dimensionless
cross-diffusion equations

∂τ cj = ∇2cj + δjh∇2ch (1)
∂τch = δhj∇2cj + δhh∇2ch (2)

where the spatial and the time variables are scaled by L0 and t0 = L2
0/Djj ,

respectively and Djj is the dimensional main diffusivity of the heterogeneously
distributed species. The concentration fields are non-dimensionalized by the ref-
erence ΔCj,0 =(CB

j,0 −CT
j,0) according to (cj , ch) = (Cj −CT

j,0, Ch −CT
h,0)/ΔCj,0,

and δhh = Dhh/Djj is the ratio between the main molecular diffusion coefficient
of solute h to that of j. Similarly, (δjh, δhj)=(Djh,Dhj)/Djj .

Possible cross-diffusion feedbacks on the dynamics are measured in the matrix
δ and, in particular, due to the sharp initial gradient imposed to the concen-
tration profile cj(z, 0), the off-diagonal term δhj dominates the initial part of
the dynamics while the other cross-diffusivity, δjh, plays a negligible role. If δhj

is positive, the species j, free to diffuse from the bottom to the upper layer in
response to its initial concentration gradient (Fig. 3(a)), generates a co-flux in h
and, as a result, the initially flat concentration profile ch(z, τ) develops a non-
monotonic shape with a local maximum and minimum symmetrically located
above and below the initial interface, respectively (Fig. 3(b)). By contrast, the
propagation of solute j towards the upper layer triggers a counter-flux in h if
δhj is negative. In the concentration profile ch(z, τ) this produces in time a local
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depletion area in the upper layer and an accumulation just below the initial
interface located at z0 = LZ/(2L0) (Fig. 3(d–e)). We clearly observe an inver-
sion in the morphology of the non-monotonic profiles when switching from a
positive to a negative δhj and the relative intensity of the extrema along the
non-monotonic profiles reflects the magnitude of this term.

The non-monotonic concentration profiles triggered by cross-diffusion in
species h can drastically impact the density distribution along the gravitational
axis. The density profile can be computed as a Taylor expansion of the concen-
tration fields according to

ρ(z, τ) = cj(z, τ) + R ch(z, τ) (3)

where the buoyancy ratio

R =
αh

αj
(4)

Fig. 3. Typical spatio-temporal evolution of the dimensionless concentration profiles
cj(z, τ) and ch(z, τ) when δhj > 0 (4.70) (panels (a) and (b)) or δhj < 0 (−0.01) (panels
(d) and (e)); panels (c) and (f) show the corresponding dimensionless density profiles
computed by means of Eq. 3, with R = 0.5 and 100, respectively. In each panel black
lines describe the initial distribution of the species, while red and blue profiles depict
the spatial concentrations at successive times (Colour figure online).
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quantifies the relative weight of the initially homogeneous species, h, to the
global density with respect to species j, featuring the initial concentration jump.
In Eq. (3), αj = 1

ρT
∂ρ̃

∂Cj
and αh = 1

ρT
∂ρ̃

∂Ch
the solutal contributions of the species

j and h, respectively, to the dimensional density ρ̃.
When the contribution to the density of the initially homogeneous species is

dominant, the shape of ch(z, τ), will be reflected in the spatio-temporal evolution
of the density profile ρ(z, τ). Under the action of the gravitational field, non-
monotonic density profiles are at the basis of convective instabilities (see Fig. 3(c)
and (f)), whereby denser areas of a fluid locally overlies less dense zones.

By analyzing the morphology of a density profile along the gravitational axis
we can, thus, predict conditions for the onset of cross-diffusion-driven hydrody-
namic instabilities together with the topology of the resulting patterns [2,3,23].
In recent work [1], it has been demonstrated that conditions for a convective
instability are met when

R >

√
δhh(1 +

√
δhh)

|δhj | (5)

and the sign of δhj discriminates the domains where Positive Cross-Diffusion-
Driven Convection, PCC scenarios (δhj > 1) or Negative Cross-diffusion-driven
Convection, NCC scenarios (δhj < 1) are to be expected. In particular, in
PCC scenarios, starting from an initially stable condition in which the density
increases downwards the gravitational axis, the density profile changes in time
developing a density maximum overlying a density depletion area across the
initial interface between the two layers. This results in a fingered deformation
of the interface, like in the classical double diffusion (DD) instability [5,23].
NCC profile is reminiscent of typical density profiles characterizing diffusive
layer convection (DLC) scenarios where convective modes grow in the upper
and the lower layer, without deforming the initial contact line between the two
stratified solutions [5,23].

In order to confirm the theoretical results obtained from the density-profile-
based analysis and to obtain a spatio-temporal picture on the cross-diffusion-
driven convection phenomenology, it is necessary to solve the full nonlinear
problem in which Fickian equations are coupled to Stokes equations (for details
see [1]):

∂τ cj + (v · ∇)cj = ∇2cj + δjh∇2ch (6)
∂τch + (v · ∇)ch = δhj∇2cj + δhh∇2ch (7)

∇p = ∇2v − (R ch + cj) 1z (8)
∇ · v = 0 . (9)

The CDC equations are derived in the dimensionless form by introducing the
set of scaled variables {τ = t/t0, (x, z) = (X,Z)/L0, (cj , ch) = (Cj − CT

j,0, Ch −
CT

h,0)/ΔCj,0, v = V/v0, p = P/p0}, where the scales of the velocity v and the
pressure p are defined as v0 = L0/t0 and p0 = μ/t0, respectively.



Hydrodynamic Pathways for Information Transport 177

By solving Eqs. (6–9) through the Alternating Direction Implicit Method
(ADI), we can obtain an overview on the dynamics of the two possible instabil-
ities. Simulations are run by using no-flux boundary conditions for the concen-
tration field of the chemical species at the four solid boundaries of the squared
spatial domain while no-slip boundary conditions are imposed for the velocity
field. Figure 4 shows the dynamical destabilization of the two-layer interface due
to a PCC mechanism (panel (a)) and a typical NCC scenario (panel (b)). The
snapshots illustrate the spatio-temporal evolution of the instabilities by mapping
the vorticity ω(x, z, τ) = ∇×v over the simulation spatial domain. In both cases,
the unstable area starts from the border of the spatial domain where a numerical
perturbation can break the symmetry and extends along the horizontal direc-
tion. As convective fingers form, they grow vertically along the gravitational axis.
Delayed forming fingers show an apparent drifting towards the side where the
instability nucleates, attracted by residual flows and progressively merge with
pre-existing fingers.

The PCC scenario is induced by the positive cross-diffusion term δhj when
the buoyancy ratio R meets the requirement of Eq. (5). As previously shown in
Fig. 3(a) and (b), solute j diffuses form the bottom to the upper layer due to
the initial gradient and triggers a non-monotonic distribution of ch(z, τ), thus
inducing a local density maximum over a minimum downwards z, symmetrically
located around z0 (Fig. 3(c)).

Again, when Eq. (5) is satisfied, a negative cross-diffusion coefficient δhj ini-
tiates a NCC-type convective pattern. Here the motion of solute j sustains
the non-monotonic concentration profile ch(z, τ) shown in Fig. 3(e). During the
development of the instability the initial interface is not deformed because of
the formation of the density maximum located below the initial interface, which
acts as a density barrier preventing the finger growth from the top to the bottom
layer (Fig. 3(f)).

Fig. 4. Typical spatio-temporal evolution of a PCC (upper panel) and a NCC (lower
panel) instability. The PCC scenario is obtained with δhj = 4 and R = 0.5 while
the NCC scenario with δhj = −0.01 and R = 100. These values are inspired from
microemulsions data.
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3 Experiments

As mentioned in the introduction, microemulsions show non-negligible cross-
diffusion due to compartmentalization which can be characterised by means of
the Taylor dispersion technique [2,3,14,15]. In a wide range of the ME compo-
sition the diffusion matrix D presents a large and positive cross-diffusivity D12

relating the motion of the water (species 1) to the flux of the surfactant (species
2) while a small negative cross-diffusion D21 quantifies the effect of water motion
on AOT diffusion:

D =
(

0.6 7.8
−0.01 1.3

)

× 10−6cm2 s−1 (10)

Thus, ME represent a good model to test the existence of PCC and NCC,
depending on the initial gradient imposed either in the concentration of water
or AOT.

The most convenient reactor for studying convective dynamics at the inter-
face between two ME of different compositions consists of a vertically ori-
ented Hele-Shaw cell, composed of two borosilicate glasses separated by a teflon
spacer of 0.10 mm (see Fig. 5) [2,3,18]. Two different water-in-oil (W/O) reverse
microemulsions were filled in the reactor through the inlet ports positioned at the
top and the bottom of the cell. The excess of the solutions is pumped out through
the cell’s outlets until a flat interface between the two liquids is obtained. Each
of the two microemulsions having different composition initially occupies half of
the reactor height. The top and bottom solutions are prepared by using distilled

Fig. 5. Sketch of a Hele-Shaw cell.
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water and a concentrated AOT in octane stock solution, conveniently diluted
until the desired composition is reached. The dynamics of the interface is gener-
ally monitored by using a schlieren technique [17], which allows to observe the
gradients in the refractive index between the two microemulsions, due to their
density differences and, therefore, monitor the convective motions in solutions
without the presence of dyes.

In all experiments the ME located in the bottom is denser than the one on
the top, thus the system is initially stable towards buoyantly driven instabilities.
Thanks to the presence of a negative and a positive cross-diffusion term, we
can explore both the negative (NCC) and positive (PCC) cross-diffusive-driven
instability by imposing a concentration jump in water or AOT, respectively.
For the negative cross-diffusive case, theoretically described by the Fig. 3(d–f)
and Fig. 4(b), the two ME are prepared as to have [AOT] initially constant
everywhere, while the ME on the top has less water than that placed below. For
a certain range of ΔH2O, depending on the experimental conditions, the initially
stable configuration becomes unstable after few minutes from the beginning of
the experiment. As an example, Fig. 6(a) shows the appearance of convective
vortices localized in the top and in the bottom layer at symmetric distances

Fig. 6. Typical examples of cross-diffusion-driven instabilities obtained with
microemulsions. (a) Three snapshots taken at t = 0, 700 and 1200 s displaying the
evolution of the NCC mode obtained with ΔH2Obottom−top � 1 M. (b) The PCC
scenario is obtained with ΔAOTbottom−top � 0.05 M.
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above and below the unperturbed interface, when ΔH2O � 1 M. This compares
favourably with the classification and the spatio-temporal dynamics shown in
the theoretical section.

In order to induce a positive cross-diffusive-driven convective instability, the-
oretically described by the Fig. 3(a–c), the initial composition of the two ME has
to be the other way around respect to the NCC case: [H2O] is constant through-
out the upper and the lower layers, while [AOT] is larger in the bottom ME.

Again, for a certain interval of Δ[AOT] the interface between the two ME can
be destabilised, and in this case it deforms into fingers that grow vertically and
symmetrically with time across the interface (see Fig. 6(b)). These structures are
successfully predicted by the analysis of the density profile obtained from the
cross-diffusion model in analogous conditions and the phenomenology favourably
compares with nonlinear simulations.

As a proof of concept, the PCC scenario has also been investigated in
microemulsions when a further solute is dissolved in the water core of the bottom
solution. It was shown, in fact, that water-soluble molecules, when dissolved in
ME, induce a large and positive co-flux both in the AOT and in the H2O [15].
Figure 7 shows the appearance of convective fingers, which grow upwards and
downwards around the interface, in a system where KMnO4 has been added to

Fig. 7. Panels (a)–(c) show the spatio-temporal evolution of the interface between
two stratified identical MEs, where the bottom one also contains the water soluble
species KMnO4. The snapshots are taken at 0, 300 and 600 s after the beginning of the
experiment, respectively. The panel on the right describes the evolution of the density
profile obtained by solving the diffusion Eqs. (1–2) for a 3-components system. The
profiles a,b,c in the right panel describe the density distribution along the gravitational
axis at the time corresponding to panels (a), (b) and (c), respectively.
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the bottom ME. The composition of the two ME is such that no gradients are
present in the concentrations of the water and the surfactant; in this configu-
ration the interface is initially stable since the bottom solution is denser than
the top one (Fig. 7(a)). However, the flux of KMnO4 triggers the motion of a
large quantity of H2O and AOT molecules since both cross-diffusion terms are
large and positive. Therefore, when KMnO4 diffuses from the bottom to the
upper layer, it drags along both H2O and AOT molecules thus generating a
non-monotonic density distribution around the contact line, destabilising the
initially stable system (Fig. 7(b) and (c)). Even in this case, the evolution of the
density profile has been reconstructed by integrating the Fickian Eqs. (1–2) for a
3-components system and combining it to the state Eq. (3). The resulting graph
depicted in the right panel of Fig. 7 shows how the system undergoes a typical
PCC scenario.

4 Conclusions

In this work we have presented a proof of concept that, by inducing convective
transport, cross-diffusion can promote an efficient way to transport of spatio-
temporal information in response to specific chemical gradients. We have shown
how cross-diffusion-driven convection can be isolated and controlled in double-
layer stratifications in the gravitational field. Furthermore, the resulting instabil-
ity scenarios have been described in a general theoretical framework. Numerical
results have been validated by means of experiments carried out with microemul-
sions which represent an ideal model system to investigate the two possible con-
vective patterns, being characterized by a positive and a negative off-diagonal
term in the cross-diffusion matrix.

Microemulsions also feature a convenient dispersed medium in this context
because they have been widely studied in combination with chemical reactions.
This paves the avenue to new chemo-hydrodynamic pattern formation and to
unravel how cross-diffusion-driven convection interacts with linear and nonlinear
chemical kinetics.

Future challenges are to engineer the results of this study to issues of applied
interest, for instance in the realm of pollutant remediation processes and drug
delivery.
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Abstract. Giant lipid vesicles have been extensively used in recent years as in
vitro artificial models for protocells, i.e. primitive cell models or synthetic cell-
like systems of minimal complexity. Due to their dimensions in the micrometer
range, giant vesicles can be designed as micro-sized enzymatic chemical reactors
fed by a flux of substrates from the outside and monitored by confocal light
microscopy in order to follow the production of fluorescence compounds. In this
paper we present a 3D modelling approach to the simulation of giant vesicle where
enzymatic reactions take place, and we apply this approach to a case study of a
three-enzymes metabolic pathway.

1 Introduction

Giant lipid vesicles have been extensively used in recent years as in vitro artificial cell
models embracing both origins-of-life studies [1–4] and modern synthetic biology [5–10].
This line of research is aimed at designing, constructing, and characterizing micro-compart‐
mentalized structures of minimal complexity (protocells) that share with primitive cells or
with modern living cells their peculiar static and dynamic organization. More recently, lipid
vesicels have been also proposed for studying nonlinear chemical reactions and chemical
communication among compartments [11–13].

Several experimental approaches are currently applied in this field and most of them
rely on lipid vesicles (both from fatty acids or phospholipids), but polymer vesicles [14]
and coacervates have been also used [15]. Giant lipid vesicles (here called GVs) [16]
are used for constructing cell-like systems since enzymes and other macromolecules are
easily encapsulated inside them [2], allowing the construction of micro-compartmen‐
talized systems capable of programmable behaviors [10]. Moreover, since GVs are
micro-sized compartments, their size allows using traditional light microscopy to
directly follow each giant vesicle. This is a great advantage when compared with elec‐
tron-microscopy. GVs can be analyzed while they are functional in liquid water, while
(bio)chemical reactions are running in their lumen, and all chemical and morphological
transformations can be followed in real-time. Confocal light microscopy allows moni‐
toring of individual GVs, provided that fluorescent probes are used, so that the variations
of the internal fluorescence can be related to the production/consumption of internal
compounds.
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While several experimental advancements have been reported recently, less attention
has been paid to numerical modeling. This sharply contrast with the integrative approach
supported by synthetic biology, the bioengineering discipline that study, among other
subjects, artificial (synthetic) cells. Synthetic biology aims at understanding biological
systems by a constructive approach, characterizing all processes in quantitative manner.
Enzyme-containing vesicles, due to their limited complexity, are excellent systems for
combining experiments and simulations. Modelling these supramolecular reacting
systems is of great interest both to better understand the dynamics of enzymatic reactions
in confined space, but also to improve the design and the implementation of new meta‐
bolic micro-reactors.

In previous theoretical works [17–21] we studied the time behavior of nano-sized
reacting vesicles by using a stochastic approach in order to elucidate the role of intrinsic
fluctuations, i.e. fluctuations in the reactions occurring time (intrinsic stochasticity). On
the other hand, two deterministic approaches are instead suitable for modelling enzy‐
matic pathways taking place in micrometer-sized GVs: the 0D and the 3D approach
respectively. Both assume that intrinsic noise is negligible in first approximation and
that random fluctuations observed in the time behavior of a vesicle population are mainly
due to extrinsic stochasticity, i.e., due to the different sizes and different composition of
the reacting comportments as shown by Fig. 1.

Fig. 1. Confocal light microscopy image of an aqueous suspension of POPC giant vesicles filled
by calcein, and prepared by the phase transfer method. The preparation procedure gives a very
poly-dispersed vesicle solution both in size of lipid compartments and concentration of
encapsulated solutes as shown by the different fluorescence intensity of the vesicle cores.

Even though these two approaches share this common assumption, 0D and 3D
models differ in the description level and in the modelling purposes.

The 0D modelling aims to describe the average time behavior of reacting GV popu‐
lation taking into account the size dispersion and the solute concentration distribution.
This approach allows to elucidate the extrinsic stochastic effects of different random
distribution of entrapped biomolecules on the time behavior of the vesicle suspension.
In fact, it has been recently reported that the Poisson and Gaussian distributions, in some
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cases, cannot account for the experimentally observed solute distribution in the vesicle
population [22, 23] and, based on these experimental observations, we have developed
a 0D model for the translations-transcription machinery taking place inside lipid vesicles
in order to test the Power Law as a more suitable solute distribution [24].

Contrariwise, the 3D approach describes individual GVs giving also morphological
3D-space details and allows to take into account explicitly the diffusion of substrates,
through the external solution and in the internal vesicle water core, along with the
molecular transport across the lipid membrane. The theoretical outcomes can be
contrasted with confocal microscopy analysis and can be useful in designing ongoing
communication experiments among GVs or GVs and living cells [25].

This paper is focused on the deterministic 3D modelling approach that will be applied
to a three-enzymes metabolic pathway as a case study. In Sect. 2, the three-enzymes
metabolic pathway will be introduced and its time evolution in a bulk solution will be
reproduced by a simple kinetic model. In Sect. 3, different possible scenarios of compart‐
mentalization will presented. The 3D model will be illustrated in its computational
details in Sect. 4, while the computational results will be discussed in Sect. 5. Finally,
some conclusion will be drawn in the last section.

2 The 3-Enzymes Metabolic Pathway

Figure 2 reports the 3-enzymes metabolic pathway that is proposed as a case study for
this work. It consists in a branched enzymatic network for the oxidation of 2'-7'dichloro-
dihydro-fluorescein diacetate (DCFH2-DA) to 2'-7'dichloro-fluorescein (DFC), a fluo‐
rescent compound that can be followed fluorometrically. In this simplified metabolism
three different enzymes are involved: glucose oxidase (GOX) that converts glucose into
hydrogen peroxidase and D-gluconolactone (not shown in the scheme of Fig. 2);
Carbonic Anhydrases (CA) that catalyses the rapid interconversion of DCFH2-DA in
2'-7'dichloro-dihydro-fluorescein (DCFH2) and finally Horseradish Peroxidase (HRP)
that oxidises the intermediate DCFH2 to DFC thanks to H2O2 produced by GOX.
Figure 2 reports also the reaction rate expressions for the three enzymatic steps along
with the kinetic parameters that will be used in this work as derived by the BRENDA
enzyme database (http://www.brenda-enzymes.org/).

Figure 3 shows the comparison between the experimental time course of the DFC
concentration produced by the enzymatic pathway in a bulk aqueous solution (red points)
and the theoretical curve obtained by solving the kinetic ODE set. Both the curves have
been normalized dividing each data series for the respective value at time 1000 s.

Although the match between data point and the theoretical curve could be improved
(especially for long time values), the bulk kinetic model well reproduces the time scale of the
[DFC] evolution in the time range of interest. This validates the enzymatic rate expressions
and the kinetic parameters reported in Fig. 2, and therefore they will be used in the 3D
model that will be described in the next sections.
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Fig. 2. 3-enzymes metabolic pathways

Fig. 3. Comparison between the time course of the experimental production of DCF performed
in a bulk aqueous solution and the theoretical model. In the upper left corner, the table with the
initial concentrations of the three enzymes and substrates is reported (Color figure online).
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3 The Compartmentalized Scenarios

In presence of lipid vesicles, different scenarios con be envisaged for the implementation of
the 3-enzymes metabolic pathway depending on where the enzymes are located. These
scenarios are sketched in Fig. 4: the first one is the case where all the three enzymes are
encapsulated in the same compartment. Therefore, the two substrates glucose and DCFH2-
DA must freely diffuse from the outside across the lipid membrane into the internal core of
the vesicle where they are chemically converted by the enzymes. Compartments so designed
could act as fluorescent sensors for the presence of glucose in the external solution, although
the glucose permeability is lower compared to other less hydrophilic molecules. The second
scenario circumvent this problem since the enzymatic conversion of glucose by the GOX
takes place in the external environment and the hydrogen peroxides can freely diffuse across
the lipid membrane, with a permeability which is 3 orders of magnitude higher when
compared to those of small organic molecules [26]. This kind of compartments can be seen
as fluorescent sensors for H2O2. Finally in the third scenario, the two branches of the 3-
enzymes metabolic pathway are segregated in two different compartments that communi‐
cates by a signal molecule, the hydrogen peroxide, although the problem of the low glucose
permeability is not avoided.

Fig. 4. Three different scenarios for the encapsulation the three enzymes in giant vesicles. In the
first, the three enzymes CA, GOX and HRP are co-encapsulated within the vesicles. In the second,
CA and HRP are co-encapsulated within the vesicles, whereas GOX is present in the external
solution. In the third, CA and HRP are co-encapsulated within a vesicle subpopulation, whereas
GOX is encapsulated within another vesicle subpopulation; the two populations, prepared
separately, are then mixed.
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In this paper the attention will be focused only on scenarios 2 and 3 since we are
mainly interested in designing and optimizing giant vesicles for the experimental imple‐
mentation of sort of a chemical communication between reacting compartments.

4 Giant Vesicles 3D Model: Computational Details

This approach is a deterministic approach where molecular diffusion and molecular trans‐
portation across the lipid membrane are explicitly considered. Therefore, the concentration
time evolution of each species in the reacting system is described by a function depending
both on time and on space coordinates: Ci(t, x, y, z), Ci being the concentration of i-th species
at time t in the space point (x, y, z). The global reacting system, i.e. the vesicle suspension,
is reduced to a cubic box containing only one vesicle (scenario 1 or 2) or a rectangular
parallelepiped containing at least two vesicles (scenario 3) as it is shown in Fig. 5.

Periodic boundary condition are applied to the box walls:
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Fig. 5. Schematic representation of a vesicle suspension according to the scenarios 1 and 2 on
the left, and scenario 3 on the right.
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where n is the surface unit vector and Lz, Ly, and Lx, are the lengths of the box sides. For a
cubic box L = Lz = Ly = Lx while for a rectangular parallelepiped L = Lz = Ly ≠ Lx = 2L

respectively. The size of the box can be defined by knowing the lipid concentration [Lip] and
the vesicle aggregation number Nagg: L = (Nagg/(NA[Lip]))1/3, NA being the Avogadro’s
Number. In this paper giant spherical vesicles with a 25 μm radius are always considered and
each of them is contained in squared box of L = 100 μm. This corresponds to a vesicle
concentration of 1.7e−15 M and a lipid concentration of 35 μm assuming a monodispersed
vesicle population and a lipid head area of 0.72 nm2.

Table 1. Permeability [27] and Diffusion coefficients [28] for different substrates and metabolites.
The permeability of DCFH2 and DCF have been set zero since both these molecules dissociate in water
solution in the working conditions (pH around 7.0) giving negatively charged compounds.

Permeability [cm/s] Diffusion Coefficient [cm2/s] Compound

0.5e-7 6.0E-06 Glucose
1e-6 6.0E-06 DCFH2-DA

1e-3 1.8e-04 H2O2

0.0 6.0E-06 DCFH2

0.0 6.0E-06 DCF

The space in the box is then decomposed in different reacting domains, for instance the
vesicle core and the external solution, and free diffusion is allowed for all species in each
system domains:

𝜕C𝛿

i

𝜕t
= Di∇C𝛿

i
(2)

where subscript i indicates the species while superscript 𝛿 the space domain and Di is the
diffusion coefficient of the i-th species. If in the 𝛿-th domain the i-th species is involved in
metabolic reactions the partial differential Eq. (2) becomes
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+
∑

R

𝛼
R

i
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where 𝛼R
i
 is the stochiometric coefficent of the i-th species in the R-th reaction taken nega‐

tive for reactants, positive for products and null if the species is not inolved in the reactive
step. Across the GVs’ boundary, i.e. the lipid membrane, passive transport takes place
according to the molecular permeability ℘i of species along the normal to the surface n:

𝐧∇Ci = ℘i

(
CEx

i
− CIn

i

)
(4)

In Table 1, the permeability and the diffusion coefficients for the different substrates
and metabolites are reported along with the literature references, while in Table 2 the
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initial concentrations of substrates and enzymes are listed. The PDE set as been numer‐
ically solved by using the COMSOL Multiphysics Software.

Table 2. Initial concentrations of substrates and enzymes.

Species C0 (μM)
[CA] 1.0
[HRP] 1.0
[GOX] 0.5
[DCFH2DA] 100.0
[O2] 200.0
[Glucose] 20.0

5 Results

In this section some preliminary results of the numerical solution of the PDE set will be
presented only for the two of the compartmentalized enzymatic reacting systems previ‐
ously described: scenario 2 and 3 respectively.

Fig. 6. Scenario 2: Glucose (line) and Hydrogen Peroxides (line and dots) concentration profiles
along a horizontal line perpendicular to ZY plane and crossing the giant vesicle in its center.

Giant Vesicles as Compartmentalized Bio-reactors 191



5.1 Scenario 2

In Fig. 6, the profiles of the glucose and hydrogen peroxide concentration calculated
along a straight line perpendicular to the ZY plane and crossing the giant vesicle center
are reported in time. Although after one hour the external glucose is almost exhausted
and the produced hydrogen peroxide quickly diffuse across the membrane, more than
12 h are necessary for the total conversion of DCFH2-CA into DCF. The latter reaches
the limit concentration [Glucose]0(Vbox-VGV)/VGV = 1.14 mM, see Fig. 7. The plot in
Fig. 6 also shows that a residual amount of glucose remains entrapped into the vesicles
and sustains the DCF production in the long time diffusing back in the external envi‐
ronment where it is in turn converted in H2O2.

Fig. 7. Scenario 2:Time courses of reacting species calculated in the center of the giant vesicles

5.2 Scenario 3

In this Scenario the enzymes are segregated in the two different vesicles contained in the
rectangular box illustrated in Fig. 5. GOX is entrapped in the giant vesicle GV1, centered in
(–L/2, 0, 0), while CA and HRP are both encapsulated in GV2, centered in (+L/2, 0, 0). The
concentration profile of Glucose and the fluorescent product DCF calculated along a straight
line perpendicular to YZ plane and crossing both the vesicles centers are reported in Fig. 8.
After 12 h, the external concentration of glucose is poorly decreased going from 80 μM to
72 μM while the internal concentration of DCF in GV2 reach 190 μM, a concentration value
about six time lower than those in the previous scenario. This can be ascribed to the fact that
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Fig. 8. Scenario 3: Glucose (line) and DCF (dashed line) concentration profiles along a horizontal
line perpendicular to ZY plane and crossing the center of the two giant vesicles.

Fig. 9. Scenario 3:Time courses of reacting species calculated in the center of the giant vesicle
GV2 located in (+L/2, 0, 0).
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in order to be enzymatically converted glucose must diffuse across the lipid membrane and
this slow down the production of hydrogen peroxide.

In fact, conversely from the previous scenario, the concentration versus time courses
calculated in the center of GV2 and reported in Fig. 9 show that now the level of hydrogen
peroxide inside this vesicle remains very low throughout the process while the concen‐
tration of the intermediate DCFH2 is comparable to those of the substrate DCFH2-CA.
This is due to the slow enzymatic conversion of the intermediate into the product DFC
catalyzed by HRP, because of the low concentration of H2O2 slowly produced by GV1.

6 Conclusions

In this work we presented a 3D deterministic modelling approach to the study of enzy‐
matic metabolic pathways taking place inside giant vesicles. This approach is focused
on reproducing the time behavior of a single or few GVs seen as micro-sized reactors
fed by spontaneous substrate transportation through the vesicle lipid membrane from
the outside, taking also into account the molecular diffusion of species driven by the
concentration gradients. The approach has been applied to 3-enzymes metabolic
pathway taken as a case study in two different scenarios by using kinetic parameters,
diffusion coefficients and membrane permeability derived from literature. Even if the
presented results are preliminary and a better comparison with experimental data is
necessary to deeply validate the enzymatic model, the presented approach clearly shows
a new way of simulating reacting giant vesicles that can be greatly useful in designing
and optimizing compartmentalized reacting systems that mimic cellular behavior. In
particular, this theoretical study has shown that molecular diffusion in the solution bulk
is faster than reaction kinetics and molecular transport across the lipid membrane and,
on the other hand, that the glucose transportation is the bottle neck of the compartmen‐
talized metabolic pathway according to Scenario 3. Therefore a better design of giant
vesicles entrapping GOX is necessary in order to increase the flux rate of glucose from
the outside and make these compartments more efficient supramolecular devices for the
hydrogen peroxide production.

More in general, our approach would be integrated in experiment/simulation cycles
for optimization of biomimetic cell-like systems of different complexity, especially
when chemical exchanges from and to vesicles are key parameters to regulate and
control.
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Ylenia Miele1, Tamás Bánsági Jr.2, Annette F. Taylor2, Pasquale Stano3,
and Federico Rossi1(B)

1 Department of Chemistry and Biology, University of Salerno,
Via Giovanni Paolo II 132, 84084 Fisciano (SA), Italy

frossi@unisa.it
2 Department of Chemical and Biological Engineering, University of Sheffield,

Mappin Street, S1 3JD, Sheffield, UK
3 Science Department, Roma Tre University, V.le Marconi 446, 00146 Rome, Italy

Abstract. The urea–urease system is a pH dependent enzymatic reac-
tion that was proposed as a convenient model to study pH oscillations in
vitro; here, in order to determine the best conditions for oscillations, a
two-variable model is used in which acid and substrate, urea, are supplied
at rates kh and ks from an external medium to an enzyme-containing
compartment. Oscillations were observed between pH 4 and 8. Thus the
reaction appears a good candidate for the observation of oscillations in
experiments, providing the necessary condition that kh > ks is met.
In order to match these conditions, we devised an experimental system
where we can ensure the fast transport of acid to the encapsulated urease,
compared to that of urea. In particular, by means of the droplet transfer
method, we encapsulate the enzyme, together with a suitable pH indica-
tor, in a 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphatidylcholine (POPC)
lipid membrane, where differential diffusion of H+ and urea is ensured
by the different permeability (Pm) of membranes to the two species. Here
we present preliminary tests for the stability of the enzymatic reaction in
the presence of lipids and also the successful encapsulation of the enzyme
into lipid vesicles.

Keywords: Enzymatic oscillators · urea–urease reaction · lipid
vesicles · pH oscillators

1 Introduction

Chemical oscillations are a genuine manifestation of emergent complex behaviour
taking place in far-from-equilibium nonlinear chemical systems. Despite the fact
that systems exhibiting oscillations in the concentrations of some of the reaction
intermediates are known since the beginning of the past century, systematic and
thorough study of oscillatory mechanisms and dynamics begun following the
discovery of the Belousov-Zhabotinsky reaction, the most studied prototypical
chemical oscillator [1]. The pH oscillators, along with the bromate and chlorite
c© Springer International Publishing Switzerland 2016
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oscillator families, are the most employed to generate novel nonlinear temporal
and spatial phenomena. Because of the ubiquity of the hydrogen ion in chemical
and biological processes, pH oscillators offer the greatest promise for practical
applications [2].

Enzyme catalysed reactions have been proposed as good candidates to obtain
large amplitude pH oscillations [3]; in fact, due to the strong amphoteric char-
acter of enzymes, resulting from containing a large number of acid and basic
groups, one of the most important factors affecting their activity is pH. Among
the several enzymatic reactions known to depend on the pH, one candidate, the
urea–urease, was recently revisited by us [4,5].

The urea–urease reaction is an enzyme-catalysed hydrolysis of urea, that
produces ammonia and carbon dioxide according to the overall stoichiometry (1).
This reaction occurs in numerous cellular systems, for example it is used by
bacteria H. pylori in order to raise the local pH to protect itself from the harsh
acidic environment of the stomach [6].

CO(NH2)2 + H2O
urease−−−−→ 2NH3 + CO2 (1)

The urea–urease reaction follows Michaelis–Menten kinetics and has a bell-
shaped rate-pH curve with maximum at pH 7 (see Fig. 1). In non–buffered con-
dition, the rate–pH curve can be exploited to obtain feedback-driven behaviour,
for instance, through external stimuli, e.g. by delivering an acid or a base to
the solution a reaction acceleration or inhibition can be obtained. Therefore, the
conditions for spontaneous oscillations between two pH states can be achieved.
This reaction has also the distinct advantages of high solubility and stability of
substrate and enzyme in water making it suitable for experiments in vitro.

Fig. 1. Typical enzyme-catalysed rate R relative to maximum rate Rmax as a function
of pH.

The pH-dependency of the reaction rate has been proposed as key the feed-
back mechanism to pH oscillations obtained in a computational model involving
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a membrane-bound enzyme, papain, and the diffusion of substrate, an ester,
from the surrounding solution. In the model, the diffusion coefficient of acid was
five times larger than that of the other species [7]. Whilst the chemical nature
of the feedback has been analysed, the importance of the inherent differential
transport was perhaps under-emphasised in earlier work. Actually, differential
transport arises naturally in cells as a result of variations in the permeability of
the cell membrane to different species. For example, the transport of urea and
other species into H. pylori involves proton-gated membrane channels [6]. The
combination of an autocatalytic process and differential transport was already
suggested to give rise to stationary patterns and oscillations in 1952 in the semi-
nal theoretical work of Turing on the chemical basis of morphogenesis [8]. In his
coupled cell model, the transport of the autocatalytic species was slower than
that of the other species: this condition for pattern formation is often referred to
as long range inhibition, short range activation. This idea has already been inves-
tigated in several nonlinear chemical systems confined or encapsulated in mem-
branes [9–13], micro- or macro-emulsions [14–17], micelles [18–25] and organic
or inorganic beads [26,27].

In order to determine the conditions for oscillations in the urea–urease reac-
tion, a two–variable reduced model was recently derived in which acid and
substrate, urea, are supplied at rates kh and ks from an external medium to
an enzyme-containing cell [28]. Oscillations were found between pH 4 and 10,
thus the reaction appears a good candidate for the observation of oscillations in
experiments, providing the necessary condition that kh > ks is met. To test this
hypothesis, the urease was immobilised in an alginate gel bead and placed the
bead in a solution of urea and acid [29]. Bistability and hysteresis were obtained
between low and high pH states. However, oscillations were not observed. It
seems likely that this is because the diffusion of acid in the gel matrix is not
significantly enhanced compared to that of the other species. Thus, we require
a medium where we can ensure the fast transport of acid to the encapsulated
urease compared to that of urea. One means of achieving this is by use of a
1-palmitoyl-2-oleoylphosphatidylcholine (POPC) lipid membrane, where differ-
ential diffusion of H+ and urea is ensured by the different permeability (Pm) of
the membrane to the two species (Pm ∼ 10−3 cm/s for H+ and ∼ 10−6 cm/s
for urea) [30,31]. The successful encapsulation of the enzyme can be attained
by means of the droplet transfer method, introduced by the Weitz group [32]
and recently optimised by Luisi and collaborators [33,34]. The method has been
already tested in preliminary experiments on the confinement of the Belousov-
Zhabotinsky chemical oscillator in a network of vesicles [35] and for the encap-
sulation of enzymatic reactions [36].

In order to follow the reaction in real-time, we devised an experimental sys-
tem in which the enzyme is encapsulated, together with a fluorescence probe,
into giant liposomes (diameter larger than 10µm); in this way, the reaction
dynamics over time can be easily monitored by an optical microscope equipped
with a fluorescence module. Pyranine (8-hydroxy -1,3,6-pyrenetrisulfonate), has
been chosen as the fluorescent probe, since its emission intensity (at 510 nm) is
strongly dependent upon the pH of the solution, over the range 6–10. Pyranine
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has also the great advantage of not leaking out of the vesicles once entrapped
therein [37]. Finally, in order to feed the encapsulated enzyme, liposomes will be
dispersed in a solution containing urea and a suitable acid.

In Sect. 2.1 of this paper, we present the numerical simulation of the system
where the two–variable model of the reaction is adapted for the lipid vesicles
scenario. Finally, in Sect. 2.2 we show preliminary tests for the stability of the
enzymatic reaction in the presence of lipids and also the successful encapsulation
of the enzyme into lipid vesicles.

2 Results

2.1 Modeling Oscillatory Dynamics in Vesicles

The temporal dynamic of the urea–urease reaction in membranes in contact with
a solution of urea (S) and acid (H+), as depicted in Fig. 2, can be captured with
the model (2):

d[S]
dt

= kS([S]0 − [S]) − R

d[H+]
dt

=
(

kH

(

[H+]0 − Kw

[H+]0
− [H+] +

Kw

[H+]

)

− 2R
) (

1 +
Kw

[H+]2

)−1 (2)

where

R =
kE[E][S]

(Km + [S])
(

1 +
KES2

[H+]
+

[H+]
KES1

)

kE = 3.7 × 10−6 mL M u−1s−1, Km = 3 × 10−3 M, KES1 = 5 × 10−6 M,
KES2 = 2 × 10−9 M are urease specific quantities and Kw = 10−14 M2 is the
ion product of water. In this two–variable model, simplified from an 8-variable
model previosly used for studying bistability [4] and front propagation [5], the
transport of substrate and acid are approximated as a simple exchange of matter
through the boundary between a membrane or particle and the reservoir (with
bulk concentrations [S]0, [H+]0) governed by coefficients kS and kH, respectively.
For our vesicles, they were calculated as ki = 6Pi/D where Pi denotes the per-
meability coefficients (PS = 2.45 × 10−6 cm/s and PH = 1.82 × 10−3 cm/s for
bilayers made of lipids having a 16 carbon long hydrocarbon chain [31]) and
D = 10µm is the diameter [30]. Equation (2) was scaled (See: Appendix) for
analysis carried out with XPPAUT [38]. The modeling results are summarized
in Fig. 3.

The model exhibits bistability and oscillations in a wide range of parameters.
It is worthwhile to note, however, that the amplitude of oscillations (Fig. 3a inset)
exceeds those obtained in the full model (not shown). The presence of carbon
dioxide and its derivatives reduces the range of oscillations to about pH 4–6 with
negligible effect on the frequency, hence pH indicators for monitoring oscillations
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Fig. 2. Lipid vesicle containing the urea–urease reaction and the fluorescence probe:
R = reaction rate, kH = exchange rate of the acid, kS = exchange rate of the urea, S,
with the external solution of concentrations [H+]0 and [S]0.

Fig. 3. (a) Phase diagram and oscillations for E = 1300 u/mL; (b) Phase diagrams for
E = 1300 (–), 50 (−), 25 (−), 15 (−), 5 (−) u/mL; (c) Bistability for [S]0 = 0.15 M:
E = 18 (I), 12 (II), 9 (III) u/mL; (d) Bifurcation diagram for E = 1300 u/mL, [S]0 =
0.01 M, gray line indicates the size of limitcycles; (c–d) Solid lines mark stable, while
dotted lines represent unstable states.
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should be chosen accordingly. The regimes of bistability and oscillations were
found to be connected producing phase diagrams known in the literature as
cross-shaped phase diagrams. Left of the oscillatory domain (OSC) in Fig. 3a
the system has only one stable steady state determined by parameters [S]0, pH0

and E. Moving right, a second stable steady states emerges and the resulting
low and high pH steady states are connected via unstable ones (BS). The size of
the oscillatory and bistable regimes strongly depended on the amount enzyme
encapsulated (Fig. 3b) and Pi whose influence is not discussed herein. Figure 3c
presents the evolution of a singe steady state into a bistable structure with
increasing enzyme content (from III → I). It should be pointed out that the
observation of bistability is largely hindered in experiment by changing [S]0 as
high pH states are inaccessible due to the wide span of the bistable regime.
A bifurcation diagram complementing Fig. 3a is shown in Fig. 3d.

2.2 Experiments

The successful encapsulation of the enzyme and a pH sensitive probe into the lipo-
somes, is fundamental to match the requisites of differential transport for the acid
and the substrate, as devised in numerical simulations. However, the first step in
order to obtain the proper experimental conditions, is to test the stability of the
enzymatic reaction in the presence of lipids, pyranine and the other ingredients
necessary for the encapsulation process.

Thus, the first task was to obtain a pH switch from acid to base in the bulk
urea–urease reaction in the presence of lipids and to ensure that no significant
side reactions took place. Figure 4 A and B shows the beginning and the end of
the reaction in a stirred batch reactor, respectively. Panels C and D show the
reaction in the presence of [POPC] = 0.5 × 10−3 M, the colour change indicates
that the reaction took place and enough NH3 was produced to raise the pH.

The reaction dynamics was also monitored in time by following the average
red channel intensity of the reaction media in snapshots taken during reactions.

Fig. 4. urea–urease reaction in the absence (panels A and B) and in the presence of
[POPC] = 0.5 × 10−3 M (panels C and D). [urea] = 7.5 × 10−3 M, [H+] = 5.5 × 10−4 M
and [urease] = 16 units/mL, pH indicator Cresol Red (yellow below pH 7.7, purple
above pH 8.8). The right panel shows the kinetics of the urea–urease reaction in the
absence (red curve) and in the presence (blue curve) of lipids (Color figure online).
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The right panel of Fig. 4 shows the time evolution of the system both in the
presence and in the absence of the lipid. Apart for the obvious differences in
the intensity values, due to a larger turbidity of the solution in the presence of
the lipids, the overall reaction dynamics was quantitatively preserved.

In order to check the response of the fluorescent probe in the same conditions,
spectrofluorimetric measurements were conducted in the presence and in the
absence of lipids. Even in this case a switch between low and high pH states
could be obtained, as showed in Fig. 5, though with a longer clock time compared
to the Cresol Red experiments, due to the lower concentration of the enzyme.

Fig. 5. Spectrofluorimetric trace of the kinetics of the urea–urease reaction. Experi-
mental conditions are the same as in Fig. 4 with [urease] = 10.7 units/mL and [pyra-
nine] = 1 × 10−5 M. Excitation λ = 450 nm, Emission λ = 510 nm

Once established the chemical stability of the urea–urease reaction in the pres-
ence of lipids and of the fluorescent probe, the next step towards a successful oscil-
lating system was the encapsulation of the enzyme into POPC liposomes through
the droplet transfer method. This innovative method first takes advantage of the
facile compartmentalization ofwater-soluble solutes (enzyme in this case) inwater-
in-oil (w/o) droplets, and then convert the solute-filled w/o droplets into vesicles
that can be dispersed in an acidic solution of urea.

Figure 6 shows the detailed mechanism: as the first step we prepared the inner
solution (I-solution) containing the enzyme ([urease] = 10.3 U/mL) and the fluo-
rescent probe ([pyranine] = 650µM). Next, we dispersed the I-solution in mineral
oil containing [POPC] = 0.5 mM, in order to form the w/o macroemulsion. The
lipid formed a monolayer around w/o droplets, stabilising the water/oil interface
and preventing phase separation or coalescence (Fig. 6a). A layer of mineral oil
containing [POPC] = 0.5 mM was also stratified over the aqueous outer solution
(O-solution), in order to prepare an interfacial phase. In this way, a continuous
POPC monolayer self-assembles at the oil/water interface (Fig. 6b). Note that I-
and O-solutions are isotonic, but their densities (ρ) have been adjusted by adding
[sucrose] = 150 mM (ρ ∼ 1.24 g cm−3) to the I-solution and [glucose] = 150 mM
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(ρ ∼ 1.12 g cm−3) to the O-solution, such as that ρI > ρO. As final step of
the preparation, the freshly prepared w/o macroemulsion is poured above the
interfacial phase. The emulsion droplets, being denser than oil and denser than
O-solution, spontaneously moves across the interface, reaching the O-solution.
While crossing the interface, a second POPC layer surrounds the droplets, thus
forming a bilayer and consequently the vesicles (Fig. 6c). This step can also be
facilitated by centrifuging the sample.

Fig. 6. Sketch of the droplet transfer method for vesicles preparation.

Figure 7 (a) and (b) show the result of successful encapsulation of the enzyme
and the pH dependent fluorescent probe: panel (a) is the bright field view of panel
(b), the latter taken with illumination at λ = 488 nm, in the proximity of the
pyranine absorption maximum. The green colour of the vesicles (probe emits
at λ = 511 nm) indicates that the encapsulation process was successful since
pyranine, and most probably all the water-soluble species in the emulsion, were
confined inside the double layer of POPC. In this case, pyranine concentration
was set ten times larger (650µM) to enhance the fluorescence intensity of the
vesicles. The size of the vesicles was found in the range 5–50µm of diameter
and they were stable over an interval of 2 h, a time that should be sufficient to
observe sustained oscillations, as suggested by numerical simulations in Sect. 2.1.

In order to check the presence of the enzyme inside of the vesicles, the lipo-
somes were dispersed in a O-solution containing [urea]0 = 3 × 10−3 M, so that
a successful permeation of the substrate across the membrane would result in
an increasing intensity of the fluorescence. Figure 7 (c) clearly shows the raising
intensity over time as a consequence of the increasing pH due to the production
of ammonia in the enzymatic reaction inside the vesicles.
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Fig. 7. (a) Bright field view of a sample of vesicles containing [urease] = 10.3 U/mL
and [pyranine] = 650µM. (b) Fluorescence imaging of the sample of vesicles depicted
in panel (a) illumination at λ = 488 nm. (c) Fluorescence intensity of the vesicles when
immersed in a solution containing [urea]0 = 3 × 10−3 M, [pyranine] = 650µM (Color
figure online).

3 Conclusions and Perspectives

In this paper, we introduced a new strategy to obtain pH oscillations in a batch
reactor by employing the enzymatic urea–urease reaction. In particular, we the-
oretically demonstrated that, when the reaction is encapsulated in liposomes,
the differential transport provided by the different permeability of the reactants
through the lipid membrane, can couple with the nonlinear reaction kinetics
to generate sustained pH-oscillations. In experiment, we used the droplet trans-
fer method to obtain POPC liposomes containing the enzyme and a fluorescent
probe sensitive to pH. Preliminary results showed substantial chemical com-
patibility between the enzymatic reaction and the lipid environment. Switching
between low and high pH states was also found in the presence of POPC mem-
branes and a fluorescence probe. Our results are encouraging and the next step
will be adding a strong acid to the outer solution, in order to create the negative
feedback necessary to lower the pH inside the vesicles, following the autocatalytic
production of base in the hydrolysis of urea by urease.
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There is increasing interest in feedback in reactions involving biomolecules
such as DNA, peptides and enzymes and the spatial and temporal programming
of such processes. Positive feedback can result in bistability when the reaction
is maintained far from equilibrium, typically negative feedback is then required
to generate chemical oscillations. We have shown in simulations how the con-
finement of the enzyme in a vesicle allows for the separation of timescales of
the transport of the feedback species and substrate which in turn destabilizes
the steady state providing an alternative route to oscillations. Vesicles play an
important role in the storage and transport of biological molecules in living sys-
tems. The compartmentalization of enzymes in liposomes may provide insight
into the role of confinement of biological catalysts on reaction dynamics as well
as creating systems with potential applications such as pulsatile drug delivery
in vivo.

Acknowledgments. F.R. was supported by the grants ORSA133584 and ORSA149477
funded by the University of Salerno (FARB ex 60 %). The authors acknowledge the sup-
port through the COST Action CM1304 (Emergence and Evolution of Complex Chem-
ical Systems).

Appendix

Introducing s = [S]/Km, h = [H+]/KES1, τ = tkE[E]/Km, κ = Km/KES1,
κes = KES2/KES1, κw = Kw/K2

ES1, κs = kSKm/(kE[E]) and κh = kHKm/(kE[E])
Eq. (2) become

∂s
∂τ

= κs(s0 − s) − r

∂h
∂τ

=
(

κh

(

h0 − κw

h0
− h +

κw

h

)

− 2κr
)(

1 +
κw

h2

)−1 (A.1)

where
r =

s
(1 + s) (1 + κes/h + h)

.
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