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Preface

The potential provided by innovative transmission systems, supercharged com-
bustion engines, and hybrid or electric drive concepts for reducing fuel consump-
tion and emissions is far from exhausted. Developments in this regard however, are
limited to the motor vehicle system. Intelligent mobility, on the other hand, also
involves the human element, other road users and the environment. As a result,
modern driver assistance systems offer considerable scope for broadening the
potential in reducing fuel consumption and exhaust emissions.

Modern automotive engineering is inconceivable without virtual development
processes. The use of validated simulation and test methods is necessary to ensure
that the decisions taken in the early concept phase are justifiable and future-proof.
Constantly rising numbers of electrical components in vehicles increase the com-
plexity of processes, models, and methods and call for new strategies to control
complete systems and boost efficiency in the development process.

Just a few years ago, the use of simulation was concentrated on the area of ECU
testing using HiL simulation, the current environment uses a wide range of simu-
lation methods at all stages of the V-model development process. Car2Car com-
munication and driver assistance systems that have developed to the point of
autonomous driving demand further development methods to validate complete
systems, the aim being to achieve end-to-end, model-based processes that integrate
a virtual application process alongside hardware and software development.

This objective, however, can only be met with validated methods in data-based
and physically-oriented modeling. Complex, non-linear, and dynamic system
effects must also be modeled with finite effort if growing numbers of ECU functions
are to be efficiently developed with the help of simulation in the future. The
advantages of simulation will only bear fruit, however, when tests, applications and
optimization can be carried out automatically in dry runs.

Organized jointly by the Chair of Electronic Measurement and Diagnostic
Technology (Technische Universität Berlin) and Ingenieurgesellschaft Auto und
Verkehr (lAV GmbH), the seventh conference on simulation and testing for vehicle
technology in May 2016 picks up on current trends in modeling, simulation, and
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control unit testing in connection with developing automotive electronics.
Competent experts from industry and universities will be reporting on current
research and development projects on modeling and simulating driver assistance
systems, internal combustion engines, transmission systems, and e-vehicles.
Besides modeling and simulation, the conference will devote equal attention to the
subject of “testing”. In addition to examining new testing concepts and test methods
up to system testing level, test case generation and testing tools will also be dis-
cussed in detail.

We hope the presentations delivered will give all conference documentation
readers and conference participants’ insight and ideas for them to use in their own
development and research projects.

Our special thanks go to the authors for their topical and interesting contribu-
tions; to Krystina Boettcher and Patrick Paska from IAV GmbH and to Springer
International Publishing for being so cooperative.

Berlin Clemens Gühmann
May 2016 Klaus von Rüden

Jens Riese
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Real-Time Hardware-in-the-Loop
Simulation of Multiphase DC/DC
Converters

Sebastian Schulz and Hendrik Gerth

Abstract In the course of the development of fuel cell electric vehicles, “high
voltage” DC/DC converters—known from power split hybrid electric vehicles—are
going to be a new component for European automotive engineering. These con-
verters couple high voltage nets with different voltages of more than 60 V. The
power throughput ranges from several 10 of kW to over 100 kW. The corresponding
converters are usually designed as galvanic coupled boost and buck/boost con-
verters. Signal-based hardware-in-the-loop (HiL) tests are an efficient solution for
the functional development and software test. This work shows how to implement
such a signal-based HiL real-time test bench with an analog simulation of the power
unit. For this purpose, it is shown how the power section of the real DC/DC con-
verter can be scaled so that an equivalent signal behavior with currents in the
milliampere range and voltages up to 5 V are achieved. Thus, it is demonstrated that
transient effects, such as load dumps or short circuits, can be simulated.

1 Introduction

1.1 Hardware-in-the-Loop Simulation of a DC/DC
Converter

Similar to the hardware-in-the-loop simulations of electric machines for the testing
of power inverters, there are two different concepts involved [1]. On the one hand, it
is possible to carry these tests out using powerful simulators which reproduce the
load and thermal conditions of the vehicle exactly. This means that the test bench
has to provide the respective power in- and output, high voltages have to be applied

S. Schulz (&) � H. Gerth
IAV GmbH, Hochvolt-Antriebsstrang Konzepte, Gifhorn, Germany
e-mail: Sebastian06.Schulz@iav.de
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and the cooling has to be implemented. Though this kind of simulation is able to
provide a very detailed environment, the effort is very high.

On the other hand, so-called signal-based simulations are possible. In this case,
the controller board of the components is separated from the power module. The
simulator evaluates all signals from the controller board and reproduces the signals
from the power module to the controller board (Fig. 1). These are the signals to
drive the power switches ([s*] Fig. 1), and all signals for the measurement values,
that is, for the voltages at the input and output ([uin] and [uout], respectively, in
Fig. 1), the inductor current ([iL] in Fig. 1), the currents at the input and output side
and temperatures, for example, of the choke core or the semiconductors ([ϑ] in
Fig. 1). The advantage is that respective tests can be carried out at the desk without
the need for any cooling of the device under test (DUT) and with safe voltages.
Though it is, of course, impossible to test the power module, which is simulated by
the test bench, it is an efficient way to carry out software development, and software
and diagnosis tests of the controller board.

It is necessary to fulfill a number of requirements for the HiL simulator described
here. At first, the simulator should allow the emulation of all possible topologies
(see, for example, [2–5]), those are:

• boost converters with unidirectional current flow from the fuel cell to the drive
in the fuel cell electric vehicle (FCEV), where the battery/traction drive voltage
is always larger than the fuel cell voltage;

• buck/boost converters with unidirectional current flow in FCEVs, where the fuel
cell voltage and the battery voltage range overlap;

• boost converters with bidirectional current flow to supply an electric drive from
a battery with lower voltage, such as in power split hybrid electric vehicles
(HEVs) (Fig. 1, top); and

• buck/boost converters with bidirectional current flow for so-called twin battery
concepts (Fig. 1, bottom).

Secondly, as in any real-time simulation, the real system dynamics of the buck-
and boost-converter have to be preserved. This is especially important with respect
to the fast control of such converters.

Furthermore, the simulation will take disturbances and the impedance of the
traction network into account. The voltage ripple caused by the inverter of the
electric drive of several volts could particularly lead to impaired regulation. The
impedance of the fuel cell, battery, traction network or the inverters also affect the
control. The internal resistance of the battery, which reaches several Ohms at low
temperatures, can be especially critical. A DC/DC converter, which supplies the
traction network under these conditions, has to cope with a significant feedback of
its output current on the associated output voltage. This reaction may also lead to
problems regarding the control of the converter. Therefore, the DC/DC HiL allows
the simulation of a simple battery model.

Finally, the simulator should be modular as a component in an FCEV is build up
in several single phases to achieve the respective output power and to use the

4 S. Schulz and H. Gerth



advantages of interleafed switching. Thus, real multiphase converters can also be
simulated and not only single phase converters. Therefore, an inexpensive solution
for the simulation of a single phase is essential.

HS2

Analog
frontend

Driver
LS2

Driver
HS1

Driver
LS1

Driver

L
T1

T2

T3

T4

Cin Cout

D1

D2

D3

D4u in

uout

iout

U U
iL

Bidirectional buck/boost converter

[uin] [sLS1] [sHS1] [iL] [ ] [uout][sLS2] [sHS2]

Boundary of the simulation

Controller Board

HS2

Analog
frontend

Driver
LS2

Driver

L T3

T4

D3

D4

iout

Cin Cout

uin

uout

U U

[uin] [iL] [ ] [uout][sLS2] [sHS2]

Boundary of the simulation

Controller Board

iL

Fig. 1 Examples of two topologies the simulator has to cover, i.e. a boost converter with uout > uin
with bidirectional current flow (top) and a buck/boost converter with bidirectional current flow
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2 Setup

The phase currents in HiL simulations of electric machines are more or less sinu-
soidal and the ripple due to the switching of the inverter is only a more or less
disturbing artifact for the controller. The ripple of the inductor current may be
essential for DC/DC converters, depending on the control strategy. Considering
switching frequencies of 50 kHz or more, simulations on FPGAs even with a step
size of only 200 ns [6] may not provide a sufficient resolution when evaluating the
pulse width modulation driving the power switches.

Therefore, the simulator is based on an analog computer due to the necessity of
tracking the time variation of the inductor current. The advantage of this principle is
that it provides the real dynamics without any delays caused by a discrete-time
signal processing. However, this makes it necessary to adapt the simulator to a
specific DUT by modification of the simulator hardware.

The HiL model of the single phase is essentially constructed in the classical
buck/boost topology (Fig. 2). The power switches, which are insulated-gate bipolar
transistors (IGBTs) and diodes in reality, are replaced by metal-oxide-semiconductor
field-effect transistors (MOSFETs), which have a very small voltage drop in the
activated state.

2.1 Scaling Currents and Voltages

The dynamic behavior of the real system of the DC/DC converter has to be pre-
served. Real currents and voltages have to be reproduced on a secure and easily
workable level. Two scale factors are introduced for this purpose. With these
factors, the voltages and currents of the real system (ureal and ireal) can be scaled to
sizes of the simulator (usim and isim) by

usim ¼ ureal � Vu ð1Þ

isim ¼ ireal � Vi: ð2Þ

R i,in R i,out

C in Cout

-
+

L RL

-
+

T1

T2

T3

T4

EN

u in uout

EN

Fig. 2 Fundamental schematic configuration of one phase of the simulator
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These scaling factors Vu and Vi also allow the scaling of the other component
values (inductance of the storage inductor, and capacity of the DC link capacitors
and resistors).

The inductance of the real system is given by

uL;real ¼ Lreal � diL;realdt
: ð3Þ

The inductance in the simulator is described by

uL;sim ¼ Lsim � diL;sim
dt

: ð4Þ

Dividing Eq. (3) by Eq. (4) and using Vu and Vi leads to

Lsim ¼ Lreal � Vu

Vi
: ð5Þ

Similarly, capacities can be transformed using

uC;real ¼ 1
Creal

Z
iC; realdt ð6Þ

uC;sim ¼ 1
Csim

Z
iC;sim dt ð7Þ

Csim ¼ Creal � Vi

Vu
ð8Þ

and resistances can be transformed by using

Rsim ¼ Rreal � Vu

Vi
: ð9Þ

By doing so, the relevant system dynamics are preserved.
The possibility of scaling the real power module is limited by the voltage drop over

the silicon IGBTs and diodes,which reach between 1.2 and 1.8V.With a typical scaling
factor of Vu ¼ 0:01, a switch with a voltage drop of 12 up to 18 mV is necessary to
emulate this mathematically correctly scaled form in simulation by the HiL.

In this way, it is not realizable. However, the constant voltage drop is less than
one percent in maximum of the voltage supplied in high voltage applications. By
using MOSFETs—as quasi-ideal switches—the deviation can be neglected.
However, if the converter uses diodes, such as in the unidirectional boost converter,
the respective MOSFETs in the simulator have to be turned on in a similar way as
those in a synchronous rectifier. The voltage drop of the body diode of the MOSFET
of, for example, 700 mV would otherwise be equivalent to 70 V in reality with a Vu

Real-Time Hardware-in-the-Loop Simulation … 7



of 0.01. This means that the MOSFET representing a diode has to be turned off when
the current reaches zero if the converter is operated in discontinuous mode.

The factors which are used in this simulation are Vu ¼ 0:01 and Vi ¼ 0:001. Thus,
voltages in the range of 0…500 Vwill be scaled down to 0…5 V. The usual values of
the single phase current will be scaled from 0…100 A down to 0…100 mA.

2.2 Modeling the Electric Nets on the Input and Output Side

At first, it should be possible to simulate the voltage ripple caused by the converter
and also the internal resistance of the fuel cell or battery by modeling the traction
network. The voltage ripple can be simulated using an arbitrary function generator
as a signal input source and a linear amplifier (Fig. 3). The amplifier has to possess
sufficiently high dynamics and has to be stable with a high capacitive load as the
simulated DC link capacitors of the output stage reach up to several microfarads. At
the same time, the output current has to be sufficiently large, so that it is suitable for
the simulation and provides a sufficient signal to noise ratio. Therefore, at least
100 mA seem to be a good choice.

Respective integrated linear amplifiers are available. As they tend to have a
certain voltage drop at higher currents and a quite large offset voltage, they can be
placed inside a feedback loop to provide a voltage source with a low output
resistance (Fig. 3). The (purely resistive) internal resistance of the network is simply
realized by a scaled resistor in series with the amplifier (RBat,in in Fig. 3).

In order to simulate a load dump, there has to be an opportunity to disconnect the
voltage source from the converter, for example, when the battery opens its con-
tactors or the inverter of a drive shuts down immediately. This is achieved by using
the two MOSFETs T1 and T2. Their RDS,on has to be subtracted from the simulated
internal resistance of the battery. Furthermore, the switch T3 in Fig. 3 allows the
simulation of a short circuit on the traction network. The resistance of RSC has to be
as small as possible to guarantee the survival of T3 when the capacitors of the
simulated power board are rapidly discharged.

uBat, inuBat, in soll

RBat,in
A

T2T1

T3

RSC

Fig. 3 Emulation of the traction net, here the net for a simulated battery. The switch combination
of T1 and T2 allows for the generation of load dumps, and T3 for the switching of short circuits.
The internal resistance of the battery is modeled by RBat,in
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2.3 Single-Phase Simulator

Figure 4 shows the general layout of the power module of the HiL representation of
the DC/DC converter. Different measurement points are provided depending on the
actual implementation in the simulated power module.

Actually, the current measurement is done using shunts, i.e. Rm,in and Rm,out for
the input and output current, respectively, and Rm for measuring the inductor
current. The frequency response of the measurement system of the real power board
has to be implemented in the simulator especially if the real converter uses current
sensors.

The inductance has to be scaled according to Eq. 5. It is also possible to
reproduce the saturation behavior by an appropriate design of the magnetic core.
Therefore, the saturation current of the simulator choke and the saturation current of
the real DUT also have to be scaled by Vi. It is, furthermore, helpful if the same
material is used. With it, the required values of the magnetic conductance AL and
the minimum cross section Amin of the toroidal core can be determined [7] using

Bsat ¼ Lsim � isat;sim
N � Amin

: ð10Þ

According to the Eq. (12), the appropriate number of turns is given by

N ¼
ffiffiffiffiffiffiffiffi
Lsim
AL

r
ð11Þ

and the AL value by

AL ¼ l
A
l
: ð12Þ

Rm,in

iin

Cin

L Rm

T4

T5

iL

u in

uC, in uC, outadditional
phases

T6

T7

Cout

Rm,out

i in

uout

additional
phases

Fig. 4 Emulation of the power module of the DC/DC converter
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Figure 5 shows the simulator for one single phase. This board includes the model of
the power module, the models for the sources and nets on the input and output side, and
all relevant auxiliary components, such as the internal power supply, the power unit and
the measurement technology required with the associated signal conditioning.

2.4 Multiphase Setup

Several of these single phase simulator boards can be individually controlled by the
controller boards and connected in parallel in order to simulate a multiphase system.
In this work, a three-phase system was chosen. Figure 6 shows these three coupled
single phase modules. As shown in this picture, it is possible to stack multiple
boards to a multiphase converter [8].

3 Simulation Examples

Different operating conditions are demonstrated in the following. In this case, the
simulator is used to develop and test software for a DC/DC converter and its control
before the real power module is ready for real world tests. This allows the devel-
opment and test of software parallel to the development of the hardware. In this
application, the DUT is a boost converter with bidirectional current flow, similar to
that at the bottom of Fig. 1, which will be connected to a battery on the input side
and the traction net with the battery and the electric traction drive on the output side
of the converter. Critical error conditions are a load dump, when the drive has an
emergency shutdown and the converter continues to drive current into the output
side and a short circuit on the output side. The converter is operated in current
control on its input side.

Fig. 5 Simulator board for a
single phase of a DC/DC
converter
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3.1 Normal Operation

In normal operation, the individual controllers of the three phases of the converter
get the same target values. The three phases are controlled individually by a single
controller board and they are synchronized so that the switches can be operated in
phase interleaf. That means that the phases are switching using a center-aligned
pulse width modulation, which helps to reduce the ripple of the resulting input and
output current of the converter significantly.

Figure 7 shows the simulated step response of the converter to a change of the
desired value. As can be seen, the input voltage of the converter drops due to the
load on the battery and gives a feedback to the current control.

The slightly different values of the inductor currents are caused by different
measurement errors of the measurement circuits of the DUT.

3.2 Load-Dump

The simulator allows for a realistic test of the correct behavior in case of a load
dump (Fig. 8). Here, it is possible to analyze if the overvoltage shutdown is
working correctly and to analyze the behavior of the controller due to the
dramatic change in the impedance of the traction net on the output side of the
converter.

Fig. 6 Combination of three
single phase boards for a
three-phase converter
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3.3 Short Circuit

The short circuit on the output side shows how time critical the simulation is. The over
current shutdown takes place only about 30 µs after initiating the short circuit (Fig. 9).
The HiL simulation here allows the precise emulation of the behavior inside a real
vehicle in order to analyze the behavior of the DUT without the risk of damaging it.

Fig. 7 Normal operation of
the three-phase converter with
a simulated change of the
desired value

Overvoltage shutdown

Fig. 8 Simulated load dump
for the three-phase simulator
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4 Conclusions

This paper presents a concept for a HiL simulator for a multiphase DC/DC con-
verter designed as an analog computer. This simulator allows a precise simulation
of the dynamic behavior of real existent DC/DC converters. As in any signal-based
simulation, the real currents and voltages are represented by voltages of a secure
and easy to handle level.

The simulator allows the support of the development and calibration of the
software of DC/DC converters and to run functional and diagnostic tests with low
effort. It is, therefore, a helpful tool for the development of galvanically coupled
DC/DC converters.
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Integrating a SiL into a HiL Test
Platform

I. Matheis, T. Dörsam and W. Hoffmann

Abstract At Daimler, a HiL for the high power net of an electrical vehicle was
built. The rest-bus simulation was planned to be implemented as a script that simply
pushed constant values to the bus. Later on, the script was to be extended by further
logic to become more realistic. At the same time for another team of Daimler, a SiL
was developed to carry out pretesting of code and data changes of some ECUs. The
SiL contained three virtual ECUs that used the real in-house software, a plant model
and of course some rest-bus simulation. By chance an engineer of the HiL team met
and discussed about their current work. A synergy was detected: when the SiL
would be put into HiL context, it would be a perfect rest-bus simulation since the
original ECU code could be used to calculate all signals needed. Also the rest-bus
simulation was coming almost for free because the SiL was ready to use. The
virtual ECU tool Silver was then integrated into the HiL and further synergy effects
were found. For the price of a powerful desktop PC, the plant model of the SiL,
which was more detailed than needed, could be reused for the HiL. At last, the
Silver could be extended to remotely control the hardware of the HiL. Thus, the SiL
could even drive test scripts on the HiL. Integrating the SiL into the HiL improved
its quality and sped up its build. Last but not least, the SiL helped to reduce costs
because the three virtual ECUs replaced the three real ones for which special HiL
hardware would have been required as well.
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1 Planning Targets of the High Voltage Vehicle Power
Net HiL

Due to high voltages and power, the high voltage power net of a hybrid or electric
vehicle needs to meet special safety requirement. Apart from the usual function-
alities like boost charging of the battery or running strong electric motors, safety has
to be guaranteed. To examine how the components of the high voltage power net
fulfill their specification, manifold tests with the target hardware must be carried
out.

The HiL of the high voltage power net was used for:

• Testing prototypes during development of the hybrid drive,
• Verifying component tests,
• Administering specific standardized component tests,
• Analyzing sensitivity: what affects the system reaction the most,
• Simulating incidents measured in the vehicle and
• Developing system tests for the high voltage power net of the vehicle.

The design of the HiL was such that it was as close as possible to the vehicle
layout (Fig. 1).

The HiL was modularized so that single components as well as subsets of the
setup above could be tested. E.g. the high voltage battery could be replaced by a
programmable power supply unit.

Fig. 1 The HiL setup
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2 Powertrain-SiLs at Daimler

Since many years Daimler relies on virtual development solutions by QTronic
[1–4]. Development and application engineers are able to test their changes within
minutes on a standard Windows PC. This fast development cycle improves the
quality of the code and the data before it is passed on to the build process of the real
ECU. Thus, the quality of the product improves and costs can be reduced. At
Daimler there are also highly accurate plant models available. Putting this together
results in closed-loop simulations that are well accepted by the engineers.

The SiLs used in this project was a hybrid drive containing three virtual ECUs:
the engine control unit (ECU), the transmission control unit (TCU) and the central
powertrain coordinator (CPC). The virtual ECUs were built out of original C-code
and original data. Any change could be applied and tested in less than 5 min.

The components of the SiL were integrated using Silver by QTronic. Because
Silver provides an emulation layer for XCP and CAN, the engineers could reuse
their application and measurement software (e.g. CANape or INCA) which they
normally use for the car or the HiL. In particular, Silver was also able to control real
hardware [5] running in a real-time mode, which turned out to be useful for inte-
grating the SiL into the HiL. The SiLs were updated on a daily basis.

3 Reutilization of the Existing SiL in the HiL

Like any HiL test platform, the HiL for the high voltage power net needed a plant
model and a rest-bus simulation. The initial plan for the rest-bus was to send
constant values to the CAN bus. Later on, this was planned to grow in complexity
in order to get closer to the performance of the real vehicle. The plant model of the
HiL was planned to be implemented in Simulink starting with a simple model and
enhancing the quality with every iteration.

Because the SiL was validated already and used by many engineers, it could
provide the features of the rest-bus simulation. Since the SiL contained the real code
and real data of the vehicle, the rest-bus was very realistic from the start. The
amount of work to connect the SiL with a CAN bus of the HiL was a matter of less
than one day’s work. Furthermore it was not necessary to implement a plant model
because the SiL already contained one.

At the beginning of the project the Modelica based plant model was too slow in
some situations. This problem was solved by running the SiL on a high-end
computer with a water cooling system. Silver then was set to slow down the SiL so
that it followed real time.

However, further enhancement opportunities were detected. Using python
scripts in Silver and the package PyVISA, Silver could control the HiL hardware. In
order to connect to the HiL hardware connections such as RS232, GPIB (via GPIB
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bus or Ethernet), FTP, CAN (CANopen and Automotive CAN) and USB-IO were
implemented.

One challenge was that the HiL hardware did not always accurately respond to
the python programs. There were delays and sometimes the hardware simply failed
to reach the target state. The problem of the delays was solved by moving any
control code to python threads that ran in the background while Silver continued to
act as the rest-vehicle. Retry-counters covered the case when the hardware returned
with some error code. In the end, the python test scripts running in Silver became so
robust that they could run several hours without a human in the loop.

Silver became one of the central components of the HiL.

4 Conclusion

The integration of the SiL into the HiL influenced the progress of the project in
three ways:

1. Fast set-up of the HiL: using a high-end computer the SiL could run in real time.
Integrating it into the HiL was done in less than a day. The SiLs were updated
on a daily basis and the SiL covered the needs for a rest-bus and a plant model.
Furthermore, at the time the HiL was setup, there were no real ECUs available.
Integrating the virtual ECUs was the only way to start the project this early.

2. Improved quality of the HiL: because the rest-bus was based on three virtual
ECUs made of original code and data, the rest-bus was nearly perfect.
Furthermore, the well tested and highly accurate plant model was much better
than needed.

3. Reducing the costs of the HiL: integrating three ECU in the HiL would have
needed several HiL racks. Instead, the SiL needed a single high-end computer
with a water cooling system. Furthermore the human resources for maintaining
the HiL, programming the rest-bus and the plant model could be saved.
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RPCsim: Model-Based Analysis Within
the Calibration-Process

Steve Laux, Sven Freitag and Frank Geschner

Abstract RPCsim (Rapid Prototyping Calibration: simulation) provides an easy to
use and fast interface between Simulink®, parameter-files and measurement-data.
By creating individual calculation-routines in the graphical way provided by
Simulink, the user may perform meaningful calibration- and analysis-tasks, which
are readable and easily adaptable by others. With the built-in functionalities, it is
possible to simulate previously recorded measurement-data with different adjust-
ments and instantly compare the corresponding results.

Keywords Simulink � Simulation � Automotive � Calibration � Data-analysis

1 Introduction

For several decades now, electronic components have become indispensable in
nearly every branch of technology and engineering. This trend of course also
includes the automotive industry. In particular the digital engine-control-unit
(ECU) is becoming increasingly important. It allows, among others, an improve-
ment in fuel consumption, reducing the impact on the environment and providing a
consistent engine performance under all conditions. The increasing demands
regarding fuel-economy and the stricter emission-legislation are consequently
leading to innovative engine components and complex control systems. This means
that the automobile manufacturers are increasingly faced with new challenges,
while on the other hand development-time and -budgets are constantly being
reduced, mostly due to competitive reasons.

S. Laux (&) � S. Freitag � F. Geschner
IAV GmbH, Chemnitz, Germany
e-mail: steve.laux@iav.de

S. Freitag
e-mail: sven.freitag@iav.de

F. Geschner
e-mail: frank.geschner@iav.de

© Springer International Publishing Switzerland 2016
C. Gühmann et al. (eds.), Simulation and Testing for Vehicle Technology,
DOI 10.1007/978-3-319-32345-9_3

21



1.1 Motivation

The situation described above inevitably leads to the fact, that the periods for the
execution of calibration-tasks by conventional means are now no longer acceptable.
Engineers are confronted with the necessity to adjust a highly complex system with
several thousand parameters, often by means of trial and error and experience. It
also requires a large amount of time-consuming and repeating data evaluations (see
Fig. 1). The sheer number and complexity of given tasks for a single engineer are
not manageable anymore. The increase in efficiency is an important element to
ensure an appropriate handling of project-topics in the future. The main objective
would be to save time while maintaining quality, which leads to the question how to
achieve all substantial requirements?

One way could be the implementation of reliable and highly automated methods.
Relieve the employee from inconvenient analysis-tasks, which would be better
accomplished by a machine altogether (see Fig. 2). The development of appropriate
tools for series-applications is nowadays not only helpful but essential. But what
would calibration-engineers ask for?

1.2 Tool Requirements

The declared goal during the development-process was the creation of a powerful
offline simulation-environment for the analysis and evaluation of a huge amount of
measurement data. The items in the following list have therefore been defined as
fundamental requirements:

Fig. 1 Classical approach for analysis and evaluation
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• Implementation of any given calculation-formula (as model)
• Possibility to edit models at any time directly by the user
• Direct linking of measurement-data and simulation-models
• Processing of any number of measurement-files simultaneously
• Adjustability of model-parameters (manually or automated)
• All of this as transparent and user-friendly as possible

Especially for the first two items, it means that we had to pay closer attention to
the way the user can enter his formulas into the tool. This led to some basic design
decisions during the development-phase and had a major influence on the final
layout of the simulation-interface.

2 Simulation-Environment RPCsim

This section will give a brief outline of the model-based simulation-tool RPCsim;
Rapid Prototyping Calibration and Simulation. Since the beginning of development
back in 2005, the appearance and handling of the tool underwent some major
changes. Starting with an interface in the form of a text-based editor, the basic idea
behind it always remained the same. The user should have the possibility to create
his individual calculation-routines, although the actual simulation-process, includ-
ing different parameters and measurement-data, is automatically performed in the
background. Countless development-iterations later and in close networking with
the calibration-engineers, the graphical user-interface illustrated in Fig. 3 has been
accomplished.

The interface is divided into four major sections. This includes the model-library
on the left, the parameter-block in the middle and the management of
measurement-data on the right side. Those parts are completed by the

Fig. 2 Faster procedure using tool-support
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simulation-section at the bottom. Going through the appropriate configuration-steps
and selection-dialogs in the right order, the user is easily guided through the whole
simulation-process.He only needs a few clicks to achieve his personal analysis-report,
of course providing the existence of the needed calculation-routines.

In the beginning the evaluation had to be written in the form of scripted files.
However this approach did not last for long, because not every automotive-engineer
has sufficient programming-skills and not every programmer has the deep under-
standings for the context in concern. After the implementation of a text-based
formula-editor, which was no more successful than the previous attempt, we finally
agreed on the use of Simulink made by The MathWorks® [1]. This crucial decision
was the solution of the previously mentioned contradiction between programmer
and user. And beyond that it comes with more suitable advantages:

• Using an established computing-software for engineers and scientists
• Availability in a network-based and affordable licensing-model
• Large scope of implemented tool-boxes for specific tasks (e.g. signal-

processing)
• Easy-to-use graphical design-language with a high recognition-value
• Small limitations on construction and layout of various applications
• Simple versioning and portability of models

Fig. 3 Graphical user-interface for RPCsim
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Through the graphical specification of calculation-algorithms, the expert for the
relevant working-package is directly involved into the development-process. The
programmer on the other side can focus his efforts on core-functionalities like
data-handling and visualization. In essence the analysis of waveforms, specific
data-conversion or any arbitrary computation of signals remains in the hands of the
user. He is supported by standardized routines for file-exchange, data-manipulation,
pre-selection and pre-processing as well as the fast presentation of results. In
conclusion we achieved the successful development of an efficient simulation-
environment, which easily can find its way into the everyday work of any
calibration-engineer.

3 Model-Based Calibration and Analysis

Model-based simulations, as part of our offline calibration-process, can be divided
into two major categories: technical optimization and model-based analysis.

3.1 Technical Optimization

The first application is used for an automated adaptation of certain
model-properties. In this case it means the modification of the parameters of the
calculation-formulas, in order to achieve the desired system behavior. In most cases
the model is used in a loop, repeatedly called by a suitable kind of numerical
optimization-algorithm to perform multiple simulations with modified parameters
(see Fig. 4). The input-vector would be identical for each single simulation, and the
respective output-vector will then be compared to given target-values. The resulting
deviation, e.g. the mean-squared-error [2], between target and simulation-result is
then used to estimate the quality of the current parameter-set. The model which
produces the least error will then represent the desired result of this optimization.

Use-cases for this procedure are the determination of parameters for
neural-networks, an initial calibration for ECU-functions or the matching of vari-
ables for physical based engine-models for the subsequent use in further simula-
tions (e.g. the THEMOS-library). These special cases are listed as examples and are
not described here in more detail. At this point it should be noted, that the
simulation-environment RPCsim is also designed and suitable for such applications.

3.2 Model-Based Analysis

The second part which is explained a bit further in detail is the model-based analysis
of very large amounts of data. Especially with regards to the achievement of a faster
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calibration process, this is an important feature of our standardized
simulation-environment. It enables the user to design individual analysis-algorithms,
in an easy-to-read graphical way. Those models can then be integrated into a
common model-library, thus made available for other employees facing similar
problems (see Fig. 5).

All the previously mentioned time-consuming operations during the analysis are
performed as an automated part of the tool-chain. This includes import routines
with different file-formats, any particularly needed steps of pre-processing, the

Fig. 4 Model-based “in-the-loop” optimization

Fig. 5 Model-based analysis principle
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simulation itself and the final graphical preparation of the result and its visualiza-
tion. This supports the engineer with the creation of standardized output-formats
and reports, rapidly speeding up the whole procedure and delivering the opportunity
to spend his time with more important calibration-tasks. Some examples for this
application are the evaluation of drivability-related characteristics, the classification
of potentials in fuel-economy and the interpretation of measured outcomes of
durability-trials. The last two points are described in detail in the following section.

4 Examples for Model-Based Analysis

The two most popular use-cases to be discussed more detailed, are the evaluation of
fuel-economy and the analysis of durability-runs. Both applications were originally
designed by single engineers and are now an integral component of the
simulation-library. Besides their own simulation-package, they share the necessity
of some pre-processing operations as well as some special output-formats.

4.1 Evaluation of Potentials in Fuel-Economy

This method basically consists of the virtual transfer of different driving-cycles,
including specific test-patterns like the NEDC, onto the testbed. This does not mean
to actually drive the test-cycle on the testbed, but to repeat the measurement by
simulation as if it was under optimal conditions (see Fig. 6). Using this procedure,
we can identify the driving-states where the actual cycle differs from the expected
optimum and, within certain limits, also find the reason for it. Most of the time this
would reveal a loss in fuel-efficiency caused by effects normally not investigated on
the testbed, like interventions related to driveability, emission-optimization or
diagnoses.

As a requirement to obtain meaningful results, the influences caused by friction
or gas-exchange-losses have to be eliminated. Therefore the fuel-consumption has
to be simulated in terms of engine-speed and indicated mean-effective
cylinder-pressure (IMEP). This means that the vehicle measurements have to be
performed using cylinder-pressure-indication, mostly by means of measuring
spark-plugs, in order to be directly comparable to the testbed-results. The acquired
data first has to be sorted by cylinder and firing-order. Then it has to be synchro-
nized with the parallel recording of the ECU-signals. This gives the ability to draw
the right conclusions from the various driving-maneuvers for each single com-
bustion event. The pre-processing is performed before the simulation as part of the
data-import routines, exclusively connected to the fuel-economy-model. Apart from
a few necessary configuration steps, the engineer himself is not further interfered
with the whole process of data-management.
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The simulation-model itself is divided into several blocks, each of it calculating
different aspects of influences on fuel-economy. This separates the overall
consumption-deviation into individual parts related to ignition-timing,
lambda-deviation, camshaft-positioning and other impacts. By the implementation
of additionally measured correlations and efficiency-curves in the form of certain
lookup-tables, the final magnitude of potentials in fuel-consumption can be esti-
mated. The results are reconditioned and exported as standardized plots, showing
for example the cumulated consumption-loss over the entire test-cycle or the actual
distribution over different operational points. This helps the engineer to identify
several possibilities for refinement in only one single simulation and often leads to
an improved calibration. Figure 7 shows an overview of this whole process.

The given example shows the application of the simulation-environment with
the analysis of single measurement-files in connection to related testbed-data. The
following topic shows the simultaneous simulation of huge amounts of data, which
was recorded in different files but will be merged together into one report.

4.2 OBD-Analysis of Durability-Trials

One special application is the analysis and evaluation of durability-measurements
with respect to the mandatory monitoring in accordance with legal emission-
requirements (e.g. OBDII). The actual analysis of diverse driving-conditions is again
realized with the help of certain Simulink-models. These models are created by the
engineer responsible for the calibration of the diagnosis-functionality or can be

Fig. 6 Principle of fuel-consumption evaluation
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adopted from previous projects with similar prerequisites. This is easily possible
because the applied principles, founded by comparable legal requirements, are often
identical. Therefore all the previously built models are collected in one single library,
where all affected users have access to. In most cases the whole process is coordinated
by an OBD-calibration-pilot. He assembles all the necessary routines into one com-
mon model, where only the interface and some parameters have to be adapted to the
current project. The principle is illustrated in Fig. 8.

The routines that are used also include some unique data-processing algorithms,
which are part of the whole simulation-environment. The first part is a script-based
pre-selection of suitable measurements. The ability to search and parse a large
number of data-files for specific events is an integral part in the evaluation of
durability-trials or the numerous recordings of vehicle test-trips. In this way, it is
possible to narrow down the effort on simulation only for those files actually
containing relevant cases, with expected reactions of a diagnostic-function. On the
other hand the user can specify certain driving-states or operating-points which he
wants to examine in more detail. This includes defined targets for vehicle-speed and
engine-load or various ambient-conditions, such as altitude and temperature
thresholds. Different conditions can be linked directly to one another and the search
can be limited to a pre-determined time-period, like for example a very specific
winter-test. By reducing the huge amount of available measurements to a reason-
able number, this automated file-selection helps to save time and allows for a rapid
robustness-analysis of diagnosis-calibrations.

Another important capability, which is implemented through special
Simulink-Blocks, provides the continuous possibility to save the entire
output-vector as a single “shot” at designated simulation-steps. These steps can be
triggered by certain events, such as the successful completion of a diagnosis-cycle,
even at several times during the same simulation. This enables the user to collect the

Fig. 7 Simulation of driving-cycles under optimal conditions

RPCsim: Model-Based Analysis Within the Calibration-Process 29



analysis results as an extraction at multiple time-sections, which then could be
classified and merged together into one robustness-report. This eliminates the need
to search through the measurement-files to identify such events and document the
results manually.

Figure 9 shows an excerpt of a standardized analysis-report of the
canister-purge-diagnosis. Some critical parts of the ECU-functionalities were
emulated during the simulation. These parts are expanded by the calculation of
certain missing signals and specific signal-ratios to allow an extensive evaluation.
These ratios correspond to the actual distance of the varying diagnosis-results to the
appropriate fault-thresholds. A system with the default hardware, i.e. without an
introduced malfunction, should return a ratio of around one. In the same way
particularly small or high ratios indicate an existing fault or a potential for
improvement. As described above, these ratios are collected from all the relevant
measurement-files and are classified to show the overall percentage distribution.
The bottom of the illustration shows, that the majority of the results demonstrate a

Fig. 8 Sequence of durability-trial evaluation
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significantly robust calibration in this example. Additionally the analysis provides
an overview of the total number of diagnosis-sequences and furthermore the suc-
cessful and aborted attempts. The top of Fig. 9 shows corresponding results plotted
versus mileage.

5 Summary

The request of IAV’s calibration-engineers for an offline simulation and analysis of
certain measurement-data, led to the development of an extensive and standardized
simulation-environment. The detailed calculation-routines can be created directly
by the users, without the need of profound programming-skills. By using Simulink
the models can be easily build and implemented into the simulation-process and are
readable by others. The biggest advantages are the possibility for a quick
self-designed evaluation, the use of standard formats for import and export, and a
common model-library where everybody can participate and simply adapt the
existing routines to their own requirements. The ability to use characteristic curves
and maps as parameters, which are directly linked to the graphical-user-interface,
leads to a significant improvement of calibration- and analysis-tasks. Using the
built-in functions for the manipulation of parameter-content, gives the possibility to
simulate previously recorded measurement-data with different parameter-sets and
instantly compare the results with respect to the applied adjustments. Besides the
direct automated calibration of model-parameters, the main focus is currently on the
analysis of big data, often recorded in a large number of measurements-files. The

Fig. 9 Example-report for the diagnosis of tank-ventilation
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given examples for that process are the evaluation of fuel-economy compared to the
expected optimum and the analysis of durability-trials to assess the robustness of
OBD-related functionalities. This demonstrates the diverse application possibilities
and the adaptability of the simulation-environment RPCsim.
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Continuous Development of Highly
Automated Driving Functions
with Vehicle-in-the-Loop Using
the Example of Euro NCAP Scenarios

Raphael Pfeffer and Tobias Leichsenring

Abstract Highly automated driving functions of the type currently being targeted
for the near future are based on the interaction of several assistance systems. The
actions of these assistance functions rely on an analysis of data from the virtual
environment. Consequently, efficient development of individual advanced driver
assistance systems (ADAS) that operate safely provides the basis for highly auto-
mated driving. The development and testing of such systems poses an enormous
challenge to automobile manufacturers and automotive suppliers as the system
complexity in the whole vehicle keeps growing. This includes the highly developed
technical functions and increased interaction of the individual systems, as well as
the growing complexity of the test scenarios in the field of advanced driver
assistance systems. In the development process, this feat can only be mastered with
assistance by virtual test driving. These factors are additionally intensified by
external boundary conditions and regulations such as those specified and issued by
legislators or testing organizations (for the European area, this is the European New
Car Assessment Program—Euro NCAP). The seamless utilization of the CarMaker
open integration and test platform in the field of advanced driver assistance systems
provides a solution to meet the challenge of consistently growing testing require-
ments. This paper is intended to show how ADAS can be reproducibly tested and
validated across the entire development process (MIL, SIL, HIL, and VIL). The
utilization of the MIL method in particular makes it possible to easily test chal-
lenging maneuvers such as collision scenarios toward the end of the development
cycle by embedding a real-word vehicle in a virtual environment. The proposal
below will present the development work made possible by utilizing the VIL
method as illustrated by the specific use case of defined Euro NCAP test scenarios.
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1 Motivation

Advanced driver assistance systems provide the basis for automated driving/
autonomous vehicles on various levels of automation [1]. They are designed to ease
the driver’s burden (for instance pulling into tight parking spaces) or, in the case of
highly automated driving/autonomous vehicles, perform the driver’s tasks (both
longitudinal and lateral control) completely. Therefore, the development of
advanced driver assistance systems plays a central part in vehicle development. The
objective is to achieve faultless functions which, due to high system maturity,
execute their tasks within the total system at any time and without any problems. At
the same time, development and testing have to take validation requirements into
account that have heavily increased in recent years. This growing complexity can
be explained by the following factors, among other things:

• Greater diversity of vehicle variants.
• Shorter development cycles.
• Increasing interlinking of systems (interlinking of sensors, electronic control

units, operator controls and actuators).
• Road environment data from several sensors providing the basis for information

used by a single system (sensor data fusion).
• Greater variety of scenarios including complex environment factors.

When taking all of these factors into account, it soon becomes clear that an early
real-world test of this scope is no longer practicable or economically feasible [2].
The scenarios are too complex to be set up over and over in the real world—here
various approaches exist as well, such as using dummies on guide rails. While these
variants can cover at least partial aspects of testing environment-based assistance
functions, the number of scenarios to be tested, as well as their reproducibility, is
limited. For comprehensive and particularly for consistent tests, virtual test driving
provides a viable method. In addition to established techniques used in simulation,
new test methods have to be employed as well. Therefore, IPG Automotive has
extended the existing development process from the model- to software- and
through to the hardware-in-the-loop stages by Vehicle-in-the-Loop tests.

2 Seamless Development in Virtual Test Driving

Virtual test driving can be used to test all vehicle components (engine, steering,
ESC, ACC, etc.). In this context, virtual test driving should be understood as a
means of modeling real-world tests, containing the same elements as a real-world
road test (vehicle, driver, road, other road users, etc.). This approach can be used at
any stage of the development cycle. Whereas in MIL and SIL all the elements are
exclusively simulated, the HIL stage allows hardware prototypes (e.g. individual
electronic control units) to be tested on a test rig. In this case, real-world electronic
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control units (ECUs) are integrated into a virtual vehicle. The ECU cannot tell that
it has not been installed in a real-world vehicle, as it is being supplied with realistic
signals via the HIL simulator, just like it would in a physical vehicle. The VIL
method has been developed for testing advanced driver assistance systems partic-
ularly for the purpose of making it possible to combine real-world road tests and
virtual test driving, which is achieved by fusing the real-world vehicle and the
virtual environment (see Fig. 1 for the evaluation of the different integration levels),
as shown in Chap. 3.

This approach allows vehicles to be repeatedly tested in an identical setting at
varying depths of modeling according to their development stage. Initially, a
consistent test description and definition of evaluation criteria can be established
and, in the course of the development process, continually tested on the models as
the depth of their development progresses. This allows early changes to be made
according to the results obtained, and the process can easily be complemented by
additional test scenarios as well. The utilization of virtual test driving offers the
following advantages:

• Early development even without hardware prototypes (frontloading).
• Cost benefits as a result of hardware and manpower savings.
• No risk of personal injury or hardware damage.
• Re-usability of the test cases.
• Test automation = increased efficiency.
• Time savings due to availability of the test cases in multiple real time.

In summary, it is thus possible to check and compare the conclusiveness of the
tests and test results at any stage of the development process. However, in recent

Fig. 1 Closing the integration gap between HIL and real world tests
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years, highly specific requirements have been emerging in conjunction with com-
ponent development, which have to be considered in the total vehicle context at an
early development stage. To be observed in this context are regulations issued by
legislators or organizations (for further details regarding the various requirement
levels and corresponding test protocols, see Chap. 5). The new, most recently
created testing methods are heavily focused on accident-avoiding assistance sys-
tems. Testing them requires interactions with third parties that may be involved in
an accident. Therefore, making full vehicle tests experienceable in early stages,
while excluding risks to pedestrians and hardware, is a necessary objective to be
pursued in the development process. The Vehicle-in-the-Loop method is intended
to close this gap and to meet the corresponding demands made on early, yet
conclusive tests.

3 Vehicle-in-the-Loop Method

When using the Vehicle-in-the-Loop (VIL) method, a full real-world vehicle is
embedded in a total vehicle simulation environment such as CarMaker. The
objective is to combine elements of the simulation, such as the environment, with
the real-world vehicle. Essentially, from a technical perspective, there are two
aspects to be observed in this context as discussed below:

• Transitioning the position, orientation and motion of the real-world vehicle from
the real world into simulation.

• Transferring the environment scenarios calculated in the simulation (such as
distances from other road users or traffic objects) to suitable sensor interfaces in
the real-world vehicle.

High-end, conventional measuring technology, which, for example, is used in
real-world vehicle (dynamics) testing as well, lends itself to determining the
vehicle’s kinematics. Modern inertial navigation systems (INS) utilized in this
context combine inertial sensors, such as acceleration sensors and gyroscope sen-
sors, for a relative determination of the position and position changes with the
absolute position data from GPS and DGPS, allowing accuracies of up to 2 cm to be
achieved. The update rate of the sensors may reach a level of up to 1000 Hz,
depending on the system used. To transfer the raw data from the INS into simu-
lation, the data is filtered and (if necessary) interpolated in order to achieve the
cycle time of the simulation (1 ms in the case of CarMaker). The following
interpolation is applied for this purpose:

~vExt tð Þ ¼~vExt t � 1ð Þþ ~aMeas þ ds
!� k
dt2

 !
� dt ð1Þ
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~sExt tð Þ ¼~sExt t � 1ð Þ ~vExt þ ds
!� k
dt

 !
� dt ð2Þ

ds
!¼~sMeas �~sExt ð3Þ

With the measured accelerations ~aMeas continuous signal curves can be calcu-

lated due to the extrapolation. Position variances ds
!

are minimized by means of the
filter constants k. To improve the result even further, other vehicle data, such as
wheel speed or yaw rate, may be read from the vehicle’s bus system and fed in as
well.

In the simulation itself, the actual vehicle model is deactivated and replaced with
measured data, while the simulation core runs on a real-time computer in the
vehicle (e.g. RoadBox as a hardware component from IPG Automotive). The data is
imported via a CAN interface. Now, vehicle dynamics in the simulation correspond
to the real-world (measured) data from the real-world vehicle.

In order to be able to transfer environment scenarios (such as traffic objects or
pedestrians for AEB testing) to the real-world vehicle, they have to initially be
defined in the simulation platform and the actual tests determined. The following
criteria, illustrated by the example of traffic objects here, should be met by the
simulation environment:

• Flexible definition of objects in the virtual world (absolute or relative to the ego
vehicle).

• Various types of objects (diverse vehicles, pedestrian models, etc.).
• Flexible object characteristics such as surface contours.
• Definable and reproducible behavior of the objects which, ideally, is oriented to

definitions of maneuver-based tests.
• Triggering of actions taken by the objects according to optional criteria.
• Dynamically adjustable behavior of the objects in relation to the movement of

the ego vehicle.

In the next stage, a closer look has to be taken at the respective sensor interface.
There are various possibilities to emulate the sensor data, depending on the sensor
technology used:

Physical Some of the environment sensors or environment sensor data can be
physically reproduced or emulated. For instance, IPG Automotive’s VIL demon-
strator presented back in 2013 shows what a solution for ultrasonic sensors, used for
automatic parking assist for example, could look like [3]. In this case, matching
ultrasonic emitters are affixed to the original ultrasonic sensors. They emit exactly
the same echo signals that are calculated in the simulation from the given distance
information. Similar methods are also possible for camera-based systems by using a
monitor HIL approach. In that case, the real-world camera, which may be located
behind the windshield for example, is installed in the vehicle’s trunk where it is
oriented toward a monitor with artificial visualization that simultaneously displays
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exactly the signs, road markings or traffic objects that have been defined in the
simulation.

Virtual For some types of sensors a physical sensor interface, due to technical
boundary conditions such as limited assembly space, is no option. In this case, it
would be appropriate to exclude the sensor from the investigation and, instead, to
directly provide the simulation values to the respective ECU for example. Solutions
on the level of object lists, such as those for radar sensors, are equally possible as
injecting video data on the image sensor by using a video interface box (video
injection) in order to circumvent the disadvantages of the monitor HIL approach
mentioned in the previous passage).

A large number of sensors already exists in the vehicle and continues to provide
real-world sensor data (e.g. wheel speed, temperature, steering angle sensor, etc.)
which is available either directly or indirectly via the vehicle bus. These sensors do
not have to be emulated. Here, the VIL method significantly differs from an HIL
(component) test rig. Schematically, a generalized setup for the VIL method can be
depicted as follows in Fig. 2 and distinguished from the conventional HIL approach:

4 Requirements Set by Institutional Regulations

In the case of passenger cars, many safety systems are still optional, even though
they are becoming increasingly prevalent, and a growing number of newly regis-
tered vehicles have active safety functions installed in them. Safety, which is
already on a very high level today, is consistently seeing further improvement as a
result of actions taken by independent, global testing entities (e.g. ADAC, NCAP
organizations, IIHS, etc.). In addition, institutions such as the U.S. National
Highway Traffic Safety Administration (NHTSA) have a major influence on the
testing procedures for new cars.

Fig. 2 Comparison between an HIL and VIL schematic
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For automobile manufacturers, however, this is an additional aspect that drives
up the scope of testing. For the European area, Euro NCAP (European New Car
Assessment Program), which has been conducting various crash tests and classi-
fying the vehicles accordingly since 1997, is an important organization. The safety
requirements established by Euro NCAP usually go far beyond statutory standards,
as consumer protection is an important aim pursued by the organization. Therefore,
exacting requirements are defined in the field of safety, which vehicle manufac-
turers seek to comply with in the interest of receiving a positive rating. In the course
of time, the criteria have consistently been revised and extended. Since the
beginning of 2016, for instance, emergency brake assist systems have been
mandatory for rating new vehicles. The systems have to detect pedestrians
(AEB Pedestrian) and other vulnerable road users such as cyclists (AEB VRU), and
initiate a braking event early enough. In the United States, emergency brake assist
tests have been included in the NHTSA testing program as well. This safety
technology will be tested as part of the U.S. NCAP rating criteria starting in 2018.
Testing procedures are precisely specified and documented by Euro NCAP in the
relevant protocols. For instance, the “Euro NCAP AEB VRU Test Protocol” [4] for
testing emergency brake assist for pedestrians prescribes in detail what tests have to
be performed and their respective variations (e.g. speed), what demands are made
on measuring technology, and how the components (e.g. targets—dummy pedes-
trians) or VUT (vehicle under test) have to be set up and dimensioned. The sce-
narios are described as follows:

• Scenario A: An adult pedestrian starts crossing the street on his or her own side
(i.e. coming from the right for right-hand traffic).

• Scenario B: An adult pedestrian starts crossing the street from the opposite lane
(i.e. from the left).

• Scenario C: A pedestrian, a child in this case, is visually obstructed by a vehicle
parked on the side of the street and starts running across the street from his/her
own side.

The relevant traffic situations, i.e. collisions with pedestrians or cyclists, can be
investigated in real-world road tests only to a limited extent or with a considerable
investment of resources. However, with the CarMaker open integration and test
platform, advanced driver assistance systems can be seamlessly developed and
tested.

5 Potential of VIL in the Test Procedure

The reproducibility of the test scenarios for all test cases and rating criteria by using
the same maneuvers, conditions and criteria enables efficient, seamless testing
(MIL, SIL, HIL, VIL) across the entire development process. The
Vehicle-in-the-Loop method in particular makes it possible to circumvent the dif-
ficulties addressed in this paper toward the end of the development process. By
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means of commonly used methods from the HIL environment (e.g. video injection)
real-world collision objects are replaced with virtual targets and supplied to the
real-world vehicle. Due to this combination of conventional road testing and sim-
ulation, advanced driver assistance systems can be reproducibly tested in the
real-world vehicle without risk. Using the augmented reality approach, additional
virtual environment information (e.g. other road users or instructions) can be pro-
vided to the driver via a head-mounted display in the driver’s glasses. The driver
can respond to them so that the relevant functions can be tested in the real world.

Conventional ADAS testing procedures are typically oriented to real-world road
tests and are characterized by continually growing complexity and diversity of
scenarios. In addition, an increasing number of approaches are used to standardize
the procedures. This ensures that the VUT test results and score achieved become
comparable and thus conclusive. Compared with the VIL method, these test pro-
cedures exhibit the following weaknesses:

• The realization of the targets becomes increasingly complex and difficult due to
a variety of factors. For one, rigid objects are no longer sufficient for use as
targets. The Euro NCAP Protocol, for instance, prescribes the movement of the
pedestrian’s legs as well. This will become an even more exacting requirement
for future systems when, aside from additional degrees of freedom with respect
to the body, the recognition of facial expressions, gestures and intentions may
become relevant as well.

• Controlling the targets will become increasingly complex. In addition to
dynamic trajectories, various movement patterns, such as “walking” versus
“running,” must be implemented.

• The impact must be timed within certain tolerances and, according to the pro-
tocol, take place at certain points of contact, and be reproducible.

Hazards for humans and hardware: Particularly when testing AEB functions,
collisions cannot always be avoided. In many cases, the criterion is not if but at
what speed the collision occurs. For this event, it must be ensured that, for one, the
driver is not exposed to any risk of injury and for the other, that there will be no
excessive damage to hardware (reusability of the targets) (Fig. 3).

In addition to these aspects, the combination with simulation in the VIL
approach offers further advantages. As well as the criteria, the test cases can almost
fully be adopted from earlier development stages. This reduces the time before,
between and after actual test driving events. Spontaneous changes to the test setup
can be made faster as well because there are clearly fewer mechanical components
involved. Finally, even the driver model from the simulation [5] can be used for the
drive tests, which significantly increases the reproducibility and accuracy of the
results, particularly in more complex closed-loop tests.

When applying the quotient from the number of driven test cases and manpower
invested as an efficiency criterion, individual investigations reveal a multiple
increase when using the VIL method compared with road tests performed according
to the “Euro NCAP AEB VRU Test Protocol.”
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6 Early Experienceability of Systems

The success, or at least the benefits, of a large number of advanced driver assistance
systems heavily depend on driver acceptance. As a result, advanced driver assis-
tance systems significantly differ from conventional control systems such as ESC,
the use of which serves to protect vehicle occupants without active driver inter-
vention and in many cases is not even consciously perceived. Conversely, this
means that advanced driver assistance systems have to be tested at an early stage of
the development process for acceptance and usability in order to effectively prevent
a development from heading in the wrong direction.

The VIL method can assist in this respect as well. For instance, according to the
setup described above, systems can be evaluated in studies with test subjects
without incurring any risk whatsoever, as crashes involving potential pedestrians
occur only in the virtual world. In addition, linking of the simulation platform
enables testing of ADAS functions or algorithms as early as in the MIL or SIL
stage. The ADAS model can be linked directly with the simulation environment and
its performance modeled in the real-world vehicle.

This presupposes that the respective driving situation can be experienced as
realistically as possible. To achieve this, the driver or test subject is equipped with a
so-called head-mounted display. Here, augmented reality glasses with optical
see-through technology haven proven their viability. Similar to a head-up display,
they make it possible to lay the virtual world, for instance other road users, on a pair
of otherwise completely clear glasses. As a result, the driver or test subject sees the
real world as they would through normal glasses with an overlay of the virtual
objects. A special challenge in this regard is posed by the system’s latency which,
for one, is caused by the necessary head tracking in order to determine head pose
and, for the other, by the calculation of the projected image.

Fig. 3 Euro NCAP pedestrian targets with dimensions as shown in the Euro NCAP test
protocol [4]
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7 Outlook

As systems become more and more complex, they require an immensely increasing
testing and validation effort. Conventional testing systems soon reach their limits in
this context. The VIL method marks another step in complementing the established
MIL, SIL and HIL methods and reducing development resources. Initial fields of
application with various automobile manufacturers show the need for as well as the
wide-ranging potential of this method. The next few years will show in what areas
VIL can be of assistance and how the method can be anchored in the development
process.

In addition, the current development and trends in the field of augmented and
virtual reality speak for the fact that utilization of the VIL method may provide an
alternative to conventional driving simulators.
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Finding Coupling Strategies
of a Real-Time Capable
Fourier-Transformation-Based Engine
Model on a HIL-Simulator

Aras Mirfendreski, Andreas Schmid, Michael Grill
and Michael Bargende

Abstract For the analysis of electronic control units (ECU) before series pro-
duction, hardware-in-the-loop (HIL) simulators are used for model-based function
diagnosis such that possible errors due to false applications can be detected at an
early stage. Due to required real-time capability of engine models, they only can be
represented in a highly simplified manner which leads to loss in predictability.
Many specific function tests, therefore, cannot be carried out. In a first step, this
paper presents a novel modeling concept for a 1D-engine-model with the Fourier
transformation (FT) method, based on a mean value model providing the prereq-
uisites for real-time capability, which has been developed at AUDI AG in coop-
eration with the Institute of Internal Combustion Engines and Automotive
Engineering at the University of Stuttgart. By means of the mathematical
FT-concept, it is possible to represent pressure pulsations emerging inside the
engine air path, and so, to improve the standard of a mean-value model. Pressure
pulsations inside the air path have a strong influence on the engine’s internal
behavior such as for the gas exchange of the cylinder, the responsive performance
of the turbo charger, etc. On the basis of this model, various coupling strategies
with a HIL-simulator have been examined. With a focus on the real-time capability,
further essential simulation speed potentials were identified such that a higher ratio
of the processor power can be harnessed in case of an optimal coupling. The ECU
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and the engine simulation model both have individually configurable sampling
times. When coupling the engine model with a HIL-simulator, both sampling times
need to be synchronized such that a signal transfer can be executed at steady,
discrete time intervals. The global sample time (GST) is usually determined by the
ECU, since it has requirements which have to be fulfilled—the engine model,
therefore, complies with the GST by either adapting it or taking a common divisor
of it. By this method, the engine model loses speed potentials, since it is forced to
adjust its sample rate to an invariable subset. Investigations have proven that it is
beneficial to select a GST, with respect to the coupled engine model, that brings the
most advantageous “synergy” between ECU and engine model. For this, first, the
highest possible “sampling time limit” of the engine model (just stably executable
by the model solver) across the whole engine map needs to be determined—the
GST for the ECU, afterwards, is set with this or a common multiple value. With the
presented method of a variably designable sampling rate between the ECU and the
engine model, the system speed can be increased up to 22 %, which in conclusion
means that additional processor performance can be deallocated, which in turn can
be used to boost up the model with more Physics and more details.

1 Introduction

According to the Fourier Theorem, any periodic signal f(t) with a periodic time
T can be expressed by a constant component and the sum of its infinite harmonic
signals hn(t) and angular frequencies ωn, differing in their amplitudes An and phases
φn. The angular frequencies of the harmonics are multiples of the basic angular
frequency ω0 = 2π/T. The total sum is also called the trigonometric sequence, or
Fourier sequence, and is given by the following equation:

f tð Þ ¼ c0 þ
X1
n¼1

an cos nx0tð Þþ bn sin nx0tð Þ½ � ð1Þ

The variables c0, an and bn are known as Fourier coefficients. c0 represents the
average value (mean value) of the signal f(t). If f(t) is represented by an oscillating
pressure signal p(t), the variable c0 represents the mean pressure of the pressure
signal. Equation (1) can be simplified by using the following correlations:

an cos nx0 tð Þþ bn sin nx0 tð Þ ¼ cn cos nx0 tþunð Þ ð2Þ

with

cn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2n þ b2n

q
ð3Þ
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and

un ¼ arctanðan=bnÞ ð4Þ

Equation (1) now can be transformed into the so-called spectral representation of
the Fourier sequence:

f ðtÞ ¼ c0 þ
X1
n¼1

cn cos nx0 tþunð Þ ð5Þ

After executing the Fourier Analysis, a periodic signal f(t) can be expressed by
the following parameters [1]:

c0 average value (mean value of signal f(t))
cn ¼ cnðnx0Þ amplitude spectrum
un ¼ unðnx0Þ phase spectrum.

In an integral and complex form for a periodic signal f(t), the forward trans-
formation from time domain into spectral domain can be performed with the fol-
lowing equation:

F xð Þ ¼
Zþ T

2

�T
2

f ðtÞe�ixt dt ð6Þ

The back transformation from the spectral into time domain:

f ðtÞ ¼ 1
2p

Zþ T
2

�T
2

FðxÞeþ ixt dx ð7Þ

Often, however, a continuous function is not known but can be tapped N discrete
times tk = k · Δt. In this case, the discrete Fourier transformation (DFT) is used.
The DFT makes the assumption that f(t) is periodic continuous beyond the chosen
interval. The Fourier coefficients can be gained by the following equation:

Fn ¼ 1
N

XN�1

n¼0

fn e
�2pi
N ð8Þ

The reverse discrete Fourier transformation (RDFT) can be carried out with:

fn ¼
XN�1

n¼0

Fn e
þ 2pi
N ð9Þ
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According to [2], a new algorithm was developed which was able to reduce the
amount of complex computing operation required for the calculation of the spectral
lines of the DFT by a factor of N

lnN. Due to a lower computing time and, thus, a
faster calculating process, the numerically favorable algorithm of the DFT is called
fast Fourier transformation (FFT) [3].

2 Pressure Pulsations of a V6-TDI

The following investigations are based on a current Audi V6-TDI engine. First,
pressure pulsations inside the engine air path are examined, using a calibrated,
detailed 1D engine model. The pressure inside the exhaust manifold directly behind
cylinder 1 is tapped and split into its spectral components by applying the Fourier
Transformation. Afterwards, the gained Fourier coefficients (amplitude, phase and
order) are superimposed with the reverse discrete fast Fourier transform (RDFT)
method. The result of it is shown in Fig. 1. The left column, starting from the top
with a mean pressure signal, lists all harmonic pressure signals with decreasing
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amplitude height, gained from the FFT. The right column shows the results of the
RDFT process. With each additionally superimposed harmonic pressure wave, the
original pressure is approached. With five orders already, the original pressure
pulsation can be reproduced up to a coefficient of determination R2 of 97 %.

Pressure pulsations inside the engine air path have a strong influence on the gas
exchange and hence on the combustion. Furthermore, the turbocharger shows
different behavior when being applied with pressure pulsations instead of a constant
pressure. In order to be able to take these relevant effects into account, four nodes at
which a pulsating pressure brings advantages in terms of higher realistic results are
defined.

The nodes ‘Cylinder In’ and ‘Cylinder Out’ will ensure a correct calculation of
the cylinder gas exchange. The nodes ‘Compressor Out’ and ‘Turbine In’ will lead
to calculation of a much more accurate balance of the fluid dynamics outside the
turbocharger boundaries.

By means of four chosen operating points, Fig. 2 gives a good overview of how
the coefficient of determination R2 correlates with the number of superimposed
harmonics for all four defined nodes.

Figure 2 shows that the number of orders needed to obtain a certain value for the
coefficient of determination clearly differs from node to node. “Cylinder In” is a
conspicuous node, at which obviously a higher number of orders is required for
obtaining result quality similar to the other nodes. The pressure pulsation inside the
air path gets overlaid by for- and backward pressure feeds, which strongly depend
on the engine geometry. A long air path, flow splits, filling and tangential intake
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manifolds, etc. cause many reflections inside the intake system. In contrast, the
pressure pulsations at the other nodes can be quite well reproduced with 4 of the
most important orders already. Additional harmonics here lead only to minor
increase in quality.

For a quantification of the benefit a pulsating pressure brings compared to a
non-pulsating pressure, the following examinations are presented. By way of
example, Fig. 3 (top left) shows the gas exchange loop for the operating point
n = 2500 RPM, IMEP = 18.83 bar. When applying a mean pressure on both sides
(intake and exhaust), deviations in cylinder pressure up to 350 mbar result at
discrete times. With five applied orders of harmonic pressure signals, the gas
exchange loop can be well reproduced. Figure 3 (bottom left) demonstrates the
resulting error in volumetric efficiency after the gas exchange cycle which attains a
value of 4 %. The operating point n = 2500 RPM at IMEP = 18.83 bar even shows
that an insufficiently accurate pulsation (1st order) can have an adverse effect on the
gas exchange and, thus, on the volumetric efficiency. Incorrect pressure pulsations
during valve opening times principally change the cylinder charge. By superim-
posing further orders, the error can gradually be reduced. The graph on the bottom
right shows that the volumetric efficiency directly affects the maximal cylinder
pressure during the combustion.
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The same quantitative analyses are carried out on the turbocharger. Figure 4 (top
left) shows the crank angle resolved turbocharger efficiency for n = 2500 RPM at
IMEP = 18.83 bar. The efficiency of this operating point fluctuates in a maximum
range of 26%. Themass averaged efficiency is approximately 3% lower than the time
averaged efficiency. This indicates that a turbocharger applied by a mean pressure
results in a highermassflow.Adifferent operating point is consequently tapped from a
turbocharger map as can be seen in Fig. 4 (top right). Hence, the turbocharger per-
formance is overestimated. In the graph on the bottom left, it is evident again that the
error in turbocharger efficiency can be eliminated using the FT-method [4].

3 Model Architecture

The FT-model can be generated based on a detailed 1D engine model or based on
low pressure indication measurements from an engine test bench. This way, an
automated measurement and model feeding will be possible.

The following investigations within the framework of this paper are carried out
on the basis of a 1D-engine model. In Fig. 5 (top) pressure pulsations are displayed
that are tapped right behind cylinder 1 and cylinder 4 (see schematic on the right).
With respect to the firing order of the V6-TDI (1-4-3-6-2-5), the intake air of
cylinder 4 takes place 120 °CA after the intake of cylinder 1.
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By offsetting the exhaust pressure pulsation p3 of cylinder 1, the exhaust pres-
sure p3 of cylinder 4 can be gained (see Fig. 5 bottom). Slight differences in
pressure peaks, however, may result due to deviation of the individual intake
geometries. Moreover, the individuality of each cylinder combustion (injection
timing, injection mode etc.) cannot be taking into consideration when applying this
strategy. For gasoline engines, in addition, disregarding cyclic fluctuations might
cause some further deviations in the results.

Likewise, on the intake and the exhaust side, the pressure pulsations of all other
cylinders behave in the same manner. Therefore, the surrounding pressure pulsa-
tions of all other cylinders can be formed with a respective phase offset of the
pressure pulsations of cylinder 1.

This step is only optional and might be very helpful, in case a real-time capa-
bility cannot be achieved due to a lack of processor capacity.

The FT-model was designed for the software GT-POWER and
MATLAB/Simulink that are commercially used in engine development areas.
According to the modeling architecture, there are some small differences to be
considered. In this paper, the modeling method for GT-POWER will be presented.

Figure 6 (left) shows an engine model reduced in its detailed air path. An explicit
calculation of the fluid dynamics along the stream line, therefore, will not be
performed here. Next, all cylinders are replaced by a representative single cylinder
as exhibited in Fig. 6 (right). Pressure pulsation on the intake side as well as on the
exhaust side for cylinder 2–6 are copied and applied to the eliminated cylinder ports
with respect to their firing angles. The output torque of cylinder 1 applied to the
crank train is analogously taken into consideration.

At the earlier predefined nodes, the model is split into several subsystems (Fig. 7,
left). Between the subsystems, an RDFT process with the FT-coefficients gained in
a previous step can be performed (Fig. 7, right).
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Further details for the FT-blocks and the connecting procedure of the subsystems
can be found in [5].

The final system architecture of the FT-model is presented in Fig. 8 (left). By
means of this applied method a further advantage arises. Each subsystem is now
available as an independent system. The numeric solution of each subsystem can,
therefore, be chosen individually. For an optimization of the overall computation
time, an optimal combination of implicit and explicit solvers can be chosen. By
clustering, the potential of the computation time can be used more efficiently
(Fig. 8, right), which brings an increase of up to 400 % compared to a solution with
a single explicit solver.

A model of this same kind has also been developed in a MATLAB/Simulink
environment. Unlike the modeling method in GT-POWER, splitting the model into
subsystems is not necessary in MATLAB/Simulink, since a flow solver such as
Navier Stokes does not exist.
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4 Stationary Behavior

Figure 9 shows the pressures for all four nodes for the stationary operating point
n = 2000 RPM, IMEP = 10 bar. Theoretically, any number of orders can be stored
in the model. However, an increasing number of computing operations increases the
computation time. In order to minimize the computation load, the number of orders
for each node is being limited so that for all operating points of the engine map a
minimum coefficient of determination of 95 % is always guaranteed. Node
‘Cylinder In’ constitutes an absolute maximum number of orders in its extreme
engine map range of 19.
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For the calculation of a stationary operating point inside or outside the range of
embedded data points or for transient simulations, the determination of the Fourier
coefficients will be done by a two-dimensional interpolation of the input parameters
(engine speed and adjacent mean pressure).

For an evaluation of the interpolation quality, two exemplary operating points
for a complex pressure pulsation of the cylinder intake pressure with a gap of
1000 RPM in engine speed and 390 mbar in mean pressure were chosen. The two
left graphs in Fig. 10 show the interpolation for the determination of phase and
amplitude information for a number of orders.

The result in pressure pulsation from the interpolation of the Fourier coefficients is
shown in the right graph. As evidenced, this methodology demonstrates an agreement
in results compared to the original pressure curve at 1500 RPM, see dashed line.

The coefficient of determination is at R2 = 72 %. As a comparison, the dotted
line represents the average of the two pressure curves of the boundary operating
points, that leads to a much lower determination coefficient of R2 = 48 %.

In conclusion, it can be stated that due to its physical character, an interpolation
of the Fourier coefficients leads to good quality.1
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Fig. 10 Interpolation quality of Fourier coefficients

1Storing a pressure curve over crank angle (gained either from an engine test bench or from a
1D-engine model) would require a high data volume (comparison for one operating point: pres-
sure curve (PC): With a resolution of one data point per crank angle = 720 data points,
Fourier-Method (FM): amplitude + phase = 2 data points per order; ratio for 5 orders:
PC/FM = 720/10 = 72.
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5 Transient Behavior in the Time Domain

The transient behavior with particular attention to a changing engine speed repre-
sents a challenge for the FT-engine model in the time domain.2

With a steady3 change in speed among a cycle, the angular frequency changes
continuously. The following problems arise:

The DFT only transforms a finite number of N samples, which by definition
serves as a tool for periodically and synchronously sampling. For a function in
spectral domain, no temporal resolution is made. This means that the Fourier
transform only provides interpretable results as long as the spectral composition
remains constant over time [6].

With changing engine speed in transient mode, the periodic duration of a cycle is
not foreseeable. A signal, calculated by the IDFT, containing spectral compositions
gained from a periodic signal (orders of constant angular frequencies) would get
clipped at a wrong position where the function has not yet reached or has already
passed its full periodic length. The function, therefore, would become unsteady.

In practice, nonetheless, there are different methods to turn non-periodic func-
tions into periodic ones of a finite window length.

Harris [7] gives a good overview of window functions for discrete Fourier
transforms. They allow non-periodic functions to flush with the edges of the period
by multiplication with pre-defined orthogonal functions. A disadvantage of this
method is that potentially important orders may get eliminated which might distort
the pressure around its edges and take a negative impact on the current pressure
gradient.

Another method often applied to create a periodic continuation of a function is
called “zero padding”. The number of samplesNwith the sampling timeΔt1 =ω/N can
get transferred into a higher sample numberM >Nwith the sampling time Δt2 =ω/M.
This essentially means there are M-N zeros added on N samplings in the frequency
domain [8]. Hence, in the time domain, the periodic function gets stretched.

The subject area of non-stationary classes provides a third alternative. Those
procedures are applied to add a temporal resolution to spectral components such
that a “spectral dynamic” can be considered. The spectral representation is thereby
formed into a function which, in addition to the angular frequency, also represents a
temporal change of the output quantity. Methods such as short-time Fourier

2For an angle-based DFT calculation the respective problem does not occur.
3A jump in speed, for example starting from the characteristic frequency to a multiple of this
frequency, would still let all spectral components finish the period. Within the framework of this
application, this case would never take place due to material inertias.
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transformation (STFT) [9, 10], modification of the Fourier integral [11],
wavelet-transformation [9, 12–18] or filter bank analyses [19–22] are commonly
used.

For all three variants, the period length of the signal to be transformed needs to
be known in advance. Besides this, some additionally required modeling steps
would make the application more difficult and affect the already critical calculation
speed in transient mode adversely. For the third variant another problem arises,
since a transient speed in a work cycle can never be predicted—it can have an
infinite number of shapes.

In the following, this paper proposes an approach that fulfills the transient
demands satisfactorily.

Considering a changing engine speed during a work cycle, an equivalent,
time-specific cycle duration over 720 °CA can be calculated by the following
integral:

Tcyclet ¼
Zu¼720

0

1
6 � n uð Þ du ð10Þ

On the assumption of a linear speed gradient starting from n0, the time-specific,
average period length is expressed with:

Tcyclet ¼
Zu¼720

0

1
6 n0 þ Dn

720u
� � du ð11Þ

Solving the integral for a full cycle, the solution is:

Tcyclet ¼
120
Dn

ln 1þ Dn � u
720 � n0

� �����
u¼720

¼ 120
Dn

ln 1þ Dn
n0

� �
ð12Þ

A respective, time-specific, mean engine speed over a cycle is obtained by:

�ncyclet ¼
120
TASPt

¼ Dn

ln 1þ Dn
n0

� 	 ð13Þ

The question that arises initially is: To which extent do changes in engine speed
among a cycle generally take place during a drive movement?

By way of example, the WLTC has been run in a longitudinal model environ-
ment. The acceleration section in Fig. 11 shows that a maximum change in speed of
Δn/cycle = 100 1/(min · cycle) during up-shift events may take place. This happens
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while the torque converter is actively regulating the speed difference between drive
and output. Among the examinations, the order of 100 has proven to be indepen-
dent from any driven cycle and therefore serves a good estimation in general.4

The logarithm from Eq. 13 is not legitimate for the argument zero, hence, for a
cycle with no speed gradient. Applying a series expansion with the following
formula

ln 1þ xð Þ ¼
X1
i¼1

ð�1Þiþ 1

i
� xi ð14Þ

provides the continuous function:

�ncyclet ¼
Dn

ln 1þ Dn
n0

� 	 ¼ Dn

Dn
n0
� 1

2
Dn
n0

� 	2
þ 1

3
Dn
n0

� 	3
. . .� 1

n
Dn
n0

� 	n ð15Þ

The series expansion now needs to be limited to a certain order. Examination has
proven a number of only 2 orders to sufficiently render results.

As an alternative, an angle-specific, average speed can be determined when
defining a speed, starting from n0 with a linear gradient dn0

du and tapping its value at
360 °CA.

Fig. 11 Acceleration section
in WLTC

4This value may deviate upwards in case of high differences between gear transmission rations.
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�ncycleu ¼ n0 þ dn0
du

� 360 ð16Þ

With the estimation for low speeds dn0
du and a maximum change in speed

Dnmax = nASPWLTC;max , the following approximation can be made:

�ncyclet n0;min; Dnmax
� � ¼ Dnmax

ln 1þ Dnmax
n0;min

� 	 � �ncycleu for smallDn ð17Þ

Depending on Δn, Fig. 12 displays �nASPt , �nASPu and the respective period lengths
�TASPt , �TASPu for different n0. The marking (Δn/cycle)WLTC,max exhibits that the
approximation in Eq. 17 is legitimate for the engine relevant Δn/cycle area.

Taking a constant, representative speed during a work cycle, there will no longer
be any concern that the speed function might become unsteady at its boundaries.
A transient speed, therefore, is formed by a sequence of single, stationary cycles of
constant speeds ncycleu .

Fig. 12 Temporal- and
angle-specific, mean period
time and speed
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For a validation of this method, a transient simulation has been performed. Both
engine speed and load are increased at the same time. The resulting exhaust
pressure p3 is compared to the one from a 1D-simulation. Figure 13 (top left)
presents the boundaries for the transient simulation. At three different marked times,
the respective cycles are tapped.

Reaching full intake load (p3 const., n increasing)
p3 increasing, n increasing
p3 decreasing, n increasing

The angle-resolved figures (A–C) show that the pressure pulsation calculated
with the FT-model exhibit very good agreement with the 1D-simulation results.

6 Results FT-Model

Compared to a detailed 1D engine model, the computation speed of the FT-model
could be improved by a factor of 350 (real-time factor from 140 to 0.4) at
1000 RPM and by a factor of 133 (real time factor from 252 to 1.9) at 4000 RPM as
shown in Fig. 14. The results were determined on a computer with an i7-2.80 GHz
processor.
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In summary, Fig. 15 visualizes the properties of different model levels discussed
in this paper and highlights the advantages of an FT-model compared to other
model types. The table shows that an FT-model practically forms an optimal
combination of a detailed model and a mean value model with respect to the quality
of results. However, it remains restricted in predictability regarding geometry
optimizations.

7 HIL

With around 30 % of vehicle breakdowns caused by ECU-errors, it proves to be
highly error-prone advice. At the same time, due to growing requirements, the
complexity of its functions keeps growing as well, such that HIL-simulations have
emerged to establish high significance for automotive electronics. For
HIL-simulation, it is important that engine models are implemented providing a
high level of detail. Only then can sensitive functions be tested in a realistic manner
and be detected and improved in case of existing errors [23].

In the previous chapters, within the scope of the FT-model development, many
steps were taken to speed up the computing time of the model. The following
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chapters will show that a strategic model coupling with a HIL-simulator makes it
possible to better harness the CPU power and, hence, leads to further valuable speed
potentials.

The function design for ECU-control functions can be realized by simulation
tools such as MATLAB/Simulink or Stateflow. An overall vehicle model in
MATLAB/Simulink, used in this work, enables an implementation of an FT-model
designed with MATLAB/Simulink or with GT-POWER. The following presents
the second variant.

Figure 16 schematically shows how signal loop is built up, starting from the
model until the ECU is reached. The GT-POWER model is implemented by a
Simulink-S-Function. For the engine model, a so-called model sample rate
(MSR) needs to be predefined, for which three different variants are presented here.
According to a global sample rate (GSR) of 1 ms preset by the ECU (see crossbars),
the engine model can be synchronized with an evenly distributed MSR (0.34 and
0.5 ms) or a maximum sample of 0.67 ms—which is at the limit of the model’s
solver stability. The last one forms no common divisor of the GSR, therefore the
sampling rate is asynchronous [23].

The results of the coupling for variant 2 are shown in Fig. 17. Apart from a few
peaks, the turnaround time (TAT), the time the HIL-simulator needs to perform its
computing process, is always below the GSR of 1 ms for engine speeds up to
2500 1/min. The single peaks can be eliminated during the build-process by a
proper set of the task-priority control [24].

The result for variant 3 is displayed in Fig. 18. By the asynchronous sampling
intervals, the TAT strongly fluctuates between 0.5 ms and 1 ms. This can be
explained by the fact that a larger sampling rate of 667 μs first executes a fast

Signal processing

Variant 1:
Ts,GT,min = 0.34 ms

Variant 2:
Ts,GT,med = 0.50 ms

Variant 3:
Ts,GT,max* = 0.70 ms t

HiL

GT

ECU

1 ms

Signal exchange

3 Samples/ms

2 Samples/ms

2 Samples/ms

Signal transfer

Simulink Ts,Simulink = 1.00 ms

S-Function Ts,S-Func = 1.00 ms

Signal creation

Engine Model

0.3 ms

Global 
Sample Time

0.7 ms

Fig. 16 Model-based coupling strategies on a HIL-simulator

60 A. Mirfendreski et al.



computation, followed by a much smaller sampling of 333 μs, which dramatically
reduces the speed in the second step. The strong fluctuations render this variant not
recommendable.

These results demonstrate that an equally distributed MSR forming a common
divisor of the GSR is essential for a stable communication. A further speed boost,
therefore, can only be reached if the model is set with a larger common divisor of
the GSR. Figure 19 demonstrates this case—the GSR is increased up to a higher
integer (2 ms)—thus, a new greatest common divisor (GCD) of 667 μs is obtained.

The result of variant 5 is presented in Fig. 20. As can be seen, by means of this
strategy, the computation speed of the overall system can thereby be significantly
increased. According to the base configuration (variant 1), this coupling is about
37 % faster on average. This is due to the fact that the model now only calculates
1 sample/ms.
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According to the GSR, however, the ECU also sets restrictions especially for
subsystems that are triggered within a very short time. For this reason, another
variant was investigated (Fig. 21) for which the GSR is brought to a decimal digit.
This method allows a much more flexible and individual coupling between the
model and the HIL. A MSR of 667 μs from variant 5, for instance, runs at the
stability limit of the model solver—only engine speeds of 2000 1/min at maximum
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can be reached before the solver breaks down. Therefore, a smaller MSR with
600 μs is selected, by this, the model is able to run stably. The GSR is set with a
multiple value, namely 1.2 ms.

Figure 22 shows the result of the coupling for variant 6. With an average
advantage in speed of 22 %, compared to variant 1, variant 6 presents the best
compromise. Both the requirements of the ECU with respect to a restricted GSR
and a high model computation speed are brought to their optimum for this variant.

8 Results HIL-Coupling

To summarize, all results in computation speed are once more comprised in Fig. 23.
Variant 1 sets the reference with standard configuration, where the MSR forms a
common divisor of the GSR.

When doubling the GSR, signals are transferred at half rate, which increases the
overall speed by 4 %. The resulting chance now in setting a new GCD for the MSR
to 667 μs increases the overall speed by further 33 % (V. 3).
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By setting the GSR to a decimal digit, it can be individually fitted to a MSR
running at its speed limit (V. 4). Here, a speed potential of still 22 % could be
proven. This value, however, is to be considered individually—depending on
possible potentials, it can turn out to be considerably greater.

9 Summary

In this paper a novel concept for an engine simulation model based on a mean value
model was presented. Moreover, it was possible to generate pressure pulsations
inside the engine air path by means of the FT-concept. The pressure pulsations were
applied using the RDFT method at so-called ‘nodes’, where a pulsating pressure
influences the inner motor behavior. The model still provides high computing
speed, such as a mean value model, and represents pressure pulsations of a detailed
1-D engine model without an explicit calculation.

The simulation architecture was built for two conventional simulation tools:
GT-POWER and MATLAB/Simulink. For GT-POWER the model needs to be
divided into different subsystems—clustering the solvers of each subsystem leads
the CPU power to be used more efficiently, which brings an increase of up to 400 %
compared to a solution with a single solver.

In a next step of this paper, the FT-model was coupled with a HIL-simulator. By
investigating several coupling strategies by varying the model sample rate
(MSR) and the global sample rate (GSR), a favored solution could be found.

By setting the GSR as a decimal digit, it provides much more flexibility for the
coupling process. This makes it possible stretch the MSR to its maximum to obtain
the highest model speed potential. After that, the GSR can be set to the same value
of the MSR or to a multiple of it. By this method, an overall speed boost of 22 %
could be reached, whereas this value can turn out to be considerably greater if more
potential is available.

Besides the possibilities for real-time applications such as HIL, OBD and
function development, the FT-model provides many advantages when imple-
menting in longitudinal dynamic models. Replacing commonly used map-based
engine models, it renders results of higher quality and predictability.

Especially for highly dynamic certification cycles such as the WLTC etc., it will
be of great importance to take effects of the fluid mechanics inside the air path into
consideration.
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Functional Engineering Platform—A
Continuous Approach Towards Function
Development

Christina Stadler and Thomas Gruber

Abstract Over the last years, the developers of vehicle functions faced the
challenge of increasing numbers of control units. This led to more and more
complex network structures inside a vehicle. To be able to develop vehicle func-
tions under these conditions, all relevant aspects for the function under development
have to be considered in the simulation and testing. The methods to satisfy these
challenges are Model-in-the-Loop (MiL), Software-in-the-Loop (SiL) and
Hardware-in-the-Loop (HiL) simulation. These offer the possibility to develop and
test a function in its relevant context inside a vehicle through certain development
phases. With the upcoming strong trend towards autonomous driving the current
methods of function development are not sufficient anymore. On the way to the
ability to drive autonomously, there are many advanced driver assistant systems
(ADAS) to be developed. These involve more and more information about the
environment of a vehicle. In addition to data from sensors there will be data from
other road users and the surrounding infrastructure that influence new vehicle
functions via so-called Vehicle-to-X (V2X) communication. Additionally,
the vehicle will be able to receive information out of a backend system, like
cloud-infrastructures, via wireless local area network (WLAN) or mobile commu-
nications. As a result in the future the complexity will not be limited to the net-
working of control units inside a vehicle, but vehicles will be cross-linked among
each other, with their environment and with the world. This ongoing progress
makes it inevitable to develop a new approach towards function development for
the automotive industry.
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1 Introduction

In the future there is not just the increasing number of networking control units
within one car, but there will be many cars networking in a traffic scenario. Besides
that increasing complexity there is a second challenge the functional engineering
aims to overcome. The number of functions that have to be developed and tested
will increase rapidly in the near future. That rise will not be manageable by driving
tests or domain specific test platforms anymore. Therefore, a generic approach is
necessary to reduce the effort to a minimum. That approach is called Functional
Engineering Platform (FEP) by Audi. In this paper, the technical approach to the
future functional engineering by Audi and a basis for the definition of the time
synchronization approach for the FEP will be presented.

Chapter 2 introduces FEP as the answer to the upcoming challenges at Audi.
Chapter 3 gives a short introduction into the technical aspects of FEP and defines
terms, that are used in the following chapters. On the way to autonomous driving,
there will be more and more safety and timing critical vehicle functions to be
developed. Functions of that sort require a specific approach on testing. Chapter 4
shows the necessity of a time synchronization mechanism for the engineering
platform. The requirements the mechanism has to meet are derived from the use
cases of FEP. Afterwards, conceptual questions concerning the mechanism are
introduced and possible answers are discussed.

2 Audis Answer to the New Requirements

The AUDI AG launched the project “Functional Engineering Platform (FEP)” to
face the upcoming complexity in function development resulting out of the
increasing networking of vehicle functions. This networking of vehicle functions
does not only imply the communication of control units inside one car, but also
implies the communication between vehicle functions of various cars, present in a
specific scenario. This constellation leads to much more dynamic situations con-
cerning the context of signals a car and its functions are situated in. Thus, it is not
enough for the function development to simulate all technical components of a
vehicle that interact with the function under development. Additionally, the envi-
ronment of the vehicle carrying the new function and all other road users interacting
with that vehicle have to be simulated. As a result the scope of the simulation and
the containing models will have to be significantly extended regarding the function
development. The key factor and base for the development of highly networking
vehicle functions over the limit of one vehicle is the simulation of the environment.
That includes the road topology, the infrastructure, the other road users, even the
buildings and trees. Additionally, all information channels a vehicle function uses
have to be represented in the simulation. On the one hand there are sensors, on the
other hand there is the communication between vehicles and between vehicles and
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infrastructure. All those sources of information about the environment have to be
emulated in simulation models. For example models of vehicle-to-vehicle (V2V)
and vehicle-to-infrastructure (V2I) communication based on different technologies
have to be available. As an example, this could be a connection of a vehicle to other
vehicles or to mobile phones of cyclists or pedestrians. Another possible commu-
nication is the one with a server backend system, located anywhere in the world, or
with road side units in the surrounding of a vehicle, like traffic lights. That com-
munication cannot be modeled with the common physical methods, because it
derives from another domain, the information technology. These models have to
represent the following elements the V2X communication consists of:

• Content of the packets sent via the V2X communication
• Protocols defined by standards
• Propagation phenomena of radio waves

The type and the sending frequency ofmessages sent via aV2Xcommunication are
defined by standards. The type, the sending frequency and the content of a message
depend on the scenario the sender is located. Additionally, there are standards that
define the protocols which realize the communication technology. That protocol stack
is defined for different regions in the world. The basis is the standard for wireless local
area network (WLAN) communication [1]. In the USA the protocol stack is called
wireless access in vehicular environments (WAVE) and is standardized by the Society
of Automotive Engineers (SAE) [2]. In Europe there is the intelligent transportation
system access layer for the 5-GHz band (ITS G5), standardized by the European
Telecommunications Standards Institute (ETSI) [3]. The third aspect, that completes
the simulation of a V2X communication, represents the propagation of radio waves. It
strongly depends on the environment of a communicating vehicle. For example
buildings shadow radio-signals. Depending on the building the shadowing can result
in a failure of the communication. Evidentially, there is a locked dependency between
these two worlds the computer science, that defines the communication possibilities,
and the physical environment, that forms the actual exchange of information. The
simulation has to combine those worlds in a realistic way. That requires newmodeling
methods besides the common physical ones.

Besides the wider scope of the simulation for function development, a second
big advantage the FEP will offer is a continuous approach towards function
development over the whole V-model and through all collaborating departments.
A vehicle function can be influenced by many parameters resulting out of various
domains, like mechanical and electrical engineering or computer science and others.
There is a variety of specific tools, where each is most suitable for one domain. As a
result, if the function under development should be simulated in the context of all
its input and output parameters, there will be models designed in many domain
specific tools involved in one simulation. Each of these models can be delivered by
a domain specific department. In the past, that process made it necessary for the
function developer to redesign the received model in his preferred engineering tool.
That implies that the developer has knowledge of the foreign simulation tool, its
programming language and an in-depth understanding of all models contained in
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his engineering environment. That means a Hardware-in-the-Loop test engineer
needs to have a profound knowledge about around 70 models. Besides that, this
approach results in operational overhead and additional costs that produce no added
value. The project FEP delivers a technology based on the so called FEP Library,
that allows the coupling of various widespread engineering tools. For the function
developers this possibility leads to the advantage that they are able to work in their
preferred tools and programming languages. In the end, the technology saves
unprofitable effort and that means it saves money. The FEP Library delivers a
generic communication interface between participants of the simulation network.
These participants not always have to be tools and models. Also hardware like a
real control unit can be part of a simulation network based on the FEP Library. This
technology allows the coupling of models, software and hardware. That approach
supports the reuse of models to set up development and test environments through
the whole V-Model in the development process.

3 Introduction to FEP

3.1 Definition of Terms

To define some FEP specific terms, Fig. 1 shows an exemplary FEP System from
the hardware view and the corresponding logical view. The exemplary real system
on the left side consist of three computers building a network based on Ethernet.
One of these computers is a laptop, on which the engineer develops the vehicle
function. One PC runs the simulation of the virtual environment and another one

Fig. 1 Exemplary FEP system: real system (left) and logical view (right)
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runs the simulation of the physical models representing the vehicle that moves in
the virtual environment and carries the function under development.

This exemplary FEP System is designed that way that one simulation tool runs
on one separate hardware. That does not necessarily occur in a productive system,
but it simplifies the definition of terms. The FEP System in Fig. 1 consists of three
FEP Elements, which are allocated to separate computers and communicate over
the FEP Bus. As already mentioned, the project FEP delivers the FEP Library to
couple simulation tools. That library summarizes all features of the FEP and is
accessible over a C++ application programming interface (API). To build a FEP
Element the FEP Library hast to be integrated into a simulation tool or model.
If FEP Elements are allocated to various computers, these are connected via an
Ethernet network and exchange data over the logical FEP Bus.

3.2 Co-simulation

The FEP Library is not designed as a runtime environment. That means it does not
execute any models or compute anything by itself. It enables various engineering
tools to communicate with each other in a very autonomous way over a generic
interface. A requirement caused by the distributed concept of FEP in combination
with the possibility for co-simulation is a synchronization mechanism.
Co-simulation means there are at least two simulation tools running at the same
time, that require current simulation data of each other. Therefore, the exchange of
data between two or more tools requires a coordination. Depending on the use case
of a FEP System there are different suitable mechanisms. Two main use cases can
be defined:

• Simulation of not timing critical vehicle functions, for example functions con-
cerning the comfort or engine control

• Simulation of timing critical vehicle functions, for example functions con-
cerning the safety or some ADAS functions

The synchronization of a simulation system to develop not timing critical
functions can be reached by an event-driven approach. A suitable example for that
use case is a mechanism called High Level Architecture (HLA). That synchro-
nization approach was designed by the Defense Modeling and Simulation Office
(DMSO) for the U.S. Department of Defense and standardized in the year 2000 [4].
Reid published an evaluation of HLA, that points out the possibilities and limita-
tions of that approach [5]. There are many parallels to the concept of FEP, that
make the HLA suitable as an event-driven synchronization approach. HLA is able
to synchronize both event- or time-triggered simulators. It is based on the publish
and subscribe paradigm, wherein persistent data is handled as objects similar to
object-oriented programming languages. Reid proofed that it is possible to imple-
ment the HLA mechanism with the programming language C++, but it is not
possible to integrate hardware in a system synchronized by HLA. The second
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disadvantage of HLA is that there is no constantly advancing time. For that reason it
is not possible to develop and test timing critical vehicle functions with that
approach. The aim is to serve an additional approach on the synchronization of a
FEP System with the focus on time sensitive vehicle functions. The mechanism will
be based on a constantly advancing time over the whole simulation system. That
approach should also be suitable for FEP Systems with real time operating hard-
ware included.

4 Synchronization for Time Sensitive Functions

4.1 The Necessity of Time Synchronization

A simulation network based on the FEP Library does not have to, but can consist of
more than one computer with simulation tools running on it. That possibility brings
a technical issue with it that has to be solved. A personal computer contains a clock,
that increases its time by tics given by the frequency of an oscillating quartz.
A quartz is a natural product, so there never will be two absolutely identical
quartzes available. That fact causes differences in phase and frequency over all
computers and results in different behaving clocks [6]. If there are two computers in
a FEP System simulating models and exchanging data, they have two different
clocks drifting apart because of their quartzes. That drift results in two different
internal times of the computers and causes different simulation times. This fact
causes problems in the development of time sensitive vehicle functions. If the
models have different understandings of the current simulation time, it will result in
a wrong reaction or a reaction at the wrong time of the function under development.
In the end, this issue leads to the fact that time sensitive functions that have to show
a reaction at a specific point of time cannot be developed with that engineering
platform. On the way to autonomous driving, more and more time sensitive and
concurrently safety-critical functions will be developed. If the functional engi-
neering platform aims to face the future challenges of function development, it has
to have a synchronized simulation time over all participants of the simulation.

For example all vehicle functions concerning the phase immediately before a
crash happens are time and safety-critical functions. These functions are intended to
reduce the consequences of accidents that are not preventable any more. This task
results in a very small range of time within that the function has to finish its action.
Safety-critical functions cannot be developed and parameterized in real test drives
due to the risk of injury. That is one of the use cases the functional engineering
platform is intended for. Besides the development of safety-critical functions in the
simulation this example includes an additional use case the functional engineering
platform aims to. That is the co-simulation of the environment including other road
users with the function under development. Additionally, all necessary components
of the vehicle that carries the considered function have to be co-simulated. The

74 C. Stadler and T. Gruber



concept of FEP meets the use cases of the future functional development. As
explained, one central precondition for time sensitive functions is a synchronized
simulation time over the whole FEP System.

4.2 Derivation of the Technical Issues

To be able to develop a concept of time synchronization for FEP, all possible use
cases have to be known. Figure 1 shows the derivation of these use cases depending
on the number of participating FEP Elements and on the number and type of
computers the FEP Elements are allocated to.

The three lower grey boxes (see Fig. 2) contain one FEP Element simulated on
one or more computers. The first grey box shows the case where one simulation
runs on one computer. That is a classic simulation where no FEP Library is needed
to couple FEP Elements. The second grey box shows that a single model runs on
more than one computer. That case is meant to reduce the simulation time due to an
increased amount of available computing power, but that is not the aim of
FEP. A special type of that case would be the one shown in the third grey box. That
combination leads to a scenario, where one model runs on more than one computer
and at least one of these is a real time operating hardware. That case does not occur
in reality. These three types are no use cases of FEP and so have not to be
considered for the development of the timing concept. In contrast, the upper blue
boxes (see Fig. 2) all represent use cases of the FEP. The co-simulation of more

Fig. 2 Derivation of possible use cases of the FEP (blue background)
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than one FEP Element allocated on one computer is the simplest use case regarding
the timing aspects. That system contains one clock triggering the simulation time.
As a result it does not need any mechanism of time synchronization. There are two
use cases left that require time synchronization. They are bordered by a red frame in
the Fig. 2. On the one hand that is the co-simulation of more than one FEP Element
on more than one computer. Various computers lead to various clocks drifting
apart. On the other hand that is the co-simulation of more than one FEP Element on
more than one computer with the addition that at least one of these computers is a
real time operating hardware. In that case the progression of the simulation time
regarding the whole FEP System is restricted to the computing time of the real time
hardware, that is the wall clock time.

As a result the concept of time synchronization has to enable two types of FEP
Systems:

• Co-simulation on various computers
• Co-simulation on various computers including at least one real time operating

hardware

Figure 3 shows the ordinary portfolio of simulative development and test
environments for vehicle functions. These are classified by the two identified types
of time synchronization relevant FEP Systems (see Fig. 2). As a result, if FEP is
able to support those two use cases, consequently the common engineering envi-
ronments for vehicle functions can be implemented based on the technology of
FEP.

Model-in-the-Loop systems are realized as a pure co-simulation. Hardware- and
Vehicle-in-the-Loop systems contain at least one real time operating component by
definition. Software-in-the-Loop systems can be realized as both co-simulation with
or without real time operating hardware. That means the real software code of a
function can be implemented as a virtual electric control unit (vECU) computed on
an ordinary computer or on a real time operating hardware. The concept of FEP is
suitable to realize all these systems, that serve various stages of the functional
engineering. As a result the FEP Elements with their generic interfaces can be used

Fig. 3 Mapping of the ordinary portfolio to the use cases of FEP
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through the whole simulation based development cycle of a vehicle function. That
fact represents the big advantage of the FEP as a platform for continuous
engineering.

4.3 Time Synchronization of the FEP

There are two possible ways to achieve a synchronous communication within a
simulation allocated on more than one computer. One way allows a synchronization
by events without a constantly advancing base of simulation time. A possible
approach of that type has already been discussed in Sect. 3.2. The ability to analyze
timing behavior of vehicle functions under development requires a common base of
simulation time within a FEP System. In that case, time synchronization over the
participating computers is the prerequisite for the synchronization of the commu-
nication between various FEP Elements (see Fig. 4). Those mechanisms must not
be mixed up. It is not suitable to have one central base of time at the hardware level.
There also has to exist one common simulation time over the whole FEP System to
reach a communication based on a common understanding of time. Additionally,
there has to be a mechanism to synchronize the exchange of data on the basis of a
common time inside one FEP System.

Requirements
The concept for a time synchronization mechanism has to be developed based on
functional and nonfunctional requirements. The use cases of FEP define functional
requirements:

• Co-simulation as fast as possible and in wall clock time
• Accuracy
• Robustness
• Minimal load of processing
• Minimal data traffic

The nonfunctional requirements and additional functional ones have to be
determined by the developers and users of FEP:

• Minimal costs
• Minimal configuration effort

The two use cases of FEP, that are detected in Fig. 2, make basic functional
requirements obvious. The mechanism for time synchronization has to be suitable
for variable concepts of the simulation time. That includes the following both use
cases. The simulation system runs as fast as possible for a pure co-simulation or it
runs in wall clock time for a co-simulation with at least one real time operating
hardware participating. As a result the mechanism has to be modular concerning the
speed of the simulation time. A further functional requirement is the maximum
permitted difference of the clocks at the runtime of a FEP System. That value is
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defined by each specific use case depending on the function under development and
on the development phase. Additionally, the concept of the time synchronization
has to be robust against loss of time source and timing data packets. Two more
functional requirements exist regarding the process of the synchronization. During
the runtime of a FEP System the load of processing and the data traffic concerning
the synchronization have to be as minimal as possible. That is an important
requirement to make sure that for every FEP System a high available data
throughput can be guaranteed. Nonfunctional requirements are minimal costs to
implement the synchronization mechanism on a FEP system and minimal opera-
tional effort for the configuration of the mechanism.

Conceptual aspects
To define the most suitable time synchronization mechanism for FEP several
questions regarding conceptual aspects have to be answered.

1. What is the source of the common time and who takes responsibility for it?
2. How does the distribution of the common time occur?
3. On which layer of the system is the common time located?
4. How does the synchronization happen during runtime?

There are three possible ways to face the question about the source of the
common time.

• Coordinated Universal Time (UTC)
• Clock of a computer, that runs FEP Elements
• Clock of a separate time server

The Global Positioning System (GPS) signal delivers a very precise wall clock
time, the Coordinated Universal Time (UTC). It is well suited for a FEP System
with real time operating hardware involved. A disadvantage of that approach is the
necessary hardware to receive the GPS signal. Another possible provider of the
common time is the internal clock of a computer inside a FEP System. That
computer may be a participant of the system carrying FEP Elements or a separate
participant that exclusively provides the common time. The latter option provides a

Fig. 4 Relation of synchronous time and communication
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computer, that has no processing load generated by the simulation, but it would be
the only source of time. That fact causes a weaker robustness compared with a
higher number of possible sources. Concerning that requirement, a general partic-
ipant that is able to transfer its responsibility to any other participant of the FEP
System is the most robust option of these three ones. In the following this approach
will be named as the spread source approach.

If there is a source of the common time in the FEP System, there has to be a
defined way for the distribution of the reference time. One possible way is that the
participant that holds the common time constantly triggers all other participants in
the system. That causes high data traffic on the FEP Bus. In contrast a periodic
signal inherent in the system could operate as a trigger, but the existence of that
signal cannot be guaranteed in all use cases. The third approach is a compromise
concerning the accuracy and the data traffic. Every participant of the system carries
its own clock that gets synchronized as soon as necessary. The participants have to
communicate to compare their current time. With a learning algorithm that com-
munication might be reduced to a minimum load. Additional there lies a high
robustness in the system. If that approach gets combined with the spread source of
the common time, the simulation keeps on running even if a time delivering par-
ticipant gets lost for any reason.

The accuracy of a synchronization mechanism depends on its implementation in
the system. The sourcing of time can happen at the processor of the network
interface card (NIC) or at the central processing unit (CPU) of the computer. The
first approach requires the support of a specific hardware, but it enables a higher
accuracy of time synchronization. A common NIC collects data and transfers it
accumulated. That process consumes time. As a result the FEP Library, which runs
on the CPU of a computer, has no knowledge about the processing in the NIC. If
the requirements concerning the accuracy of time synchronization are strict enough,
the processing time in the NIC is not negligible. That requires a special NIC that
supports the synchronization. The same applies to a network switch. They also have
to support the synchronization to reach higher accuracy than without special
hardware.

A central aim for the operational synchronization mechanism is to cause as less
load of processing for the participants and as less data traffic in the FEP System as
possible. Therefore a synchronization mechanism has to be chosen, that matches
these requirements during the runtime of the simulation.

Evaluation of time synchronization approaches concerning the functional
requirements
The two most important mechanisms for time synchronization are discussed here,
the Network Time Protocol (NTP) and the Precision Time Protocol (PTP). Table 1
shows an overview of the evaluation of these two approaches on time synchro-
nization concerning the functional requirements.

Characteristics of NTP
NTP does not focus on local area networks (LAN) it also enables synchronization
via the Internet [7]. Hielscher shows an offline synchronization approach with NTP
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under the support of a GPS receiver [8]. That approach points out the possibilities
of NTP, but it does not meet the requirements concerning the time synchronization
of FEP. Because of closed-loops within FEP Systems the time synchronization has
to be done during the runtime, that means online. That approach ensures that causal
relations within a FEP System are correctly represented. Under optimal conditions,
that means in simple networks, NTP enables a precision of the time synchronization
of tens of milliseconds over the Internet [9]. Even if these conditions could be
guaranteed for every FEP System, tens of milliseconds would not be accurate
enough for time sensitive and safety-critical functions. For example functions of
autonomous driving require an accuracy in the range below one millisecond. That
necessity can be proved by a simple calculation: If the difference of two clocks is
100 ms and the vehicle in the simulation drives 100 km/h, there will be an inac-
curacy of 2.78 m in the simulation. That is far too much difference for safety-critical
functions. If the difference of two clocks is 1 ms, that will be an inaccuracy of
2.78 cm in the simulation. In the case of a lane keeping assistant 2.78 cm on both
sides mean an inaccuracy of 5.56 cm. That example makes evident that an accuracy
below one millisecond is crucial to get reliable results out of a simulation. As a
result the synchronization by NTP is not precise enough for the FEP. Another
characteristic of NTP is the fact, that it needs an external time server. The reference
signal might be received via the Internet or via the PPS API [8, 9]. An external time
server, like a GPS signal receiver, has to be connected via the API. That approach
only will be robust against the loss of the common time, if there are more than one
time server available for the FEP System. Under certain conditions NTP is sufficient
for long-term tests based on FEP. For the synchronization process only two mes-
sages are needed. The client sends a request message to the server, which answers
with one response message [8]. That causes a little less data traffic than PTP (see
Fig. 5). NTP calculates the offset of clocks by simple mathematical equations. As a
result the appropriate processing load is low.

Characteristics of PTP
PTP, standardized by the Institute of Electrical and Electronics Engineers (IEEE),
provides a protocol for local area networks based on Ethernet with the focus on the
precision of time synchronization [10]. It is designed to support multicast com-
munication over a direct connection or switches. These properties meet the char-
acteristics of a FEP System. The implementation of PTP defines the achievable
accuracy. As pure software code PTP reaches an accuracy similar to the accuracy of
NTP, with the appropriate hardware support it reaches an accuracy in the range of

Table 1 Evaluation of NTP
and PTP concerning the
functional requirements

NTP PTP

As fast as possible and wall clock time + +

Robustness + +

Accuracy – +

Minimum load of processing + +

Minimum data traffic + –
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microseconds. The latter approach meets the requirement of an accuracy below one
millisecond for the development of autonomous vehicle functions. The Best Master
Clock Algorithm (BMCA) detects the participant, which is best suited for the role
of the time master. That algorithm gets executed every time the topology of the
network changes. That meets the requirement concerning the robustness of a time
synchronization mechanism. Every participant of a FEP System has the possibility
to be the time master. The responsibility changes, whenever a participant exits the
network. Four messages are needed to calculate the offset between master and slave.
Figure 5 shows the sequence of those messages. In contrast to a continuous trig-
gering signal that approach creates less data traffic. PTP causes low processing load
by the calculation of the offset, just like NTP.

Evaluation of NTP and PTP
There are three functional requirements in respect of which the characteristics of
NTP and PTP differ from each other. That are the robustness, accuracy and the
minimum load of data traffic. The robustness is a requirement, that is decisive for
long-term tests. Especially on HiL test rigs long-term tests over a few hours or even
days occur frequently. In these use cases the robustness of a time synchronization
mechanism is crucial. If an error only gets detected after hours, when the test
finished, a high amount of time and money will be lost. That example shows, that a
robust synchronization mechanism is important for the FEP. Due to the BMCA,
PTP provides the required robustness. If a time master gets lost in a FEP System
synchronized by PTP, another component will become the time master. That
mechanism is available for both use cases concerning the simulation time: As fast

Fig. 5 Sequence of synchronization messages [10]
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as possible and wall clock time. The BMCA does not differentiate whether the
common time derives from an external source, like the GPS signal, or form an
internal one, like the clock of a computer. NTP also provides mechanisms to ensure
robustness against the loss of time servers. Both PTP and NTP meet the require-
ment for a robust time synchronization.

As mentioned above, NTP does not reach the accuracy of time synchronization
required by FEP. The achievable accuracy by PTP depends on the implementation.
Therefore, higher demands concerning the accuracy lead to increasing costs caused
by the necessity of specific hardware. There is the possibility to synchronize by PTP
without hardware support, but many use cases may require an accuracy that can
only be reached under the usage of specific hardware.

As mentioned in the characteristics of NTP and PTP, there is a higher load of
data traffic caused by PTP than by NTP. The robustness can be ensured by both
approaches, but the required accuracy can only be provided by PTP. The require-
ment concerning the accuracy is more significant than the load of data traffic.
Additionally, PTP implies two more degrees of freedom than NTP, so that there are
more possible concepts of a FEP System. That degrees of freedom refer to the
support of the synchronization by special hardware and the usage of an external
time server. Both is possible, but not urgent for PTP. Nevertheless it is advisable to
set up a FEP System with NICs and Ethernet switches that support PTP and with an
external time server, like the GPS signal, to achieve high accuracy. Under these
conditions the advantages of PTP fully benefit the FEP. There are four IEEE
standards grouped under the so called Audio Video Bridging (AVB) that define
prioritizing and synchronizing mechanisms or streaming of audio and video data for
example in LANs. One of these standards, the IEEE 802.1AS, defines a type of PTP
as the mechanism for time synchronization in the mentioned use case [11]. Due to
that standard NICs that support PTP will gain currency. Therefore, the additional
costs for special hardware are expected to decrease. PTP is the solution that meets
the previous detected requirements of a time synchronization mechanism for FEP.

From synchronous time to synchronous communication
PTP is evaluated to be the approach that will provide the synchronous time in a FEP
System. At the beginning of this Sect. 4.3 the difference of a synchronous time and
a synchronous communication was mentioned. At that point, the synchronous time
is established, but the communication still has to be synchronized in a FEP System.
For example, if a HiL is based on FEP, there will be ECUs running parallel to
simulations. The time base of ECUs cannot be influenced by the FEP via PTP. To
reach a synchronous communication under these conditions, a view at the com-
munication inside a real vehicle is useful. ECUs connected inside a real vehicle are
not synchronized altogether. In a FEP System the real constellation should be
emulated, to reach a synchronous communication. The simulations that emulate the
physical and logical processes inside a vehicle, should run exactly in the real time,
the wall clock time, as the correspondent real processes of a vehicle do. That means
the common time base is the wall clock time, that is provided by a GPS signal. At
that point there is no synchronous communication within the FEP System. Models
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that simulate the physics of a vehicle require a high amount of processing power.
The first challenge is to get them computed fast enough. That condition will just be
fulfilled, if the simulation runs faster than wall clock time and delivers the results at
the required point of time. That leads to the second challenge. There must be a
possibility to slow down the simulation, to reach a synchronous communication on
top of the synchronous time.

5 Conclusion

This paper showed that the concept of the FEP answers the future questions about
the development of vehicle functions on the way to autonomous driving. One issue
is the increasing number of time and safety-critical functions that act on a higher
level of automation. Another task the FEP is intended for, are functions based on
data received from other road users. To meet the challenges that arise on the
technical side of that project some further developments are necessary. One of that
technical issues is to achieve a common basis of time for a whole simulation
system. Therefore the most important approaches on time synchronization are
discussed regarding the requirements the FEP use cases imply. It was deduced that
PTP fits the best. It contains a degree of freedom concerning the compromise of
accuracy and costs, which can be used to tailor the synchronization mechanism for
certain use cases. Both PTP and NTP assume the network under synchronization to
be symmetric for the calculation of the offset. That fact has to be considered during
the conception of a FEP System.

After the time synchronization at the hardware level additional questions have to
be answered. How will the common basis of time be available for the FEP System
and its FEP Elements to reach one common basis of simulation time? How will a
synchronized communication be established based on the synchronous time? How
can event triggered messages be integrated in a system based on a constantly
advancing time? These questions need to be answered to guarantee a reliable
functionality of the FEP for the development of time sensitive vehicle functions.
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Efficiently Testing AUTOSAR Software
Based on an Automatically Generated
Knowledge Base

Norbert Englisch, Roland Mittag, Felix Hänchen, Owes Khan,
Alejandro Masrur and Wolfram Hardt

Abstract The system architecture AUTOSAR divides an automotive ECU into
three main layers—application layer, RTE and basic software layer. Due to clearly
specified interfaces, each of these layers and its software modules can be developed
partly or completely by different companies with different tool chains. This pro-
motes competition between companies and enables the hardware independence of
applications, but it also leads to challenges during the integration phase of an ECU,
the mapping towards different ECUs, and the reuse of functions. To ensure a high
quality of AUTOSAR developments, we provide an approach that checks auto-
matically the source code and configuration files of a project before compilation,
i.e., performing static tests. Our approach is independent of the tool chain used and
of the AUTOSAR version. The consistency and AUTOSAR compliance tests are
based on a knowledge base which is filled semi-automatically by our parsers. The
knowledge base contains information about the structure of an AUTOSAR ECU,
i.e., basic software modules, layers, function names and parameters, hardware
information, etc. We create the information by parsing once AUTOSAR
meta-models, base projects and configuration files of the tools automatically. These
inputs provide most of the information, necessary for our tests. Our static tests
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check the consistency between configuration files and source files, validate the
configuration, and parse source files for non-compliant code within the given
AUTOSAR project. Besides a test report, we visualize test results in a graphical
user interface (GUI) which shows the layers and modules of the AUTOSAR pro-
ject. Data for visualization is further provided by our knowledge base. All problems
like inconsistencies or missing modules are visualized by flags on the corre-
sponding elements to support testers and developers finding solutions. Our
approach increases the quality of AUTOSAR projects by detecting inconsistencies,
errors, and non-compliant code with AUTOSAR. In addition, by finding
inconsistencies/errors in an early phase, our semi-automated test approach provides
an optimal basis for the dynamic test of an AUTOSAR ECU supporting and
complementing acceptance tests. Finally, all known AUTOSAR tool chains with
readable configuration files and source files can be integrated with our approach.

Keywords AUTOSAR � Knowledge base � Static test

1 Introduction

Traditionally, applications in the automotive domain were developed for a specific
platform, defined by operating system and hardware (HW). In contrast to that, the
system architecture AUTOSAR [1] defines a function-oriented development
approach. Therefore, applications are developed independent from the hardware.
AUTOSAR (AUTomotive Open System ARchitecture) defines three horizontal
layers—the application layer, the runtime environment (RTE) and basic software
(BSW). The RTE realizes the communication between applications and the con-
nection to the BSW. After mapping the applications to concrete electronic control
units (ECU), configurations containing parameters for hardware drivers, operating
system and tasks of the application for the target platform need to be created. If the
application or a part of the application is migrated to another ECU or another
platform, only the configurations need to be adapted but not the code of the
application itself. Hence, the AUTOSAR approach saves time and resources in a
project, starting with the second development cycle after introducing the system
architecture. Besides the advantages, AUTOSAR creates new challenges for the test
of ECUs. Localizing sources of error in AUTOSAR becomes a problem due to the
large number of modules involved. Moreover, due to the heterogeneous tool
environment a wrong or non-optimal configuration may occur.

The approach in this paper provides a set of static test techniques [2] for all
layers of an AUTOSAR ECU, as displayed in Fig. 1. Static tests do not execute the
test object, but they analyze it. The test cases are independent from the used tool
provider and can be defined for each AUTOSAR version separately. The test cases
are dependent on a database, which stores abstract AUTOSAR knowledge. This
database can be filled automatically by our project parsers for the most parts.
Manual changes in the suggested AUTOSAR database can be done additionally.
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We have integrated our approach in a tool for static and dynamic test of AUTOSAR
systems. The workflow for generation and execution of dynamic test sequences of
AUTOSAR systems is explained in [3]. This tool was used successfully for dif-
ferent developments of our Automotive Demonstrators.

2 State of the Art

Independent from the system architecture, an efficient combination of static and
dynamic tests is important to enhance the quality of the development. Static test
techniques will mainly support the developer during the development process.
Dynamic tests will check the functionality in a later development phase, when the test
object is executed and compared to the specification. Especially commercial tools are
providing static tests for configuration of different AUTOSAR layers. But these test
cases are mostly company-specific and cannot be used, if the developer team changes
the provider in the tool chain, like shown in Fig. 2. Realistic changes could be the
basic software, the RTE generator and the application architecture tool. This effect is
increasedwhen parts of the application are integrated into projects using other tools or
when an application is reused after many years.Moreover, due to tools which are used
for programming or configuration of one AUTOSAR layer, errors may occur after
integrating the layers to one system. Therefore, static tests which consider more than
one layer are needed for quality enhancement. Other approaches, like in [4], an
abstract test pattern is introduced for testing where aspects are classified which serve
as base for the test pattern. Here, the interfaces of the SWCs are statically tested.
Besides the application and their SWCs no other modules are statically analyzed and
only some basic softwaremodules are tested in a simulationmodel. [5] describes some
methods for testing AUTOSAR software components. The approach concentrates
only on the application layer. Some static test methods are also described. In general
they check the code against theMISRA-C rules in their proposed approach. But BSW
modules are still not checked at all. A common approach for static test of a complete
AUTOSAR system is again required.

Fig. 1 Abstract workflow for test of AUTOSAR systems

Fig. 2 Exchange of an AUTOSAR tool results in a new set of static tests
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3 Static Testing of AUTOSAR Systems

The approach in this paper focuses on the quality improvement of AUTOSAR
systems by static testing. These static tests are independent from the used tool
provider and target platform. Moreover, our test cases can be defined for different
AUTOSAR versions. Therefore our approach contains an AUTOSAR knowledge
base which consists of architectural know-how, created mostly automatically by
parsers. Our static tests analyze source code and configuration files for consistency
and compatibility.

Especially the static tests which contain checks for configuration and source files
across different layers are improving the quality of software. Considering that
mostly different tool providers are used for the separated layers, it is obvious that
these checks are necessary. Moreover, changing a tool provider in projects should
not decrease the analysis quality of configuration and source code.

In the following chapters we explain selected examples of the light control of our
automotive demonstrator. This application is implemented in AUTOSAR version
3.1, running on a STM SPC560 [6]. The basic software is an Elektrobit tresos
product [7]. The application development is done with dSpace SystemDesk [8]. The
light control is responsible for the interior and exterior illumination of the
demonstrator. There are several lights which can be accessed by the light control.
While the exterior light control actuates all lights attached to the outside of the car
(e.g., low beam, daytime running light, and indicators) the interior light control
handles the ambient light of the demonstrator. Besides the illumination, some
logical checks are executed. E.g., the indicator switch position is checked. The
indicator switch cannot be in two positions at the same time. Moreover some
sensors are used to realize functions like an automatic light switch which is based
on the environment brightness.

3.1 Static Test for Runnables

As shown in Fig. 3, the runnables in the application layer can be checked. The
implementation of software components (SWCs) is realized by runnables.

Fig. 3 Checking runnables in the application layer
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Runnables are functions which are started by the RTE and can be mapped to OS
tasks. Each SWC consists of a set of runnables which is schedulable. Therefore we
analyze them and check if there are illegal direct calls of other runnables. We do
that by parsing the ARXML file and saving all available runnable names to our
knowledge base. Then we parse the corresponding source files and check if some of
the used function calls are corresponding to known runnable names. Furthermore
illegal calls of basic software functions can be detected by verifying all found
functions with the module interfaces stored in the knowledge base.

3.2 Static Test for Task Definition

When considering the RTE, an important part is correct task mapping of runnables.
This can be a problem if the RTE is changed without adapting the runnable
mapping and hence this part has to be tested. In the first step (1), as seen in Fig. 4,
runnables that are mapped to a specific task are analyzed. This is done by parsing
the RTE calls of a runnable and depending on the RTE generator, specific functions
must also be parsed. In this case, the function call “ActivateTask” specifies the task
that should execute this RTE call. In the present case this is only Task14. The next
step is to check if this task exists in the RTE. This can be verified in the extract of
the “Rte.c” file (2). Here it is checked if the task which was found in the previous
step is bound to a macro. In this case this check would be successful. The last step
(3) would be to check the configuration of the operating system if this specific task
is declared. Therefore, all “DeclareTask” functions are parsed and checked for all
found tasks.

Fig. 4 Checking task definitions in basic software and RTE

Efficiently Testing AUTOSAR Software Based on an Automatically … 91



The test case would fail because no such task is declared. This can happen when
the user replaces the RTE files without adjusting the configuration of the basic
software. The knowledge base stores the distinctive function calls for specific RTE
generators.

3.3 Static Test of Application Data Types

One aspect that is tested in the application layer is the consistency of the used
datatypes. We parse the ARXML file of the system, like displayed in Fig. 5, and
save important information, like datatype definitions, datatypes used by interfaces
etc. In the shown case, the port “IntrLiGreenIn” is checked and from its definition, a
reference to the used interface can be found. The next step involves in checking of
interface definition of the used datatype. Next we check the runnables and deter-
mine if the datatypes that are used match the target. Therefore, RTE function calls
that access ports of a SWC and also the variables that are used in these calls are
parsed. In this case it is recognized that the variable “green” is of type “tuc_bool”
but the corresponding RTE call will return “tuc_uint8”. If any deviations are
encountered, we raise an error message to inform the user. Depending on the
compiler and its configuration, the compilation process can result in a warning.
Thereby, unexpected results can occur during runtime. Detecting or localizing this
kind of error is mostly hard during runtime in the later dynamic test process.
Additionally the datatypes are checked against values from the knowledge base
where compliant datatypes can be found for each AUTOSAR version.

3.4 Static Test of Module Versions in Basic Software

As shown in in Fig. 6, the software version of basic software modules can be
checked. This kind of analysis is part of the static tests for the basic software

Fig. 5 Checking datatype conformity between software components
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(see Fig. 1). This approach checks the module consistency among the basic soft-
ware modules. One part of this check is to analyze version information of the
modules that are part of a project and compare them with our reference basic
software for a specific platform. The reference is stored in our database. If the
analysis encounters deviations we warn the user. This shall prevent unexpected
errors or results. Another aspect checked is the integrity of the basic software
configuration. With the help of the knowledge all necessary modules are verified for
their presence. For example, if it is found that the “Can”-Module is present, but not
the “CanIf”-Module then a warning is raised.

4 AUTOSAR Knowledge Base

The AUTOSAR knowledge base contains all the details of the BSW. Modules
created by different vendors that are particular to a hardware platform or
AUTOSAR version can be included in this knowledge base. Each software layer of
the system architecture, its properties, and contained modules are represented. For
every software module, the dependencies to other modules, respective interfaces
and version details are stored in a SQLite database. We use this knowledge base for
efficient and automated static and dynamic test techniques of our automotive
developments.

4.1 Population of Knowledge Base

As depicted in Fig. 7, the AUTOSAR knowledge base can be populated by dif-
ferent sources. Firstly, the AUTOSAR project is parsed. Since the contents of
project configuration files are standardized, it forms a good data foundation. To
complete this foundation, additional vendor specific file formats can be used as data
source to be parsed for reusable information. In addition to this, a manual data
administration is also featured. Furthermore, extraction of module interface is done
by parsing BSW module source codes. The sequential process of data base popu-
lation can be seen in Fig. 7. Table 1 represents information that is extracted from
AUTOSAR project data, more specifically from BSW modules configuration files.
The files contain general information about the version of a module and its vendor.

Fig. 6 Checking basic software module version in configuration file
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Table also contains the BSW modules’ vendor specific implementation version and
as well as the AUTOSAR specification version. An extract of the tool specific
configuration file of Elektrobits tresos studio is shown in Table 2. These files
contain module related detailed information, like its name and if this module is

Fig. 7 Population sequence of AUTOSAR knowledge base by parsing different sources

Table 1 Details of the AUTOSAR project files for AUTOSAR knowledge base

XML element Description

ArMajorVersion AUTOSAR version of the module

ArMinorVersion

ArPatchVersion

SwMajorVersion Software versions of the module

SwMinorVersion

SwPatchVersion

ModuleID AUTOSAR ID of the module

VendorID AUTOSAR ID of the BSW vendor

Table 2 Descriptions of tool specific configuration for the AUTOSAR knowledge base

XML element Description

label Name of the module

mandatory Obligatory module

allowMultiple Multiple instances of the module are allowed

description Short of description of the module

copyright Module vendor

relVersionMajor Parent AUTOSAR versions of the complete BSW

relVersionMinor

relVersionPatch

target Target platform

derivate Version of target platform
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obligatory, short description and allowance of multiple instances. It also specifies to
which parent AUTOSAR version a particular module belongs to and on which
platform this module is intended to run.

In the first phase of parse operation, the corresponding installation folder of a
BSW configuration tool is analyzed to check for AUTOSAR configuration tem-
plates, tool-specific configuration files and module source codes. Folders with
irrelevant data are ignored through an exclusion criteria provided in a list. After
analysis and parsing of these files, the obtained data is processed. In order to merge
information from various sources, the distinguishing feature of the module name is
used as it occurs throughout. Before the input of data into the database, the BSW
vendor is checked to avoid redundancy. Multiple versions of the same vendor can
exist and are not considered as redundant information. Similarly it is elicited for
HW platforms. After data comparisons, the inputs for modules and their interfaces
are created.

4.2 Schema of Database

Based on the formalization, the knowledge of our knowledge base can easily be
used for visualization of AUTOSAR knowledge. Our visualization is used checking
the data and training for students and developers. As shown in Fig. 8, the database
schema for the basic software is divided into roughly three parts. The green tables
contain information to uniquely identify the BSW modules. The important details
that are required for interfacing of modules in the visualization tool are stored in the
yellow tables. And the third part is the blue tables where detailed information of the
individual modules is populated.

To identify each table uniquely the following tables are necessary:
AutosarVersion, Manufacturer, Platform and Vendor where the first table provides
all the existing versions of AUTOSAR in the database. As the name suggests, the
table Vendor specifies the provider of individual BSWmodules. Table Manufacturer
enlists all existing HW manufacturers and similarly Platform incorporates their
respective HW platform. Information of each BSW module is incorporated in the
following tables: AutosarStack, AutosarBSWModule, AutosarBSWModuleVersion,
BSWLayer, BSWModuleDescription, CHeader, HeaderOfModule,
InterfaceBlob, InterfaceParameter, ModuleInterface, SpecificationBSWLayer,
SpecificationBSWStack, TestType. Basic data of a module like name and version are
stored in AutosarBSWModule and AutosarBSWModuleVersion. The version
information not only includes the software version, but also the AUTOSAR speci-
fication based on which a particular BSW module has been implemented. Textual
descriptions of each module are encapsulated in BSWModuleDescription. The table
CHeader contains names of all header files, whereas the table HeaderOfModule
maintains a list of all the headers that belong to a particular module. Interfaces and
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their parameters can be found in ModuleInterface and InterfaceParameter respec-
tively. The table TestType specifies which interfaces need to be tested and how these
interfaces should be tested.

5 Summary

The presented approach provides comprehensive static tests for AUTOSAR sys-
tems, independent from the used development tools. By using this approach, the
quality of configuration and implementation of an AUTOSAR project can be
increased. Thereby, our technique provides an optimal basis for the following
dynamic tests. The mentioned static test technique supports the development pro-
cess of AUTOSAR systems by analyzing source code and configuration files. To
this end, we proposed creating a knowledge base consisting of interface names and
their corresponding parameters, module names, etc. This knowledge base is created
by parsing existing project folders and manual data management and constitutes the
main contribution of this work.

Fig. 8 Database schema for AUTOSAR knowledge base
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A Method for an Integrated
Software-Based Virtualisation
of System Inputs

Andreas Kurtz, Bernhard Bauer and Marcel Koeberl

Abstract The influence of the consumer electronic industry to the automotive
industry leads to shortened development times for the automotive domain. To keep
up with the competitors and to enable the customer maximum connectivity
demands new ways of testing. On a model based testing approach this paper shows
a software-based virtualisation approach integrated in the distributed system itself
for testing the system. The goal is the virtualisation of the environment as near as
possible to the customers usage behaviour. The approach uses the deployment
information for generating a mapping of the abstract interfaces to the specific
implemented software. The shown approach is described regarding to an
AUTOSAR architecture and has been implemented in an automotive electronic
control unit for validation. A software-based testing approach enables to keep up
with the fast changing development tasks.

Keywords Automation � AUTOSAR �Model based testing � System model � Test
model � Virtualisation

1 Introduction

Vehicle development has become a software-centric approach, because software is
infiltrating every component of the automobile. This change in the automotive
industry is the enabler for innovations. Automotive manufactures have to become
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software developers but still stand at the beginning of the development. To keep up
with the development speed of the consumer electronics industry the software
cycles in the automotive domain have to become shorter. The main question is:
How to ensure software quality when the complexity rises and the development
time decreases?

Often the developer try to reduce development time by using tools or automation
of tools. They use tools instead of methods. What is the main statement out of this:
There is a need to develop methods in combination with tools. Tools are useful for
executing the methods or to support using methods. In the following, the presented
approach shows a new automation method via virtualisation of the user input.

1.1 Model Based Testing

“Testing is a process in which we create mental models of the environment, the
program, human nature and the tests themselves. […] The art of testing consists of
creating, selecting, exploring, and revising models’’ [1]. Based on this definition,
testing is always based on models. Often these models are available but only as
mental models. Model based testing is the key for automation because test cases can
be generated out of the models [2] (Fig. 1).

Fig. 1 Model based testing [2]
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1.2 Test Automation

Test automation is the enforcement of manual activities by machines. This contains
all activities for testing software quality in the development process, in the different
development periods and testing levels [3]. Test automation for software test
improves the quality of testing, because of increasing the reproducibility.

2 The Problem Statement

The development raises several challenges to test automation, for this approach
three were identified as main challenges.

2.1 The System Architecture

The system architectures of actual vehicles is a distributed system. A distributed
system is the merger of multiple embedded systems, respectively electronic control
units (ECU). Referring to the Introduction the car itself is not the product. It is the
networking of car with the environment to enable more functionality and more
comfort. With a system boundary ‘vehicle’, we speak about a distributed system in
1st order. If we add e.g., a mobile device like a mobile phone which is a distributed
system itself to the system ‘vehicle’, and extend the system boundary, these two
become a distributed system 2nd order (Fig. 2).

In the following, the term distributed system includes systems any order. This
trend expands the customer functions beyond the classical system boundaries and
leads to the need of new testing methods.

2.2 Sensors

Another aspect challenging the test methods is the change of sensors. In todays
vehicles, classic switches have almost become obsolete. Displays with touch control

Fig. 2 Embedded and distributed system 1st and 2nd order
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or sensor surfaces dominate the interior of actual vehicles. This kind of sensors
variate in their technology, surface and size, which complicates the test automation.

2.3 Development Speed

New operating concepts are pushing from the consumer industry to the automotive
industry. The consumer industry has a product update cycle at about less than
1 year and forces the automotive industry to keep up. Loosing the connection to the
new networked technology does not mean to be competitive.

3 Related Work

An approach with focus on “automation, modularization and compatibility of all
equipment to do measurement, calibration and diagnosis’’ [4] is the CAN
Calibration Protocol (CCP). The Protocol is used for calibration and data acquisi-
tion. It is realised as a driver with access to the internal ECU memory. This part of
the protocol has an effect on the central processing unit (CPU) load. During a
session using CCP a “continuous logical connection’’ [4] is established to transfer
data from the ECU to the master device (off board test automation).

Figure 3 shows a simplified communication. The command processor allows the
ECU to receive commands from the measurement system. The Data Acquisition
(DAQ) processor is responsible for sending the data list at the appropriate time.
The CCP has the main goal of data acquisition in contrast to data simulation, with

Fig. 3 CCP-Communication [4]
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an open data connection to the ECU. This allows getting access to the driver layer
during runtime but this has an effect on the communication behaviour of the ECU.

Through further development, additional bus systems like FlexRay or Ethernet got
in use in the automotive domain. The limitation of the CCP demands the enhancement
to a new protocol, called Universal Measurement and Calibration Protocol (XCP) [5].
The XCP is separated in the protocol and transport layer. In detail, the communication
of the XCP has two objects, the “Command Transfer Object’’ (CTO) and the “Data
Transfer Object” (DTO). The master (off board) sends a CTO via the communication
paths to the ECU. This CTO is acknowledged by the ECU. The DTOs are used for the
data transfer and provide the event based reading of data.

4 The Approach

The new approach is to virtualise the sensor signals with a software-based solution
for a decoupling of sensors at the hardware interface. The goal is to virtualise the
environmental interaction with the system in shape of software signals. The
approach was developed on a Automotive Open System Architecture (AUTOSAR)
[6] specific architecture (Fig. 4) but can be projected to different architectures. The

Fig. 4 AUTOSAR architecture [6]
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approach enables the test automation of any kind of embedded or distributed
system.

Referring to the model based testing the requirements are the major input for the
system- and test model. The following explains the approach guided at the model
based testing approach.

4.1 System Model to Specific Software

The system model describes the software functionality and is modelled in software
components (SWC). The deployment process in Fig. 5 shows the SWCs connected
with a virtual functional bus (VFB). The VFB does only specify the communication
between the SWCs but not the used technique. At the deployment, the specific
system and the ECU description determine which SWC is deployed on which ECU.
This abstract modelling enables the reuse of SWCs respectively functions and the
optimization for each derived derivate. This information of the ECU and System
description is essential for the automation approach.

(a)

(b)

Fig. 5 AUTOSAR deployment
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At the end of the deployment, every SWC1…n is mapped to one ECU1…m

(HW1…m). The information, which SWC is mapped to which ECU as well as the
mapping of function inputs and outputs, is stored in the ECU description and
System constraint description.

4.2 Test Model to Abstract Test Cases

The test model describes the expected behaviour of the system in the designated
environment. The environment also includes the user of the system. The detailing of
the model depends on the testing level. This can be e.g., a use case model. The
system behaviour has to be described abstract to enable a reuse of the test model
and enables the generation of test cases within the abstract information.

Figure 6 shows and test model example in shape of a state chart. The test model
design follows rules:

• Transitions (representing system input events) contain the abstract interface
information and the system input data

• States (representing system reactions) include the abstract interface and the
system output data.

In summary, with the information of the deployment of the SWCs to the ECUs
and the abstract test cases it is possible to map the abstract interfaces to the specific
implementation of SWC. Using an approach like this has an essential advantage.
Once the test cases are generated and the deployment changes, there is no need in
changing the test cases.

4.3 The Integration of Software-Based Virtualisation

The novelty is an extension of the existing AUTOSAR driver module to get access
at the AUTOSAR basic software (BSW) level. The driver is located in the

Fig. 6 Abstract test model example
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microcontroller abstraction layer (MCAL), Fig. 4. With the help of this additional
interface, a software-based virtualisation at this layer is possible.

The interaction at a low layer allows to reduce the signal types for simulation
and all layers above the driver will be tested as well. This exceeds the chain of
reaction through the system to a maximum length.

With the help of a simple generic SWC called SimAgent, test cases, or better
said signals, can be virtualised via a software solution. This module is integrated at
the abstract system model and will be deployed to all ECUs of the distributed
system. The test case data is temporary stored in the ECU memory and being
executed via the SimAgent. The SimAgent has only a few functionalities to keep it
simple and small. The only mechanisms implemented are stopping mechanisms. In
the case of an error or failure of the system, the execution of all SimAgents can be
stopped immediately. Unlike CCP the approach, no data connection is open during
tests and therefore reduces the influence of additional communication or CPU load.

With the SimAgent as a standardised software component and a gateway it is
possible to simulate (software-based) signals at the driver layer.

5 The Detailed Approach

In the following some details of the implementation and the simulation process are
shown. The Sim module is a merger of three components. Figure 7 shows the
architecture of the Sim module with its components:

• SimAgent is the deployed application SWC executing the test cases.
• SimGW is a gateway module for the connection to the driver layer. This is

necessary to be in compliance with standards.
• DioSim is the additional driver interface to enable virtualisation at the driver

layer.

This module is integrated in the existing AUTOSAR architecture (Fig. 4) and
gets thereby access to the BSW.

5.1 The Implementation of the Additional Driver Interface

The implementation of the driver interface is quite simple. The AUTOSAR driver is
extended with an additional readSimChannel() service. This is specified like the
e.g., original DIO_ReadChannel() service [7] but refers to the virtualised memory
data. Other AUTOSAR driver types do have a similar specification like the digital
input output (DIO) driver [8]. A Gateway (SimGateway) allocated in the complex
device driver is used for the access from the application layer to the driver layer [9].

106 A. Kurtz et al.



5.2 The Implementation of the SimAgent

The SimAgent is designed as simple as possible and operates like a reactive agent.
The behaviour of the SimAgent SWC is leaned on agent behaviour, it receives the
test tasks and executes them without questioning.

5.3 The Simulation Process

The simulation process is shown in Fig. 8. The process describes how the off board
test automation system (SimMaster) interacts with SimAgent of the system model.
It shows also how the mentioned deployment data and test model data flows in.

At the beginning the user (Fig. 8) executes a test case and the following sim-
ulation process steps are:

Fig. 7 Simulation module architecture
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• Init-The SimMaster checks the parameters for executing the specified test case.
It sends an ident to all ECUs taking an active part in the test and demands an
answer of the SimAgents. No answer leads to a stop, because the test case could
not be executed.

• Upload-The test case is send via the available communication path via broadcast
to the system model. The data includes the receiver identifier that the assigned
SimAgent can upload the test case into the memory.

• SetSim-This enables the test case execution at a specified time. This is needed to
synchronise the SimAgents. There is only one timestamp for all SimAgents
because of safety. This helps to avoid uncoordinated late starts of Agents, which
can lead to unexpected system behaviour.

The SimAgent executes the simulation sequences as specified, starting at the
defined timestamp. During this step, the off board system is waiting until the end of
the simulation.

• Evaluate-The evaluation of the system reaction is done with proven techniques
already in use. This is for example automated with a state machine aided
analysis of communication data.

• Report-The SimMaster generates a report for the user.

The automation of the test case execution can also be implemented. This
demands on the off board test automation system.

Fig. 8 The simulation process
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6 Validation

For the validation of virtualised customer input the Sim module was implemented
on a ECU and integrated in a distributed system. For this purpose, a dSPACE
system was used and the corresponding series SWC of the central control element
(iDrive-controller) was recreated. Further, the AUTOSAR driver was extended with
the described interface and connected with the gateway. Figure 9 shows first val-
idation setup to enable functional, performance and quality analysis. The aim is the
testing of the navigation system in the distributed system with automation on the
iDrive controller.

ECU-Test 6.3 (TraceTronic GmbH) is used as off board test automation tool.
This tool supports the import of the test model and automated report generation.
Moreover, a integration of the described process into the tool is realised. The
internal accuracy of the sim module is less than 100 ms resulting in a highly
reproducible system behaviour. The software-based customer virtualisation
approach shows a system behaviour close to the customer use without additional
hardware.

7 Conclusion

This paper shows an approach for virtualisation of the environment in the system
under test itself. This approach improves the testing of the system model functional
logic. One main advantage is the generating of the mapping out of the deployment
process and merging it with the abstract test cases. This method enables flexibility
and reduces test case generating. With the help of the additional software module
and the interface, the specific test sequences can be easily injected in the system
model. This new approach enables the testing of the system model comparative to
the normal customer use.

The simulation itself is realised as a distributed system integrated in the dis-
tributed system. The modules are synchronised via the system time. The Modules

Fig. 9 The test automation structure
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have to upload the test sequence into the local ECU memory that there is no
additional traffic compared to the normal customer use.

The approach has been realised for evaluation and shows promising results. The
method does not depend on a special tooling or a system architecture.
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Part IV
Test Data Generation



Usage Models for the Systematic
Generation of Test Cases with MODICA

Peter M. Kruse and Jörg Reiner

Abstract The choice and determination of suitable tests for modern integrated
hardware software system represent a challenging task. In this work we presented a
new approach using a formal description of the system behavior for automatic test
generation. We rely on usage models based on Statecharts for the automatic
generation of tests. MODICA allows the creation of usage models and thereof the
test generation for complex systems. MODICA helps to reduce expenses in test
creation and helps to decrease system error rate.

Keywords Test generation � Usage models

1 Introduction

The choice and determination of suitable tests for a modern system consisting of
software and hardware is a challenging task. This is especially true for complex
networked system functions, where the test determination can be time consuming
and error prone. In model-based testing, the modeling of the system to be tested is
an essential task after the definition of system boundaries.

The approach taken in this work consists of a usage model, which describes the
system from an outside view and its usage (for example, by user and/or neighboring
systems). The test tool MODICA implements the introduced approach.
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The usage model serves two purposes:

• It provides a compact understandable description of the system (the documen-
tation of system behavior).

• It forms the basis for the test case generation.

Typically, test cases are a sequence of events, i.e. the system to be tested is
stimulated in a defined manner and subsequently the reaction(s) of the system are
compared with the expected values. In typical test environments, each test case is a
concrete scenario and thus accurately describes a sequence of interactions with the
system under test. This means that the creator of test cases considers the relevant
procedures and describes them in the form of test cases.

The more complex the system under test is and the more different interactions
with the system are possible, the more test cases are needed. In real systems this
results in set of all possible conceivable test cases being greater than the number of
test cases that can be written and executed. The aim is to find a minimum set of tests
to be performed, which is suitable to confirm the maturity of the system under test
(SUT).

Rather than creating specific test cases manually in a conventional manner, the
approach of MODICA is to describe the behavior of the system in terms of its
externally visible properties in so-called usage models. The creator of these models
does initially not need to deal with the operational procedures of a particular test,
but describes the system behavior as experienced by the user. A major advantage is
that the model creator can easily be assisted by domain experts. These usage models
will then be used for the generation of test cases [1]. The built-in MODICA
algorithm provides for that the test objectives (e.g. covering the associated
requirements) fully achieved or coverage gaps are identified and thereby optimizes
the amount of test cases. The aim is to achieve a full coverage of the test targets
with the smallest possible number of test steps in the test cases.

1.1 Structure

Section 2 shows, how usage models are created in MODICA (structural and
methodical). In Sect. 3 the usage models are used for automated test case genera-
tion. Section 4 contains a short evaluation.

2 Modeling

Generally models describe the allowed or expected system behavior. The
description consists of states (nodes) and state transitions (edges) (see Fig. 1).

The system is at any time in exactly one state. States usually have a name (label).
As special conditions there is an anonymous start state in which the system initially
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resides (e.g. immediately after powering). In addition, a final state (Terminal Node)
may be defined. When the system reaches this, the execution is completed.

States can be hierarchical, so they contain more sub-states.
State transitions determine the allowable sequence of states of the system. They

can be conditionally restricted (i.e. Guards included), then they can be traversed
only if certain conditions are met. State transitions can be triggered by external
events.

States (and sub-states) are used to describe states of a system which are different
from other states of the system in a perceptible way (e.g. different behavior or
reaction on conditions), and to group complex sequence of events belonging
together in sub-states. Only very simple systems can be modeled in a usage model
with just a single layer. Whenever a system has complex functionality, refinements
in terms of sub-states must have to be modeled.

Test oracles can also be modeled as part of refined usage models.

2.1 Example

The modeling with MODICA will be illustrated using the example of the Adaptive
Cruise Control (ACC). The ACC in a vehicle is a speed control system which
considers the distance to the vehicle driving ahead.

Figure 2 gives the usage model on the up most level. The ACC is initially turned
of, the system is in state Turned off. In the further course the ACC can either be
turned on (Transition turn on) and will then be in state Turned on or the Final State
is reached and the run ends.

The state Turned on is a refined state. The sub-states are given in Fig. 3.
The ACC is initially inactive after turning on, the system resides in inner state

Inactive of the outer state Turned on. The ACC can now be activated (Transition
activate) and will then be in state Active (it is then active). In state active there are
several actions and events, which can be taken or happen. State active also is a
refined state itself.

When the state Active is reached its refinements are always traversed before
further transitions. In our example, we include a simple test evaluation here (Fig. 4).

Fig. 1 Abstract usage model
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Fig. 2 Usage model of ACC with states off and on

Fig. 3 Refined usage model for state turned on

Fig. 4 Test oracle
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In test evaluation, there is an initial decision (state decide other vehicle) whether
there is a vehicle driving ahead (possible outcomes are states none and some). In
each case, the current vehicle speed is checked (states check own speed) with
possible next states smaller, equal, larger. The current vehicle speed is then
adjusted accordingly (states adopt speed, do not change). Then the final state is
reached. This gives the sequence of: Check other vehicle, check current speed,
adjust speed.

3 Test Generation

MODICA uses the test generation technology by Conformiq [1]. The following
coverage criteria [2] are currently supported:

• Selection of requirements and requirements coverage,
• Selection of states and state coverage,
• Selection of transition and transition coverage
• Path coverage.

During generation, the courses through the model are basically selected by the
generator so that the cover criteria are met. If the coverage criteria can not be met,
so not covered by the amount of generated test cases, these are presented separately
to the user.

Requirements: The usage model can contain annotated requirements. These can
be used in test generation to specifically generate test cases covering all require-
ments (Fig. 5).

The test generator tries to generate a minimum set of test cases covering all
requirements. It favors many short sequences over few long ones.

Fig. 5 Met requirements coverage
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Structure Elements: In the group Statechart elements from the model can be
selected to be covered as part of test generation. The supported model elements are
States, Transitions and Transition Pairs. Figure 6 shows the coverage of transitions.

Sequence Rules are used to influence the test generator. They allow to direct the
traversal of the model to special test sequences (e.g. likely to be error-prone),
otherwise hard to reach in the model, and to speed up the generation for very
complex models. Their use requires expert knowledge of the system under test.

For the ACC example, it could be desirable to have only test sequences where
another vehicle is detected at least once before adjusting the current speed.

3.1 Test Implementation and Execution

Usage models in MODICA can be enriched with EXAM function calls [3]. All
generated test sequences can be exported to EXAM and are ready for execution
there. For upcoming versions, other execution environments are currently
considered.

4 Experiences

MODICA is currently used successfully for testing embedded functions in the
automotive domain. In addition to the example of an adaptive cruise control system
shown here, there are first usage models for stationary air conditioning.

In the trial MODICA has proved itself a valuable support for the testers. In
particular, the automatic generation of test implementations is an essential work
relief.

Fig. 6 Transition coverage reached
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5 Related Work

Heimdahl et al. briefly surveys a number of approaches in which test sequences are
generated using model checking techniques [4]. The common idea is to use the
counter-example generation feature of model checkers to produce relevant test
sequences.

Model checking aims to prove certain properties of program execution by
completely analyzing its finite state model algorithmically [5, 6]. Provided that the
mathematically defined properties apply to all possible states of the model, then it is
proven that the model satisfies the properties. However, when a property is violated
somewhere, the model checker tries to provide a counter-example. Being the
sequence of states the counter-example leads to the situation which violates
the property. A big problem with model checking is the state explosion problem:
The number of states may grow very quickly when the program becomes more
complex, increasing the total number of possible interactions and values. Therefore,
an important part of research on model checking is state space reduction, to
minimize the time required to traverse the entire state space.

The Partial-Order Reduction (POR) method is regarded as a successful method
for reducing this state space [6]. Other methods in use are symbolic model checking,
where construction of a very large state space is avoided by use of equivalent
formulas in propositional logic, and bounded model checking, where construction
of the state space is limited to a fixed number of steps.

Two temporal logics are compared and debated extensively [7], Linear temporal
logic (LTL) and Computation Tree Logic (CTL). Temporal logics describe model
properties and can reduce the number of valid paths trough the model. For the
verification of classification tree [8] test sequences [9], Krupp and Müller introduce
an interesting application of CTL [10]. Using a real-time model checker, the test
sequences and their transitions are verified by combining I/O interval descriptions
and CTL expressions.

Wimmel et al. [11] propose a method of generating test sequences using
propositional logic.

Ural [12] describes four formal methods for generating test sequences based on a
Finite-State Machine (FSM) description. The question to be answered by these test
sequences is whether or not a given system implementation conforms to the FSM
model of this system. Test sequences consisting of inputs and their expected outputs
are derived from the FSM model of the system, after which the inputs can be fed to
the real system implementation. Finally, the outputs of the model and the imple-
mentation are compared.

Bernard et al. [13] have done an extensive case study on test case generation
using a formal specification language called B. Using this machine modeling lan-
guage, a partial model of the GSM 11-11 specification has been built. After a
system of equivalent constraints was derived from this specification, a constraint
solver is used to calculate boundary states and test cases.

Usage Models for the Systematic Generation … 119



Binder [14] lists a number of different oracle patterns that can be used for
software testing, including the simulation oracle pattern. The simulation oracle
pattern is used to simulate a system using only a simplified version of the system
implementation. Results of the simulation are then compared to the results of the
real system. We can regard the formal model of the system as the simulation of the
system from which expected results are derived.

6 Conclusion

With MODICA and modeling usage models a powerful approach to test generation
is available for the tester. Unlike other tools, the user has a full generation of
executable tests. In particular, the aspect of test completeness is much better
addressed than in manual test creation.
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TASMO: Automated Test Data
Generation for Simulink Model
Coverage

Benjamin Wilmes

Abstract Model-based development of embedded software with MATLAB/
Simulink is a well-established practice in the automotive industry. Simulink
models are usually the first executable artifacts in the development process. Testing
these models is therefore particularly relevant for an efficient quality assurance
process. Considering the expanding role of software in modern automobiles, going
hand in hand with rising testing costs, the automation of testing activities is highly
desirable. One technique which has shown its capabilities in automating software
verification is search-based testing. The tool TASMO utilizes search-based algo-
rithms as well as static analysis techniques to generate input data (test data) for
structural coverage of Simulink models. TASMO has been the subject of research
for more than 7 years and is now part of the testing tool TPT. This paper introduces
TASMO and delivers insight into how the search for model-covering test data is
automated.

Keywords Model testing � Simulink � Structural testing � Test case generation

1 Introduction

The development of embedded systems and embedded software relies heavily on
systematic testing activities to assure functional correctness and other relevant
quality criteria. Following the most commonly used process model, the V-model,
each testing activity, or phase, usually targets particular artifacts or interconnected
artifacts of the system or software. Subject to the condition that the development is
modular and model-based, the functional models, software code, interconnected
software units, electronic control units, interconnected hardware units, and the
entire system are among these artifacts. The testing techniques applied in practice
vary depending on artifact type and environment. The main goal, however, is
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essentially the same: proving functional correctness of an artifact against its func-
tional specification. Since ‘proving’ in a mathematical sense is most often only a
theoretical ideal and practically unachievable, testing is a challenging task.
Performing testing of system or software exhaustively, i.e. for any possible sce-
nario, is hardly ever feasible, let alone cost-efficient. Testing sketchily and missing
out relevant scenarios, however, bears a high risk—especially in the automotive
domain where many developed systems are safety-relevant. Picking the right
strategies, methods, and tools, out of a pool of well-tried and innovative solutions,
is usually the key to mitigate this risk.

One such strategy is front-loading of verification activities, i.e. to test the product
for compliance with its functional requirements as early as possible in the devel-
opment process. Functional models of a software unit, also called implementation
models, are usually the first artifacts produced that are executable, and therefore
testable, in an automated way. In order to find any functional incorrectness, or other
flaw, as early and as close to its source as possible, testing these models is par-
ticularly important. For the most part, testing a functional model is focused on
achieving functional coverage, i.e. requirements coverage. However, structural
coverage, i.e. covering certain logical states or guaranteeing the execution of certain
model fragments, should not be disregarded. As daily testing practice shows, full
requirements coverage rarely implies full structural coverage, and missing structural
coverage effects that potentially faulty or unwanted functionality becomes part of
artifacts in the following development phases. Ultimately, problems might be
carried much further and be revealed in a later phase, or in the worst case, become
part of the final product.

Unfortunately, achieving high structural coverage often requires considerable
manual effort. In the automotive domain, functional models tend to be very com-
plex and implemented time-dependent behavior complicates this task further.
Manually finding a scenario that would trigger the model to reach certain internal
states may take some time. Having an automation of this task available not only
saves time and costs but also allows a tester to focus more on testing functional
model aspects.

The tool TASMO (Testing via Automated Search for Models) addresses itself to
this task. Tailored to functional models designed with MATLAB/Simulink [1] or
TargetLink [2], TASMO can automatically generate input data resulting in high
structural model coverage. The novelty of TASMO is in the way it generates the
input data. First of all, it is possible for the user to put restrictions on the input data
to be generated, e.g. requiring it to match certain signal characteristics. Secondly,
TASMO utilizes search-based algorithms, also known as evolutionary algorithms,
to automatically search for desired input data. So far, such techniques predomi-
nantly have been subject to research only [3]. Thirdly, TASMO combines these
search-based algorithms with special static analysis techniques to improve overall
performance. The tool is the outcome of several research works [4, 5] and has
recently been integrated into the testing tool TPT [6].
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In the following, the use-case and scope of TASMO is introduced in more detail.
The paper presents the tool’s workflow and its integration in TPT. In addition, a
rough insight into the underlying techniques of the tool is given.

2 Model Testing

Code of embedded software is usually written in the programming language C. In
the vast majority of cases the code is not written by hand. In the automotive
industry, the tool MATLAB/Simulink is predominantly used to graphically design
and implement the functionality of a software module or unit. From the resulting
models, C code is then automatically generated using tools like the Simulink Coder
[7] or TargetLink.

For the most part, Simulink is a graphical data-flow language that is geared
towards describing the behavior of dynamic systems. Such systems are
time-dependent, i.e. input data, output data and internal data are essentially value
sequences (signals). Syntactically, a Simulink model consists of functional blocks
and lines connecting them, while most of the blocks are equipped with one or more
input ports as well as output ports. The semantics of such a model result from the
composed functionalities of the involved block types, e.g. sum blocks, relational
blocks or delay functions. In principle, the relationships between a model’s blocks
form a mathematical system of equations that is being solved as the model is
executed. A solver executes the blocks in a certain order repeatedly over time, each
block at certain time steps. In case of a fixed-step solver for example, these time
steps are generally the same ones for every block. Further concepts like condi-
tionally executed model fragments introduce exceptional behavior to this general
mechanism. In addition to its model-and-line-based design principle, Simulink
allows the realization of event-driven or state-based functionalities via
Statechart-like automata. For this purpose, so-called Stateflow [8] blocks may be
integrated in a Simulink model just as any other block. The block’s behavior is
designed graphically by the user.

The execution of a Simulink model is usually called a simulation since the model
calculations might differ from those in the generated code. The main cause for such
semantic differences is the application of scaling to variables during code genera-
tion for code efficiency reasons and to keep the precision of values under control.
Nonetheless, Simulink models are major subjects to testing activities in industrial
practice. As pointed out before, testing such a model primarily focuses on checking
whether it complies with the (usually textual) functional requirements. For this
purpose, correspondent test cases are defined, for the most part manually by a tester.
Each test case contains test data, i.e. input data for the model, and comparisons or
check routines for evaluating the model’s behavior on the basis of its resulting
output data. The functional testing approach treats the model generally as a ‘black
box’. From this point of view one can imagine that it’s rather unpredictable whether
the internal structures of the model all have been executed/covered or not.
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However, industrial standards like ISO 26262 demand the consideration of cov-
erage metrics when performing low-level tests—this means on either or both, model
and code level.

In contrast to functional testing, structural testing is commonly aimed at creating
test data based on the internal structure of the test object. Traditionally, structural
testing is exercised on the code level. For example, one could consider creating a set
of test data which executes all statements of a code function, or all paths in the
code’s control flow graph. In the coding world, various coverage criteria exist, such
as statement coverage, branch/decision coverage and condition coverage. An
example: Fig. 1 shows a piece of code and Fig. 2 shows its control flow graph.
Branch coverage for example, requires that at nodes 1 and 6, both the true and false
case (i.e. both edges leaving the nodes in the graph) are taken at least once when the
code is executed. For condition coverage, each atomic sub-condition of nodes 1 and
6 (like a == c) would have to be executed at least once true and false.

For structural testing of Simulink models, very similar coverage criteria exist.
However, coverage criteria like decision coverage or condition coverage address
the model’s data flow rather than its control flow. The reason is that Simulink
models contain only very little control flow since all blocks are normally executed

1:  if (a > b)
2:     x = 0;

3:  else
4:     x = 1;
5:  c = x + 2;

6: if (a == c || b > c)
7:     x = x – 1; 
8:  return x; 

Fig. 1 Code example

Fig. 2 Control flow graph for
the code example
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at every execution cycle. Concepts like conditional subsystems however, result in
control-flow which is also addressed by the coverage criteria. Figure 3 includes
Simulink’s logical operator block as an example for a coverage-relevant block.
Decision coverage for Simulink models requires that the output of this block is at
least once true and false. Condition coverage, in contrast, requires that each block
input is at least once true and false during an execution. Considering that this block
might be positioned somewhere deep in the hierarchy of a very complex model, the
search for model input data that triggers such true or false states can become a very
time-consuming task when done manually.

In industrial practice, Simulink’s ‘Verification and Validation’ toolbox [9] is
often used to measure the model coverage while executing (requirements-based)
test cases. Extending or modifying a test suite in order to increase the total model
coverage is most commonly still a manual task though.

3 Automated Test Data Generation

The automation of test case design and implementation on a requirements-based
level has always been and still is a difficult undertaking. In industrial practice,
requirements are hardly ever specified in a sufficiently formal way and the possi-
bilities of automated textual analysis are still limited. Structural testing however, is
much more amenable to automation since control flow graphs or Simulink models,
for the most part, are formal enough and easier to analyze in an automated way.

Automated test data generation for structural testing has been a research topic for
over 40 years. While traditionally focused on code coverage, the most prominent
techniques are symbolic execution [10], random testing [11], concolic testing [12],
special usage of model checking [13], and search-based testing [3]. Generally, these
techniques are subdivided into either static or dynamic ones. Static techniques
usually do not execute the test object—they solely analyze a formal and possibly
abstract representation of the test object. Dynamic ones such as random testing, on

Fig. 3 Examples of
coverage-relevant model
blocks
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the contrary, execute the test object. While static techniques tend to scale poorly
with increasing test object complexity and are helpless in case of unknown internal
structures (an external function call for example), dynamic techniques most often
lack efficiency.

When attempting to automatically generate test data for structural coverage of
Simulink models, these issues emerge even more—especially in case of compar-
atively large models. Various research works tried applying the above-named
techniques on the model level [14–17]. However, these studies rarely paid attention
to the complexity of industrial-size models. Tools for the task of generating
model-covering test data exist, such as Simulink Design Verifier [18]. However,
even these tools struggle with the complexity of models from industrial practice.
The tool presented in this paper therefore is based on an approach that none of the
currently available tools utilize: search-based testing. The general idea of the
search-based approach is pretty simple: the test data finding problem is transformed
into an optimization problem by defining a cost function, called fitness function.
This function rates any test data generated by the deployed search algorithm based
on information gained from executing the test object with it. An iteratively working
search algorithm uses the fitness ratings to distinguish good test data from bad, and
based on this, generates new test data in each iterative cycle. This fully automated
procedure continues until desired test data is found, or until the search gives
up. Evolutionary algorithms and genetic algorithms are suitable choices of search
algorithms in this instance. Furthermore, the required fitness functions can be
automatically derived from the search goals in question, i.e. the desired internal
states in the model and their surrounding model structures.

As mentioned, such a dynamic test data generation approach normally lacks
efficiency since lots of intermediate test data might need to be generated before the
desired test data is found. Accordingly, the model needs to be executed many times.
In order to speed up the automatic search, recent research [19] extended the
search-based test data generation approach in application to Simulink models by
incorporating custom-built static techniques, such as static analysis and symbolic
execution. This way, for example, unreachable model states and such ones that are
difficult to tackle with an automatic search can be identified. The resulting ‘hybrid’
test data generation technique has been evaluated in case studies involving rela-
tively large Simulink models from automotive software development projects. The
results show that these additional techniques can reduce the run-time of the auto-
mated test data generation by over 90 %—compared to using a purely search-based
approach [19].

4 TASMO Test Data Generator

TASMO was initially developed as a prototypic tool for evaluating the search-based
test data generation approach and its extending techniques, as described in the
previous section. The groundwork on the prototype [5] had been carried out at the
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Berlin Institute of Technology, in collaboration with Daimler. In the recent past, the
prototype has been enhanced gradually and, most importantly, became part of the
testing tool TPT [6].

TPT is developed and distributed by PikeTec. It is aimed at testing embedded
software, or more generally, embedded systems. It supports various types of test
objects, such as C code, MATLAB/Simulink (or TargetLink) models, ASCET
models, and HiL (hardware-in-the-loop) platforms. Apart from TASMO’s capa-
bilities, TPT already supports certain structural testing activities, e.g. measuring
code coverage or model coverage during test execution. However, TPT is primarily
a functional testing tool. Test cases are created systematically and graphically by
the user, via mechanisms like automata or very intuitive step lists. The behavior
expected from the tested system can be defined either directly within these con-
structs or, if more complex checks need to be done, using assessment scripts for
instance. For the definition of both test case behavior and expected test object
behavior, TPT is purpose-built for handling time-dependent processes. In addition,
test execution, assessment and documentation are completely automated.

For testing a particular test object with TPT, the user connects it to the tool by
configuring a type-specific platform. For testing Simulink models for example, TPT
provides a special platform. Using this platform, the model’s interface and
parameter set can be automatically analyzed and imported. TPT then automatically
generates a so-called test frame—a Simulink model which establishes the com-
munication between TPT and the model under test. In this test frame, both model
under test and TPT are represented by blocks. They interact with each other both
ways so that model-in-the-loop testing becomes possible. This means that the test
case behavior may depend on the test object’s outputs.

In the following, the integration of TASMO in TPT and the workflow of using
TASMO is described. Note that Fig. 4 visually summarizes this description. In
general, TASMO is an extension to TPT’s platform for Simulink models. As long
as the platform is sufficiently configured to run functional test cases, it is also ready
to be used with TASMO. Before the tool starts its automatic search for
model-covering test data, the user is asked to provide details about the nature of the
model’s inputs (see Fig. 5). For instance, the user can specify that a certain input
signal must match certain value bounds or that the signal may only contain linear or
sine wave-form characteristics. Such user-defined restrictions effect that the gen-
erated test data is ‘realistic’ and better readable. The performance of the search
algorithm might also be influenced positively since restrictions on the input data
narrow the space in which the tool has to search. After specifying the test data to be
generated, the user must select one or more coverage criteria. Currently, TASMO
supports decision coverage and condition coverage—also for Stateflow diagrams.
After this step, the test data generation finally starts (see Fig. 5). As indicated in the
previous section, the tool then generates test data after test data—by utilizing the
intelligence of a search-based algorithm—and executes the test frame model with it.
Note that TASMO works with a copy of the original test frame for these executions
since the model is automatically modified and instrumented for measuring the
achieved coverage.
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When TASMO is done with its test data generation, the test data is ready to be
added to the project’s test suite. TASMO directly creates common TPT test cases—
in the format of the aforementioned step lists. Such step lists also contain anno-
tations with details about which part of the test case definition is responsible for
reaching the covered model states. Note that only a very small portion of the
collectively generated test data is added. Minimization techniques are used to keep
the number of test data entries that lead to the achieved model coverage as low as
possible.

From a functional testing point of view, the user might want to evaluate the test
object’s functional behavior for the generated test data next. The test cases gen-
erated by TASMO do not contain any specific checks or assessments related to
functional requirements. However, if any assessments for existing
requirements-based test cases have been specified in a test-case-independent way
(forming a global test oracle), they can be directly used for functionally evaluating
the auto-generated test cases as well.

An automated test data generation as provided by TASMO is particularly useful
(but not limited) to the following testing tasks:

1. extending a collection of requirements-based test cases with automatically
generated test cases to increase the total degree of model-coverage

2. creating a collection of test cases for performing back-to-back tests.

Fig. 4 Workflow using TPT for functional testing and its TASMO tool for structural testing of a
MATLAB/Simulink model
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Fig. 5 Insight into TASMO: influence the nature of the generated test data by specifying each
model input in advance (top) and follow the test data generation progress (bottom)
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The first use case is the one primarily discussed in this paper. The second one
addresses a form of testing in which the behavior of the (usually generated) code is
compared with the behavior of the model that the code is based on. For this
purpose, both model and code are executed with the same input data, and then
corresponding output data entries are compared. TPT can be used for back-to-back
testing as well. Since TPT handles test cases independent of the test object type, the
execution of test cases can be carried out interchangeably with model or code. For
automating the comparison of the test object’s outputs, TPT offers a special type of
assessment. Within this use case, TASMO can be used to provide the input data for
both model and code. Input data effecting a high degree of coverage is particularly
suitable for back-to-back testing.

5 Conclusion and Future Work

Automating structural testing activities for complex embedded software is, as
pointed out in this paper, a challenging theoretical and technical topic. Tailored to
structural testing of Simulink models, the tool TASMO faces this challenge with
intelligent search-algorithms and custom-built static analysis techniques.

As presented in this paper, the tool provides an extensive automation to this task.
Integrated into the testing tool TPT and thusly combined with the manifold test
automation skills of TPT, it contributes to improving efficiency of unit/module
testing. Case studies carried out with a prototype of the tool have demonstrated how
efficiently the underlying techniques can perform.

Since TASMO is still a relatively new contribution to the TPT tool, there nat-
urally exist further topics and ideas for its future development. Among these topics
are a support for the coverage criterion MC/DC (modified condition/decision
coverage) and the consideration of model parameters as part of test data.
Improvements to the performance of the test data generation algorithm and a full
support of advanced Simulink features are also subject to the ongoing tool
development.
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Simulation of Gear Microgeometry
for Gear Whine Noise Reduction
in Passenger Car

Dnyaneshwar Shelke and Koji Sakurada

Abstract In Indian automobile market, customers are become more sensitive about
cabin comfort in all carsegments. Cabin noise is one of the important factor which
plays vital role in overall passenger comfort inside vehicle. Gear whine noise is the
critical factor towards customer's overall NVH perception in cabin. Gear whine is
the undesirable tonal noise experienced in cabin, originated in the transmission.
Reduction of gear whine noise becomes an important subject for transmission
engineer in this competitive market. Transmission error acts as an excitation source
during gear mesh and generates vibration which passes through gears, shafts and
bearings to the housing which vibrates to produce noise. Gear whine can be min-
imized by t/m error optimization through optimizing gear tooth profile geometry.
Traditional method of gear tooth optimization is lengthy and time consuming. This
paper explains a simulation based approach to predict the gear whine at early stage
of design. Targeted transmission model is prepared in Romax software by accurate
modeling technique. This model is analyzed with different load conditions to get
gear profile optimized for centralized gear tooth contact pattern and lower trans-
mission error. For confirmation of software results, gear proto parts are manufac-
tured with desired Microgeometry values. Transmission with these gears is tested
on bench NVH test set up. Very good correlation is observed in gear tooth contact
pattern of software and actual bench set up. This paper will present experience of
simulation of Transmission model in Romax software for optimizinggear geometry
and correlation with testing Results.
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1 Introduction

With the advancement in automotive technology, gear whine has become a
prominent contributor for cabin noise as the masking has been decreased. Whine is
not the loudest one, but it is high tonal noise which often perceived as highly
unpleasant. It is uniquely audible in the passenger cabin due to its particular fre-
quency. With the significant improvement that has been made in reducing the
engine and other background noise level, gear whine is becoming more apparent
and perceptible to passenger.

It has been recognized that source of gear whine is at the gear tooth mesh. The
gearbox is a self-exciting system. Small errors at the gear tooth mesh, caused by gear
tooth geometry and misalignment in the gearbox, result in a constant harmonic
displacement excitation called transmission error. Transmission error acts as an
excitation source and these vibration pass through gears, shaft and bearings to the
housing which vibrates to produce noise in surrounding air and structure borne noise
via the mounts on the casing. The harmonic excitation is transferred via structural and
airborne routes to the driver’s ear location, resulting in gear whine [1].

When there is requirement to minimize the gear whine in a vehicle several action
can be taken; reduce or remove the excitation, reduce the amplification through the
system, isolate or cover the source of the noise by applying damping. Among these
options, noise reduction by reducing the excitation result in improvement at no
extra cost and does not require design change in other than gear parts [2].

As product development time is decreasing day by day, traditional method of
gear tooth profile optimization, which requires repetitive prototyping, will not
continue as an effective tool. Hence software orientated approach is used to sim-
ulate gear tooth profile to predict transmission error for whine noise reduction in
design stage only. Tooth optimization is focused on the reduction of excitation
force as a countermeasure. Therefore transmission noise issues can be handled
before any prototyping is done.

A CAE method is developed to calculate and optimize the TE at the gear mesh
and ultimately reduce the gear whine into the passenger car application. The method
utilizes a full system model including all components which contribute to
misalignment and unique nonlinear bearing representation. The method uses opti-
mization techniques through software which is validated with real test data.

2 Simulation of Gear Microgeometry

2.1 Need of Simulation Approach

Gear design has two fundamental aspects: Durability and NVH. Current gear design
approach is necessarily biased towards durability. As a result, NVH tends to come
up second. A typical traditional approach of gear deign would be as follows [3]:
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• Design gear macrogeometry for maximum application load (possibly with some
consideration for NVH, but often not)

• Determine gear durability based on maximum load and duration
• Apply some default microgeometry to avoid tooth contact durability problems
• Hope it is not too noisy
• Refine microgeometry by experience/experiment and repeated prototyping.

Improving microgeometry which is basically being carried out by examining
gear tooth contact pattern in actual. Prototype gears are painted with orange color
and assemble in transmission which is mounted on bench for different torque
similar to vehicle. Position and variation of tooth hitting occurs due to the
engagement of gears and it removes color at engagement location. Tooth profile
optimization is done by deciding whether tooth hitting is at center position. But this
process has some disadvantages [4];

• Manufacturing variation can be not considered
• Manpower, cost and time is required for prototyping and testing
• Decision is based on judgment of person-in charge.

To overcome these disadvantages, transmission designer requires a CAE
methodology to take into account gear whine noise evaluation quickly during the
design process, a tool that can predict gear whine noise performance purely by
simulation to ensure that the transmission is quiet. Therefore, the transmission NVH
issues are optimized before any prototyping is done, significantly reducing devel-
opment time and cost.

It is understood that, considering a gear in isolation is not sufficient, since the
generated noise is greatly affected by its mesh misalignment, which in turn depends
on the influence of housing and bearing stiffness. Thus, it is necessary to model the
entire transmission system, including the needle roller bearings under synchronized
gears, shaft supporting bearings, differential and gearbox housing.

2.2 Preparation of Transmission Model

A software tool, which has the ability to simulate transmission system and predicts
TE, is utilized to resolve gear whine issue. An image of the model used for this
study is shown in Fig. 1. This represents five speeds, front-wheel-drive manual
transaxle.

This is fully detailed model comprises of following primary components [5–7]

• Simple shafts—modeled as 1-dimensional Timoshenko beams
• Complex shafts—modeled as 3-dimensional FE components, e.g. differential.
• Rolling element bearings—modeled as detailed 6-degree of-freedom non-linear

components.
• Gears—modeled including all detailed macro and microgeometry parameters.
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Fig. 1 3D model of five
speed manual transaxle

• Clearances—radial and axial clearances between components modeled using
non-linear contact elements.

• Housing—modeled as a 3-dimensional FE component.

Flexible elements, such as the transmission housing, differential were imported
from finite element models, extracting the mass and stiffness information using
various component mode synthesis techniques. Radial clearance at bushes and
internal clearance of bearings were calculated from design tolerance. The bearings
are connected to FEM housing via RBE3 elements.

During analysis setup, input torque is applied at the input shaft and output torque
at differential center. During analysis run, CAE Software takes this torque as input
and solves iteratively to determine the deflections of the entire system. From these
deflection values, misalignment of the gear mesh is calculated.

Three load cases are prepared with three different torque values for both drive
and coast condition for gear set to be optimized.

2.3 Optimization Technique

There are several methods for the solution of noise and vibration problem [2],

• Move the modes of vibration out of the frequency range
• Reduce or remove the excitation
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• Increase damping to the structure to reduce the excitation amplitude
• Change or remove vibration transfer path.

Several of these options are unfeasible, as it is virtually impossible to move all
modes of vibration out of the frequency range of gear whine, addition of damping
and extra material can be difficult to model accurately and costly, as is changing or
removing the transfer path of the vibration. Therefore reduction of the excitation
should be considered as a best possible option.

The aim of microgeometry optimization is to ensure uniform distribution of load
across the tooth face while simultaneously keeping the transmission error (TE) low
in the operating range as much as possible. TE is the source of gear whine. It is
caused by the non-conjugacy of motion in the gear pair due to a combination of
misalignment and the deflection of gear teeth under load [3].

Target parameters to be considered to start optimization for the gear [8];

• Transmission Error—Try to minimize TE 1st harmonic
• Gear tooth contact—Try to centralize gear tooth contact at working facewidth.

The software includes optimization tool which assist designer to provide
weightage to microgeometry targets as per specific application. For example TE
under higher load is given slightly lower weightage, as gear whine noise is often
perceived to be less of a problem at high load.

The microgeometry variables considered during optimization includes;

• Involute slope
• Barreling
• Lead slope
• Crowning.

The optimization is not performed in terms of TE only; additionally it is per-
formed in terms of the gear edge loading and gear stress values. For a design that is
robust and insensitive to manufacturing tolerances, a sensitivity study is performed
at each candidate within the manufacturing tolerances. This allows the selection of
gear tooth profile to be based upon a combination of TE and insensitivity to
manufacturing tolerances. Therefore the best design is not necessarily the one with
the lowest TE levels.

2.4 Optimization Results

It is assumed that example of second gear pair of five speed manual transaxle in
acceleration (drive) condition. In 2nd gear pair, input gear which is fixed on input
shaft is considered as fixed and output gear which is mounted on counter shaft
through needle bearing is made target gear. Both gears are assigned with some
default microgeometry variables. After optimization changes in variables of 2nd
output gear are shown in Table 1.
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All three variables, involute slope, lead slope and crowning are modified after
optimization. Left side tooth edge was loaded with more loads compared to right
side, which was optimized so that both edge receives balanced load as shown in
Fig. 2. Peak load value which is at center of effective facewidth is reduced by 5 %.

The contact load distributions show that the optimizer has avoided edge contact by
introducing end relief, and the load is distributed over a wide area of the tooth—thus
reducing overall peak load. Maximum contact load is close to the center. Contact load
distribution shows improvement over the previous design in that contact is more
centralized across the load range, and peak load is reduced at the highest torques [8].

Transmission error is reduced at all load cases. Difference in before and after
optimization values is less because originally TE across the torque range was less as
shown in Fig. 3.

In brief, with below outcomes of optimization, it is concluded that NVH of 2nd
gear pair is improved through simulation.

• Uniform contact area
• TE is decreased.

The optimization process described requires thousands of gear contact analysis.
For this reason, the analysis algorithm must be very fast to make this a practical tool
for the designer.

Fig. 2 Peak load and contact pattern before and after

Table 1 Microgeometry
variables before and after

Variables (µm) Before optimization After optimization

Involute slope −3 −4

Lead slope 0 6

Crowning 4 3
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3 Correlation of Simulation Results

The optimization process produces a design, which is nominally the best, but it
takes no account of the potential robustness of the design. A design with very good
performance, when made to exact optimization specifications, may give poor per-
formance in experimental conditions. It is important to correlate the simulation
results with actual experimental results of a gear pair to confirm accuracy of
transmission model and analysis condition during CAE [9].

3.1 Gear Proto Manufacturing

In current study the gears are manufactured considering microgeometry as per
simulation results exactly. To ensure that the manufacturing process should not
significantly affect the desired test samples microgeometry the gears were finished
by grinding process. Microgeometry values of proto gear sets were inspected.

Tooth contact location on the tooth flank is dependent on the relative difference
in values of involute slope and lead slope. Considering that tooth contact of gear
pair with simulation results locate at the center of the tooth. Two types of tests are
planned for proto gear sets;

• Gear tooth contact pattern check
• Noise and vibration data measurement.

3.2 Gear Tooth Contact Check

Selected gear sets are painted with orange color and assembled in transmission
which is mounted on bench set up. Contact pattern checked at torque values con-
sidered during CAE and some revolution of input shaft on test bench.

Fig. 3 Maximum TE—1st
harmonic comparison in
tolerance
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Transmission dismantled to check tooth contact pattern which occurred due to
gear engagement. Example images of actual contact pattern & contact pattern taken
through software by inputting microgeometry values from inspection report of
proto gears are shown in Fig. 4.

Figure 4 shows an example of contact pattern comparison for location at tooth
center position. Actual test contact pattern and simulation contact pattern shows
correlation which is judge by considering below points;

• Contact location is same as prediction
• Shifting of contact position with respect to torque
• Area of contact zone.

Same exercise is repeated to capture contact pattern at other location on gear tooth.

3.3 Noise and Vibration Measurement

For acquiring gear noise and transmission vibration data the same gearbox was
used. Gear noise data was acquired by using microphones on gear noise tester.
Noise and Vibration data was acquired in acceleration and deceleration condition
with all three torque values applied at input shaft of gearbox (considering max
engine torque). Noise and vibration data is measured along tooth flank at similar
location where tooth contact checked [9].

Example graph for 2nd gear in deceleration noise is shown in Fig. 5.
Graph displays noise level improvement in dB for 2nd gear set at optimized

microgeometry values. It was concluded that simulation results of gear profile
modification are confirmed by gear tooth contact correlation and noise measurement
on bench set up.

Fig. 4 Gear tooth contact pattern comparison (test vs. simulation)
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4 Conclusion

In the transmission development process lead time and cost are critical parameters;
designer has to deliver the best design within timeline and with less prototyping.
This implies that durability, efficiency and NVH must be confirmed as early as
possible during product development. The approach used here is to reduce gear
whine by minimizing the transmission error. In this paper transmission error was
predicted for gear whine noise by system level simulation of transmission. This
model was constructed with accurate details such as clearances, measured micro
geometry and housing stiffness. The mathematical model that is created can be used
to optimize the micro-geometry on the teeth to ensure that the transmission error is
minimum without compromising the tooth load contact pattern, within the existing
manufacturing tolerances. The comparison of the simulation result to physical test
result displayed good correlation. By using this optimization technique, traditional
method of experimentation with repeated prototyping can be avoided.

In summary it proves a newanalyticalmethod to reduce vehicleNVHbyminimizing
gear excitation induced by TE. The optimization technique greatly improves design
process efficiency and design quality by comparing current trial and error design.
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Wear Modelling for Remaining Lifetime
Prediction of Dry Clutches

Daniel Strommenger, Clemens Gühmann, René Knoblich
and Jörg Beilharz

Abstract Modern passenger cars are equipped with effective systems to increase
vehicle dynamic performance, comfort and reduction of fuel consumption.
Therefore it is crucial to sustain a robust powertrain performance for increasing
requirements. The clutch is an important component of the powertrain system with
wear-based behavior, which substantially influences comfort. Therefore knowledge
of clutch wear is essential to estimate influences on the powertrain system behavior.
The system robustness can be increased and comfort can be sustained by measures,
which are based on estimation of abrasion. Furthermore the remaining lifetime can
be predicted from material loss and friction behavior. That implies that future
maintenance can be forecasted with high accuracy. On the assumption that the
clutch wear is known, the remaining lifetime of the system can be increased by an
optimization of the clutch control. The contribution summarizes and compares
existing methods for modelling wear and remaining lifetime of clutches.
Subsequently a data-based approach for dry clutch wear modelling will be pre-
sented. The approach is capable to estimate online the current abrasion of the clutch
and predict future wear. Identification and verification of the wear model will be
performed by experiments on a test bench.

Keywords Dry friction clutch �Wear prediction � Remaining lifetime � Condition
monitoring
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1 Introduction

Requirements for modern passenger cars are challenging in respect to fuel con-
sumption, comfort and performance. Therefore the improvement of powertrain
components is still in focus of the automotive industry. The clutch is one of the
most important driveline components, which have a significant effect on launch and
shift process quality. Every mechanical system, as well as the clutch, shows a wear
dependent behavior. Sustain robust performance for an aging system is a
demanding challenge for system control. This task can be facilitated by estimation
of clutch wear. The detailed knowledge of clutch fatigue offers opportunities to
improve control robustness and to enhance lifetime of the clutch system. Thus
estimation and prediction of wear by an appropriate model is desired. The identi-
fication of wear models is complex, because on the one hand causes and effects of
clutch fatigue are not fully understood yet. On the other hand gather measuring
quantities, which describe the amount of wear, is challenging. The clutch rotates in
the compact transmission case. Hence, placing sensors for data acquisition is a
complex task.

Different approaches for the identification of clutch wear models are introduced
in literature. Most of them consider reduction of friction lining volume as wear.
A general statistic approach for predicting friction lining volume was proposed by
Watson et al. [1]. Watson presents a generic wear-modelling approach, which is
based on the law of Archard. According to the law of Archard the degrading
volume is proportional to the work done by friction forces. The proportionality
between volume and work is described by the wear coefficient. Watson’s model
estimates the wear coefficient and the clutch temperature from measurement signals.
However, Watson did not explain the model structure in detail.

More detailed approaches for estimating the wear volume of wet clutches are
explained by Saito et al. [2], Li et al. [3], Yang et al. [4] and Rao [5]. Saito und Li
presented a two phase model for wear volume prediction. Unfortunately, the val-
idation of both models by experiments was not presented. Yang used a simple
approach based on the Archard law to estimate wear volume for a wet clutch. Rao
introduced a detailed model for estimating friction and wear volume of wet clut-
ches. The validation of this model shows good accuracy for predicting steady-state
wear.

Botonakis et al. [6] developed an approach to estimate wear volume for a double
dry clutch. In this approach the wear volume is calculated from the surface
roughness of the friction linings. Botonakis model was able to plausibly describe
the run-in process by using the surface roughness.

Estimation of wet clutch lifetime by the friction coefficient instead of wear
volume was done by Ompusunggu et al. [7]. Ompusunggu proved the correlation
between slipping time and friction coefficient. The slipping time was calculated
from the speed sensor signals and the clutch actuator control signal. Due to the
dependency between friction coefficient and lifetime he was able to predict the
remaining useful lifetime of a wet clutch system.
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Fundamentally, all methods base on estimation of clutch lifetime through one
parameter, namely volume or friction coefficient. Furthermore, these methods
explain not fully all known clutch effects. Especially temporary dynamic effects for
high loads are not described.

This paper presents an approach for wear estimation for dry clutches, which
combines wear volume and friction coefficient as parameters for wear prediction.
The model shall be able to describe dynamic wear effects and predict the clutch
lifetime.

First, the definition of wear and the wear effects for dry clutches are presented in
Sect. 2. Afterwards follows a presentation of the wear model in Sect. 3. In Sect. 4
results are discussed and next steps are named. Finally in Sect. 5 a conclusion is
given.

2 Dry Clutch Wear

Clutches are used to control the torque flow between combustion engine and
gearbox. This is achieved by separating and coupling the crank shaft and drive
shaft. The clutch can establish a force-fitted connection between both shafts
(Fig. 1).

By applying normal force FN the clutch starts to close. The clutch locks as soon
as the resulting friction force FR is sufficient to transfer the engine torque. The
relation between normal force and friction force is described by the friction coef-
ficient l.

FR ¼ lFN ð1Þ

The formula of the resulting clutch torque Tc is generally known and can be
calculated from the friction force (1), the number of friction plates z and the friction
radius r.

Tc ¼ z r lFN ð2Þ

Fig. 1 Principle of torque transfer for dry clutch
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2.1 Characteristic Wear Values

The dry clutch wear results from the relative movement of two solid surfaces in
contact, also called dry friction. The clutch contains different contact surfaces,
which are stressed by friction. Nevertheless, wear of the friction lining has the
highest influence on clutch lifetime. Therefore, other components, like the release
bearing, will not be taken into consideration for the wear model.

As a first step for modelling dry clutch wear, the definition of wear and its
influence parameters need to be clarified. Describing wear by measurable quantities
is desired. The essential performance of the clutch can be used to define such
quantities. The clutch shall be able to transmit torque from the engine to the vehicle
without unwanted slipping. This will be guaranteed, if the clutch capacity Tc is
greater than the maximum engine torque Te;max [8].

Tc [ Te;max ð3Þ

The abstract parameter w describes the wear of the clutch. Clutch wear w will be
assumed as 0, if the clutch guarantees the designed clutch capacity. This pertains for
new assembled clutches. Clutch wear w will be assumed as 1, if Eq. (3) is not
satisfied. According to Eq. (3) it is obvious to find influence parameters of the wear
by the related clutch capacity. Therefore Eq. (1) can be extended as follow.

Tc ¼ z r lðFN ;Dx; #flÞFNðsc; sw; #cÞ ð4Þ

The number of friction plates z and the friction radius r will be assumed as
constant values. Hence, the clutch capacity depends on the friction coefficient l and
the normal force FN . Influence parameters of the friction coefficient l are normal
force FN , clutch slipping speed Dx and temperature of friction linings #fl. The
normal force depends on clutch position sc, total reduction of the friction lining
height sw and clutch housing temperature #c.

Some of the influence parameters like slipping speed and clutch position can be
measured and others need to be estimated. The temperatures are directly dependent
to the friction energy E, which occur during the slipping time tslip.

#c ¼ f#cðEÞ and#fl ¼ f#flðEÞwithE ¼ Ztslip

0

TcDxcdt ð5Þ

The above named influence parameters are dependent to the actual operating point
and are independent to previous load. Only the friction lining height reduction sw and
the friction coefficient l show a dynamic behavior, which depends on the previous
load. Therefore wear w is considered as a function of these characteristic values.

w ¼ fwðl; swÞ ð6Þ
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The influence parameters of the friction coefficient l are already defined in
Eq. (4). For the friction lining height reduction sw the influence parameters were not
considered yet. According to the research of Archard and Fleischer, the friction
lining height reduction is proportional to friction energy and to the wear coefficient
[5]. The wear coefficient depends on temperature of friction linings. Therefore
friction lining height reduction sw depends on friction energy E and temperature of
the friction linings #fl.

sw ¼ fs E; #fl
� � ð7Þ

2.2 Wear Effects

The general tribological mechanism for dry clutches is abrasive wear, because of
different hardness of friction lining and friction bodies [9]. Abrasion decreases the
total clutch friction lining height in every load cycle. The loss of friction lining
height per cycle is defined as Dsw. Hence, the total reduction of friction lining
height sw can be calculated by summing all losses.

swðiÞ ¼
Xj¼i

j¼0

DswðjÞ ð8Þ

Normally, the friction coefficient decreases slowly over the clutch lifetime. This
results from two facts. First lðFN ;Dx; #flÞ is correlated to sw through normal force
FN and second the surface roughness is changing slightly.

Furthermore, temporary wear effects for dry clutches were observed in different
experimental studies. As first effect the run-in process is considered. This effect
takes place, when a new assembled clutch starts to operate. During clutch operation
a friction layer of particles is formed between friction body and friction lining. The
friction coefficient value will stabilize after the friction layer was formed. At the
beginning of the run-in process, the friction lining height will decrease faster than in
normal operation due to surface roughness [6] (Fig. 2).

Secondly, the friction coefficient decreases during operation with high thermal
load (above 200 °C). If the high load is interrupted after a short time, the friction
coefficient starts to regenerate. These effects are known as fading and regeneration.
Damage of the friction layer occurs during operation with high load, which causes a
decrease of the friction coefficient. For subsequent operations with normal load, the
friction layer starts to rebuild like in the run-in-process [10] (Fig. 3).

If operation with high load (above 400 °C) is not interrupted, the friction lining
and the surface of the pressure plate and flywheel will be damaged irreversible. The
friction coefficient will drop and the clutch will start to slip unwantedly. This effect
is called thermal destruction.
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In summary the mentioned wear effects can be distinguished in two groups by
their dynamic behavior and their cause.

• Slow dynamics: decreasing of friction lining height
• Fast dynamics: changes of friction coefficient (run-in process, fading and

regeneration, thermal destruction)

3 Wear Model

The wear model shall be able to describe the named effects of Sect. 2.2. This can be
achieved by predicting wear using the friction coefficient and the friction lining
height. Estimating the characteristic values is done by a data-based model, which is
shown in Fig. 4.

Fig. 2 Schematic run-in-process for both characteristic wear values

Fig. 3 Schematic of fading and regeneration for both characteristic wear values

Fig. 4 Block scheme of the wear model
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The model inputs are clutch position sc, slipping speed Dx and estimated clutch
torque T̂c and the outputs are the wear characteristic values. It should be noted that
the inputs are discrete-time data with k as current sample and the outputs are
discrete-event data with i as current load cycle. The model calculates the friction
coefficient l̂ and the friction lining height Dŝw per each load cycle. Wear can be
predicted by assuming a constant load for the future cycle n. The constant load can
be estimated from the mean previous load.

The wear model in Fig. 4 consists of a temperature model, a characteristic wear
value model and a lifetime prediction. For temperature estimation a physical model
like in [11] is used. By dividing the clutch components in thermal resistors and
thermal capacities, the temperature of the clutch can be calculated from friction
energy and environmental temperatures. The thermal resistors and thermal capac-
ities of this model need to be identified by experiments.

The main part of the characteristic wear value model can be simulated by simple
approximations. These approximations are illustrated in Fig. 5 and will be discussed
subsequently in detail. In contrast to Fig. 4, the normal force F̂N and the friction
energy Ê are illustrated in Fig. 5 as inputs. The normal force is estimated from
clutch position sc by characteristic curve and the friction energy is calculated from
clutch torque T̂c and slipping speed Dx (see Eq. 5). The conversion of the input
parameters is not shown in Fig. 5, in order to avoid an unclear illustration.

First, the static friction coefficient l̂s is calculated from a characteristic map. The
characteristic map is based on [12].

l̂s F̂N ;Dx; #̂fl

� �
¼ aþ b

F̂N

FN0

þ fl #̂fl

� �
þ lD tanh

Dx
Dx0

� �
� 1

� �
ð9Þ

According to Eq. (9), the normal force is linear proportional to the friction
coefficient. The hyperbolic tangent function is used to describe the slipping speed
influence. A polynomial function is used to describe the temperature influence.

The dynamic friction coefficient is calculated by first order lag elements from the
static friction coefficient.

Fig. 5 Block scheme of characteristic wear value simulation
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l̂run�inðiÞ ¼ a l̂sðiÞþ b l̂run�inði� 1Þþ c l̂sð0Þ ð10Þ

l̂normalðiÞ ¼ d l̂sðiÞþ e l̂normalði� 1Þþ l̂sð0Þ ð11Þ

Two first order lag elements with different time constants (a, b; d and e) are used
to describe the run-in process l̂run�in and the normal dynamic l̂normal with fading
and regeneration. The parameter c is the initial value for the run-in process. The
model output l̂ is dependent on the wear effect. During the run-in-process l̂run�in is
set as model output. If the dynamic coefficient reaches the range of the static value
l̂s, the run-in process will be assumed as finished and l̂normal is set as model output.

In normal condition the reduction of friction lining height Dŝw is calculated
through a look-up-table from temperature and friction energy. The look-up-table is
based on data from manufacturer datasheets. During the run-in-process the reduc-
tion of friction lining height decreases exponentially. This results from the fact that
the wear volume per cycle is constant, but the material ratio is not constant during
the run-in-process due to surface roughness [6]. The parameters f, g and h in
Eq. (12) need to be identified by surface analysis in the run-in-process.

Dŝw;run�inðiÞ ¼ f DŝwðiÞþ gDŝw;run�inði� 1Þþ hDŝwð0Þ ð12Þ

The irreversible wear behavior for thermal destruction is implemented by tem-
perature and friction energy thresholds. If the temperature threshold #max or friction
energy threshold Emax is exceeded, the minimal wear coefficient ld;wear is set per-
manently as model output.

The presented model was implemented in Simulink. Besides this model a vehicle
model was used to generate input signals for the wear model. The vehicle model
contains an automated manual transmission with a dry clutch. By variation of the
input signals different wear effects can be simulated.

In Fig. 6 the model response is presented for one engagement during vehicle
launch. Slipping speed, clutch torque and friction power were generated by the
vehicle model. The friction coefficient and reduction of friction lining height are
output values of the wear model.

In Fig. 7 several engagement and disengagement cycles are illustrated. Instead of
slipping speed and clutch torque, the friction power is depicted as model input.
During the simulation the load was changed, hence it was possible to simulate all
named wear effects. In Fig. 7 the run-in process lasts 800 s. Afterwards, the model
switches to the normal wear effect state. Fading was simulated from 1500 until
2000 s. Regeneration starts after 2000 s, then normal load was applied. Thermal
destruction is not illustrated.

Lifetime prediction in Fig. 4 is considered as the expected number of cycles
when the wear limit sw;max will be reached. The expected lifetime texp can easily be
calculated by normalized friction height sw=sw;max and current cycle number i.
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texp ¼ i
sw

sw;max
ð13Þ

4 Discussion and Further Procedure

The presented approach offers advantages in comparison to existing models. By the
combination of friction coefficient and reduction of friction lining height the wear
model will be able to describe all known wear effects for dry clutches. The

Fig. 7 Simulated wear behavior for several cycles (run-in, fading and regeneration)

Fig. 6 Simulated wear behavior for one cycle (vehicle launch)
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combination of two characteristic values is expected to improve the prediction
accuracy. Moreover, the knowledge of characteristic wear values offers different
opportunities to integrate the predicted wear into the clutch control taking system
behavior changes over lifetime into account. These changes can be compensated by
an adaptive control strategy. Shortening of remaining useful lifetime can be pre-
vented by adjusting the control targets in case of high wear. Hence, the expected
lifetime of the clutch can be guaranteed.

In Sect. 3 a simulation model was proposed. The simulation model will be used
to generate data for wear model identification. This data will be used to prove
feasibility for different data-based model structures, as for example dynamic
Gaussian-process model, recurrent neural network or Kalman filter. The simulation
results are reasonable, as the friction coefficient remains within the expected range.
The time response of the friction coefficient during run-in is similar to [6, 10].
During fading and subsequent regeneration is the simulated time response similar to
[10]. The degraded friction lining height is about 2 µm after 200 cycles, which
corresponds to 0.1 % of the maximum friction lining degradation. The ratio of the
total friction energy and the resulting wear, which is equivalent to the wear coef-
ficient, is in agreement with literature values of [10]. The run-in behavior of the
friction lining height reduction is too small compared to [6]. However, the
assumptions for the applied friction energy and the friction area in [6] are valid for a
different clutch system. On the basis of measurement data it can be verified, whether
the run-in behavior of the friction lining height reduction is within the proper range.

As a next step the presented model will be identified by experimental data. Data
acquisition will be done on a test bench [13]. Different loads can be simulated on
this test bench by adjusting different parameters like starting value of engine speed
before slipping, clutch torque, load torque and vehicle inertia. The clutch temper-
ature will be measured by wireless electronics, which is integrated in the flywheel
[14]. The friction coefficient will be calculated from clutch torque and normal force.
The reduction of friction lining height will be measured by weighting the clutch
disk after a defined number of cycles.

The wear model in Sect. 3 is based on characteristic values, which cannot be
measured in an operating vehicle. Identification of the presented model needs to be
done for each clutch type during prototype development through test bench results.
The model validation in vehicle can be achieved by using other sensor signals. In
the vehicle the friction coefficient can be estimated by an observer. Hence, this
model output can be validated through the observer value. Determining the friction
lining height reduction in a driving vehicle can be estimated by displacement
variation of the clutch touch point. The touch point is commonly determined by
clutch position measurement and clutch torque estimation.

Transferability to wet clutch systems is under investigation. Wet clutches show
different degradation and friction behaviors than dry clutches. For wet clutches the
friction coefficient can decrease over lifetime [7], however it stays nearly stable for
dry clutches after run-in process with normal load [10]. Further investigations and
experiments are necessary to clarify the transferability.
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5 Conclusion

Existing approaches for clutch wear modelling are using the wear volume or the
friction coefficient to estimate the remaining useful lifetime. Some models were
able to describe the run-in-process as well. For existing wear models the accuracy is
limited, because the estimation is based on constant loads and temporary effects like
fading are not modelled. To guarantee a constant lifetime for the clutch system, it is
necessary to estimate wear for all known effects and different loads properly.

It was shown in this contribution, that wear can be defined by significant
influence parameters for a dry clutch. Known wear effects were summarized and
illustrated qualitatively. An approach for characteristic wear value prediction was
presented. Different wear effects were simulated by simple approximations, like
characteristic maps or first order lag elements. By prediction of two characteristic
wear values, the model can describe all known wear effects. Especially the char-
acteristic wear values can be determined more accurately for high loads by the
presented model.

Further research will focus on the identification of the temperature model, the
characteristic wear value model and the integration of the characteristic wear values
in the clutch control. The aim is to integrate the wear model in the control of clutch
in order to guarantee a required lifetime.
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Part VI
Hybrid + E



KlimaPro: Development of an Energy
Efficient Operating Strategy for Carbon
Dioxide Climate Systems Used in a Fully
Electronic Bus

Franz Groth and Michael Lindemann

Abstract This article describes the stages of development towards an energy and
fuel consumption optimized operating strategy for CO2 air conditioning units in
fully electronic buses. The focus of the development process is on the simulation.
The focus of the development process is on the simulation. Based on air condition
and power train data from the development platform, which was provided by the
project partners, a physical vehicle model is created, which illustrates the system’s
most important power flows and describes the reciprocal effect between the sub-
systems regarding their impact on the energy consumption. Thus, for example, a
change of the fan speed will have an effect on the respective air flow volume of the
cooling circuit model’s heat transmission system on the one hand and will cause a
change of the energy consumption via the battery model connected to the generator
in the longitudinal dynamics model on the other hand. Examinations of changes in
subsystems and their effects on the entire system are possible as a consequence. The
overall simulation model consists of the described physical vehicle model and a by
means of a real vehicle digitally modeled control system, the conventional opera-
tion strategy. The vehicle model receives control signals such as driving cycles,
ambient temperature, passenger load and further control commands (i.e. door
opening, lowering the bus etc.). Out of these measurement signals the vehicle
model is calculating the respective physical performance. All state variables, such
as passenger load, inside and outside temperature, the battery state of charge,
requirements of auxiliary units systems etc., will be delivered to the operating
strategy. Out of these data, the variables for the air conditioning will be calculated
and the measured results can be sent back to the vehicle model. A comparison of the
simulation results between the impact of the conventional and the newly developed
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operating strategy of the CO2 climate system on the vehicle model supports the
developing process. As a result, the operating strategy can be optimized with regard
to the energy consumption. The development process of an overall simulation
model and the obtained results will be presented. In addition, the potential of a
demand-oriented power control concerning the energy consumption compared to
conventional operating strategy will be demonstrated. Finally, it is shown which
further steps are necessary in order to enhance a renunciation of fossil auxiliary
heaters in the future and ensure at least the same range at the same time.

Keywords CO2 air conditioner � Operating strategy � Energy optimization �
Electric bus � Overall simulation model

1 Motivation

The project“KlimaPro” is a result of the discussion process within the context of
“E-Bus-Pro” network [1]. Accordingly, the energy consumption combined with the
battery management determines significantly the economical and potential uses
electric busses. Auxiliary users and particularly the air conditioner are substantial
energy consumers within this context. Examinations on possible saving potentials
of air conditioning provided so far the use of efficient, optimized with heat pump
function and CO2 as a refrigerant. Clearly, air conditioners with CO2 as a refrigerant
are more efficient and environment-friendly than those that are based on the uses of
R123a refrigerants. Achieved energy savings can be converted directly into a higher
range and enhance a renunciation of auxiliary heaters based on fossil fuels. The
application of improved regulation and controlling concepts offers another saving
potential. Currently, only Wabco-Controlling can be classified as a market-relevant
climate control which is used by almost all vehicle manufacturers. Although, it does
not fulfill the Association for German Transportation Companies (VDV).
Furthermore, the Wabco-Controlling can control only one electric auxiliary heater
for the supply temperature heating [2].

The operating strategy is primarily aiming for the increase of range of busses by
relieving specifically the traction battery. In order to achieve these objective two
main approaches will be basically targeted:

• air conditioning adapted to the needs of operation
• energy-optimized operation within the composite with auxiliary units.

Overall are following development results aspired:

• In the climate system integrated battery cooling and—heating as well as use of
the thermal waste heat from the electrical system

• Control electronic in comparison with the load capacity of the battery in real
time
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• Control electronic to priorities the energy resources for the drive and subordi-
nate for the comfort (air conditioning)

• Fulfilment of the VDV-guidelines for air conditioning of vehicle interiors in the
public transport

• Adaptive climate control depending on the concede amount of energy.

Despite the generic requirement of the control takes the development strictly
along on the actually praxis circumstances of a concrete vehicle place. As a
development platform serves a 12 m E-Bus from the company Skoda Electric a.s..
The build-in CO2 air condition was provided from the Konvekta AG. It is possible to
switch between heat- and cooling operation. For the heating is the cooling process
reversed and a high proportion of the environmental heat from the ambient air is
pumped in the room to be heated. An electrical auxiliary heater in the winter months
is therefore waived in the future. As simulation tool is MATLAB Simulink in use.

2 Entire Vehicle Simulation Model

The dynamic complete vehicle simulation model is composed of a physical vehicle
model and by means of a real vehicle modelled control of the conventional oper-
ation strategy. For the implementation of simulations is the vehicle model in
accordance with boundary conditions exposed, which describe the actual driving
status of the bus and the climate environmental conditions.

• driving status- boundary conditions (driving cycle, target vehicle speed,
gradient)

• climate boundary conditions (ambient temperature, humidity, solar radiation)
(Fig. 1).

The basic structure of the model parts will be described in the sections below.
The explanation of thermodynamically model builds the center of attention.

Fig. 1 Entire vehicle simulation
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2.1 Vehicle Model

The vehicle model simulates the total electrical powertrain and the thermodynamic,
but furthermore comprised the physical route of the thermal control loop (thermal
model of the vehicle interior and these components). It is structured by Fig. 2 in
areas of energy supply und–consumer.

2.2 Battery Model

The supply side contains the battery model. This determined the actual available
battery power and the state of charge. Therefore, are all performance requirements of
the consumer side added up and calculated with the help of the battery temperature
the necessary parameter as internal resistance, terminal voltage and power loss.

2.3 Driving Dynamics Model

In the driving dynamic model is the vehicle longitudinal dynamic for the deter-
mination of the energy consumption through driving resistances and inertia of the
vehicle depicted. The integrated electric motor model calculated with the, from the
driver requested torque, which through balance with the driving resistance, results
in the vehicle speed and the driven distance.

Fig. 2 Vehicle model
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2.4 Auxiliary Users

The block of the auxiliary users bundled not modelled performance requirements of
the pneumatics (e.g. lowering of the bus on the bus stop, automotive headlights and
other auxiliary units). The air condition itself is not a part of the auxiliary users,
because for the optimization that needs a deeper view on it.

2.5 Thermodynamics Model

This model is divided into the interior and air conditioning model, which will be
discussed in more details below.

Vehicle Interior Model Since the inner and outer thermal and moisture loads vary
strong in time and quantity, also the air-conditioning load is constantly changing.
However, to determine the current demand for air conditioning it’s based on the
12-m-electric bus “Perun HE” by Skoda Electric a.s., a three-zone constructed state
space model. In the vehicle longitudinal direction it is divided in three zones. The
first zone describes the driver’s area. The second and largest zone corresponds to
the passengers and the third zone describes the thermal behavior of the battery.
Accordingly to the division into three zones yields three different sizes of balance
zones. The respective volume of the zones is assumed as mixed ideal, i.e. it will be
expected a homogenous temperature distribution for each zone. Figure 3 shows a
schematic representation of the vehicle with the parties on the balance sheets of heat
and material flows. Heat flows are shown monochrome and material flows dashed.

The air conditioning load results per zone by balancing with the corresponding
loads. As an example of the driver, the relationship is described as followed.

_Qbal�drv ¼ _Qclima�drv þ _Qamb�drv þ _Qsol�drv þ _Qsol�drv ð1Þ

Fig. 3 bus climate system load
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For the transmission of reported heat flows in the resulting room temperatures a
thermal network out of capacities, resistors and structured sources was build.
Therefore transverse sizes are to understand as temperatures and through sizes as
heat flows. The resistors R (or conductance G) describe the Heat transfer capacity of
the scenery or to neighboring areas. The Capacities (C), so the heat storage capacity
of a zone is calculating from the specific heat capacity of the medium, the density
and its volume. If only considers the thermal resistances, it would correspond to the
stationary heat conduction, but because of the capacities and the related heat storage
capacity per zone, a time-dependent temperature gradient and consequently a
dynamic behavior of the thermal system. Figure 4 shows the thermal equivalent
circuit. With it the indexes X0 describe the conductance to the surroundings and
XY the conductance by zones to each other.

Fourier’s law and from the electronics transmitted Kirchhoff rules can be applied
in the equivalent circuit. The entire thermal system consists of three different sized
capacity, to be understood as Energy storage as described. As state variables
describe energy storage, arise from the capacity of three state variables and a system
of the third order. Therefore three differential equations of 1st order are required.
The resulting differential equations are as follows.

Batterie: _UB ¼ 1
CB

Z
IB � GBO þGBPð ÞUB þGBPUP½ �dt ð2Þ

Fahrer: _UD ¼ 1
CD

Z
ID � GD0 þGPDð ÞUD þGPDUP½ �dt ð3Þ

Passagiere: _UP ¼ 1
CP

Z
IP � GP0 þGPD þGBPð ÞUP þGBPUB þGPDUD½ �dt ð4Þ

Fig. 4 Thermal network
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The previously determined accounted heat flows go as inputs Ix in the state space
model, and provide at its output the ambient temperatures Ux.

Climate System Model The air condition model serves the figure of the refrig-
eration cycle process and determines the thermal usage of energy in dependence to
the applied electrical power. A schematic representation of the process for the
heating- and cooling mode is outlined in Fig. 5.

Is the liquid coolant on a low pressure level with an evaporating temperature
below this of the cooling room, it withdraws the heat flow _Qevap and cooled the
room as a consequence. The steam of the coolant is going to be compressed on a
higher pressure- and temperature level in the compressor upon expenditure of the
electrical power Pcomp. Over the gas cooler the hot coolant steam gives the heat flow
_Qcond to their environment off. In the expansion valve is the coolant again on
evaporating pressure relaxed and repeated supplied to the evaporator. Through an
accordingly use of valves, it is possible to heat with the cold circle process,
therefore the process operates as a so-called heat pump. Thereby the emitted heat to
the environment from the gas cooler is in use to heat the room. The thermal
effective output is no longer _Qevap, but _Qcond . However, for the current account of
the system always valid:

_Qcool ¼ _Qevap þPcomp ð5Þ

At CO2 air conditions becomes the critical point of the coolant exceeded by the
compression. In this context it is called a transcritical refrigeration cycle process [4].
The subsequent heat dissipation to the ambient takes place in the supercritical state
and does not lead to condensation. That is why it calls gas cooler and not condenser
like it is usual in subcritical systems. Only by the expansion the refrigerant liquefies
(Fig. 6).

Fig. 5 Invertible refrigeration cycle process [3]
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• 1-2: Isentropic compression in the compressor (Pcomp)
• 2-4: heat emission with stable pressure in the gas cooler ( _Qcool)
• 3-4: Expansion in the expansion valve at a stable enthalpy
• 4-1: Heat absorption at stable pressure in the evaporator ( _Qevap).

Calculation of the Efficiency Power As a basis for calculating the process of the
cold cycle, a compressor polinomical from Blitzer is utilized. Pressure difference
between low pressure and high pressure as well as the frequency of compressor are
necessary initial parameters and deliver the mass stream, as well as the introduced
hydraulic benefit. With these values, the acceptance of a constant evaporation
temperature of −5 °C chosen freely, the gas cooler outlet temperature of 25 °C and
the substance data library are deposited in “TILMedia”, all condition points can be
determined in the p,h-diagram. The sought-after thermal efficiency ( _Qeff Þ, arises
according to the mode of operation after the following coherence:

Effective output of the coolingmachine: _Qevap ¼ _mCO2ðh4 � h1Þ ð6Þ

Effective output of the heat pump: _Qcool ¼ _mCO2ðh2 � h3Þ ð7Þ

For the best energy-efficient use of the air-conditioning it is important to know in
which operating point the arrangement with the slightest energetic expenditure, has
the biggest benefit. Therefore is efficiency divided by effort. The result is generally
referred as a coefficient of performance. In the case of the cooling machine it is
spoken by EER (Energy Efficiency Ratio) and the head pump significate COP
(Coefficient of Performance).

Fig. 6 Cold cycle in CO2 p,
h-Diagram [5]
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EER ¼ _Qevap=Pcomp ð8Þ

COP ¼ _Qcool=Pcomp ð9Þ

Distribution of the Efficiency Power The already generated efficiency power has to
distribute to the heat exchangers (HE), which ones are presented in the system
below. In Fig. 7 the example of a cooling machine show a possible combination of
the treated three zones.

In the simulation of the air conditioning circle the terms shown in Gl.10 should
be equal anytime. As already mentioned the first part arise the cooling capacity of
the refrigerant. The middle part describes the heat transfer capacity of the heat
exchanger and the third part refers to the heat flow of air or more generally spoken
the heat flow of secondary fluid.

_m1 hin � houtð Þ ¼ kAD#log ¼ _m2c2ð#out � #inÞ ð10Þ

On bases the signal flow orientation of the approach with Simulink and the
necessity of a generic model assumption are made that the simulation simplify the
system circuit significantly. These simplifications are far legitimate, as that in the
development of the operating strategy the electrical performance of the actors
(Compressor, Ventilators) are of interest. Although the output power of the actors is
depend on thermodynamic state of the system, but limits itself to a normal operation
in the broadest sense, may with sufficient accuracy be assumed a linear behavior
and mutual thermodynamic and nonlinear interactions of the various parts of the
system are neglected.

Fig. 7 CO2-climate system [6]
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To simplify the dependencies of the thermo-dynamical relations is as first to be
assumed that the heat exchangers are able to transmit the heat flow from or to the
refrigerant. The approach is to be welcomed regarding to a preferably generic,
vehicle independent operating strategy. Therefore are parameters which are difficult
to obtain like heat transfer and pressure loss coefficient are no longer required.
Furthermore assumed it is established, that the enthalpies (h) after every heat
exchanger are equal.

hin ¼ hbat�in ¼ hdrv�in ¼ hpas�in ð11Þ

hout ¼ hbat�out ¼ hdrv�out ¼ hpas�out ð12Þ

Consequently the mass flow is the only not determined variable in equation.
Accordingly, depending to the magnetic valve position it leads to the effective
power per heat exchanger ð _Qhe�xÞ as an part of the entire effective output ð _Qeff Þ.

For this it will introduced the new variable, named HFD (Heat Flow
Distribution). It describes the percentage distribution of refrigerant mass flow after
the compressor ð _msysÞ into the other parts of circle.

With the law of conservation of energy the HFD has to be between zero and one
and the sum of its parts has to be one, like the sum of its parts of mass flows ð _mxÞ
has to be equal with the system mass flow.

_msys ¼ _mbat þ _mdrv þ _mpas ð13Þ

HFD ¼ 1 ¼ HFDhe�bat þHFDhe�drv þHFDbat�pas ð14Þ

_Qeff ¼ _msysðhin � houtÞ ð15Þ
_Qhe�x ¼ _Qeff � HFDhe�x ð16Þ

Fans Is now considered the air side arise the supply air temperature #sup through
transforming the known equation Gl.10. The inlet temperature of fans #air corre-
spond to the temperature of circulating or ambient air, depending which operating
mode is actually chosen (a mixing temperature of both is also possible). cair cor-
respond to specific heat capacity of air. It should also be noted that the lost heat of a
fan has to be subtracted as electrical power from the effective power. For reasons of
clarity is this fact in the following equation neglected.

#sup ¼
_Qhe�x

_mfan � cair þ#air ð17Þ

Condensation Depending on the relative humidity ðuÞ of the interior it is possible
that during cooling of damp air, condensation forms it out. This will happen pre-
cisely when the temperature of supply air fall below the dew point temperature of
the room.
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To figure out the dew point ð#air�dewÞ is used the following equation [7].

#air�dew ¼ u
1

8:02 #air þ 109:8ð Þ � 109:8 ð18Þ
The temperature difference between supply and dew point leads with the Eq. 19

to dehumidification performance part _Qcond and the difference to the heat exchanger
cooling performance result to dry part _Qdry shown in Eq. 20.

_Qcond ¼ _mfan � cair � ð#sup � #dewÞ ð19Þ

_Qdry ¼ _Qhe � _Qcond ð20Þ

The dry part of the heat flow leaves this block und goes as the climate system
performance _Qclima into the already described balance of climate system loads.

2.6 Control

The control block unites the control of the longitudinal dynamics model, the
operating strategy of the climate and the performance management.

Control of Longitudinal Dynamics Model The driver model is a PID controller
which controls the actual speed of the vehicle model with the regulating units
accelerator pedal position and brake pedal position according to the target speed of
the given driving cycle. The town part of the NEDC (New European Driving Cycle)
serves as a base cycle. Other bus specific cycles can also be given as a standard.

Performance Management The available maximal performance of the battery is
calculated in the battery model using the sum of the required performances and the
thereby associated battery power. Therefore, provided that the maximum is not
achieved, the requirements yield the availability. Only in case of exceedance, a
hierarchical performance management is activated. The supply of the braking
systems of, in this case, the requirements of the longitudinal dynamics model,
stands in the first place of course. Within the thermic model, the conditioning of the
battery is prioritised. Thereupon follows driver and subsequently the passengers.

Operating Strategy of the Climate System The characteristic line of comfort in
the public transport for busses according to the VDV guidelines forms the basis for
the ascertainment of the control circuit reference value. The set room temperature is
therefore a function of ambient temperature (Fig. 8).

This target should be accomplished by the air conditioning system without the
intervention of the driver. For his own area, the driver is able to switch between the
automatic determination of the target value and the manually adjustable desired
temperature. The thermic conditioning range of the battery is settled on 25 °C.
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The difference between the reference value and the output signal of the roadway,
that means the difference between target and actual room temperature, results in the
control deviation and serves as the decision factor for the ascertainment of the
actuating variables in the controller. Initially, the controller is realized as a simple 3
points controller. For every area, it is decided whether heating, cooling or no
thermic conditioning at all is needed. The thereby obtained information about the
area requirements is, in a subsequent logic, transformed into the resulting
requirement for the air conditioning system. That means, for example, in the
simplest case, that a compressor is turned on when at least one area requirement is
unequal zero. A once turned off compressor should, as the producer points out, not
be turned on again for a certain time. The logic switch on of a component does not
yet tell anything about the absolute value, the specific actuating variable. The
transformation of the general actuating variable into the specific number of revo-
lutions is momentarily statically resolved. This means that it can be differentiated
between the maximal and minimal, respectively within the limits of an arbitrary
rotational speed.

3 Results

3.1 Conventional Operating Strategy

The conventional operating strategy was implemented for verification and testing
the model. The city part of NEDC is used as the basic simulation-cycle. Across the
simulation time following boundary conditions were set as constant.

• direct solar radiation = 590 W/m2

• diffuse solar radiation = 128 W/m2

• relative humidity of ambient = 50 %

Fig. 8 Behaglichkeitskennlinie nach VDV-Richtlinie [2]
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The set-temperatures are also constants and they do not depend on the eco
characteristic curve. The actors operated at half rotational speed. Table 1 shows
results for various load cases concerning to total energy requirement Esy and the
requirement of the climate system Etd .

3.2 Efficiency Optimization

One opportunity to reduce the total energy consumption and simultaneously get the
best-possible result of efficiency is the consideration of the optimal operating point.

Therefore were in use described coefficients of performance from Eqs. 8 and 9.
The rotational speed of the actors will drive in the respectively best operating point.
The boundary conditions correspond to Sect. 3.1.

Compared with the results of the conventional operating strategy is to recog-
nized that the highest energy saving came to approximately 1.3 %. This seems to be
a marginal outcome but currently the rational speeds are still constants, also when
they are configured for the respectively best operating point. So it would be lead to
better results if the rotational speeds will calculated automatically after the climate
load. The studies indicated as well, that the efficiency of the compressor is much
dependent on the high pressure and it is more important to control the entire system
efficiency as only the component ones.

Table 1 results for various load cases

Ambient
temperature (°C)

Set temperatures/BAT = 25 °C

Conventional os PAS &
DRV = 18 °C

Conventional os PAS &
DRV = 21 °C

New
os => VDV

30 E_sy = 1,544 kWh/km
E_td = 0,555 kWh/km

E_sy = 1,542 kWh/km
E_td = 0,553 kWh/km

E_sy = 1,508
kWh/km
E_td = 0,518
kWh/km

20 E_sy = 1,500 kWh/km
E_td = 0,511 kWh/km

E_sy = 1,491 kWh/km
E_td = 0,502 kWh/km

E_sy = 1,525
kWh/km
E_td = 0,536
kWh/km

10 E_sy = 1,514 kWh/km
E_td = 0,525 kWh/km

E_sy = 1,514 kWh/km
E_td = 0,525 kWh/km

E_sy = 1,494
kWh/km
E_td = 0,504
kWh/km

0 E_sy = 1,524 kWh/km
E_td = 0,534 kWh/km

E_sy = 1,539 kWh/km
E_td = 0,550 kWh/km

E_sy = 1,525
kWh/km
E_td = 0,536
kWh/km

−10 E_sy = 1,543 kWh/km
E_td = 0,554 kWh/km

E_sy = 1,554 kWh/km
E_td = 0,555 kWh/km

E_sy = 1,543
kWh/km
E_td = 0,554
kWh/km
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4 Perspective

Against the background of efficiency optimization it does not mean that a minimal
rational speed is necessarily a minimal electrical effort or minimal electrical effort of
one component is not immediately a minimal effort of the entire system. This is the
reason that in future the rotational speed should be automatically controlled over
various kinds of sophisticated mathematical algorithms. On the one hand, it is an
aim to operate not only in the best efficiency of respective components but rather in
the optimal operating point of the entire system. On the other hand it is necessary to
produce in each moment just so much power like the climate system loads actually
demand. Further it will be shown that the control of supply temperature also will
have an impact on the required climate power. But also it is important to take a look
on the situation if the ambient temperature conditions are closed to the set condi-
tions. Because in the past it was very difficult to find an energy efficient path
handling the switch-on inhibits. The topic automatic ventilation without cooling or
heating and the consideration of a prospective analysis of driving cycles should
offer the possibility not only to react anymore and be proactive. Expansion the
reference variables to on air CO2 content and the relative humanity also leave more
detailed diagnosis. In addition to the rotational speed control refer the results from
Sect. 3.2 the significance of optimal high pressure control. For heat pump mode it
would be useful to discuss the possibility of a heat accumulator to use the battery
lost heat. Ultimately, only a combination of those optimization activities will result
in a sustainable solution.
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Model-Based Efficiency Improvement
of Automotive Fuel Cell Systems

Sebastian Bilz, Matthias Rothschuh, Katharina Schütte
and Ralf Wascheck

Abstract Fuel cells are seen as a promising potential technology for future
automotive drive systems. The efficiency of fuel cells, their costs and dynamic
behavior depend essentially on the surrounding system components. Different
system topologies are possible for achieving an optimum interaction between
system components and fuel cell stack and will be investigated as an ongoing major
topic in the years to come. Development and operation of a fuel cell system for
mass production is a challenge containing numerous trade-offs. One goal is an
optimized operation of the fuel cell stack with the aiming on a maximum efficiency
during the entire lifetime of the fuel cell system. Model-based approaches are used
in early development stages to develop and verify the fuel cell system components.
The investigations presented in this paper show detailed results for different fuel
cell system topologies together with the interaction between system components
and stack. The trade-off between optimum fuel cell stack supply and dynamic
demands of the vehicle is also considered. The simulation framework developed is
used for rapid and targeted initial calibration of new systems and for a detailed
comparison of different topologies. It serves as a tool for ascertaining the optimum
operating parameters for the fuel cell stack. Results provide a basis for demands,
selection and positioning of different components in a fuel cell system.
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1 Introduction

Fuel cell hybrid vehicles are a promising drive concept for fulfilling current and
future legislation requirements regarding greenhouse emissions. Nearly all major
automotive manufactures are currently working on fuel cell driven vehicle con-
cepts, investigating those vehicles in small-scale fleet programs or selling fuel cell
vehicles in mass production.

Present development activities aim to reduce costs, increase durability and
optimize fuel cell system efficiency, thus reducing hydrogen consumption.
Currently available fuel cell vehicles operate in similar power ranges and
hybridization concepts. The main differences are situated in the fuel cell system
layout and its operating strategy. This paper presents possibilities for an optimized
fuel cell system using model-based simulation tools.

1.1 Fuel Cell System

Today, PEM fuel cells (Proton Exchange Membrane) are used in automotive
applications. Besides high power density, good dynamic properties and cold start
capability, the high durability is another factor in favor of this technology. A fuel
cell system designed for automotive applications has four sub-systems. The fuel cell
system consists of the PEM fuel cell stack, hydrogen supply, air supply and cooling
system. Figure 1 shows the schematic diagram of a fuel cell system suitable for
automotive use.

Fig. 1 Fuel cell system
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The fuel cell stack generates electric energy from hydrogen and oxygen taken
from the ambient air.

The hydrogen needed for the electrochemical reaction is stored in the hydrogen
tank at 700bar. The hydrogen passes through the shut-off valve and the pressure
control valve to the stack inlet where it reacts with oxygen to water. The anode
system operates at a leaner-than-stoichiometric level to enhance stack efficiency and
durability. Hydrogen that does not react is recirculated by the recirculation blower
and mixed with the mass flow of fresh hydrogen. Water generated as a by-product is
collected in the water separator and discharged through the separator valve. The
purge valve helps to increase hydrogen concentration and is opened cyclically due
to inert gases which concentrate in the anode system caused by the partial pressure
gradient between anode and cathode.

The process heat generated in the electrochemical reaction is dissipated through
the cooling system. In contrast to a vehicle propelled by an internal combustion
engine, more process heat has to be dissipated through the cooling system in a fuel
cell vehicle.

The oxygen needed for the reaction is fed through the stack by an electrically
driven compressor. The compressed air mass flow is conditioned in the intercooler
and then humidified to enhance the conductivity of the membrane. A humidifier
bypass controls humidity at the stack inlet. An additional throttle valve is fitted in
the exhaust gas system to increase pressure. The operating point of the compressor
can be shifted using the cathode bypass valve by discharging an additional mass
flow that bypasses the stack.

Fuel cell stack durability and performance depend primarily on the selected
operating conditions such as pressure, temperature, stoichiometry and relative
humidity.

The following chapters take the air path as an example to illustrate how these
parameters can be optimized in the interests of efficient system operation.

2 Model Setup

2.1 Fuel Cell Stack

The model of the fuel cell stack shows the working principle of a PEM fuel cell
(Fig. 2). It consists of the following sub-models:

• Fluid-dynamic model of the flow fields for anode and cathode
• Model of the thermal network
• Model of the polymer electrolyte
• Electrochemical model of the two electrodes

The flow field models are used to compute the thermodynamic state with the
help of the volume chamber model, see also Sect. 2.2. These volume chambers are
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the interfaces to the hydrogen or air supply. The thermal network connects them to
the cooling circuit. Heat transport within the fuel cell stack and heat transfer into the
coolant is computed in the thermal network.

The electrolyte of a PEM fuel cell consists of a semi-permeable membrane that
electrically insulates the two electrodes and enables the proton exchange. A high
water content of the membrane is essentially to uphold proton conductivity and
maintain high stack efficiency. The water content indicates the number of water
molecules per ionic end group and thus depends directly on the relative humidity in
the membrane surroundings [1]. A relative humidity of / ¼ 1 in the membrane
surroundings results in a water content of 14.

The cathode air at the fuel cell stack inlet is humidified by a humidifier to keep
the humidity level as close to saturation as possible. The anode side is supplied
indirectly with water from the transport of water molecules through the membrane.
Two essential effects are involved here: diffusion resulting from the concentration
gradient on the anode and cathode side, and the electro-osmotic entrainment as a
result of proton transport. The absorption and release of water by the membrane
triggered by these effects is depicted dynamically in the sub-model of the polymer
electrolyte.

The electrochemical model of the stack is based on the substitute diagram of a
fuel cell (Fig. 3). Besides the voltage source, there is an ohmic resistance connected
in series with an RC element.

The theoretical maximum voltage results from the Gibbs standard enthalpy of
the total reaction DG0

R of the fuel cell:

E0 ¼ DG0
R

z � F ¼ 1:229V ð1Þ

Fig. 2 Fuel cell stack
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The valence z is obtained from the total reaction of the fuel cell:

H2 þ 1
2
O2 ! H2O ð2Þ

F is Faraday’s constant.
Deviations from these standard conditions occur in reality. They are shown by

the Nernst equation:

EN ¼ E0 � R � T
z � F ln

Y
i

avii

 !
ð3Þ

In the equation ai is the activity of the relevant substance and vi is the corre-
sponding stoichiometric coefficient. Further losses caused by the abovementioned
crossover effects and mixed potential are taken into consideration, resulting in the
final open-circuit voltage.

If current is demanded from the fuel cell, additional losses occur as a result of the
resistances mentioned above. The ohmic losses results from the electric conduc-
tivity of the used materials and the proton conductivity of the membrane.

There is also chemical resistance, caused primarily by the reaction kinetics. This
is described by the Butler-Volmer equation:

i ¼ i0 � exp
a � z � F
R � T gact

� �
� exp

1� að Þ � z � F
R � T gact

� �� �
ð4Þ

Here a is the symmetry factor for the respective electrode reaction and i0 is the
exchange current density of the electrode. The equation is solved for over-voltage
gact for each of the electrodes.

When high electric current is demanded, the consumption of reaction gases can
no longer be covered by the supply system. Fuel depletion occurs at the electrodes,

Fig. 3 Substitute model
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causing cell voltage to collapse. In the simulation model, this is depicted by the
relationship:

gconc ¼
�R � T
z � F � ln 1� i

iL

� �
ð5Þ

IL is the limit current which depends on the materials used.
Over-voltages result in the static cell potential:

Estat
Z ¼ EOCV � gact � gohm � gcon ð6Þ

In dynamic operation, the build-up and collapse of an electrochemical double
layer at the contact area between membrane and electrode delays the adjustment of
steady-state voltage, resulting in the following differential equation:

_gdynðtÞ ¼
i
c
� i
c � gchem

� gdynðtÞ ð7Þ

Fuel cell efficiency is obtained directly from the resulting cell voltage. It results
from the achieved cell voltage divided by the thermal voltage.

gZ ¼ EZ

E0
f

ð8Þ

Thermal voltage is defined as the complete conversion of chemical into electric
energy. Figure 4 illustrates the current/voltage characteristic line with the occurring
losses [2].

Fig. 4 Characteristic line of a fuel cell [2]
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The electrochemical sub-model is also used to compute the impact of the
chemical reaction on the composition of the substance mixtures. Hydrogen is
converted on the anode side, while on the cathode side oxygen reacts with protons
and electrons to produce water (Fig. 2). This conversion is directly proportional to
the current and is described by Faraday’s law:

_mi ¼ I
z � F Mi ð9Þ

Mi is the molar mass of the substance, z results from the chemical reaction of the
electrode to z ¼ 2 for hydrogen and water, and z ¼ 4 for oxygen. In reality, larger
quantities of process gases are supplied as there is no complete conversion and fuel
depletion needs to be ruled out. The ratio of supplied and required fuel or oxygen is
called stoichiometry:

kan ¼
_msupplied
H2

_mrequired
H2

ð10Þ

kca ¼
_msupplied
O2

_mrequired
O2

ð11Þ

2.2 Fuel Cell System Model

The fuel cell system component models are described through the example of the
cathode air supply. The same thermodynamic principles are applied to the anode
gas supply.

The cathode air supply model is based on the thermodynamic description of a
volume V within a chamber of incoming and outgoing mass flows. Approaches of
gas system modelling for current Diesel engines [3–5] are applied to a fuel cell
system [6, 7].

Assuming a homogeneous distributed gas within a chamber, the energy balance
for the chamber is described by the sum of incoming and outgoing enthalpy flows
_H, considering incoming or outgoing heat flows _Q by neglecting kinetic and
potential energy:

_U ¼
Xn
i¼1

_Hi �
Xm
i¼1

_Hi þ _Q ð12Þ
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Assuming an isochoric process by application of the isochoric gas constant cv,
the change of the internal energy _U within the chamber is defined as:

_U ¼ cvT _mþ cvm _T ð13Þ

The change of mass is derived by the sum of incoming and outgoing mass
flows _m:

_m ¼
Xn
i¼1

_mi;in �
Xm
i¼1

_mi;out ð14Þ

Applying the ideal gas law by usage of the specific gas constant Rs the pressure
can be determined as:

p ¼ m � Rs � T
V

ð15Þ

The connection between volume chambers is modeled as a nozzle. Assuming an
isentropic process and applying the equation of flow w pð Þ, the mass flow is rep-
resented by:

_m ¼ Aeff � ffiffiffiffiffiffiffiffiffi
q1p1

p � w pð Þ ð16Þ

where Aeff defines the effective surface area, q1 describes the gas flow density and
p1 represents the pressure anterior of the nozzle.

The equation of flow is defined as:

w pð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2j
k�1 p

2
j � p

jþ 1
j

� �r
; p\ 2

kþ 1

� � k
k�1

2
jþ 1

� � k
k�1

ffiffiffiffiffiffiffi
2j

kþ 1

q
; p� 2

kþ 1

� � k
k�1

8>><
>>:

ð17Þ

depending on the pressure ratio p and the ratio of specific heats j.
The relation of compressor mass flow _mcomp, compressor pressure ratio pcomp and

compressor speed ncomp is represented by a compressor flow map:

_mcomp ¼ f ðpcomp; ncompÞ ð18Þ

The isentropic compressor efficiency gcomp is also represented by an efficiency
map taking pressure ratio and mass flow into account:

gcomp ¼ f ðpcomp; _mcompÞ ð19Þ

The compressor dynamics are approximated as a first order system.
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Assuming an isentropic compression, the compressor power is defined as the
sum of isentropic compressor power Pisen and propulsive power Pmech:

PVerd ¼ Pisentrop þPmech ð20Þ

The isentropic compressor power is obtained by:

Pisentrop ¼ cp � T1 � _m
gcomp

� pð Þk�1
k �1

h i
ð21Þ

Assuming constant compressor inertia J, the propulsive power is determined by:

Pmech ¼ J � _x � x ð22Þ

where x represents the angular velocity.
The cathode air supply model combines several volume chambers and nozzle

models (Fig. 5). The required oxygen is taken from the ambient Vamb. The state
equations for a gas composition of nitrogen N2, oxygen O2, water vapor H2O and
hydrogen H2 are applied to five volume chamber models: volume between com-
pressor and intercooler Vcomp, intercooler volume Vic, humidifier inlet volume
Vhum;in, fuel cell cathode volume Vca and humidifier outlet volume Vhum;out. Volume
chamber models are connected by fixed or adjustable nozzle models which deter-
mine mass- and enthalpy flows (bypass valve, throttle valve, humidifier bypass).
Pressure losses between volume chambers are calculated for each nozzle model.

2.3 Vehicle Environment and Hybrid Manager

The basic vehicle parameters refer to data of available fuel cell vehicles presented
by various manufacturers. The fuel cell system was integrated in an existing hybrid
vehicle simulation.

The simulated vehicle has the following parameters: (Fig. 6, Table 1).

Fig. 5 Cathode system model

Model-Based Efficiency Improvement of Automotive … 183



The operating strategy specifying the power split between battery and fuel cell
system is based on IAV’s ECMS control strategy (Equivalent Consumption
Minimization Strategy) [8], adapted for a fuel cell hybrid vehicle.

The ECMS is a real-time energy flow coordinator for exploiting an additional
energy source in a hybrid vehicle with regard to minimum fuel consumption.
Boundary conditions include the current SOC (state of charge) of the battery and
the system efficiency at the required operating point of the fuel cell. The opti-
mization objective is the achievement of minimum hydrogen consumption for the
drive cycle under the constraint of a balanced SOC.

Fig. 6 Fuel cell vehicle topology

Table 1 Basic vehicle parameters

Parameter Value Unit

Vehicle mass 1950 kg

Drag coefficient 0.3 –

Frontal area 2.5 m2

Dynamic wheel circumference 1940 mm

Roll resistant coefficient 0.008 –

Battery 2.5 kWh

Fuel cell system max power 90 kW

Electric motor power max 100 kW

184 S. Bilz et al.



3 Simulation Results for the Basic Vehicle Configuration

An energetic analysis of the fuel cell system in the WLTP cycle (Worldwide
Harmonized Light-Duty Vehicles Test Procedure) confirms that the electric com-
pressor causes the largest parasitic losses in the fuel cell system (Fig. 7). The
investigated basic configuration employs an electric turbo-compressor.

The following results and optimizations are based on computations for a system
being at operating temperature at the start of the cycle. Other consumption levels
apply for cold starts and other operating parameters for the supplied media. No
start/stop strategy is implemented during the simulation. The fuel cell supplies a
minimum output of 5 kW.

The initially selected operating parameters for cathode gas supply have already
been adapted to the map of the turbo-compressor and the requirements of the fuel
cell stack.

The operating parameters of the fuel cell cathode system are shown in Fig. 8.
Figures 9 and 10 show the operating behavior of the fuel cell system chosen by

the operating strategy. At the start of the cycle and during idle operation, the fuel
cell operates at low-load ranges and the battery is charged due to the fuel cell
system‘s maximum efficiency at low loads. Electric drive energy is generated pri-
marily by the fuel cell system. When faced with high load demands and dynamic
power peaks occurring primarily at the end of the cycle, electric propulsion is
supported by power withdrawn from the HV battery, thus discharging the battery.
Altogether there is a balanced SOC over the cycle.

Fig. 7 Energy flows in WLTP
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4 Optimizing the Operating Parameters
Using the Example of the Air Path

4.1 Components

Besides the electric turbo-compressor different compressor types are conceivable to
be used for automotive fuel cell applications [9]. The differences emerge particu-
larly in the type of compression and are reflected in the respective compressor
map. In addition to compressor output, stack humidity is also influenced by
operating pressure so that other effects on system performance have to be
considered.

While the turbo-compressor is limited in its map towards the surge limit with
relatively low efficiency at the surge line, mechanical compressors such as a
Roots-type superchargers have a wider operating range, particularly in the range of
small mass flows.

In the framework of this paper, the operating parameters of the cathode path will
therefore be optimized for two other possible compressors compared to the basic
configuration with simple turbo-compressor. Conventional, commercially available
compressors are used in each case.

4.2 Optimization Problem Definition

The modular modelling concept allows the replacement and analysis of different
compressor types. Simulation results and analysis show that the initially formulated
cathode operating conditions result in an operating line that does not match the
system limits of the roots compressor map (Fig. 12). Stable fuel cell operation under
initially formulated operating conditions is possible up to a current density of
0:75imax. For a wide operating range new operating conditions have to be defined
for different compressor types.

Operating parameters regarding to the cathode air supply are cathode humidity,
cathode pressure and cathode stoichiometry. For an effective parameter definition
an optimization problem is defined and solved by applying a genetic algorithm to
the optimization problem. Genetic algorithms are a useful search heuristics for
solving complex, non-linear optimization problems [10]. Genetic algorithms, evo-
lutionary algorithms and other numerical optimization methods are implemented in
IAV’s Engineering Toolbox [11]. Detailed information about implemented algo-
rithms is provided in [12, 13].

The aim of the optimization problem is the operation of the fuel cell system with
its maximum efficiency gSys considering a constant current density i: Maximization
problem:
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Max gSys p;/; k;ð Þi¼konstant; imin � i� imax ð23Þ

With regard to following constraints:

• Permanent control offset stoichiometry control: 1 %
• Permanent control offset pressure control: 1 %
• Permanent control offset humidity control: 1 %
• Compressor operating point meets system limits
• Amount of water in membrane 12–14

The set of feasible solutions is restricted by system limits for different
components:

1:05\p\3 bara½ � ð24Þ

1:05\k\10 ð25Þ

5\/\95 ð26Þ

The control input for the anode pressure is set to a fixed pressure rise of 200mbar
between cathode and anode, whereas in the basic simulation model the control input
for the cathode pressure is depending on the anode pressure control input.

Figure 11 shows the dependence of the fuel cell system efficiency from cathode
stoichiometry and cathode pressure for a constant current density 0:5imax and
constant humidity. The maximum system efficiency gSys ¼ 0:458 is achieved for a
cathode stoichiometry of k ¼ 1:64 and a cathode pressure of p ¼ 1:4bara. An
increase in cathode stoichiometry and pressure results in an improvement of fuel
cell efficiency (Sect. 2.1), certainly the compressor power increases, resulting in
optimized operating parameters for a maximum system efficiency. The system
efficiency map boundaries are limited by fulfillment of the optimization problem
constraints.
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4.3 Simulation Results

4.3.1 Roots Compressor

Figure 12 shows the resulting operating line of the cathode parameter optimization
for the roots compressor compared to initially defined operating parameters. In
contrast to the initially standard operating line the optimized operating line meets
the compressor limitations, which allows a fuel cell operation through the complete
operating range.

Compared to the basic configuration employing an electrical turbo charger the
system efficiency at medium loads can be increased by usage of a roots compressor.
This is caused by a bypass mass flow minimization and increased cathode pressure,
enabled by a wider operating range. For high loads the system efficiency is
decreased due to poor compressor efficiencies compared to an electrical
turbocharger.

In conclusion, an electrical turbocharger with an enhanced operating range
benefits the system’s efficiency. For low and medium loads the possibility of a
decreased bypass mass flow is advantageous, for high loads the enhanced tur-
bocharger efficiency positively effects the system’s efficiency.

4.3.2 Variable Trim Compressor

The Variable Trim Compressor (VTC) developed at IAV for efficiency improve-
ment of internal combustion engines, offers the possibility for an enhanced com-
pressor operating range [14]. Caused by continuous pinch in compressor flow, the
compressor trim varies apparently, resulting in an enhanced operating range
towards the surge limit. The shift of the surge line relies on compressor speed and
design and achieves between 20 and 30 %. Besides, the compressor efficiency is
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improved for low mass flows. Figure 13 shows the shift of the surge limit and the
efficiency improvement achieved by a VTC compressor. In addition, the operating
line for initially defined cathode operating parameters and the optimized operating
line after parameter optimization is displayed. The aim of the optimization is
maximum system efficiency at varying cathode operating parameters: pressure,
stoichiometry and relative humidity.

4.3.3 Optimization Results

Figure 14 shows the simulation results of the fuel cell efficiency for the basic
configuration, the optimized roots compressor and the optimized VTC compressor.
At low loads the roots compressor achieves the highest fuel cell efficiency due to an
increased cathode pressure. At high loads the fuel cell efficiency decreases deter-
mined by reduced cathode stoichiometry and pressure.
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The VTC compressor’s efficiency exceeds the efficiency of the basic configu-
ration slightly due to an improved cathode pressure which is enabled by the surge
line shift. At high loads cathode pressure and stoichiometry are reduced effecting in
a decreased fuel cell efficiency which is compensated by reduced compressor power
resulting in maximum system efficiency.

Simulation results of the system efficiency for three analyzed options are dis-
played in Fig. 15. Especially at low loads the system efficiency is improved by the
VTC compressor. The main reason is situated in the reduced bypass mass flow
which is achieved by the shift of the surge line. At medium loads VTC compressor
and roots compressor exceed the basic configuration efficiency. At high loads the
system efficiency of the roots compressor decreases due to poor compressor effi-
ciency compared to turbocharged options. The VTC compressor obtains the max-
imum efficiency at all operating points and provides the opportunity for reduced
vehicle hydrogen consumption.

Figure 16 shows simulation results of the compressor power for three analyzed
options. The basic configuration compressor power exceeds the roots and VTC
compressor power at almost all operating points. Especially at low loads the VTC
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compressor shows a significantly reduced power due to reduced bypass mass flow
and increased compressor efficiency. At high loads roots and VTC compressor
achieve a decreased compressor power caused by operation parameter optimization.

Table 2 shows vehicle simulation results of the WLTP cycle for three analyzed
options. The hydrogen consumption for the WLTP cycle can be reduced by 3 %
caused by increased system efficiency and optimized operating parameters. The
average fuel cell system efficiency is increased by approximately 2 %. Parameter
optimization results in the highest average fuel cell efficiency for the roots com-
pressor, while the average system efficiency is the lowest of all analyzed options.

In conclusion the VTC compressor is the most promising option for cathode air
supply of PEM fuel cell systems, regarding to system efficiency and variability in
operating parameter definition.

5 Summary and Outlook

The paper validates the modularity of the developed fuel cell vehicle model.
The example illustrated in this paper, individual components of the air path were

tested by replacing the component models and showing their effect on the overall
system.

Using the simulation environment, diverse optimization tasks can be performed
for the whole powertrain. New concepts can be assessed in terms of their potential
in the simulation framework before proceeding laboratory tests.

Continuous examinations should investigate additional component configura-
tions, aiming for example at the possibility of including an expander in the energy
studies. Furthermore, an operating parameter adjustment is necessary for different
operating modes of the fuel cell vehicle. For example the start up at different
temperatures has to be analyzed due to the effects of warming up the fuel cell stack.

Table 2 Simulation results WLTP

Basic
configuration

Roots
compressor

VTC
compressor

H2 consumption (g) 221.1 227.2 214.4

Compressor energy/H2 equivalent 1254 MJ
8.78 g

1.739 MJ
12.2 g

0.744 MJ
5.21 g

FC energy (MJ) 16.45 16.88 15.98

Average FC-system efficiency
(%)

49.38 46.85 51.47

Average FC efficiency (%) 57.05 57.27 57.07

Average compressor power (kW) 0.7 0.97 0.43
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The current central issues for development work in fuel cell vehicles are dura-
bility over service life, costs and package. These criteria should be incorporated in
the component models when pursuing further investigations and extending the
simulation environment. The implementation and analysis of multi-criteria opti-
mization considering the above-mentioned parameters can be enforced.
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Hybrid Vehicle Simulation Addressing
Real Driving Emissions Challenges

Theodora Zacharopoulou, Grigorios Koltsakis and Klaus von Rüden

Abstract The upcoming Real Driving Emissions (RDE) legislation requirements
impose new challenges for future powertrains. In parallel, hybridization increases
the importance for the engine and exhaust system thermal management. In this new
technological and legislative environment, the application of model-based
methodologies could support the tough optimization problem of exhaust system
design and control. The purpose of the present study is to present a practical
simulation approach for the complete vehicle-powertrain-aftertreatment chain,
focusing on Hybrid Electric Vehicle applications. The methodology is supported by
a complete vehicle simulation platform (velodyn), with emphasis on the prediction
of engine-out and tailpipe emissions via appropriate engine and aftertreatment
modeling. The exhaust aftertreatment devices simulation is based on
well-established and validated mathematical models of the physico-chemical phe-
nomena using the software axisuite®. The engine-out emissions prediction is based
on a semi-empirical approach with sufficient degrees of freedom to describe the
effect of the engine thermal state on baseline engine emissions. The models are
coupled in order to allow a closed-loop simulation of the complete powertrain and
apply various aftertreatment control strategies depending on the driving scenaria.
Next, the impact of hybridization on emissions is discussed and studied on the basis
of complete vehicle simulation, addressing the exhaust system thermal management
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with the support of advanced 3D thermal loss calculations. It is demonstrated that
the presented methodologies could substantially support the design and optimiza-
tion of integrated engine and aftertreatment controls to comply with Real Driving
Emissions requirements.

Keywords Hybrids � RDE � Emissions � Aftertreatment � Simulation

1 Introduction

The upcoming Euro 6c Emission Regulation will implement Real Driving
Emissions (RDE) as an additional type-approval requirement, in order to cover a
much wider range of engine operating modes [1–5]. The RDE legislation for
passenger cars is introducing the road as a new environment for emissions testing
and certification. This will impose significant challenges on the design, develop-
ment and calibration of powertrains, vehicles and aftertreatment.

It is obvious that the validation of all the test cases needed for the RDE legis-
lation would be almost impossible to realize on real vehicles for an OEM because of
the high cost of the test trips and the restricted availability of prototype vehicles. In
addition, the number of climatic engine test beds and climatic chassis dynos, which
would be needed in order to develop the altitude calibration with real engine
hardware, would be hardly affordable [6].

Therefore, given the complexity and the high cost for conducting such
time-consuming measurements with PEMS, the need for developing validated
simulation models with aftertreatment control systems in order to study the
behavior of the legislated emissions in real-driving conditions becomes imperative.

Recently, there have been model-based research performed towards this target,
based on recent experimental studies with PEMS [4, 7–10], including HiL/SiL [5],
EiL [11], EiL for hybrid applications [12] and simulation tools for diesel applica-
tions [13, 14] including its EGR control [15].

In this direction, this study presents the development of a complete hybrid
vehicle model, consisting of the internal combustion diesel engine, the SCR-based
aftertreatment system enhanced with appropriate control systems and the vehicle
submodels.

To demonstrate the implementation concept of the proposed approach, the
developed simulation platform is applied to the cases of conventional and hybrid
electric vehicles in real world driving conditions in terms of pollutant emissions, in
order to comply with the Euro 6 limits and the upcoming RDE compliance
[13, 16, 17].
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2 Methodology and Modeling Approach

2.1 Internal Combustion Engine Model

The proposed methodology for the raw exhaust regulated emissions (CO, HC, NOx)
and the exhaust flow properties (temperature, mass flow) prediction of the engine
utilizes steady-state maps, generated from steady-state dynamometer measure-
ments, as functions of the engine speed and torque. Appropriate corrections are
implemented to account for transient operating modes: a submodel accounting for
the cold start extra emissions (CSEE) during engine warm-up. A block diagram of
the developed semi-empirical ICE model is shown in Fig. 1, whereas the respective
corrections are discussed in the following subsection.

2.1.1 Cold Start Extra Emissions Correction

During the engine cold start, CO and HC engine-out emissions are higher due to
incomplete combustion. To account for these effects, the model applies emission
correction factors on the map-based steady-state values. The emission correction
factors are calculated as functions of the coolant temperature. Since the coolant
temperature is not a direct input parameter of the model, it is estimated by applying
a simplified energy balance using the cumulated consumed fuel as input variable, as
explained in the following equations.

f1 _mfuel
� � ! f2 Qheat lossesð Þ ! f3 Tcoolantð Þ ! f4 CCSEECO ;CCSEEHCð Þ ð1Þ

Qheat losses ¼ 1
3
� 43:1 � _mfuel ð2Þ

Tcoolant ¼ a1 � Q3
heatlosses þ a2 � Q2

heat losses þ a3 � Qheat losses þ Tamb ð3Þ

Fig. 1 Internal combustion engine semi-empirical model
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CCSEECO ¼ b1 � T2
coolant þ b2 � Tcoolant þ b3 ð4Þ

CCSEEHC ¼ c1 � T2
coolant þ c2 � Tcoolant þ c3 ð5Þ

The CSEE correction becomes more critical for hybrid operation mode, when
the ICE is switched-off and undergoes a cooling process. During the ICE-off
cooling periods the coolant temperature is estimated by implementing an equation
that calculates the heat losses to the environment. The above correction functions
are semi-empirical and therefore have to be tuned to each engine by using actual
experimental data.

When the coolant temperature is lower than 85 °C the CSEE factor for CO and
HC is greater than 1. While the ICE starts the coolant temperature increases and the
CSEE factor decreases. During the engine shut-off period a small decrease of the
coolant temperature is observed. As soon as the coolant temperature reaches 85 °C
the CSEE factor becomes equal to 1 and no correction is implemented.

2.2 Aftertreatment Model

2.2.1 Main Balance Equations

The modeling tool used for the simulation of the flow-through catalytic converter is
axisuite® [18–20]. The model has been extensively used in the past to simulate
diesel and gasoline exhaust systems, including HC adsorption (DOC) [21, 22] and
selective catalytic reduction (SCR) [23] catalysts. The main differential and alge-
braic equations for the heat and mass transfer in the converter are given in Fig. 2.

The model is further equipped with intra-layer washcoat discretization to
account for the coupling between reaction and diffusion phenomena inside the
washcoat layer, as presented in Fig. 3.

2.2.2 Heat Transfer Boundary Conditions

For the investigation of the thermal behavior of the catalyst bricks, the heat losses
from the monolith periphery and faces are taken into account, the latter being
critical at near-zero flow conditions, frequently faced in start-stop and HEV
applications [24].

The boundary condition for the heat losses from the monolith periphery to the
ambient by free convection and radiation is given by the equation.

kS;r
@TS
@r

¼ Camb � hambðTS � TambÞþ erad � r � ðT4
S � T4

ambÞ r ¼ 0:5Df ð6Þ
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Heat losses by free convection and radiation from the front and rear faces of the
device are taken into account as boundary conditions as shown below.

kS;z
@TS
@z

¼ Camb;f � hamb;F � TS � T1;in
� �þCrad;f � ð1� eÞerad � r � ðT4

S � T4
1;inÞ

z ¼ 0

ð7Þ

Fig. 2 Flow-through catalytic converter schematic and basic model equations

Fig. 3 Intra-layer modeling equations
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kS;z
@TS
@z

¼ Camb;r � hamb;F � TS � T1;out
� �þCrad;r � ð1� eÞerad � r � ðT4

S � T4
1;outÞ

z ¼ L

ð8Þ

The terms for natural convection and radiation, which are included in the above
expressions, are explained in detail below:

• Natural (free) convection

In case of near-zero flow conditions, natural convection from the monolith faces
becomes important. The convection coefficient from the monolith faces hamb, F is
computed using the equations for natural convection for a vertical plate. For the 3D
simulation, the local Nusselt number is computed based on the following equations:

Nux ¼ Grx
d

� �1
4

g Prð Þ ð9Þ

g Prð Þ ¼ 0:75
ffiffiffiffiffi
Pr

p

0:609þ 1:221
ffiffiffiffiffi
Pr

p þ 1:238 Pr
� �1

4

ð10Þ

Grx ¼ g b Ts � T1ð Þx3
m2

ð11Þ

• Radiation

The emissivity εrad refers to the substrate material. The term (1 − ε) refers to the
fraction of the face area of a monolith occupied by solid material.

2.3 Complete Vehicle Model

The previously described engine and DOC-SCRF model were embodied into a
complete vehicle model, which was developed using velodyn [25], a flexible sim-
ulation platform, suited for real-time, control oriented simulation of complete
motor-vehicle powertrains within the Simulink/MATLAB® environment.

velodyn works on the basis of so called “carrier blocks” that incorporate the
signals from any Simulink block into a bus structure. The driving scenario, the
environmental data, the parameters for the common driving resistances to be
considered in the calculation and the characteristics of the vehicle (transmission
gear ratios, differential ratio etc.) are specified in the appropriate blocks of the
velodyn model. The engine speed and the requested torque are calculated from
velodyn according to the requested power, vehicle speed and engine output power.
The conventional diesel vehicle was used for this work is shown in Fig. 4.
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2.3.1 ICE Model Characteristics

The semi-empirical ICE model integrated to the vehicle for the purposes of this
study was a Euro 5 diesel engine with a displacement of 1.4 ‘ and 190 Nm of
maximum torque.

2.3.2 Pipe Models Characteristics

In order to take into account the heat losses of the exhaust gas to ambient between
the engine-out and the inlet of the aftertreatment devices exhaust pipe models
upstream the DOC and upstream the SCRF devices were integrated to the overall
vehicle model using axiheat [20] module of axisuite® simulation tool. axiheat
computes the heat losses to the ambient by all possible heat transfer modes (con-
duction, convection and radiation). The mass flow rate used in the heat transfer

Fig. 4 Complete conventional vehicle model coupled with DOC and SCRF aftertreatment devices
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calculation is the time-dependent mass flow rate defined in the exhaust gas scenario,
or computed at the outlet of the upstream exhaust component.

The pipes implemented upstream the DOC and the SCRF devices were 0.8 m
and 0.2 m long respectively, having 60 mm of diameter and 1.5 mm of wall
thickness.

2.3.3 DOC Model Characteristics

The DOC device used for the model was a cordierite monolith of 1.5 ‘, cell density
equal to 400cpsi and Pt-zeolite washcoat loading equal to 150 g/‘.

2.3.4 SCRF Model Characteristics

The SCRF device used for the model was a cordierite monolith of 2.5 ‘, cell density
equal to 180 cpsi and Cu-zeolite washcoat loading equal to 150 g/‘. Initial storage
was 0.15 mol/mole site for S1NH3 and 0.4 mol/mole site for S2NH3, taking into
account also a non-uniform distribution along the device.

2.3.5 AdBlue® Injection Control Model Characteristics

The semi-empirical ICE model and the axisuite® devices are coupled with the
velodyn model within the Simulink platform using the appropriate libraries. By
coupling velodyn and axisuite® and by performing a closed-loop function
according to the desired NH3 storage for the SCRF device as shown in Fig. 5, a
dynamic model is finally configured, capable to simulate the complete powertrain of
the vehicle.

The control strategy applied for the purposes of the current study was imposing
NH3 injection for SCRF inlet temperatures equal or higher than 180 °C in order for
the stored NH3 to remain within the 0.5–0.6 g/‘ limit values.

Fig. 5 AdBlue® injection control function in Simulink
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2.4 Hybridization

After the development of the conventional vehicle model also a parallel hybrid
model was built. The ICE of the HEV model operates in 3 modes, the
charge-by-engine mode, the torque-assist mode and the boost mode. The
charge-by-engine mode simulates the behavior of the battery charge by using the
ICE in a load point increase mode. During the torque-assist mode, the ICE operates
on the characteristic line of the optimal fuel consumption in order to achieve better
efficiency of the HEV. At last, boost mode is activated only for particularly high
driving torque and the engine operates in full load curve.

The developed diesel parallel hybrid model with an automated transmission
coupled with the previously described SCR-based deNOx aftertreatment system is
illustrated in Fig. 6.

It is obvious that carrier blocks additional to the conventional vehicle are
embodied into the complete model, such as Transmission Control Unit (TCU),
Connectivity Control Unit (CCU), Hydraulic Control Unit (HCU), Battery
Management Unit (BMU) and Electric Motor.

Fig. 6 Complete hybrid vehicle model coupled with DOC and SCRF aftertreatment devices
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2.4.1 HEV Model Characteristics

The developed model was a parallel hybrid vehicle and its powertrain consists of an
ICE (1.4 ‘ of displacement and 190 Nm of maximum torque), an electric motor
(14 kW of maximum power) and a Li-Ion battery (1.5 kWh of capacity). Additional
mass compared to the previously described start-stop vehicle of 98 kg is considered
(48 kg for the battery and 50 kg for the e-motor).

3 Results and Discussion

3.1 RDE for Baseline Vehicle

For the purposes of this study two different driving cycles were used: NEDC and a
mixed real-driving cycle RDE (average vehicle velocity: NEDC: 33.4 km/h, RDE:
55.5 km/h). The profile of the real-world cycle, shown in Fig. 7, was obtained from
measurements with PEMS conducted by TÜV NORD under the European
Commission Project “Development of a method for assessing real world emissions
of hybrid diesel light duty vehicles” [26].

In this section, the raw results of the investigation are presented and discussed;
regarding the RDE cycle, it was processed and divided into “moving average
windows” according to the regulation for RDE, using the CO2 mass emitted over

Fig. 7 Velocity profiles of NEDC and RDE cycle
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NEDC as a reference value. In this way, it is possible to relate real-world data to
cycle values by selecting a fixed reference magnitude pertaining to the test cycle
and subsequently windowing RDE data according to this magnitude. Since the
windows share a common characteristic with the reference cycle, it would be
possible to compare windowed emissions to the known cycle results or emission
limits and have a meaningful estimation of the influence of real-world driving
conditions.

In Fig. 8, the SCRF inlet and exit temperatures and the exhaust mass flow rate
during NEDC are illustrated for the case of the conventional vehicle model.

As first, the engine-out and tailpipe instantaneous NOx emissions predicted by
the model during NEDC with cold start are shown in Fig. 9 in case of the con-
ventional vehicle.

The engine-out and tailpipe cumulative NOx emissions for the same NEDC
scenario are illustrated in Fig. 10, compared to the Euro 6 T/A value.

Similarly, the SCRF inlet and exit temperatures and the exhaust mass flow rate
during RDE are plotted on Fig. 11 for the case of the conventional vehicle model.

Subsequently, the engine-out and tailpipe instantaneous NOx emissions pre-
dicted by the model during the respective window of the cold start of the
real-driving cycle, using the equivalent CO2 mass of the NEDC as common ref-
erence magnitude with cold start are shown in Fig. 12 in case of the conventional
vehicle.

The engine-out and tailpipe cumulative NOx emissions for the RDE cold-start
window are illustrated in Fig. 13, compared to the Euro 6 T/A value.

Tailpipe NOx emissions values remain safely within the Euro 6 threshold, both
in case of NEDC and RDE cycle.

Fig. 8 SCRF inlet and exit temperatures and exhaust mass flow for NEDC (cold-start)—
conventional vehicle
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3.2 Hybridization Impact on RDE

The HEV model with combined power of the ICE and an e-motor that was pre-
viously described was implemented in order to predict the tailpipe emissions of
NEDC with cold start and the respective window of the cold start of the real-driving
cycle.

In Fig. 14, the SCRF inlet and exit temperatures and the exhaust mass flow rate
during NEDC are illustrated for the case of the hybrid electric vehicle model.

Fig. 9 Engine-out and tailpipe instantaneous NOx emissions for NEDC—conventional vehicle

Fig. 10 Engine-out and tailpipe cumulative NOx emissions for NEDC—conventional vehicle

206 T. Zacharopoulou et al.



It is obvious that the SCRF device undergoes a cooling process during the
ICE-off (e-motor on) periods for the hybrid vehicle, when there are zero-flow
conditions, which is predicted by the SCRF thermal model that was previously
described.

In case of the HEV the engine-out and tailpipe instantaneous NOx emissions
predicted by the model during NEDC with cold start are presented in Fig. 15.

The cumulative NOx emissions for the same NEDC scenario are illustrated in
Fig. 16, compared to the Euro 6 T/A value.

Fig. 11 SCRF inlet and exit temperatures and exhaust mass flow for NEDC equivalent CO2 mass
real-driving cycle RDE window (cold-start)—conventional vehicle

Fig. 12 Engine-out and tailpipe instantaneous NOx emissions for NEDC equivalent CO2 mass
real-driving cycle RDE window (cold-start)—conventional vehicle
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The cold-start real-driving cycle window of RDE profile, having NEDC
equivalent CO2 mass, is presented for the hybrid vehicle case as an example in
Fig. 17. Apart from the speed-torque profile, SCRF inlet and exit temperature and
exhaust mass flow are plotted on the same graph.

Similarly to the NEDC scenario, the cooling of the SCRF device during the
ICE-off (e-motor on) periods for the hybrid vehicle, when there are zero-flow
conditions, is predicted by the previously described A/T thermal model.

Fig. 13 Engine-out and tailpipe cumulative NOx emissions for NEDC equivalent CO2 mass
real-driving cycle RDE window (cold-start)—conventional vehicle

Fig. 14 SCRF inlet and exit temperatures and exhaust mass flow for NEDC (cold-start)—hybrid
vehicle
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The engine-out and tailpipe instantaneous NOx emissions predicted by the model
during the respective window of the cold start of the real-driving cycle, using the
equivalent CO2 mass of the NEDC as common reference magnitude with cold start
are shown in Fig. 18 in case of the hybrid vehicle.

The cumulative NOx emissions for the same NEDC scenario are illustrated in
Fig. 19, compared to the Euro 6 T/A value.

Although tailpipe NOx emissions for the hybrid vehicle during NEDC appear
just within the type-approved value, the case of RDE seems to become even more
critical for NOx emissions, after applying the same NH3 injection control strategy.

Fig. 15 Engine-out and tailpipe instantaneous NOx emissions for NEDC—hybrid vehicle

Fig. 16 Engine-out and tailpipe cumulative NOx emissions for NEDC—hybrid vehicle
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Compared to the conventional vehicle model results, which appear safely under the
Euro 6 legislative limit both for the NEDC scenario and the respective RDE
window, hybridization seems to imply the risk of exceeding the T/A value when
implementing the same ΝΗ3 injection control strategy, especially in case of the
RDE.

Fig. 17 RDE cycle profile and SCRF inlet and exit temperatures for NEDC equivalent CO2 mass
(cold-start)—hybrid vehicle

Fig. 18 Engine-out and tailpipe instantaneous NOx emissions for NEDC equivalent CO2 mass
RDE cycle window (cold-start)—hybrid vehicle
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4 Conclusions and Future Work

A methodology was proposed and demonstrated for simulating the regulated tail-
pipe emissions for a conventional diesel vehicle and an equivalent HEV under
transient real-driving conditions. The methodology aims to predict the trends in
engine-out and tailpipe emissions, exhaust temperature and exhaust mass flow,
taking into account the cold or warm ICE-starting conditions, under realistic driving
modes.

According to the results, tailpipe emissions of the conventional vehicle model
remain within the limits of Euro 6 standards even under real-driving conditions. On
the other hand, hybridization seems to introduce the risk of exceeding T/A values
for NOx emissions, when implementing the same ΝΗ3 control strategy for the
SCRF device. In particular, real-driving conditions may induce a higher risk for
tailpipe NOx of HEV application, since engine-out NOx emissions appear more
sensitive on the high temperatures of RDE and, consequently, the ICE-starting and
driving conditions, regarding the SCRF light-off, being critical for cold-starts.

It is demonstrated that the presented methodologies could substantially support
the design and optimization of integrated engine and aftertreatment controls, like
NH3 injection control, to comply with Real Driving Emissions requirements and
hybridization.

In this direction, further study on the thermal management could include the
implementation of various warm-up strategies and the investigation of a possible
external heating application.

Likewise, different strategies for HEV could be easily tested, proposing opti-
mized solutions towards the future even more stringent regulations for hybrid
real-world driving conditions.

Fig. 19 Engine-out and tailpipe cumulative NOx emissions for NEDC equivalent CO2 mass RDE
cycle window (cold-start)—hybrid vehicle
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Part VII
Model-Based Development



Model-Based Control Design for Comfort
Enhancement During Drive Off
Maneuvers

Simon Eicke, Steffen Zemke, Ahmed Trabelsi, Matthias Dagen
and Tobias Ortmaier

Abstract Model-based control provides a high potential to reduce costs of testing
and application in vehicle software development as well as an improvement of
control quality. In this paper a physical model for drive off behavior of vehicles
with manual transmission is presented. The model includes wheel and vehicle
longitudinal dynamics along with clutch and powertrain behavior. The declared
parameters are identified using a combination of evolutionary and deterministic
optimization algorithms. Based on the model two algorithms for engine torque
control are designed to enhance driving comfort during drive off maneuvers. On the
one hand the driver gets assistance with regard to comfort and constant acceleration
and on the other hand unpleasant oscillations are prevented. Both strategies show
good results in vehicle tests under real-life conditions.
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1 Introduction

Ride comfort during drive off maneuvers on vehicles with manual transmission is
primarily determined through the driver’s experience or skill, since the force acting
on the powertrain is regulated by his chosen dosage of the clutch pedal. In particular,
in case of frequent change of vehicle, the driver must first get used to the clutch
behavior because each vehicle is individually in this regard. On the one hand the
interaction between clutch and accelerator pedals at drive off has to be in a certain
way so that the vehicle is accelerating as desired, while the engine does not stall. This
complex task of the driver can be actively supported by control algorithms on the
engine control unit. On the other hand especially on slippery road surfaces very high
slip occurs during drive off in case of high torque demands by the driver. Despite
existing traction control systems, a phenomenon referred to as “Power Hop” partly
arises. This vertical oscillatory motion of the driven axle results in unpleasant jerking
of the entire vehicle and thus reduces driving comfort of the occupants [1–4].
Figure 1 illustrates measurements of occurring oscillations as stated in [5]. High
values in longitudinal acceleration prove the perceptibly negative comfort influence.

Based on vehicle or powertrain models new control strategies can be tested and
parameterized in simulations. In this way cost intensive tests under real-life con-
ditions can be reduced. In this paper, a physical model of the vehicle’s behavior
during drive off maneuvers is presented. The model parameters are identified using
an optimization algorithm based on measured data. With the help of this model a
controller is designed which supports the driver during drive off and clutch

Fig. 1 Measured wheels speeds and longitudinal acceleration during “Power Hop”
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engaging with a suitable torque intervention. Thereby, a comfortable maneuver
with a constant acceleration is achieved. The simulation results are validated in
vehicle tests under real-life conditions. In addition, a model-based controller is
designed for a reduction of the power hop phenomenon. The algorithm is charac-
terized by a small number of adjustable parameters, thus keeping the application
effort low. Simulations and measurement results of real driving tests confirm the
increase in comfort for this control algorithm as well.

The content is structured as follows: at first the physical model is introduced
(Sect. 2). In the Sect. 3 the identification algorithm and results are presented.
Afterwards, the development of the control strategies is described in Sect. 4. Finally,
the measurement results of tests in vehicles under real life conditions are given in
Sect. 5. In the last section a brief summary is given and a conclusion is drawn.

2 Modeling

In this section a physical model for vehicle dynamics during drive off maneuvers is
introduced. It will be used for the model-based control design and provides also a
simulation environment to reduce test effort under real-life conditions.

2.1 Wheel Dynamics

Since the driving force which accelerates a vehicle is transferred by contact area
between wheel and road surface, the physical mechanism plays an important role.
Figure 2 shows a free body diagram of a wheel with all acting forces, torques and
characteristic dimensions.

The wheel with radius rW and inertia IW is driven by torque Td while frictional
losses due to the bearings and the rolling resistance are summed up by the torque

Fig. 2 Free body diagram of a wheel
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Tfric. The drive torque Td might also be negative in case of a braking maneuver. In the
contact point between road and surface the acting forces in horizontal and vertical
direction are represented by Fx and Fz, respectively. The rotational degree of free-
dom of the wheel is symbolized by uW. The principle of angular momentum leads to

IW€uW ¼ Td � Tfric � rWFx: ð1Þ

The longitudinal force Fx depends on the wheel load Fz and can be calculated by
considering the actual friction coefficient l, which is a function of the longitudinal
slip k by

Fx ¼ l kð ÞFz: ð2Þ

The functional relation between the slip and the friction coefficient can be
approximated by Pacejka’sMagic Tire Formula [6] as stated in the following equation

l ¼ D sin C atanðB 1� Eð ÞkþE atan Bkð ÞÞ½ �: ð3Þ

The constants B;C;D;E can be adjusted and allow a representation of different
tire-road conditions. In Fig. 3 typical slip curves for high and low l surfaces are
shown.

The required longitudinal slip value k can be calculated by the quotient

k ¼ j _uWrW � _xj
maxð _uWrW; _xÞ

ð4Þ

where _x describes the vehicle’s velocity in longitudinal direction. The derivation of
the latter as well as of the wheel load Fz is presented in the following section.

2.2 Longitudinal Vehicle Dynamics

In addition to the longitudinal force some further dependencies have to be con-
sidered in order to describe the vehicle dynamics in longitudinal direction. Figure 4
shows the acting forces on a vehicle on a slope.

Fig. 3 Slip curves for different road conditions

220 S. Eicke et al.



Application of the principle of linear momentum in longitudinal direction yields

m€x ¼ FxF þFxR � Fair � mgsin að Þ: ð5Þ

In this context the longitudinal force is separated into two parts acting on the
front axle FxF and at the rear axle FxR as a general formulation. Because the vehicle
with mass m might stand on a slope with angle a, a force caused by the gravity g
acting in the center of gravity (cog) has to be included. The degree of freedom in
longitudinal direction is further denoted by x.

The wheel load Fz consists in the first instance of a stationary part which is
primarily determined by geometrical quantities. In Fig. 5 the influencing variables
are depicted.

Using again the principle of angular momentum at the front and rear tire contact
point, it follows

FzF;stat ¼ mgð lR
lwb

cos að Þ � h
lwb

sinðaÞÞ ð6Þ

Fig. 4 Free body diagram of vehicle with forces in longitudinal direction

Fig. 5 Geometric dimensions for stationary wheel load
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and

FzR;stat ¼ mgð lF
lwb

cos að Þþ h
lwb

sinðaÞÞ ð7Þ

for the stationary wheel load at the front and rear axle respectively. The wheelbase
lwb and the distances from the center of gravity to the road surface h and to front lF
and rear axle lR are decisive parameters here. It can be seen that under the
assumption of a constant road slope, the stationary wheel load is nearly constant for a
single vehicle and might have only slight changes because of differences in the laden
state.

In a second instance the wheel load has a dynamic part caused by possible
acceleration or braking of the vehicle. Figure 6 shows a vehicle with acting
D’Alembert’s inertia forces due to dynamics in longitudinal direction. It can be
easily deduced for the dynamic wheel load of the rear axle FzR;dyn by using the
principle of angular momentum at the contact point of the front axle

FzR;dyn ¼ m€x
h
lwb

: ð8Þ

The front axle is relieved by the same amount as the rear axle is burdened.
Therefore, the dynamic wheel load at front axle FzF;dyn is equal to Eq. (8) but with
negative sign.

2.3 Powertrain Dynamics

Since the overall model should use the engine torque as its input, the dynamics in
the powertrain from the engine to the wheel are taken into account. In Fig. 7 a
model of the powertrain with three inertias representing engine IE, gearbox IG and
wheel IW is illustrated.

Fig. 6 Dynamic wheel load influenced by D’Alembert’s inertia forces
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Application of the principle of angular momentum once again for each inertia
yields

IE€uE ¼ TE � TC; ð9Þ

IG€uG ¼ TC � 1
iG

c
uG

iG
� uW

� �
þ d

_uG

iG
� _uW

� �� �
; ð10Þ

IW€uW ¼ c
uG

iG
� uW

� �
þ d

_uG

iG
� _uW

� �
� rWFx: ð11Þ

The inertias have each a degree of freedom uE;uG;uW respectively which
results in three differential equations to describe the system. The engine torque TE is
an input of the model while the clutch torque TC and the wheel torque rWFW have
to be calculated as explained in Sects. 2.1, 2.2 and 2.4. The actual gearbox ratio iG
as well as stiff-ness c and damping factor d represent the influence of transmission
and driveline flexibility respectively.

2.4 Clutch Dynamics

As introduced in the previous subsection the clutch torque TC plays an important
role for power transmission in the drivetrain. Since in conventional vehicles the
torque is standardly not available by measurements, an appropriate model which
generates this information depending on other given data is presented in the fol-
lowing. Figure 8 shows the function and interaction of dry clutch components as
often used in passenger cars.

It can be seen that the force is transmitted from the crankshaft via friction pads
and the clutch disk to the gearbox primary shaft. The actual clutch torque depends
on the contact pressure which is generated by the washer spring and the flat spring
of the clutch disk. It can be calculated by

Fig. 7 Model of the powertrain
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TC ¼ zFCrClC; ð12Þ

where FC denotes the contact force, lC the friction coefficient and z the number of
friction surfaces which is generally equal to two for dry clutches. The average
clutch radius rC can be calculated with regard to the inner ri and outer radius ro by

rC ¼ 2
3
r3o � r3i
r2o � r2i

: ð13Þ

As stated in [7] the contact force is a function of the disengagement distance of
the clutch and the friction coefficient might change with differences in relative
speed between the friction partners.

3 Identification

3.1 Identification Algorithm

In order to identify the model parameters measurements are taken in different
driving situations to allow a comparison between simulation and real data. The
squared error between those values is summed up over time. To find appropriate
model parameters an optimization algorithm is used to minimize the total error by
adjusting the parameters. In this contribution a combination of the Particle Swarm
Optimization (PSO) as introduced in [8–11] and a gradient-based optimization as
described in [12, 13] is used. Both methods can handle the nonlinearities of the
models while PSO helps avoiding local minima using an evolutionary approach.
The subsequent application of the gradient-based technique provides deterministic
solutions for the minimum in accordance to the defined criteria.

Fig. 8 Schematic sketch of a dry clutch
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3.2 Identification Results

In the following major results for the model are presented. To identify the clutch
parameters different drive off maneuvers with a vehicle with manual transmission
are taken. The data is generated by standard vehicle sensors for engine speed, wheel
speeds and clutch pedal position. It is assumed that the clutch pedal affects linearly
the disengagement mechanism of the clutch. In Fig. 9 a comparison between
measured and simulated engine’s and wheel’s angular velocity is depicted. In the
related maneuver the clutch was slowly closed at about 1 s and was kept constant
for about 0.5 s afterwards. Subsequently the clutch was slightly opened again before
it is finally closed and the angular velocities draw near. Thereby, the model gets
good stimulation for improved identification. In addition, accurate results for those
exceptional maneuvers can confirm high model quality and adequate level of detail.

Engine torque and clutch pedal position are used as inputs for the introduced
model. It can be seen that the simulated curves correlate very good with its
equivalents. Especially the renewed increase in engine speed after about 2.2 s is
matched well. In Fig. 10 the identified curves for the contact force and the friction
coefficient are depicted. The clutch pedal position in the left plot equals 0 % for no
activation of the clutch pedal in accordance with closed clutch and maximum

Fig. 9 Identification results for engine and wheel speed during drive off maneuver

Fig. 10 Identified clutch parameters: contact force (left) and friction coefficient (right)
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contact pressure. In contrast a value of 100 % means a completely pressed down
pedal and thus an opened clutch without torque transmission. It can be recognized
that with pedal position less than approximately 60 % the clutch begins to transmit
power. After that point the contact force increases until it reaches a maximum and
remains constant. The plot on the right illustrates the dependency of the friction
coefficient on the slip velocity. It comes clear that the friction coefficient increase
with growing slip until it saturates after about 100 rad/s on a constant level.
Grabbing of clutch can be avoided by such a damped clutch characteristic. This
result is in accordance with [14].

In Fig. 11 the results for a snap start maneuver with occurring power hop
oscillations are shown. In contrast to the previous maneuver in Fig. 9, in this case
the clutch was closed abruptly while engine speed was held on a level of about
2500 rpm before.

Typical vibrations of the driven axle arise for about 0.8 s as intended. The inputs
for the simulation are again only engine torque and clutch pedal position. The good
match between the measured and simulated data of the front and rear wheels attests
again a high quality of the introduced model.

4 Control Design

The presented model can be used as a part of model-based control algorithms or can be
utilized for simulation-based control design and parameter setting of common
PID-controllers. The following control exampleswill briefly address possible purposes.

4.1 Drive Off Control

With regard to the mentioned difficulties for the driver during drive off maneuvers
and clutch engagement, control algorithms can be helpful. Since in vehicles with

Fig. 11 Identification results for drive off with occurring power hop
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manual transmission the clutch is mechanically actuated by the driver a direct
control intervention in this mechanism is complicated and unfavorable. On the
contrary a software algorithm for the engine control unit (ECU) provides an easy
and cheap feasibility for improvements.

The presented model offers information about inner torques in the clutch and
thus can help to counteract the decreasing engine speed and in particular a stalling
engine. Furthermore, the compensation torque can ensure the same constant
acceleration after closing the clutch as during clutch engagement phase. The con-
sideration of the current clutch torque for individual drive off maneuver makes this
behavior suitable for both comfort and sport requirements.

Thereby, the driver can concentrate on the handling of the clutch pedal without
need for compensations with the accelerator pedal. For this purpose the control
algorithm adds a compensation torque to the driver’s demand Tdriver

Tres ¼ Tdriver þ Tcomp ð14Þ

in order to achieve a comfortable driving behavior by the resulting torque Tres. The
compensation torque Tcomp is calculated as a sum of the modeled clutch torque TC
and an additional part of a PID-controller TPID for engine speed to consider
parameter uncertainties, e.g., temperature influences,

Tcomp ¼ TC þ TPID: ð15Þ

4.2 Power Hop Control for Snap Starts

As stated in [5] engine torque control also provides the opportunity to reduce the
power hop phenomenon. Therefore, an additional control algorithm is designed
which focuses on the described oscillations. Since in this case external influences as
the uncertain friction coefficient between tire and road surface plays a major role, a
robust control algorithm is chosen. Following [15, 16] a sliding mode controller
based on the presented model is designed. Instead of the slip value as the controlled
variable as stated in [16], the speed of the driven axle vW is chosen to be included in
the sliding variable s

s ¼ vW � vW;ref ð16Þ

where the index “ref” denotes the reference input for the sliding mode control. This
is advantageous even at low speeds since the slip is unsteady in this range and the
scope of the function should be the drive off maneuver from stand still. In order to
achieve good command response the sliding variable and its derivative has to equal
zero. Using the model from Sect. 2 it can be stated
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_s ¼ _vW ¼ Td � Tfric � rWlFzð ÞrW
IW

� �
¼! 0: ð17Þ

It comes clear that the sliding control depends on model-based estimations for
friction torque Tfric and longitudinal force lFz. Regarding [16] the final controlled
torque Tctl with maximum uncertainty for longitudinal force estimation can be
written as

Tctl ¼ Tdriver
1� ð1þ aÞsatðs;DÞ

2

� �
ð18Þ

which is dependent on the sliding windowD and an adjustable parameter a in order to
influence the intensity of control intervention. To avoid chattering of the manipulated
variable instead of the common signum-function a saturation function defined as

sat s;Dð Þ ¼ sgn sð Þ if sj j �D
s
D if sj j\D

�
ð19Þ

is used. In extension to this approach the presented model could be used to provide
more accurate estimations of the unknown variables in Eq. (17).

5 Experimental Results

The presented model-based control algorithms are implemented for real-time testing
using rapid prototyping software and hardware in common passenger cars.
Exemplary results are presented below.

5.1 Drive Off Control

In order to evaluate the presented drive off function a maneuver with slow clutch
engagement with both activated and deactivated control was carried out. The engine
speed was kept constant by a limiter function during stand still. Afterwards the
accelerator pedal was set to a constant value of 30 % to allow a comparison under at
most same conditions. Figure 12 shows the measured results for a drive off
maneuver with deactivated control algorithm. It can be recognized that the vehicle
acceleration drops at about 2.2 s after the clutch is closed. This point might be
unpleasant for the vehicle occupants, especially because the driver intends constant
acceleration by a constant accelerator pedal position.

In contrast, in Fig. 13 the measurements with activated control are depicted. It
becomes evident that the vehicle preserves constant acceleration after the clutch has
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been closed. The controller thus provides intuitive behavior for the driver and helps
him to drive off from stand still with self-determined constant acceleration.

5.2 Power Hop Control

Snap start maneuvers were executed on a low µ surface to assess the developed
power hop control. A snap start maneuver means an abrupt release of the clutch in
stand still whereby the engine speed was kept on a higher level of about 3000 rpm
before, see [17]. The accelerator pedal position was set to 70 % in the following. In
Fig. 14 the measurements of the driven axle show persistent oscillations when the
additional control is deactivated. This results in unpleasant vehicle vibrations and
reduces passenger comfort. In addition the vehicle acceleration is low because of
high slip and related low friction coefficient.

On the other hand Fig. 15 depicts the results with activated power hop control as
stated in Eq. (18). It can be seen that the oscillations are reduced within 1.3 s by a

Fig. 12 Measurements during drive off with deactivated control

Fig. 13 Measurements during drive off with deactivated control

Model-Based Control Design for Comfort Enhancement … 229



sharp reduction of engine torque. Attempts of newly arising oscillations are reduced
immediately. In consequence the comfort is increased clearly. Furthermore the
acceleration of the vehicle can be enhanced on this road surface since the slip is
quite low.

6 Conclusion

The presented physical model of vehicle’s behavior during drive off shows great
representation of reality and thus allows usage in vehicle dynamic simulations. This
might help to reduce costs during development and testing phase of new functions
or products. Furthermore, the introduced control strategies for drive off maneuvers
and power hop control offer good results with regard to comfort enhancement and
assistance of the driver. On the one hand the drive off control supports the driver via

Fig. 14 Measurements during snap start with deactivated control

Fig. 15 Measurements during snap start with activated control
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engine torque control to prevent stalling engine and to facilitate constant acceler-
ation. On the other hand the power hop control reduces engine torque so that
unpleasant oscillations can be reduced.

The described model might also be helpful for further intelligent control
strategies in combination with a model based observer as it provides inner states of
the system.
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Successful Integration of a Model
Based Calibration Methodology
for Non-standard Corrections
and Protection Functions

Nikolaus Keuth, Guillaume Broustail, Kieran Mcaleer,
Marijn Hollander and Stefan Scheidel

Abstract Due to increasing requirements on the performance and emissions at
non-standard conditions the amount of correction functions are increasing in order
to utilize the maximum performance of the engine within its limitations. To be able
to calibrate all those functions more capacity of an altitude test bench would be
needed. On one hand those test benches are limited and on the other hand their
operation is very expensive. The target of the AVL approach is to minimize the
usage of a real test-benches, to maximize performance, keep emissions and increase
dataset quality due to frontloading based on a semi-physical engine model. Those
semi-physical model are able to simulate the thermodynamic behavior and the
emissions under non-standard ambient conditions. Due the physical model parts
also a model based system fault simulation can be performed in order to simulate
engine failures and validate the component protection calibration. These results are
established by the usage of these semi physical models on a hardware in the loop
test bed in combination with Cameo automation and optimization (AVL Virtual
Test Bed). The main advantage of using a Virtual Test Bed is, that the calibration
environment for the application engineer is similar to the test-bench. In this way the
calibration engineer does not need to have specific modeling knowledge. By using
the Virtual Test Bed as environment the calibration can be done faster and with
better engine performance as result. This can mainly be achieved due to the fact that

N. Keuth (&) � G. Broustail � K. Mcaleer � M. Hollander � S. Scheidel
AVL List GmbH, 8020 Graz, Austria
e-mail: nikolaus.keuth@avl.com

G. Broustail
e-mail: guillaume.broustail@avl.com

K. Mcaleer
e-mail: kieran.mcaleer@avl.com

M. Hollander
e-mail: stefan.scheidl@avl.com

S. Scheidel
e-mail: marijn.hollander@avl.com

© Springer International Publishing Switzerland 2016
C. Gühmann et al. (eds.), Simulation and Testing for Vehicle Technology,
DOI 10.1007/978-3-319-32345-9_17

233



during the calibration process for instance the real hardware limitation do not need
to be taken in account. In combination with the automation with AVL Cameo and
optimization with AVL Cameo this leads to a faster and better result. The successful
integration of this methodology will be described.

1 Introduction

Calibration engineers are currently facing numerous new challenges arising from
increasingly stringent legal requirements. Together with the introduction of
EURO VI, EPA10, Stage IV and Tier4 a Not-To- Exceed area is introduced, where
a certain level of tail pipe emissions needs to be assured. These tail pipe emissions
need to be measured stationary in the WNTE (World harmonized Not-To-Exceed)
area (see Fig. 1) combined with specific ambient conditions.

In addition to the WNTE the In-Service-Conformity (ISC) is introduced with
EURO VI. The conformity of in-service vehicles or engines of an engine family
shall be demonstrated by testing vehicles on the road operated over their normal
driving patterns, conditions and payloads. The ambient conditions where the con-
formity factor needs to be demonstrated are equal to the one of WNTE, see Fig. 1.
The engineer needs to elaborate a calibration that on the one hand assures the
fulfillment of the emission requirements at the various ambient conditions and on
the other hand still delivers the desired engine performance and fuel consumption.
In this process, he is facing two major challenges:

Fig. 1 WNTE limitations and testing conditions

234 N. Keuth et al.



1. Finding the optimal compromise between emission, performance and fuel
consumption targets under all ambient conditions in calibrating the complex
non-standard engine functions.

2. Achieving this with a very limited access to non-standard engine tests beds.
Such test beds that are able to reproduce extreme temperatures and altitudes are
usually rare and come with high costs.

1.1 Connecting the Virtual and the Real Worlds

In order to tackle these challenges, massive frontloading activities must be
undertaken to succeed in the future and meet upcoming legal requirements.
Therefore, the Austrian company for the development of powertrain, instrumenta-
tion and test systems AVL strives to break new ground in the field of model-based
development. The integration of elements such as simulation models, data storage
systems, execution environments, capabilities, processes and automation systems,
to form dynamic, consistent and interdependent tool networks and functions will
become more and more essential for success. The AVL strategy is to connect
existing as well as new elements, whether they are virtual (simulated) or real, over
the whole development process (Fig. 2).

To meet the requirements of EURO VI, EPA10, Stage IV and Tier4 and also to
increase efficiency and robustness and reduce costs, a shift to upfront testing and
calibration is necessary. This can be realized through the connection of the virtual
and the real worlds. Simulation models are connected to each other to make up
functional prototypes and as the development process proceeds, they are combined
with real hardware components. Thus, test beds are enhanced with simulation and
offer a plethora of new possibilities [1] (Fig. 3).

Fig. 2 Connecting the virtual and the real worlds
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A typical application of this AVL methodology is to pre-calibrate ECU-functions
on an AVL virtual test bed. One of the use cases performed on a hardware-in-
the-loop system is to pre-calibrate the non-standard engine functions integrating a
design of experiments optimization approach using AVL CAMEO.

1.2 AVL Virtual Test Bed

The AVL virtual test bed, illustrated in Fig. 4 is an advanced Hardware-in-the-Loop
test bed enhanced with advanced semi-physical powertrain models. It comes with
test automation, central host data storage and xCU calibration software, and features
the same interface as on a conventional engine test bed.

The engineer is therefore given a familiar environment, which enables a seamless
shift from conventional to virtual test bed. Furthermore, he can import both

Fig. 3 Frontloading tasks through model-based development

Fig. 4 AVL virtual test bed
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conventional and virtual test bed results from the data storage host, and analyze these
results in a common post-processing layout. In this way, the calibration engineer
does not have to have modeling or HIL specific skills in order to work with a virtual
environment.

1.3 Comparison Virtual Versus Real Measurement Data

The key factor to be able to calibrate successfully on a virtual test bed is the quality
of the engine models used. For the actual use case presented here, AVL MoBEO
and CRUISE M models are used.

This approach is based on semi-physical models, combining the advantages of
physical and empirical modelling approaches. The physical layer increases the
range of application thanks to better extrapolation capability and makes it possible
to easily modify some hardware specifications. The empirical layer enhances the
accuracy within the covered parameter-space and increases the calculation speed.

The parameterization of the models has been done based on stationary real test
bed measurements in standard ambient conditions. When changing the ambient
conditions during calibration, the physical components ensure that the engine

Fig. 5 Validation measurements, real (dotted) versus virtual (full) test bed at −10 °C ambient
temperature at sea-level
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model is extrapolated with the desired accuracy. Figures 5 and 6 show validation
measurements from a climate test bed versus the measurements performed on the
virtual test bed.

2 Test and Optimization Strategy

In order to optimize the ambient correction functions, an efficient test strategy has to
fulfill the following requirements:

• Capability to find the optimal setting for the parameters
• Minimizing the testing time needed to achieve optimal results
• Providing assistance for the generation of engine maps

As the variation parameters have strong interactions between each other, manual
testing or automated “one factor at a time” variations would not necessarily lead to
optimal settings. Full factorial testing can lead to settings close to the optimum, but
requires a high number of measurement points. Therefore, a “design of experi-
ments” (DoE)-approach, combined with empirical modeling, model based opti-
mization and map generation, is used. For every step of the workflow, the
software-package AVL CAMEO is utilized.

Fig. 6 Validation measurements, real (dotted) versus virtual (full) test bed at 25 °C ambient
temperature and 1640 m
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3 CAMEO DoE Screening

The variations are distributed by a D-optimal test-plan, as the responses of interest
for the optimization (NOx-emissions, torque, fuel consumption, turbine speed,
various pressures and temperatures) are likely to be modeled accurately using
polynomial equations. To perform the DoE-measurements, a CAMEO 2-layer
screening test is used. This test-type approaches each variation point in steps or a
ramp from a safe starting point, either until the target point is reached or until one of
the parameterized limits is violated. In case of a limit violation, using the
“re-approach” limit-reaction-strategy, the borderline of the drivable area is closely
approached.

The parameterized limits can be divided into two different groups:
Hard limits—like peak firing pressure, exhaust temperature, turbine speed etc.—

are engine limits that can cause damage on the engine and therefore are not to be
exceeded on a real engine test bed.

Soft limits—like NOx-emissions, EGR-valve-position, pressure drop over the
engine, etc.—can be used additionally to restrict the variation space to a reasonable
range.

4 Advantage of Virtual Testing

Using a real engine, CAMEO screening methodology has to be set up taking into
account all engine hard limits. Depending on the engine behavior, the order of
variation parameter adjustment, the limit reaction strategy and the selected starting
point for the screening method, a different test space arises. As shown in Fig. 7, the

Fig. 7 Schematic representation of the resulting test space depending on the starting point of the
screening methodology, taking the real engine limits into account as hard limits
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test space can highly differ from the initially planned variation space, especially for
investigations under full-load-conditions.

Consequently, a drivable optimum (i.e. input-settings within the initially planned
variation range and all limit-channels within the allowed range) may be located
outside the test space.

To enlarge the test space on a real engine test bed, several procedures are
discussed [2]. These procedures require a far more complex test-setup and the
necessity to include pre-knowledge of the system behavior and still cannot ensure
that the optimum will be within the test space.

Performing the DoE on a virtual test bed, the hard-limits of the real engine can
be used like soft-limits: As no damage has to be prevented, the limit values can be
exceeded and only be used to limit the test space to a reasonable range. Figure 8
shows the schematic representation of the benefit of virtual testing:

During the test, the limits are exceeded and hence the optimum can be found
within the test space.

As for the calibration the real engine limits still have to be considered, all limit
channels are modeled and used as hard constraints during the CAMEO optimiza-
tion. Figure 9 shows the resulting test-space in the input-space using the real engine
limits and the extended limits on the actual virtual test bed.

A comparison of the models and the optimization results using the two strategies
is given in Fig. 10.

In the given example, the extension of the limits led to an optimization result with
approximately 1 % lower fuel consumption. This improvement in fuel consumption
found in the optimization based on the empirical models was validated on the virtual
test bed. The settings for this optimum are clearly outside the test-space of the
test-run considering the engine limits as hard-limits; i.e. it is not possible to find these
optimal settings on a real test bed using a standard screening methodology.

Fig. 8 Schematic representation of the resulting test space on a real test bed and on a virtual test
bed
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5 Model Based Optimization and Map Generation

The measurement-data generated on the virtual test bed (using the DoE-procedures
as described above) was used for model based optimization of the parameter maps
in CAMEO. As a first step—after importing the data—empirical models for all
channels needed for the optimization were created. This includes the two opti-
mization targets, fuel consumption (which has to be minimized) and torque (which

Fig. 9 Measurement point distribution in the input space and the optimized settings respectively

Fig. 10 Intersection plot of fuel consumption model
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Fig. 11 3-D plots of empirical models for engine limits

Fig. 12 Pareto-front as result of two-criterial optimization
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has to be maximized), and all limitations (like emissions, pressures, temperatures
etc.). Figure 11 shows the 3D-plots of four engine limit models with respect to two
of the input parameters.

Based on the two target functions and the values for the limit-channels, a
two-dimensional optimization was performed. The result of this optimization is not
a single solution but a selection of different best combinations for the two targets,
i.e. a so-called pareto-front as shown in Fig. 12. By applying this procedure, the
calibration engineer can choose a reasonable compromise between power output
and fuels consumption.

This optimization workflow was performed for different engine speeds and under
different ambient conditions. Finally, the in such a way generated optimized setting
had to be transformed into calibratable maps. For this integration of the results in
smooth ECU-maps, CAMEO map-generator was used.

Figure 13 shows the generation of the fuel-limitation-map.

6 Conclusions

Enabling frontloading, with model-based development new means of increasing
efficiency and quality are generated. Development tasks that are today carried out
only in latter process stages using real hardware components can be performed
much earlier through the consistent integration of virtual and real worlds (Fig. 14).

Fig. 13 Generation of ECU-maps based on the optimization results
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Based on numerous commercial engine calibration projects it is known that for
this particular use case the time needed on the real test bed can be reduced by 80 %,
compared to the conventional approach. These savings can be used for enhanced
validation or further frontloading leading to an increased dataset quality.

Combining the virtual test bed with a DOE approach leads to further increase of
the engine performance within the limitations of hardware constraints and emission
legislation. Only with a truly interdisciplinary approach the enormous challenges
arising from upcoming legal requirements such as EURO VI, EPA10, Stage IV and
Tier4 or the increasing complexity and speed can be mastered today and in the
future.
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Optimal Steady-State Base-Calibration
of Model Based ECU-Functions

Yijiang Xie

Abstract In the ECU, there are a number of submodels which are used to calculate
immeasurable signals, for example, EGR mass flow, exhaust gas temperature, etc.
Usually these submodels consist of physical equations and empirical parts, that are
modeled with parameters, curves and maps, which can only be calibrated experi-
mentally. Currently the data set for the steady-state calibration of these submodels
is generated by grid measurements on the engine testbench. There is a great
potential for reduction of the cost and time needed for the calibration of these
submodels with the utilization of the DoE approach and physical connections
between them. This paper presents an algorithm which should calibrate all of the
existing submodels as a network in the “Air System Model” at Bosch-ECU, namely
automated and with minimal calibration cost at engine testbench. The algorithm
should find the most informative combination of inputs, such as engine speed, fuel
quantity, actuator position of throttle valve, EGR valve and variable turbine
geometry (VTG), for the calibration of the network of submodels in air system. The
process is implemented in the framework of “Sequential Experimental Design”.
After the initial experiment, where the submodels are fed with the equally and
loosely spaced inputs within a predefined range, initial statistical models can be
built with a Gaussian process model. At each iteration of the process, before the
measurement is conducted, a function of the information content with respect to the
combination of the inputs is derived. This can be done in 3 steps.

1. At first the relevant system variables for the calibration, such as air mass flow
and gas temperature after mixture with EGR, will be predicted depending on the
combination of the inputs, current statistical models for the relevant submodels
and the physical structure of the system

2. Based on the predicted system variables an extended Kalman filter can be
employed to estimate the variance of the measurement points for calibration of
the submodels
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3. The information content of the predicted measurement points for the calibration
of the submodels is calculated and summed up. It is defined by the reduction of
the uncertainty of the unmeasured region in each Gaussian process model by
adding the predicted measurement point to the current data set.

With the above derived function, the most informative combination of inputs can be
found and used in the experiment at this iteration. The statistical model for each is
updated with the generated data set and can be used in next iteration. The process
continues till a desired quality of calibration is reached, which is described in an
“Automatic Stopping Criterion”. At the end the statistical models for the submodels
are converted into maps or curves and stored in the ECU. As a use case, the
algorithm was applied to choose the most informative measurement points in a grid
measurement for the calibration of three submodels, cylinder charge, pressure
upstream of the throttle valve and EGR mass flow. As a result, with less than 30 %
of the grid measurement points, a slightly better calibration quality for the three
submodels was achieved.

Keywords Steady-state base-calibration of ECU-functions � Sequential experi-
mental design � Gaussian process regression � Mutual information � Extended
Kalman filter

1 Introduction

The diesel engine is characterized by a high efficiency of 40 % in vehicles and even
50 % for vessels. To meet the increasingly stringent demands on both emissions and
driveability, nowadays most diesel engines are equipped with turbocharging and
system for exhaust gas recirculation (EGR), which have considerably increased the
complexity and expense of the calibration of the air system.

1.1 Air System of the Diesel Engine

As it is shown in Fig. 1, the air system is composed of the fresh air path and the
exhaust path, which are connected through a pipe for the EGR. On one side, the
fresh air first flows through the air filter to the compressor where it is compressed
and then cooled by the intercooler. Then the fresh air is mixed with the cooled
exhaust gas and flows into the cylinder. On the other side of the engine, the exhaust
gas flows through the exhaust manifold to the turbine, where the exhaust gas is
decompressed and the enthalpy is extracted. After the turbine the exhaust gas is
cleaned by aggregates for exhaust aftertreatment, for example, particulate filter, and
selective catalytic reduction (SCR).
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1.2 Steady-State Base-Calibration of ECU-Functions

In order to control or regulate the air system of the diesel engine properly, many
functions in the ECU are designed and implemented. There, the entire air system of
the diesel engine is divided into submodels and modeled by means of the filling and
emptying method, which is mainly based on the ideal gas equation of state, throttle
equation, mass balance and enthalpy balance. In the submodels, not only are the
normal system variables (temperature, pressure, etc.) calculated but the immea-
surable variables such as volumetric efficiency and EGR mass flow are provided as
well. Typically, this kind of submodels are grey-box models and are composed of a
physical part and an empirical part which is represented by a parameter, curve or
map. Such empirical models are also used to describe relations that are difficult to
depict with physical equations and thus can only be experimentally calibrated.
A perfect example is the submodel for the modeling of EGR mass flow. Usually in
ECU-functions for air system the EGR mass flow is modeled with the throttle
equation below:

_mEGR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
RExhTDs

r
� arEGR;eff � pDs �W pDs

pUs

� �
ð1Þ

where RExh represents the gas constant of the exhaust gas, TUs and pUs the exhaust
temperature and pressure upstream of the EGR valve, and pDs the exhaust pressure
downstream of the EGR valve. In (1), except for the effective area of the EGR
valve, arEGR;eff , all signals can be measured by sensors or be provided by other

Fig. 1 Components of the air system of diesel engine
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submodels. Also, the effective area depends only on the duty cycle of the EGR
valve, it is represented with following relation:

arEGR;eff ¼ f DCEGRð Þ ð2Þ

This relation in (2) can theoretically be depicted through a geometrical approach,
which will not work out in practice because of some other nonnegligible factors,
such as turbulence at the valve. Therefore, in order to model the EGR mass flow
with high accuracy, the relation f in (2) should be experimentally indentified with a
statistical model. And the process of identification is called calibration of the
ECU-functions, which is displayed in Fig. 2.

There, with variation of the duty cycle, DCEGR, measurement data with the
structure D :¼ _mEGR; TUs; pDs; pUs½ � is collected. Based on the measurement data, D,
measurement points for the calibration of the effective area, MP ¼ arEGR;eff ;

�
VarðarÞ;DCEGR�, are produced through (1) (red stars). The variance, VarðarÞ, is
determined by the rule of error propagation. With the measurement points, MP, a
statistical model (blue curve) is fitted by the selected regression model and then
converted into a curve/map. There are a number of such submodels in the
ECU-functions, e.g. submodel for modeling the exhaust gas back pressure, volu-
metric efficiency, etc., which are connected through physical equations and should
be calibrated. In this paper an automated and optimal calibration for the network of
such submodels in the ECU-functions for diesel engine air system is investigated.

2 State of the Art Technique for Base-Calibration
of ECU-Functions

In the calibration of submodels in the ECU-functions for air system, the grid
experimental design has established itself as a useful approach, where the mea-
surement points are generated by equidistant test plans made up of fuel quantity and
engine speed with and without EGR. The corresponding experimental designs are
demonstrated in Figs. 3 and 4 respectively.

Using the collected data, curves and maps are then directly calibrated.
Meanwhile, other air actuators, for example, throttle valve, VGT, etc., are regulated

Fig. 2 Schematic illustration of the working process for base-application of ECU-Function
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with a standard control system. While the equidistant experimental design is easy to
implement, this simple approach does has a few drawbacks:

1. The equidistant experimental design is not “intelligent” enough, which can lead
to a waste of the measurement points. It will be worse, when there are some
local effects to be considered

Fig. 3 Equidistant experimental design without EGR for calibration of the air system

Fig. 4 Equidistant experimental design with EGR for calibration of the air system
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2. In the equidistant experimental design, the physics of the system are not con-
sidered and utilized, which means that the tolerance of the measurement points
are not considered or checked when the test plan is generated

3. Not all air actuators are exploited, which may mean that the coverage of the
input space is not guaranteed.

3 Proposed Approach

First, the problem to solved is described in detail in Sect. 3.1. Then a systematic
approach is presented in Sects. 3.2 and 3.3.

3.1 Description of the Problem

In order to provide a thorough understanding, the system to be calibrated is
mathematically described in Fig. 5.

Three submodels (SM) are shown schematically, each submodel consists of
physical equations, f SMðXÞ, with system variables, X, and an empirical model,
EMSMðuÞ, with the input u. In addition, the three submodels are connected by
physical equations. A submodel then can be represented with the following
equations:

Fig. 5 System consisting of several submodels as a network
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ySM ¼ f SMðXSM;ASM;QSMÞ
ASM ¼ EMSMðuSMÞ ð3Þ

where the terms ySM and ASM respectively represent the output of the submodel and
of the empirical model, EMSM. The terms QSM are the environmental constants that
have an impact on the corresponding submodel. The whole system can then be
described with the following equation system:

ySM1 ¼ f SM1 XSM1 ;EMSM1 uSM1
� �

;QSM1
� �

ySM2 ¼ f SM2 XSM2 ;EMSM2 uSM2
� �

;QSM2
� �

ySM3 ¼ f SM3 XSM3 ;EMSM3 uSM3
� �

;QSM3
� �

0 ¼ G ySM1 ; ySM2 ; ySM3 ;XSM1 ;XSM2 ;XSM3
� �

ð4Þ

where the last set of equations, G, stand for the connections between the submodels.
The aim of this work is to identify the empirical models of all submodels, namely
automated and with little effort as possible. In summary, an optimal global test plan
U�, which can maximize the sum of the information contents for calibration of all
submodels, should be constructed for the entire system. The corresponding opti-
mization problem can be mathematically described with following formula:

U� ¼ argmax
U

Xm
i¼1

ISMi U
SMi

� � ð5Þ

where m is the number of submodels. The global experimental design U is com-
posed of local experimental design USMi for single submodel SMi, namely
U ¼ USM1 ;USM2 ; � � � ;USMm½ �. The function ISMiðUSMiÞ represents the information
content, which is delivered by local experimental design USMi for identification of
single submodel USMi , and has yet to be defined. The information content of
experimental design depends on the following two factors:

– The distribution of the measurement points of the experimental design in the
input space. An experimental plan should possess more information when it
covers the input space well and places relatively more measurement points,
where there is a lot going on

– The variance of the generated data points, e.g. as VarðarEGR;effÞ in Sect. 1.2.
Ameasurement point should provide solid information when its variance is small.

When it comes to the calibration of a single submodel, e.g. submodel for modeling
the EGR mass flow as described in Sect. 1.2, we have no control over the variance of
the effective area, VarðarEGR;effÞ. In this case, we can achieve a calibration of good
quality only by a reasonable distribution of the measurement points. However, when
the whole air system, as a network of submodels, is to be calibrated, the duty cycle of
the VTG can be adjusted in order to increase the pressure ratio at the EGR pipe. In
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this fashion, a smaller variance in the effective area of the EGR valve can be attained.
This means that for the calibration of a network of submodels the information
content of a local experimental design is influenced by inputs of all submodels,
which requires a small change to the optimization problem to be solved in (5):

U� ¼ argmax
U

Xm
i¼1

ISMiðUÞ ð6Þ

where U ¼ ½USM1 ;USM2 ; � � � ;USMm � holds. From the mentioned optimization
problem in (6), the following three subtasks should be considered:

– Selection a suitable regression model for the calibration, see Sect. 3.2
– Creation of a local experimental design for the calibration of a single submodel,

see Sect. 3.3
– Creation of a global experimental design for the calibration of network of

submodels, see Sect. 3.3.

3.2 Gaussian Process Regression for the Calibration
of ECU-Functions

In the identification of the empirical model, based on the experiment measurements,
D :¼ xi; yiji 2 1. . .Nf gf g, a relationship between x and y should be investigated. In
addition, y ¼ ½y1; y2; . . .; yi� stands for the vector of the measured values and N is
the number of measurement points. In general, this problem can be formulated by
the following formula:

y ¼ f ðxÞþ e ð7Þ

where the term e is the variance of the normally distributed measurement noise. In
recent years, a great interest in the Gaussian Process Regression (GPR) has
developed, especially in the community of Machine Learning, [1–3]. Unlike other
regression models, e.g. polynomial approach, Feedforward Neural Network, etc., at
GPR the prior distribution is defined over the estimated function f̂ itself, instead
over some parameters. By definition in [2], a Gaussian Process (GP) is a stochastic
process, in which every finite subset is normally distributed. With a GP as the prior
distribution, the estimated function can be described as follows [2]:

f̂ xð Þ�GP m xð Þ; k x; x0ð Þð Þ ð8Þ

Here, the term mðxÞ is the mean value function and kðx; x0Þ is the covariance
function of the GP. Normally, a zero mean value function, mðxÞ ¼ 0, is chosen,
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because the covariance function in GP is flexible enough to model any mean value
function [2]. In Kriging, a procedure similar to GPR in the field of geography, linear
function is used as a mean value function, see [4, 5] for further discussion. Now the
specification of the covariance kðx; x0Þ is left to completely determine the GP. Many
different covariance functions are proposed in the literature. In this work, the classic
Squared Exponential (SE) covariance function is used:

kðx; x0Þ ¼ rfexp
jjx� x0jj2
�2l2

 !
ð9Þ

because on the one hand, the hyperparameters l and rf of the SE covariance
function can reflect the property of the model and are easy to understand. Term l is
called the Characteristic Length-Scale and describes the horizontal strength of the
correlation between two points, while rf affects the vertical behavior of the model.
On another hand, the SE covariance is infinitely differentiable, so that the model can
capture details of any high order from the data, which is a valuable property [6].

Model Training and Prediction When a normally distributed measurement
noise p yjxð Þ ¼ N yjf̂ xð Þ; rn

� �
is assumed, the covariance of the measurement points

y is given by:

covðyÞ ¼ Kðx; xÞþ r2nI ð10Þ

where Kðx; xÞ is the Gram matrix of the SE covariance function kðx; x0Þ with the
input vector x ¼ x1; x2; � � � ; xN½ �. According to the definition of GP, the multivariate
distribution of the measurement points y and the predicted function value at the
point x�; f̂ ðx�Þ, can be written as the following [2]:

f̂ x�ð Þ�N m x�ð Þ; cov x�ð Þð Þ; ð11Þ

where

m x�ð Þ ¼ K x�; xð Þ K x; xð Þþ r2nI
� ��1

y ð12Þ

cov x�ð Þ ¼ K x�; x�ð Þ � K x�; xð Þ K x; xð Þþ r2nI
� ��1

K x; x�ð Þ ð13Þ

The prediction can only be done if the hyperparameters l, rf in the SE covariance
function and rn from the measurement noise are known. In order to estimate the
hyperparameters, H ¼ l; rf ; rn½ �, the Log-Likelihood of it, log pðyjHÞ is minimized
using the following formula:

log p yjHð Þ ¼ � 1
2
yK�1

y y� 1
2
logjKyj � N

2
log 2pð Þ ð14Þ
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where Ky ¼ Kðx; xÞþ r2nI. Another option for the model training of GPR is the use
of the Cross Validation Technique (CV), which requires more computing time, see
[2, 7] for further analysis.

3.3 Algorithm for Automated and Optimal Base-Calibration
of ECU-Functions

Now we are able to approximate the empirical model by statistical model (GPR).
Then the question remains, where should the measurement points be positioned in
the input space? In fact, a reasonable experimental design, which can maximize the
information content for the approximation of the empirical models, is required.

Calibration of a Single Submodel Before dealing with the calibration of a
network of submodels, first we focus on the creation of a local experimental design
for the optimal calibration of a single submodel. Since no analytical fixed
assumption is made about the relationship to be approximated in the GPR, for
example, as ti is in the polynomial approach, it is impossible and meaningless to
solve the optimization problem in (6) directly. Instead, the idea of sequential
experimental design, which is based on the concept of “Active Sampling” (AS),
[8, 9], emerges as a practical solution for this problem. During this process, the
experimental design is not completely fixed from the start but is created step by
step. Typically, an algorithm for sequential experimental design comprises three
components: initial experimental design, active experimental design and automatic
stopping criterion (SC). The mechanism of it is shown in Fig. 6.

Before further details of the algorithm are discussed, it is important to note that
all calculations are carried out on the grid of the input space, uall ¼ umin; umaxð Þ, and
repetition of the measurement points is not allowed.

In the initial experiment in Fig. 6, with a loose equidistant test plan, U0, the
initial GPM, GPM0, is fitted, which offers an overview of the to be approximated
process. Here, the variance of the GPM0;VarðGPM0Þ is also estimated. Note the
fact that the initial experimental design should cover the vertices and edges of the
input space, so that no extrapolation is necessary.

Fig. 6 Schematic illustration of sequential experimental design for the calibration of a single
submodel
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After the initial experiment, the algorithm steps into a loop. In each loop, the
optimal input for the next iteration is selected based on the current GPM and the
developed rule for AS. For example, after j iterations, with the current GPM, GPMj,
and its variance, VarðGPMjÞ, the input for the j + 1-th iteration, ujþ 1, should be
selected based on the rule for AS. In this work, the following rule for AS is used:

u�jþ 1 ¼
An unoccupied local extreme of the current GPM
arg max

ujþ 1�ðuallnu0:jÞ
Iðujþ 1Þ; if all local extremes are occupied

(
ð15Þ

where the term uallnu0:j represents the set of all possible inputs in the input space for
the j + 1-th iteration. That means, if there are still unoccupied local extremes at the
current GPM, then the local extreme with the greatest curvature is chosen. The
curvature of the current GPM is defined numerically by the following formula:

KðuÞ ¼ j @2GPMjðuÞ
@u2 j for 1� dimensional model

j @2GPMjðuÞ
@u21

þ @2GPMjðuÞ
@u22

j for 2� dimensional model

8<
: ð16Þ

where the term u1 and u2 stands for the two dimensions of the model. If all local
extremes are already occupied, then all possible inputs are checked on a criterion,
which is based on the concept of “Mutual Information” (MI). The term MI is
derived from information theory and is used to describe the relationship between
two random variables [6]. For example, for two continuous random variables, X
and Y, the MI between them, MI (X: Y), is defined by the following formula [6]:

MI X : Yð Þ ¼
Z
Y

Z
X

p x; yð Þ log pðx; yÞ
pðxÞpðyÞ
� �

dxdy ð17Þ

In principle, MI(X: Y) describes how much the uncertainty about Y is reduced
when X is known [10]. Active sampling, which is based on the MI, for the fitting of
GPM is not new and already studied in [11]. With MI GPMm : GPMumð Þ, the
reduction of the uncertainty of the unmeasured region can be quantified. Before we
explain further details of the rule for AS, a few terms and designations are clarified
by Fig. 7.

The Fig. 7 shows the basic situation of the algorithm by j-th iterations:

– Collected measurement points by j-th iteration: MP0:j ¼ u0:j;A0:j;Var A0:j
� �� �

(black stars)
– Current GPM: GPMj (red curve) and error bars: VarðGPMjÞ (green curves)
– The set of measured inputs: um ¼ u0:j, the set of unmeasured inputs:

uum ¼ uallnu0:j
– The set of the estimated model values at the measured inputs, GPMm ¼

GPMðumÞ and its variance VarðGPMmÞ
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– The set of the estimated model values at the unmeasured inputs, GPMum ¼
GPMðuumÞ and its variance VarðGPMumÞ
In GPR a normal distribution of the model value at the point u, GPMðuÞ, is

assumed, where the estimated mean value, GPMðuÞ, and the standard deviation, ru,
are calculated using the formulas in (12) and (13). In addition, the estimated model
values at the measured and unmeasured inputs, GPMm and GPMum, can be treated
as random variables with multivariate normal distribution. If a good approximation
of the relation is the goal, a measurement point is considered optimal when this can
lead to a maximum reduction of uncertainty of the unmeasured region. With all of
the previous considerations the information content of a measurement point for the
calibration of a single submodel, MPjþ 1 ¼ ujþ 1;Ajþ 1;Var Ajþ 1

� �� �
, can be

defined by the following formula:

I ujþ 1
� � ¼ MI GPMm[Ajþ 1 : GPMum

� ��MI GPMm : GPMumð Þ ð18Þ

In summary the information content of the input, Iðujþ 1Þ, describes the reduc-
tion of the uncertainty about the unmeasured region, if this input is selected. After
derivation the following formula can be used to calculate the information content
[11]:

Iðujþ 1Þ ¼ log
VarðAjþ 1Þ � Kðujþ 1; umÞK�1ðum; umÞKðum; ujþ 1Þ

VarðAjþ 1Þ � Kðujþ 1; unmÞK�1ðunm; unmÞKðumn; ujþ 1Þ
	 


ð19Þ

where the term Kðu1; u2Þ stands for the covariance matrix using the hyperparam-
eters from the current GPM. With the optimal input, u�jþ 1, the new measurement

point, MPjþ 1 ¼ ujþ 1;Ajþ 1;Var Ajþ 1
� �� �

, is generated and added to the existing
measurement points, MP0:j. Then the new GPM is fitted and is available for the
j + 1-th iteration. This process will stop when the so-called automatic stopping
criterion is met.

Automatic Stopping Criterion For the automation of the measurement process,
a suitable automatic stopping criterion (SC) plays an important role. During the
measurement, the GPM and the corresponding curve/map change constantly. If the

Fig. 7 Basic situation for
active experimental design by
j-th iteration
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algorithm is working properly, the change of the GPM and corresponding
curve/map should be reduced step by step. A functioning SC should be able to
recognize a stable phase of the change, where adding more measurement points no
longer makes sense. Since the curve/map is the end product of the algorithm, at the
SC of this work the change of the curve/map during the measurement process, rKL,
is primarily investigated. As an additional source of information, the change of the
GPM is used to recognize the extreme cases, e.g. overfitting of the measurement
data. The SC used in this work is presented in Fig. 8.

The logic of the SC consists of two branches, which are respectively based on
the current GPM and curve/map. In the first branch the relative leave-one-out
cross-validation error (rLOOCV) is given by the following definition:

rLOOCV ¼ 1
N

XN
i¼1

jAi � Âfitnij
jAij ð20Þ

Each time, a measurement point, MPi ¼ ui;Ai;Var Aið Þ½ �, is excluded from the
set of all collected N measurement points and is no longer considered for the fitting
of the GPM. The remaining N � 1 measurement points are then used to fit a new
GPM, GPMfitni. Based on the GPMfitni the model value at input ui; Âfitni ¼
GPMðuiÞ, is calculated and compared with the corresponding measured value Ai.
All measurement points will go through the same process, the resulting average
relative error is then compared with a limit, which is defined with the following
formula:

rLOOCVlim ¼ 1
N

XN
i¼1

rAi

jAij ð21Þ

where the term rAi represents the standard deviation of the measured value Ai. In
the first branch it is checked whether the GPM is fitted correctly or not. If the limit
is exceeded, there is a danger that overfitting or underfitting takes place. In the
second branch, an attempt is made to detect a stable plateau regarding the change of
the curve/map. The metric used is the relative change of the values at the support

Fig. 8 The logic in the automatic stopping criterion
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points of the curve/map in the course of measurement, rKL, as defined in the
following formula:

rKLj ¼ jKLj � KLj�1j
jKLj�1j ð22Þ

where the term KLj stands for the values at the support points in j-th iteration. To
find a stable stage, in this work the following heuristic approach is used: A phase of
the change is considered to be stable if one of following two conditions is satisfied:

– The relative change of KL, rKL, remains less than 1 % in a series of more than
10 iterations

– The relative change of KL, rKL, remains less than 0:5 � rKLPeak in a series of
more than 6 iterations, where the term rKLPeak represents the closest peak of the
change.

Calibration of a Network of Submodels With the approach of sequential
experimental design presented in Sect. 3.3 a single submodel can already be cali-
brated optimally. However, as analyzed in Sect. 3.1, the variance of the measure-
ment points should be considered in the calibration of a network of submodels,
therefore in this section, the approach for the single submodel will be expanded to
accommodate this feature in the calibration for the network. Similar to the algorithm
for a single submodel, the calibration of the network of submodels is also carried
out in the framework of the sequential experimental design. The process of the
approach consists of two phases and is shown in Fig. 9.

Fig. 9 Schematic illustration of sequential experimental design for calibration of the network of
submodels
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– Phase 1 Initial Sampling: in this phase, the empirical models of all submodels
are identified with equidistant initial test plans, U0 ¼ ½USM1

0 ;U2
0; � � � ;USMm

0 �,
where the index 0 stands for the 0-th iteration and the term U0

SM1
represents the

initial experimental plan for SM1. Based on experience, the equidistant exper-
imental plan for the 1-D empirical model includes 5–10 measurement points, for
2-D empirical models a 4 × 4 grid should be a good choice. In summary, initial
test plans for m submodels should look like following matrix:

U0 ¼

uSM1
0;1 uSM1

0;2 . . . uSM1

0;kSM1
0

uSM2
0;1 uSM2

0;2 . . . uSM2

0;k
SM2
0

..

. ..
. . .

. ..
.

uSMm
0;1 uSMm

0;2 . . . uSMm

0;kSMm
0

0
BBBBBB@

1
CCCCCCA

ð23Þ

Notably, the initial experimental plan should cover the entire input area so that in
phase 2, no extrapolation in the empirical model is necessary. After the experiments
shown in (23) are performed, all relevant system variables X and outputs y of each
submodel are collected to calculate the measurement points A0 and their variances
VarðA0Þ at each empirical model. The matrice for measurement points A0 and their
variance VarðA0Þ should have the same structure as the experimental design U0 in
(23).

A0 ¼

ASM1
0;1 ASM1

0;2 . . . ASM1

0;k0SM1

ASM2
0;1 ASM2

0;2 . . . ASM2

0;k0SM2

..

. ..
. . .

. ..
.

ASMm
0;1 ASMm

0;2 . . . ASMm

0;k0SMm

0
BBBBBB@

1
CCCCCCA

ð24Þ

VarðA0Þ ¼

Var ASM1
0;1

� �
Var ASM1

0;2

� �
. . . Var ASM1

0;k0SM1

� �

Var ASM2
0;1

� �
Var ASM2

0;2

� �
. . . Var ASM2

0;k0SM2

� �

..

. ..
. . .

. ..
.

Var ASMm
0;1

� �
Var ASMm

0;2

� �
. . . Var ASMm

0;k0SMm

� �

0
BBBBBBBBB@

1
CCCCCCCCCA

ð25Þ

where the element ASM1
0;1 in (24) represents the calculated measurement value for the

empirical model SM1, when the input is uSM1
0;1 . Element Var ASM1

0;1

� �
in (25) is the

Optimal Steady-State Base-Calibration of Model … 259



estimated variance. Based on this matrix for measurement points,
MP0 ¼ U0;A0;Var A0ð Þ½ �, for each empirical model a GPM, GPM0 ¼ GPMSM1

0 ;
�

GPMSM2
0 ; � � � ;GPMSMm

0 �, with error bars, Var GPM0ð Þ ¼ Var GPMSM1
0

� �
;

�
Var GPMSM2

0

� �
; � � � ;Var GPMSMm

0

� ��, is fitted.
– Phase 2 Experiments with Active Sampling: This phase consists of several

iterations, the number of iterations is not given a priori but is determined by the
SC. In the j-th iteration a combination of the inputs from all m empirical models,

Uj ¼ uSM1
j ; uSM2

j ; � � � ; uSMm
j

h i
, is searched, which can maximize the sum of the

information contents. The corresponding optimization problem for the j-th
iteration is given by:

U�
jþ 1 ¼ argmax

U

Xm
i¼1

ISMi Ujþ 1
� � ð26Þ

To depict the relationship between the combination of the inputs of the current
iteration, uj, and the acquired information contents for the calibration of the sub-
models SMi, namely the function ISMiðUjÞ, two steps are required (Fig. 10):

1. At first, based on the combination of the inputs, Uj, and the environment con-
stants, Q ¼ QSM1 ;QSM2 ; � � � ;QSMm½ �, the system equation in (4) is solved with

respect to the system variables, XSM
j ¼ XSMi

j ;XSM2
j ; . . .;XSMm

j

h i
, and outputs,

ySMj ¼ ySM1
j ; ySM2

j ; � � � ; ySMm
j

h i
.

Fig. 10 Schematic illustration of the process for determination of the relation between inputs and
its information content
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2. In this step, the variances of the outputs of all empirical models,

Var Aj
� � ¼ Var ASM1

j

� �
;Var ASM2

j

� �
; � � � ;Var ASMm

j

� �h i
, are predicted with an

Extended Kalman Filter (EKF), before the experiments are carried out. Within
the framework of EKF, the transition of the whole system from the j-th iteration
to the j + 1-th iteration can be described with following formulas:

Sjþ 1 ¼ f Sj
� � ð27Þ

yjþ 1 ¼ h Sjþ 1
� �þV ð28Þ

pðVÞ : Nð0;RÞ ð29Þ

where the term S in (27) stands for the union of the system variables of all sub-
models, X, and the measured values of empirical models, A ¼ GPMðUÞ, namely
S ¼ X[A ¼ XSM1 ;ASM1 ;XSM2 ;ASM2 ; � � � ;XSMm ;ASMm

� �
. The Term y ¼ ySM1 ;½

ySM2 ; � � � ; ySMm � is the outputs of all submodels and (28) is the observation equation,
where the term R ¼ diag Var ySM1ð Þ;Var ySM2ð Þ; � � � ;Var ySMmð Þ½ � is the covariance
matrix of the measurement noise, V. The estimation of the system variables, S, and
their covariance is carried out according to the calculation scheme in [10], with the
following two steps:

(a) Prediction Step:

Ŝjþ 1jj ¼ f Sj
� � ð30Þ

Fj ¼
@f Sj
� �
@S

ð31Þ

ŷjþ 1jj ¼ h Ŝjþ 1jj
� �

ð32Þ

Hjþ 1 ¼
@h Ŝjþ 1jj
� �
@S

ð33Þ

P̂jþ 1jj ¼ FjP̂jjjFT
j ð34Þ

where Fj and Hjþ 1 are respectively the Jacobi matrix for the motion Eq. (27) and
the observation Eq. (28). Since in our application the steady-state properties of the
system are studied, Fj ¼ IjSj is valid, where jSj is the number of system states.
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(b) Correction Step:

Kjþ 1 ¼ P̂jþ 1jjHT
jþ 1 Hjþ 1P̂jþ 1jjHT

jþ 1 þRjþ 1

� �
ð35Þ

Ŝjþ 1jjþ 1 ¼ Ŝjþ 1jj þKjþ 1 yjþ 1 � ŷjþ 1jj
� � ð36Þ

P̂jþ 1jjþ 1 ¼ I � Kjþ 1Hjþ 1
� �

P̂jþ 1jj ð37Þ

In the correction step, the system states Sjþ 1jjþ 1 and their covariance matrix

P̂jþ 1jjþ 1 are optimally estimated, in the sense that the mean square error (MSE) of
the estimator with following definition [12]

MSEKF ¼ E S� Ŝjþ 1jjþ 1

� �2	 

ð38Þ

is minimized. Here, the term S represents the real system states. What must also be
noted is that the calculation in (36) can yet not be performed, since the measure-
ments, yjþ 1, are still missing. However, the estimation of the covariance matrix,
P̂jþ 1jjþ 1, is already feasible, which is also the key point of the entire algorithm.

From the estimated covariance matrix, P̂jþ 1jjþ 1, the estimated variances of the

outputs of all empirical models, Var Aj
� � ¼ Var ASM1

j

� �
;Var ASM2

j

� �
; � � � ;

h

Var ASMm
j

� �
�, are extracted. If the estimated variances, VarðAjÞ, is used in the

definition of the function of the information content in (19), the function, ISMiðUjÞ,
in (26) results for the corresponding empirical model.

Using this function, the optimization problem of searching for the optimal com-
bination of inputs for the next iteration, U�

jþ 1, can be solved by a grid search or by
more advanced optimization methods. Based on the optimal combination of inputs,
U�

jþ 1, the experiments can be performed and themeasurement data can be collected. If
we go through the calculations from (30) to (37), this time including (37), the system
states, S, can be corrected on the basis of the measurement data. In this way, the GPM
and its error bars of all empirical models can be updated and used in the next iteration.
Phase 2 will continue until the predetermined SC is met at all empirical models.

4 Application and Results

In this section the algorithm developed in Sect. 3.3 is employed in a concrete
example, namely, the calibration of the following three submodels in ECU-function
for diesel engine air system:
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– Effective area of the throttle valve, arTVAðDCTVAÞ, for the modeling of pressure
upstream of the throttle valve, pTVA;Us

– Effective area of the EGR valve, arEGRðDCEGRÞ, for the modeling of EGR mass
flow, _mEGR

– Volumetric efficiency, k q; nEng
� �

, for the modeling of cylinder charge, _mCyl:

In fact, the algorithm is used to find the smallest set of measurement points in an
existing data set, with which a calibration of equal or better quality for the above
three submodels can be achieved. The existing data set are generated from the
experiments with equidistant test plan with and without AGR, as presented in
Sect. 2. In Table 1, the existing data set is described.

In data set A, the engine was measured without EGR and in data set B, with
EGR. The algorithm for this example is demonstrated in Fig. 11.

In order to predict the variance of the measurement points, Var arTVA DCTVAð Þð Þ,
Var arEGR DCEGRð Þð Þ and Var k q; nEng

� �� �
, before the measurement is carried out,

the system to be calibrated is described within the framework of the EKF as in the
following formulas:

Sjþ 1 ¼ f ðSjÞ ð39Þ

Table 1 Existing data set generated from the experiments with equidistant test plan

NGriddataA NGriddataB

355 385

Fig. 11 Schematic illustration of sequential experimental design for the calibration of a network
of submodels

Optimal Steady-State Base-Calibration of Model … 263



_mAir;jþ 1 ¼ _mCyl;jþ 1 � _mEGR;jþ 1 þVarð _mAirÞ ð40Þ

pTVA;Us;jþ 1 ¼ h arEGR DEGR;jþ 1
� �

; _mEGR;jþ 1; pEGR;Ds;jþ 1; TTVA;Us;jþ 1
� �þVar pTVA;Us

� �
ð41Þ

where

_mCyl ¼
pEGR;Ds � f k q; nEng

� �� �
RAir � TEGR;Ds ð42Þ

and

_mEGR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
RExhTEGR;Us

s
� arEGRðDCEGRÞ � pEGR;Us �W pEGR;Ds

pEGR;Us

� �
ð43Þ

The cylinder charge, EGR mass flow and pressure upstream of the throttle valve
for the j + 1-th iteration, _mCyl; _mEGR and pTVA;Us, are modeled respectively by the
ideal gas equation of state and throttle equation. Function h in (41) represents a
rearranged throttle equation.

Regarding the comparison concept, half of the existing data set is taken as a
training set; the rest then serves as a validation set. Based on the training set, the
desired curve/map, arTVA DCTVAð Þ; arEGR DCEGRð Þ and kðq; nEngÞ, are respectively
calibrated by the standard method in Sect. 2 and the proposed approach. Then the
model values, pTVA;Us, _mEGR and _mCyl, which are calculated based on the calibrated
curve/map, are compared with the measurement values in the validation set.
Notable is that, because there are no direct measurement points of the EGR mass
flow in the validation set, the measured value of the EGR mass flow is generated
with the following formula:

_mEGR ¼ _mCyl � _mAir ð44Þ

Where the cylinder charge, _mCyl, is calculated based on (42). Here, the mean
absolute percentage error (MAPE) is used as an error metric. The results are shown
in Table 2.where the term NMP is the number of measurement points and
MAPE _mCyl ;MAPEpTVA;Us ;MAPE _mEGR are the reached model accuracies. From
Table 2, it can be concluded that the algorithm is applied successfully, with a
reduction of measurement effort by more than 70 %.

Table 2 Summary of the
results for calibration

Method Grid measurement Proposed approach

NMP 365 93

MAPE _mCyl (%) 0.53 0.5

MAPEpTVA;Us (%) 0.56 0.33

MAPE _mEGR (%) 2.11 2.04
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5 Conclusion

In this work, a systematic approach for an optimized and automated steady-state
base-calibration of the ECU-functions in diesel engine air system is presented. Both
the distribution of the measurement points in the experiment space and the
uncertainty of the measurement points are taken into account, in order to create an
optimal global experimental plan for the calibration of a network of submodels.
While a AS rule based on MI ensures a reasonable distribution of the measurement
points, the variance of the measurement points is predicted by EKF and included in
the function of information content.

As an example application the algorithm is used to find the smallest set of
measurement points in an existing data set, with which a calibration of equal or
better quality can be achieved for the following three submodels; the submodel for
the modeling of pressure upstream of the throttle valve, pTVA;Us, the submodel for
the modeling of EGR mass flow, _mEGR, and the submodel for the modeling of
cylinder charge, _mCyl. As a result, with less than 30 % of the measurement points
from the existing date set, a slightly better quality is achieved with the proposed
approach.
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Mobile Online Connectivity Test Center
In-lab Emulation of Real-Word
Connectivity Environments for Virtual
Drive Tests

Sondos Alaa El Din, Alexander Roy and Frank Klinkenberg

Abstract In the face of rising connectivity services in the car, automotive
manufactures need to perform field drive testing to ensure performance and relia-
bility over the lifecycle of the vehicle. As the testing environment is hardly
reproducible; troubleshooting of events which occur only randomly during drive
testing scenarios typically requires extensive repetition of the field drive tests. These
challenges intensify the need for a test solution to quickly and effectively deploy
new online services. Virtual Drive Testing bridges the gap between lab and field
testing through real-world emulation of network environment in the lab. The
solution presented here comes with significant cost reductions to the development
and deployment phases. It reduces the amount of field testing by using a repeatable
lab-based testing methodology.

Keywords Virtual drive test � Field-to-lab testing � Connectivity � Real-world
emulation

1 Introduction

In the mobile communications industry virtual drive testing is used in the early
stage of development and deployment phases of mobile devices. This test
methodology offers a common platform for sharing test environments that capture
challenging radio conditions at key locations of interest in the actual operator’s
network, where performance is critical. By replicating all elements of the real RF
propagation environment e.g. delay spread, Doppler, path loss, interference, as well
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as multi-RAT and multi-cell handover, performance issues can be identified and
resolved early in the development phases.

Virtual drive testing integrates actual drive-test logs to recreate a realistic mobile
device performance testing in a controlled lab environment.

Accordingly, the key components of real-world emulation include a data source
such as commercially available RF scanner or proprietary logging tools, a highly
sophisticated parsing tool to map and filter scanner results for playback on spe-
cialized channel and network emulators, and, finally, a software tool for repeatable
playback of field scenarios.

IAV has developed a processing and playback tool (IAV Connectivity Virtual
Drive Test-Toolset) to test different automotive connectivity ECUs (Electronic
Control Unit) across multiple geographies in a reproducible fashion as many times
as required, in the lab, in a virtual environment. If an error occurs during a test
drive, RF-Recorders, network loggers and DUT loggers save the real ambient
conditions. The processed recording can then be used to reproduce and remedy the
fault in the laboratory.

2 Field-to-Lab Testing Concept

A wireless signal may pass directly via line of sight (LOS) from the transmitting
antennas to the receiving antennas. However, it can take multiple paths to the receiver
by reflecting off buildings, vehicles, terrain, and other objects. Mobility between the
transmitter and receiver causes the characteristics of these paths to be time-varying
and results in rapid fluctuation of signal strength. The radio propagation effects can be
characterized by fast fading, relative path delay, relative path loss, and slow shadow
fading [1, 2]. Different mobile environments generate various combinations of these
effects. This is standard propagation model at communications technology.

Traditional laboratory methodologies use a simulation environment consisting of
channel and network emulation to verify the performance of mobile devices under
harsh radio channel effects and various handover scenarios between multiple base
stations in the network. However, industry-approved and standardized channel
models do not capture the unique and specific conditions experienced by a device as
it physically moves through an actual wireless network.

On the other hand, field testing may follow the same route each time. However,
traffic as number of users in the network and—as well important—mobile trans-
mission channel conditions as e.g. fading and Doppler effects may significantly
change from drive to drive.

Virtual drive test or field-to-lab test techniques take real-world conditions into
account and provide a repeatable environment for testing devices. Using this testing
methodology, engineers can identify directly the faults occur in the field, even if it
is in another country, and replay the scenario to evaluate the issue with sophisti-
cated analysis tools. The same data can be used later to evaluate new devices under
the same problematic conditions.
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IAV’s Virtual drive test solution implements the concept of field-to-lab testing to
effectively verify the performance of automotive ECUs under a controlled and
repeatable environment. Figure 1 depicts the sequence of capturing and recreating
real-world conditions in the lab. Once the data are captured during field test using
commercial RF scanners, logging devices and diagnostic tools, postprocessing and
analyzing algorithms derive the channel and network conditions to be replayed later
in the lab. Scenarios with challenging network conditions are saved in a database to
provide a platform of problematic conditions for further device tests.

Once a specific condition in a real-world deployment is determined a simulation
environment of channel and network emulators (Fig. 2) are used for playback. As
the laboratory equipment is complex, automation is a key component to accurately

Fig. 1 Sequence of capturing and postprocessing drive test logs for in-lab replay of ambient
network and transmission channel conditions in the lab

Channel
Emulators 

Mobile Network 
Emulators 

ECU/DUT Internet / 
Backend Connection

Fig. 2 Simulation of real-world propagation effects and network conditions by highly automated
channel and network emulators
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replicate field mobility scenarios. Combining the effects of straightforward fading
and multipath propagation with multiple base-stations with varying conditions, and
real-time velocity changes—just as captured in the field—significantly increases the
complexity of the test environment. And, more important, closely matches the
simulation results to the real-world field scenario.

3 IAV Virtual Drive Test Toolset

Besides commercially available lab equipment like emulators and generators (see
above) the Virtual Drive Test Toolset is the key component to enable end-to-end
performance testing in the lab environment. The Toolset consists of a Processing
and a Playback Tool. The Virtual Drive Test Processing Tool maps the RF data and
network conditions captured from the live network to a channel emulator and
extracts signaling information for configuring the network emulator. This section
provides an overview of classifying radio frequency propagation environments and
dynamically adapting playback and mapping of scanned data for testing automotive
connectivity devices.

The general steps of the virtual drive test application can be summarized as
follows (Fig. 3):

• Parsing raw drive log data: The captured raw scanner data must be parsed,
processed and converted to a format which can be read by the channel and
network emulators.

• Mapping data for simulation: Implementing mapping algorithm for selecting an
appropriate subset of the scanned data for further analysis and simulation.
Typically, a laboratory environment has fewer cells configured than were
actually recorded during the drive test; therefore, some type of mapping must be
used to transition that data to the simulation.

• Create output file: The output file should be a readable by the network and
channel emulators for the playback functionality.

Fig. 3 Block diagram of the IAV virtual drive test processing tool to determine parameters fed to
the network and channel emulators
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The captured statistical data by the scanners can be grouped based on the
decoded scrambling codes (SC) and Base Station Identity Code (BSIC) which
uniquely define a base station in UMTS/GSM system [3].

For each SC/BSIC a set of statistics should be parsed. A RF scanner measures
signal strength, Received Signal Strength Indicator (RSSI), delay spread and a
number of paths observed at that particular location and time for each scrambling
code and BSIC.

The application supports the concept of a “hybrid” drive log capture, where logs
of a mobile modem are used in conjunction with a RF scanner. While the scanner
captures detailed information about RF environment, the mobile’s modem captures
signaling information recorded by a diagnostic tool such as:

• Serving cell data: that is the specific cell to which the user equipment (UE) is
registered

• SIB: Information/Parameters for intra-frequency cell reselections, information
on intra-frequency neighboring cells, Information on inter-frequency neigh-
boring cells, information for reselection to GSM cells.

• Measurement Control messages
• Call events such as call setups and terminations

Due to hardware limitations (limited number of network emulators) the pro-
cessing tool selects a subset of the scanned data for further analysis and simulation.
Typically a subset of the acquired statistical data can provide an accurate charac-
terization of the field test environment to evaluate performance of a wireless
communication device. To play back and analyze the captured statistical data in a
laboratory, the statistical data can be ranked and sorted based on the following
signal properties:

• Descending power Ec/I0 (the ratio of the received energy per chip to the total
received power spectral density) level ratios. If the log contains more cells than
simulated cells, those with the lowest power are not mapped.

• Signals from the “highest” ranked scrambling codes are mapped to the simulated
cells.

• When a hybrid drive log with serving cell data is loaded, the application should
ensure mapping the current serving cell to one of the simulated cells. The
serving cell mapping may switch between different simulated cells in the final
output. This mapping algorithm is evaluated at each state.

After analyzing and conditioning the data, the Drive Test Processing Tool
generates a set of files that are ready for use with the laboratory equipment, i.e. the
channel and network emulators. The abstracted data gathered from field measure-
ments is transformed into a setting file. This file is used to feed the channel emu-
lators to recreate the field conditions, including slow fading, fast fading, path delay
and fading power spectral density. Different kind of handover scenarios [3], such as
soft, softer, intra-band, hard, inter-band hard handover are simulated by the network
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emulators. A programming code is developed to automatically synchronize the
laboratory equipment and initiate the network events in alignment to the simulated
field conditions.

4 Measurement Campaign

A measurement campaign was conducted with a commercially available
smart-phone as DUT. Logs pulled from the DUT contain lots of valuable infor-
mation, from the various fading and multipath effects to how many base-stations or
sectors are visible at any time. Also GNSS (GPS/GLONASS) information as
location and velocity is reported. A mapping algorithm dynamically controls how
the original scanner data is mapped to the number of mobile cellular cells supported
in the simulation. GNSS recordings are replayed by a multi-GNSS constellation
generator which reproduces genuine satellites signals. It emulates the vehicle and
satellite motion, signal characteristics and atmospheric effects.

The IAV Connectivity Test Center (Fig. 4) is able to simulate up a high number
of WCDMA/LTE and/or GSM/CDMA base-stations. It also supports the generation
of a high number of hybrid and dynamic GNSS satellites signals. Besides Fig. 5
shows the virtual drive test playback tool which fed the channel and network
emulators with parameters extracted by the virtual drive test Processing Tool. It also

Fig. 4 IAV mobile connectivity test center
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depicts the drive route and received signal strength for the current simulation time.
The map will also show the handover and the specific radio access technology
(RAT) events if hybrid logs are processed.

The IAV Drive Test Playback Tool has the option to stop and replay the sce-
nario. This option enables the test of the ECU’s performance along a critical driving
path as many times as required.

The powerful automation capability allows repetitive trialing of virtualized field
test routes for different use case scenarios saved in the databases. Using a large
representative set of drive logs in a field-to-lab solution makes it possible to verify
the ECU’s E2E performance under controlled environment.

5 Conclusions

Field-to-lab techniques provide a repeatable test environment for testing devices in
an E2E-fashion to reproduce and verify not only sporadic field issues. The most
indispensable part of the field-to-lab test methodology involves analyzing the drive
test recordings and logs and conditioning the data for playback. A primary purpose
of the processing section is to create a bridge between the simulations by
approximating real-world conditions. Recordings of critical ambient conditions—
taken on different drive routes from around the world—are collected in a scenario
library that can be reused at all times.

Fig. 5 IAV virtual drive test tool plays back recorded wireless scenarios and controlling channel
and network emulator
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The key advantage of this approach comes in the form of measured field results
that can be repeated consistently in the lab. Once the accuracy and reliability of the
system are proven, the benefits of the field-to-lab solution become evident.

Over recent years, automotive data acquisition devices focus on logging CAN
messages and vehicle parameters. The real strength of the herein presented solution
is expanding the conventional logging mechanism by taking cellular network and
GNSS data into account. It is worth considering that the IAV Virtual Drive Toolset
will contribute to more insight into the network behavior. This future-proof solution
will ultimately enable the automotive industry to improve the reliability of the
online connectivity services.
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High-Dynamic Accurate Railway
Catenary Emulation by Real-Time
Mechanical Impedance Control
for Pantograph Testing

Alexander Schirrer, Guilherme Aschauer and Stefan Jakubek

Abstract The developments in modern hardware-in-the-loop testing tend towards
realistically emulating the designated environment of the unit-under-test already in
the laboratory. Using the example of an innovative high-speed pantograph test rig it
is demonstrated how complex, distributed-parameters system dynamics (catenary),
described via coupled partial differential equations can efficiently be transferred into
a high-fidelity real-time-capable model. Careful modeling choices and efficient
finite element codes provide these real-time capabilities. Then it is shown how the
dynamics of the obtained model can be tracked by test rig actuators by using
impedance control. A control concept is presented that not only leads to superior
performance but also assures consistent energy and momentum exchange in
hardware-in-the-loop testing, allowing for yet more realistic results. First experi-
mental results are presented that validate the proposed concepts: impedance control
results showcase the advanced catenary emulation functionality, and the efficiency
of the real-time-enabled finite element code developments is analyzed. These
building blocks deliver superior performance for their upcoming integration into the
overall HiL control implementation.

Keywords Hardware-in-the-loop � Pantograph � Finite elements � Partial differ-
ential equations � Impedance control � Conserved quantities
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1 Introduction

High ride velocities in railway operation are possible only if the complex dynamic
interaction between the overhead catenary and the railway current collectors
(pantographs) are carefully considered and engineered.

The coupled dynamics of these elastic systems is being excited to oscillations,
and the current collector may lose contact (resulting in the formation of electric arcs
and heavy wear), or high contact force peaks occur resulting in immediate damage
of the pan head or the catenary.

To improve dynamic performance, modern high-speed current collectors are
designed as elaborate mechatronic systems, possibly subjected to active control of
the contact force, that require significant design, testing and calibration effort.
Supportive tools are model-based simulations of the interaction, laboratory
hardware-in-the-loop (HiL) tests at various complexity levels, and finally test rides
on an actual track. Model-based simulation or HiL-testing, however, require to
address the challenging distributed-parameter dynamics of the catenary: wave
propagation effects, low damping, and system stiffness are the key aspects to be
addressed appropriately.

In order to reduce design effort, a Siemens high dynamic pantograph test rig is
being enhanced with real-time-emulation of accurate catenary dynamics in a joint
development effort with the TU Wien. The goal is to minimize the expensive, actual
track testing by providing realistic, reliable, and reproducible virtual test rides for
pantographs in a lab environment.

To reach this goal, this work proposes two main contributions: firstly, the
catenary dynamics is modeled in a detailed yet efficient way to enable real-time
simulation and model-based control. Secondly, a model-based predictive test rig
control concept is provided that accomplishes real-time catenary emulation at the
highest possible level of accuracy and physical trustworthiness.

The catenary is a flexible structure comprised of a carrier wire supported by masts
and holding a contact wire via so-called droppers. The relevant flexible components
are the two wires (under axial tension) whose vertical dynamics can be well modeled
by partial differential equations (PDEs) following the Euler-Bernoulli beam theory.
Modeling approaches in literature range from simplified varying-stiffness
mass-oscillator surrogate models over utilizing the string equation (disregarding
bending stiffness) to the Euler-Bernoulli description. To solve the arising PDE
problems, discretizations via finite differences [1] and via finite elements (FE) [2], as
well as spectral formulations [3] have been proposed. Various studies cover
high-accuracy simulations, and real-time usage in HiL testing applications has been
reported with a spectral description [3]. A real-time-capable model based on finite
differences (FD) for Euler-Bernoulli-based catenary representations in moving
coordinates is proposed in Ref. [1]. In the present text, a novel real-time-enabled
finite element description of such catenary in moving coordinates will be outlined.

As catenaries are spatially extended (essentially unbounded) and show wave
propagation with low damping, truncating the computational domain leads to
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boundary effects that need to be considered to achieve trustworthy simulation
results: to avoid spurious reflections from the (artificial) computational boundaries,
special absorbing boundary formulations need to be implemented. To let waves
travel out of the computational domain, absorbing boundary conditions (ABCs)
have been proposed: Easy-to-use low-order ABCs for the wave equation were
derived by Engquist and Majda [4]. Higdon developed ABCs in Ref. [5] for the
discretized two-dimensional wave equation by starting from the discrete dispersion
relation. However, both variants are only usable in their basic, low-order formu-
lations because of the fact that their computational effort drastically increases with
the order. Reference [6] gives a comprehensive review on high-order ABCs for
different types of wave equations (e.g. dispersive or time-dependent). Analytic
ABCs for complex equations such as the extended Euler-Bernoulli PDE treated
here are not available, but a suitable, generic optimization-based ABC formulation
has been proposed in Ref. [7]. In contrast to applying ABCs, an alternative
approach to producing absorbing boundary behavior is to extend the computational
domain by a special region with wave-absorbing properties, based on a complex
change of coordinates, called perfectly matched layer (PML). Again, the analytical
derivation of PMLs is so far only known for a few variants of PDEs and its use
typically requires many additional equations that have to be solved at each
time-step. In Ref. [8] it is demonstrated how the properties of PMLs can be effi-
ciently emulated by the use of static state-feedback control. Formulating the cate-
nary dynamics in moving coordinates and realizing absorbing boundary behavior
allows to drastically reduce the necessary degrees of freedom for given accuracy
requirements near the pantograph contact point.

The concept of emulating a dynamic behavior is called impedance control,
introduced in Ref. [9] and widely used in close-to-reality HiL testing, e.g. Ref. [10].
The focus here lies on a smooth integration of complex virtual system dynamics
that should be emulated. To reduce the phase lag intrinsic to most classical control
concepts and to be able to naturally incorporate constraints directly in the control
design, model predictive control is utilized. An optimization problem is solved in
each sampling interval to determine the optimal future control moves. The first
control move is applied to the system in a receding-horizon manner, i.e. the opti-
mization is repeated at the next time step.

Besides typical tracking goals (simple impedance control would just track the
outputs of the virtual system model as done in [3]), high-accuracy HiL testing
results are improved if the ever-present imperfections (model errors, actuator limits)
of the control system and test rig are compensated for. With a suitable mathematical
formulation, the physical conservation quantities (energy and momentum)
exchanged between the virtual system and the unit under test can be made con-
sistent through control action. In Ref. [11] it was shown that physical trustwor-
thiness (in terms of correct fuel consumption) in an automotive test rig application
could be improved when the conservation of energy between the UUT and the
virtual system model had been ensured by the controller. In the control concept
outlined in the present paper, this multitude of goals is addressed simultaneously in
the control law.
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2 Problem Setup

In order to accomplish the realistic HiL testing of a full-sized pantograph (unit under
test) in contactwith avirtual, dynamic, high-fidelitymodel of a catenary (virtual system
environment), the test rig realizing this contact must be controlled appropriately.

A high-dynamic HiL test rig setup for pantograph testing with real-time catenary
emulation has been jointly developed further with Siemens (illustrated in Fig. 1).
The actual pantograph is in contact with the test rig end effector. This contact force
is measured, processed, and fed in an adapted form into the virtual catenary sim-
ulation model. Its response is tracked by a high-dynamic model-predictive con-
troller and the pantograph contact point is actuated so as to accurately establish the
dynamic coupling of the real pantograph and the virtual catenary systems. The
tested pantograph literally feels the same dynamic response as if it would run along
a physical catenary. Additional measures have been developed to ensure stability
and the consistency of the conserved quantities (energy and momentum) exchanged
between the pantograph and the catenary.

2.1 Catenary Modeling

A typical railway catenary system as depicted in Fig. 2 consists of a contact wire
under axial tension which interacts with the train’s pantograph and is connected via
droppers to the carrier wire (also axially loaded). This carrier wire is mounted on
inertia-fixed masts, and the droppers are typically modeled as one-sided springs
with high tensile stiffness and zero stiffness when compressed.

Fig. 1 Illustration of the pantograph HiL testing task with real-time catenary emulation
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The vertical dynamics of each wire can be modeled by the Euler-Bernoulli Beam
(EBB) under axial pre-tension (see Ref. [12]):

qA
@2�w
@t2

þ b
@�w
@t

¼ �EI
@4�w
@x4

þ T
@2�w
@x2

þ�f ; ð1Þ

where q is the mass density, A the cross section area, b a velocity-proportional
damping coefficient, E Young’s modulus of elasticity, I the geometrical moment of
inertia, and T the axial pre-tension force. The vertical displacement field of the
beam is denoted by �wðx; tÞ and the distributed vertical force per unit length acting
on the wire is denoted by �f ðx; tÞ (bars denote catenary-fixed coordinates). The
spatial coordinate x is counted horizontally on the undeformed wire (admissible for
small vertical displacements), and t denotes time.

The dropper coupling of these two wires can be realized via vertical force terms
collected into �f ðx; tÞ: with the deformed dropper length ldðtÞ ¼ wcaðxd; tÞ �
wcoðxd; tÞ of the dropper at position xd (co and ca indicate contact and carrier wire,
respectively), the one-sided dropper force is typically modeled as

FdðtÞ ¼ kd ldðtÞ � ld;0
� �

if ðldðtÞ � ld;0Þ[ 0
0 otherwise

�
; ð2Þ

where kd is the tensile dropper stiffness and ld;0 denotes the undeformed dropper
length. Then, the corresponding force density coupling terms are

�fd;coðx; tÞ ¼ ��fd;caðx; tÞ ¼ dðx� xdÞFdðtÞ; ð3Þ

with the Dirac delta distribution d or a suitable regularization function [12].
Likewise, the force acting at the pantograph’s position is considered via a contri-
bution to the contact wire’s forcing:

�fpanto;coðx; tÞ ¼ dðx� xpanto;0 � vtÞFpantoðtÞ: ð4Þ

As the catenary shows distributed-parameter dynamics represented by coupled
PDEs, appropriate approximation methods are needed to numerically solve the
equations of motion over time to perform simulation or model-based predictive

Fig. 2 Schematics of a typical catenary configuration
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control. Finite difference and finite element methods will be employed (and
extended with respect to their real-time-capabilities) to arrive at the necessary
models for the HiL testing task.

Moving Coordinates and Absorbing Boundaries Several important aspects in
the catenary/pantograph interaction dynamics give rise to significant challenges for
real-time HiL testing. The catenary dynamics is low-damped, shows high wave
propagation velocities, and also high train velocities should be tested. The simple
choice of catenary-fixed coordinates is problematic in this setting: Long segments
of the catenary need to be modeled, and in order to allow realistic or unlimited
testing durations, special formulations are required (for example, to repeatedly shift
the computational domain to keep the pantograph near the domain’s center [3]).
Additionally, when truncating the essentially unbounded catenary to obtain a
manageable computational domain size, simple (clamped) boundary conditions
produce spurious reflections of wave components at the truncation points (these
wave components would otherwise leave the truncated domain). Because of the
small system damping, these reflected waves do not die out and eventually destroy
physical trustworthiness of the simulated contact point interaction.

As a novel solution to these modeling challenges, a novel catenary representa-
tion in moving coordinates (i.e. pantograph-fixed), combined with efficient ab-
sorbing boundary formulations turn out to produce highly efficient catenary
models. The modified catenary model needs to consider only a piece of the catenary
moderately extended forward and backward around the pantograph position. This
approach has the potential to maximize model quality for given computational
real-time requirements. The authors have developed such novel representation for
the catenary/pantograph interaction problem [1] by introducing the moving spatial
coordinate n ¼ xþ v t where v denotes the (constant) train velocity. The PDEs are
rewritten into the new coordinates ðn; tÞ which gives rise to mixed-derivative terms
and direction-dependent wave propagation speeds. Now, the dropper and mast
positions move over time (producing a time-varying model structure), and the
pantograph position lies at a constant coordinate npanto.

The corresponding beam equation, written in the moving coordinates ðn; tÞ for
the displacement field w ¼ wðn; tÞ subject to the vertical force density f ðn; tÞ reads

qA
@2w
@t2

þ b
@w
@t

¼ �EI
@4w

@n4
þðT � qAv2Þ @

2w

@n2
þ b v

@w
@n

þ 2 vqA
@2w
@t @n

þ f ð5Þ

in the domain

�LPML � L
2
� n� L

2
þ LPML; 0� t: ð6Þ
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Thereby, the domain of interest is of length L, and boundary layers of thickness
LPML have been added. At the boundaries of this extended domain, simple clamped
boundary conditions are defined:

wðn ¼ �LPML � L
2
; tÞ ¼ wðn ¼ LPML þ L

2
; tÞ ¼ 0; ð7Þ

@w
@n

ðn ¼ �LPML � L
2
; tÞ ¼ @w

@n
ðn ¼ LPML þ L

2
; tÞ ¼ 0: ð8Þ

The boundary layers are steered by a control law as developed in [8] to absorb
outgoing waves.

2.2 Test Rig Modeling

A high-dynamic HiL test rig has been developed as depicted in Fig. 3 (joint
development of the authors with Siemens AG Austria, MO MLT BG PN). It
consists of a six-degree-of-freedom industrial robot with a large operating range and
a linear drive attached to the robot’s end effector that can impose high-frequency
displacement trajectories. With this setup and a proper division of the movements
into low-frequency 3D displacements (tracked by the robot) and high-frequency
small-scale vertical movements (executed by the linear drive) both advantages can
be combined, resulting in a large operation range with high dynamic maneuvers.

At the linear motor slider’s end two force sensors are attached that are in contact
with the pantograph (the UUT). In this work, the robot is assumed rigid and the
catenary behavior is emulated with the linear drive only. It is being controlled by a

Fig. 3 Pantograph HiL test
rig (Siemens AG Austria,
MO MLT BG PN)
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fast position tracking controller (including, for example, compensation of friction
and disturbance forces) and accessed by the high-level test rig controller via a
demanded position signal xtr;dmd. Its dynamics is assumed to be given as
discrete-time state space model

xtr;nþ 1 ¼ Atrxtr;n þBtrxtr;dmd;n; ð9Þ

xtr;n
_xtr;n

� �
¼ Ctrxtr;n: ð10Þ

3 Methodology

Two main challenges are identified in the HiL testing task outlined in Sect. 2:

– The catenary dynamics must be simulated at a high detail level in real time.
– Appropriate control must act on the test rig and possibly on the catenary model

to establish a physically correct, stable, high-accuracy coupling of the two
systems, (virtual) catenary and (real) pantograph.

This chapter first focuses on providing methods to construct real-time-enabled
catenary models: disregarding the nonlinear dropper slackening effects, a linear
time-varying state space model is obtained via the finite difference method. This
model will be suitable as design model for linear model predictive control (MPC).
However, for maximum model accuracy, the actually simulated virtual catenary
model is proposed to be modeled by finite elements with specific optimizations for
real-time computation. Subsequently, prior and current proceedings on the test rig
control task are summarized and a novel test rig system architecture for high-fidelity
HiL test rig control is proposed.

3.1 Linear Discrete-Time-Varying Catenary Model via FD

Referring to the developments in Ref. [1], the coupled system of Euler-Bernoulli
beam PDEs and appropriate dropper and pantograph coupling terms (see Sect. 2.1)
are defined, and the transformation of the problem into moving coordinates is
performed. As a simplification, the slackening of the droppers is disregarded for this
model, so that the considered problem structure becomes linear. Additionally,
geometric periodicity of the catenary is assumed. The resulting PDE system is being
discretized by the method of finite differences in space and time (using

284 A. Schirrer et al.



appropriately chosen equidistant step sizes Dn and Dt), yielding a linear, periodi-
cally time-varying, time-discrete system of the form

xnþ 1 ¼ Anxn þBnFpanto;n ð11Þ

wpanto;n

_wpanto;n

� �
¼ Cxn: ð12Þ

where the state vector is xn ¼ wT
n wT

n�1

� �T
, and w approximates the displacement

field at the spatial grid points at time step n. The coefficients are time-varying but
periodic due to the catenary’s periodicity. The input force Fpanto;n acts at the pan-
tograph position.

Utilizing a linear model eases MPC implementation and, in particular, reduces
computational load of the on-line MPC computations, but it introduces a model
error between the high-fidelity catenary model and the MPC’s design model that
needs to be considered in controller tuning.

3.2 Real-Time-Capable Finite Element Model

The finite element (FE) method [13] is well known and widely used as a flexible
and versatile modeling tool to formulate, approximate, and solve complex
distributed-parameter system dynamics. Here, in the context of real-time-capable
test rig impedance control with distributed-parameter virtual system dynamics, the
dynamics will be modeled by a real-time-specific FE approach.

General Approach The FE method approximates a distributed-parameter problem
by dividing the problem domain into numerous subdomains, and in each of these
finite elements, the governing PDEs are considered in a weak form only. The
dependent field variables are approximated by a set of local Ansatz-functions, and
their linear combination constitutes the approximated solution. For problems in
structural mechanics, typically the spatial domain is being discretized and the
Ansatz-functions are functions of the spatial coordinates. For the present problem of
modeling catenaries (in one spatial dimension), extensions of the well-known
Euler-Bernoulli (Hermitian) beam element have been derived by the method of
weighted residuals.

After spatial discretization and re-assembly of all element equations, a set of
ordinary differential equations (ODEs) is obtained for the generalized displacements
q of the FE representation:

MðtÞ€qðtÞþCðtÞ _qðtÞþKqðtÞ _qðtÞ ¼ f ðtÞ: ð13Þ

Thereby, all coefficient matrices (mass matrix M, damping matrix C, and stiff-
ness matrix Kq) are generally time-varying (due to shifting elastic dropper
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couplings moving through the domain with velocity �v). The stiffness matrix Kq

additionally depends on the dropper elongations ld;iðtÞ � ld;0;i (hence on q),

KqðtÞ ¼ K0ðtÞþ
X
i

KiðtÞrðld;iðtÞ � ld;0;iÞ; ð14Þ

where r denotes the Heaviside step function. Typically, the catenaries are con-
sidered periodic, so the coefficient matrices are also periodic. The methods pre-
sented here, however, do not require periodicity and could be implemented with
increased data management effort.

Real-Time Capability by Sparse Implicit Newmark Integration To solve the
system dynamics (13) forward in time, numerical integration procedures have to be
utilized. It turns out that the ODE system has several key features that need to be
addressed to efficiently solve it under real-time requirements:

– the ODE system is piecewise linear (one-sided elastic dropper couplings),
– it is of high order, and its coefficient matrices are only sparsely populated,
– these coefficients are periodically time-varying, and
– the ODE system is moderately stiff due to high mechanical stiffness of the

dropper constraints.

Explicit integration schemes can directly exploit problem sparsity, and explicit
single-step methods directly produce a set of explicit discrete-time difference
equations that can directly be incorporated into model predictive control design.
Moreover, time-varying coefficients can easily be incorporated. However, these
methods are typically unsuitable for stiff problems because their stable time step
sizes quickly become too small. Expressing the state-space dynamics in a slower
time base (time step aggregation) destroys sparsity and becomes cumbersome when
the system matrices have to be updated (e.g., when dropper couplings turn inactive).
It is noted that for n equations in (13), an explicit sparse time step costs OðnÞ.

Implicit integration schemes, on the contrary, allow larger stable time steps
especially for stiff systems, and some schemes are even unconditionally stable so
that the choice of time step size needs only be based on the accuracy vs. compu-
tational speed trade-off. In implicit schemes, a system of equations needs to be
solved in each time step, which is typically more time-consuming than explicit
computations. If, however, sparsity is exploited in all computation steps, linear
runtime order OðnÞ per time step is attainable for certain sparsity patterns. In
combination with an arbitrary time step size, this represents a significant advantage
for real-time computation.

One suitable and widely used family of numeric integration methods is the
so-called (family of) Newmark integration method(s). It reliably solves dynamic
problems of the specific form (13), even if they are moderately stiff, and sparsity
can be exploited to improve computational efficiency. The method is parametrized
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by the real-valued parameters ðc; bÞ with 0� c� 1, 0� b� 1. For c� 0:5 and

b� 2cþ 1ð Þ2
16 , the scheme becomes unconditionally stable. [13]

First, it is assumed that the displacements and velocities at the next time step
tnþ 1 ¼ tn þDt satisfy

qðtnþ 1Þ ¼ qðtnÞþDt _qðtnÞþ ðDtÞ2 1
2
� b

	 

€qðtnÞþ b€qðtnþ 1Þ

� �
; ð15Þ

_qðtnþ 1Þ ¼ _qðtnÞþDt 1� cð Þ€qðtnÞþ c€qðtnþ 1Þ½ �; ð16Þ

which can be interpreted physically, for certain parameter choices, for example as
constant-average-acceleration method or as linear-acceleration method. [13]

Inserting into the ODE system Eq. (13), the new accelerations can be computed
as

€qðtnþ 1Þ ¼ K�1
cm
~f ðtnþ 1Þ; ð17Þ

with

Kcm ¼ KqbðDtÞ2 þCc DtþM; ð18Þ

~f ðtnþ 1Þ ¼ f ðtnþ 1Þ � C _qðtnÞþDtð1� cÞ€qðtnÞ½ �

�Kq qðtnÞþDt _qðtnÞþ ðDtÞ2 1
2
� b

	 

€qðtnÞ

� �
:

ð19Þ

Then, (15) and (16) yield the new displacements and velocities. Note that with
sparse problem data (M;C;Kq), matrix Kcm remains sparsely populated and all
operations to construct ~f ðtnþ 1Þ are multiplications of sparse matrices with vectors.
Consequently, the runtime complexity of this method is determined by the attain-
able complexity in solving (17), typically between OðnÞ and Oðn2Þ.
Time-dependency and piecewise-state-dependency of the problem data is accounted
for by constructing (or efficiently updating) the problem matrices in each time step.

3.3 Impedance Control

Impedance control was introduced in 1984 by Hogan [9] as the successor to active
stiffness control in robotics, where a position-dependent force was formulated as a
control reference (or vice versa). The goal of impedance control is to mimic a
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dynamic behavior on an arbitrary actuator by tracking a dynamic relationship rather
than a pre-defined reference trajectory by controlling the position and velocity
difference between the test rig and the impedance model to zero:

epos ¼ xim � xtr; evel ¼ _xim � _xtr: ð20Þ

Typically, two different implementations are possible, called cascaded impe-
dance control (CIC) and integrated impedance control (IIC), both depicted in Fig. 4,
also see Ref. [10].

Both structures differ in the way the impedance model is treated in the control
design. In CIC a reference tracking control is realized independent of the utilized
impedance model. It offers great flexibility in terms of modularity since one control
design can be reused with different impedance models and even on-line changes are
possible. However, this method suffers from an intrinsic phase-lag since plain
trajectory tracking control is used.

In IIC the test rig as well as the impedance model are already contained in the
design plant of the controller and there is no longer a reference trajectory to be
tracked, but the output difference should be controlled to zero. The controller is thus
aware of the behavior of the impedance model, leading to a superior control per-
formance. This is especially true if the dynamics of the UUT and its influence on
the impedance model can be modeled too, making it possible to reliably predict the
future behavior of the design plant (described in the next section). However, the
design of the controller is strongly coupled to the current impedance model used
and may require a new control design for each impedance model used.

3.4 Model Predictive Control

As was demonstrated in the last section any type of control can be used to realize
impedance control. However, in this work MPC will be used and it is assumed that

ControllerController
Test rigTest rig

CatenaryCatenary

design plant
design plantxtr

xim, ẋim

utrutr

xim, xtr

Fig. 4 Classical structure of cascaded impedance control (CIC, left) and integrated impedance
control (IIC, right)
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the plant to be controlled is given in linear, periodic, time-varying, discrete-time
state-space form:

xnþ 1 ¼ Anxn þBnun þEnzn;

yn ¼ Cxn;

ð21Þ

and that at sampling instant n the current state vector xn can either be measured or
constructed from measurements. A control horizon nc is defined and the vector of
future control moves is given by:

Un ¼ ½uTn ; uTnþ 1; . . .; u
T
nþ nc�1

�T: ð22Þ

Then, the vector of the next nc outputs

Yn ¼ ½yTnþ 1; y
T
nþ 2; . . .; y

T
nþ nc �

T: ð23Þ

can be predicted, e.g.

ynþ 2jn ¼ CAnþ 1Anxn þCAnþ 1Bnun þCBnþ 1unþ 1; ð24Þ

where for space reasons the influences of the disturbance have been omitted,
however, their derivation is straightforward by copying terms including u and
making the following substitutions: u ! z and B ! E.

The upcoming control moves (22) are obtained by minimizing a quadratic cost
function:

minimize Y ref � Yð ÞTQ Y ref � Yð ÞþUTRU
subject to MUU� c; and

MxX� cx;

ð25Þ

where the matrices Q and R are weighting matrices and are tuning parameters for
the designer. Iterative solvers have to be used for obtaining a solution to (25) but at
the advantage of incorporating state, input and output constraints directly in the
controller. Traditionally, MPC was first introduced in the process industry but with
increasing computational power and more sophisticated algorithms, see e.g. Ref.
[14] for a comprehensive review, real-time MPCs can now be applied at sampling
rates of several kHz [15].

To realize impedance control with the IIC structure (see Fig. 4) the state-space
design system from (21) is chosen as:
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A ¼ Atr 0
0 Aim

� �
; B ¼ Btr 0

0 Bim

� �
; C ¼ Ctr �Cim½ �; ð26Þ

where the matrices in (10) and the FD discretized state-space catenary model are
used.

This way the controller knows about both, the test rig dynamics as well as the
impedance model dynamics and tries to track their difference to zero (the reference
vector is chosen as Y ref ¼ 0).

3.5 Conserved Quantities

In order to obtain close-to-reality results in HiL testing it is necessary that the UUT
and the impedance model exchange the correct amount of certain conserved
quantities. This was for example demonstrated in Ref. [11] on an automotive test
rig.

Figure 5 shows a bond-graph representation of a generic HiL test rig. The
exchanged quantities in an effort and flow sense are force and velocity. The relevant
conserved quantities derived therefrom are energy and momentum.

Just considering the mechanical part of energy (called work) the difference
between the energy transferred into the UUT and the impedance model is defined
as:

DEðtÞ ¼
Z t

0

FtrðsÞ _xtrðsÞ � FimðsÞ _ximðsÞð Þds; ð27Þ

and the error in transferred momentum reads:

DpðtÞ ¼
Z t

0

ðFtrðsÞ � FimðsÞÞds: ð28Þ

If it is assured that the force at the UUT /test rig interface is directly used as an
input to the impedance model, and perfect impedance matching would be possible,
i.e. (20) is zero at all times, then energy and momentum consistency is of no
concern because (27) and (28) are zero at all times.

impedance

model

unit under

test

Interface

SW HW

xim, ẋim

Fim

xtr, ẋtr

Ftr

Fig. 5 Illustration of
impedance coupling in
pantograph HiL testing task
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To ensure long-term consistency even under the presence of ubiquitous position
and velocity errors in (20), a virtual correction force Fcor is introduced, that addi-
tionally acts on the impedance model. In the simplest case Fim is then chosen to
Fim ¼ Ftr þFcor and the momentum error in (28) just reduces to the integral over
Fcor, that can directly be addressed by linear control systems theory.

The value of Fcor can be chosen by the test rig control because it is treated as an
additional input in the optimization process (25). Because of the quadratic nature of
the terms in (27) it is not possible to treat the energy error in classical linear theory.
However, by requiring a decay in energy error DEnþ 1j j\ DEnj jð Þ bounds on
Fcor;nþ 1 can be derived that assures long-term consistency in energy transferred
between the UUT and the impedance model.

4 Real-Time Implementation

As a real-time platform for implementing the control with the developed methods a
dSPACE ds1006 was chosen. It consists of a 2.8 GHz quad-core processor and
additionally I/O extension cards were installed for test rig communication and
monitoring tasks. So far, three of these four processor cores are used for the
following tasks:

Core A fs ¼ 5000Hzð Þ : All monitoring tasks as well as measurement acquisition
run on this core. Also a basic reference tracking
controller and friction compensation task is running

Core B fs ¼ 200Hzð Þ : The impedance control realized via MPC is running on
the second core. The test rig model used for this purpose
is already a controlled system, namely the one realized
by the control in core A (5000 Hz), and the control input
is a reference trajectory for the linear drive. The
impedance model used is an FD-discretized model of
the catenary system with absorbing layers presented in
Ref. [8]

Core C fs ¼ 200Hzð Þ : A complex finite element model of the catenary is
simulated here to maximize virtual system model
fidelity, from which the FD-discretized model in core
B is being initialized. This model also captures complex
phenomena like multi-traction and dropper slackening

Most of the development was done in MATLAB/Simulink. The dSPACE
integration into these programs was used for easily building executable files for the
real-time computer.

Unfortunately the functionality for sparse matrices computation as well as the
quadratic programming capabilities are not available for code generation and thus
external libraries have to be chosen for these tasks.
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As a quadratic problem solver qpOASES [16] was chosen, a freely available
open-source C++ implementation of an active-set algorithm proposed in [17]. It has
several features that makes it particularly useful for MPC tasks and has also easy
integration in MATLAB/Simulink.

Eigen is a free (open-source) C++ template library for sparse and dense linear
algebra, including matrices, vectors and a variety of numerical solvers, see Ref. [18].
It integrates into MATLAB by the use of C++ S-functions and can thus easily be
used in the existing MATLAB/Simulink project. Eigen supports fixed-size as well as
dynamically-sized matrices and is very fast when using explicit vectorization by
CPU extensions such as SSE.

The integration of both libraries into the build-chain for real-time compilation on
dSPACE targets is straightforward.

5 Results

First experimental results are shown indicating the performance of the proposed
setup. The control concept is validated in actual test rig operation where a simplified
catenary model is being emulated. As the real-time FE model code is still under
development, this first set of results is based on a linear time-varying explicit
catenary representation obtained by a finite difference discretization. This model is
utilized both as control design as well as catenary simulation model. Subsequently,
first real-time FE implementation results in terms of runtime analysis are stated,
showing the feasibility of the final concept.

5.1 Controller with Finite Difference Model

Figure 6 shows an experimental result of catenary emulation on the test rig.
Thereby, a catenary with parameters as listed in Table 1 is modeled and approxi-
mated via the method of finite differences. A moving-coordinate representation and
absorbing boundaries as developed in [8] are utilized, and a linear, periodically
time-varying, explicit, discrete-time state space system structure is obtained.
Dropper slackening is not considered (thus the catenary model remains linear), and
this model is utilized both as MPC design model and as catenary simulation model.

The experiment shows the controlled test rig under manual one-sided excitation.
Initially, the control only aims at tracking and momentum error rejection (up until
time t = 50 s). The virtual correction force remains zero and thus momentum is
always consistent, but a significant energy error accumulates. Then, around time
t = 50 s, the controller is configured to also enforce energy consistency, and sub-
sequently the energy error can successfully be eliminated by utilization of the
virtual correction force. Even though (exact) momentum consistency is violated
now, the momentum error is being stabilized and rejected successfully.
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5.2 First Results Towards Real-Time Finite Elements

The full real-time implementation of a moving-coordinates catenary finite element
model are under development and will be published in the future, but first results on
scalability and runtime feasibility are shown in the following. The finite element for
a moving-coordinate Euler-Bernoulli beam equation with axial pre-tension has been
obtained by the Galerkin-FE-method [13]. For a test beam, Fig. 7 shows mea-
surements of the time required to compute one Newmark integration step over the
number of modeled degrees of freedom for various implementations: MATLAB
results indicate results obtained on a desktop PC under MATLAB, either directly
through m-code, or via a C++ S-function implementation of the Newmark algo-
rithm. The dSPACE results have been obtained on the respective real-time platform.
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Fig. 6 Experimental results of virtual catenary emulation on the test rig (LTV catenary model via
FD method): Initially, only tracking and momentum goals are followed, leading to energy error
accumulation. After t = 50 s, the controller is switched to enforce energy consistency and
successfully recreates consistency

Table 1 Catenary configuration for experimental test case

Catenary Parameters Contact Wire Carrier Wire

L 60 m qA 1.35 kg/m qA 1.35 kg/m

Dx 1.5385 m EI 150 Nm2 EI 150 Nm2

Dt 5.8824 ms b 0 kg/s/m b 0 kg/s/m

ndroppers 4 [] T 20000 N T 20000 N
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The MATLAB/dense variant carries out all computations with dense matrices and
scales prohibitively badly. It is unusable already for 1000 degrees of freedom up. In
turn, all other implementations exploit sparse algebra (MATLAB’s internal sparse
functionality, respectively sparse algorithms implemented via eigen) and scale
favorably, essentially with OðnÞ for the tested problems. The high run-times of the
ds1202 system (MicroLabBox) are attributed both to the slower clock speed of the
processor therein, as well as the missing support for CPU vectorization extensions.
It is evident that exploiting sparsity enables computation times compatible with
reasonable real-time requirements.

6 Conclusions

A novel concept for high-fidelity impedance control for hardware-in-the-loop
testbeds has been shown, with the focus on high physical accuracy and trustwor-
thiness. Model fidelity is maximized by a real-time-enabled finite-element formu-
lation of the virtual system dynamics.

First experimental results for a pantograph testbed hardware-in-the-loop impe-
dance control are shown and FE real-time studies are shown. The developments
remain to be integrated which will be subject of future publications, but the main
building blocks could be successfully validated in this work.
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Efficient In-Vehicle Calibration
by the Usage of Automation
and Enhanced Online DoE Approaches
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Abstract Data-driven modeling techniques in combination with efficient test
planning procedures are widely used for calibration tasks. Such modeling tech-
niques will also be required for a successful transfer of vehicle calibration activities
to the test bench and finally to the office in a so called “Road to rig to desktop”
approach. A reduction in development time and cost for prototypes are the major
drivers behind this development. However, specific aspects of vehicle calibration
like drivability and final approval will still be conducted mainly in the vehicle for
the next years. Well established approaches and structured processes are carried
over from test bench calibration to the vehicle to ensure that all aspects of vehicle
calibration can be managed within an appropriate time and cost frame. An effective
drivability calibration requires the objectification of the subjective impressions, but
also the appropriate modeling and optimization of the vehicle behavior. Gaussian
Process models and their extensions are applied to this task. The typically manual
iteration loops are replaced by an automated procedure, containing: online test
planning, maneuver driving, evaluation, and modeling. The approach is demon-
strated on selected use cases of the drivability calibration domain.
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1 Introduction

Engine calibration is always faced with an increasing number of calibration tasks
and requirements on the one hand and with the demand for high efficiency in terms
of numbers of measurements on the other hand. At the test bench this has encour-
aged the use of automated testing procedures and model based approaches like the
Design of Experiments (DoE) [1, 2] already for a long time.

In contrast to the test bench, in-vehicle calibration has not yet seen this stringent
application of efficient methods and procedures. However, specific aspects of
vehicle calibration like drivability and final approval will still be conducted mainly
in the vehicle for the next years. So there is significant potential of reduction in time
and cost for the in-vehicle calibration by usage of automation and model based DoE
approaches. First remarkable benefits are achieved in taking over the standard
concept of fully automated campaigns from the test bench to the vehicle. In this way
the reproducibility and quality of measurement data can be achieved in a shorter
time and thus build the foundation of model based approaches. Providing respective
automation frameworks that support an easy description of the designated task,
preferably in terms of a graphical language, is the backbone of such an approach.

The methodology of Design of Experiments has become an indispensable tool to
support the work of the calibration engineer [3]. Classical—offline—DoE methods
are characterized by four strictly separated successive steps: the generation of a set
of design points that are going to be tested, the measurement of the design points,
the generation of mathematical models for the engine behavior represented by the
measurements, and finally the optimization with respect to these models. This
chronological order implies that for any step no information is required from the
subsequent step.

One typical counter-example where information from a subsequent step is relevant
is the generation of a test plan in case that the valid or appropriate design space is not
known. An inappropriate design space contains engine settings that are inapplicable
for calibration, pollutes themeasurement system, or risks engine damage. Such engine
settings should be avoided in the measurement phase. It is not possible to exactly
determine which design points lead to these undesired engine settings beforehand,
since the exact engine behavior is not known. However, estimations can be made by
pre-screening of the design space taking into account engineering knowledge.
Alternatively estimations on valid engine settings can bemade if information from the
measured data or modeling techniques are taken into account.

For this reason, online DoE combines the steps of test planning, measurement
acquisition and modeling [4–11]. The test plan is created iteratively while already
doing the first measurements. This procedure allows to include information from
previous measurements. With increasing number of measurements more and more
information is gathered and it is possible to create increasingly better data-driven
models of the engine behavior and its limits. In return such a model can be used to
determine next measurement points that most probably are valid. Hence, unnec-
essary or undesired measurements at invalid points can be avoided.
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One important component of this online DoE methodology is the modeling
part. Gaussian processes have proved to be an adequate tool for this task as they
provide enough flexibility to model even complex dependencies, but at the same
time can deal with small numbers of measurements [12, 13]. An enhancement of the
Gaussian processes are the so-called warped Gaussian processes that can provide an
improved model quality by virtue of intrinsic output transformations that are
automatically found during the training of the model [14].

These warped Gaussian processes allow to model even complex behavior with
large changes in the modeled output data [15]. The additional flexibility of the
warped Gaussian processes involves an increased complexity of the model
description reflected by an increased number of underlying parameters. So a careful
decision has to be made whether warped or standard Gaussian process models are
better suited to the specific modeling task. Model selection criteria like the Akaike
information criterion (AIC) [16] can be used to evaluate the benefit of one model
class over the other and allow for implementation of an automatic selection feature.

To present the benefits of automation and online DoE approaches for an
in-vehicle calibration task, the calibration of a tip-in is chosen. It is naturally
conducted in the vehicle and typically performed by highly specialized personal
with years of experience in this domain. To replace the subjective impressions of
the driver, the transient vehicle behavior is aggregated to objectified characteristic
values [17] and can thus be used for subsequent modeling.

The paper is structured as follows: Sect. 2 contains the automation of maneuver
driving for in-vehicle calibration. Section 3 describes the online methods applied
during the automated testing. Section 4 introduces the modeling and model
selection approach used by the online methods. In Sect. 5 a use case from the
domain of drivability calibration for the described approach is presented. Finally,
Sect. 6 summarizes the results.

2 Automated Maneuver Driving

In contrast to testing procedures at the test bench, one major challenge of in-vehicle
calibration is the reproducibility of the testing procedure, namely the execution of
the driving maneuver. The importance of a repeatable execution of the maneuvers
becomes indispensable when the analysis of the vehicle behavior is based on
measurement signals only. For this reason, it has been for a long time of great
interest for FEV to ensure the acquisition of high quality measurements in the
vehicle and to provide the respective test automation possibilities. As a conse-
quence, the Vehicle Test Automator tool (VTA) has been developed.

The main goal of the VTA is to assist the driver in semi- or fully-automated
conduction of maneuvers and calibration campaigns [18]. Hence, input from the
driver can be manipulated by the VTA, e.g. pedal positions. Additionally, the VTA
can process well-timed manipulations of calibration parameters in the vehicle,
record measurements, perform online calculations, and analyze data.
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The user defines the tasks by means of a user-friendly graphical workflow in the
VTA. This workflow supports sequence diagrams, flow charts, and state machines.
The top-layer of the work flow used for the subsequently described online DoE
procedure contains a flow chart with three main steps, cf. Fig. 1: retrieving new
target points, performing the measurement, and training the model. These steps are
executed iteratively until a defined abortion criterion is met.

The workflow engine provides a variety of standard actions and calculations, but
is easily extendable by domain specific activities. Of special interest for the current
application is the possibility to integrate user defined algorithms via a standardized
interface. In this way, external algorithms can be used to execute the integral steps
of the online DoE procedure of retrieving new target points and of training models,
cf. Fig. 1.

The step of measuring the next target point comprises the manipulation of the
calibration parameters, and the measurement acquisition and processing. Practically
this approach is applied by the connection to calibration tools like ETAS Inca,
Vector CANape, dSPACE ControlDesk NG or ATI VISION utilizing standard
calibration automation interfaces like ASAM MCD3-MC [19] or specific tool APIs.

Fig. 1 Top-layer of user defined online DoE procedure flow chart
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Moreover, the use of the automation protocol ASAM ACI facilitates the connection
to test benches or chassis dynamometers and thus extends the herewith shown
approaches. All measurement acquisition and label manipulation is realized through
this interface.

In the subsequently shown example of tip-in maneuvers especially the correct
realization of throttle requests is of major interest and has to be solved individually
depending on the software structure provided by the concerning ECU supplier. It
turned out to be best to apply those manipulations as early as possible, e.g. directly
after the pedal value sensor, to make all subsequent and relying software parts work
based on the desired values.

The description of the driving maneuver itself is realized in the tool by means of
state machines. State machines turned out to be most convenient because of their
high understandability and usability by calibration engineers. Figure 2 visualizes
the state machine description of the realized tip-in maneuver. After checking for the
correct gear—modeling requires the same gear as different gear sets have different
oscillation behavior, hence fundamentally different characteristics—the vehicle is
accelerated to a dedicated engine speed from which the initially required coast
down phase can be performed. This step is essential as a tip-in is fundamentally
characterized by an instantaneous load alteration that is typically caused by a pedal
step and its respective torque request. After coast down, as soon as the target tip-in
engine speed is reached, the pedal step is applied via a manipulation of the
respective calibration labels. The engine mounting loads and driveline clearances

Fig. 2 State machine description of user-defined tip-in maneuver
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are reversed, typically being notice-able as a respective jerk, and the vehicle is
accelerated. The conducted maneuver ends after a certain time of engine speed
difference, depending on the current operation point.

3 Online DoE Approach

Online DoE features or adaptive DoE techniques are used in a wide range of
applications, for example in generating global models [6] or determining
borders [4]. For powertrain calibration, a complete automated modeling has been
discussed [2], also different strategies have been introduced [7–11], and changes
between strategies have been evaluated [6].

In typical calibration campaigns the parameters that are decisive for the
description of a certain engine behavior are known. In contrast, it is often unclear
how to define a suitable value range for these engine parameters that allow valid
measurements. For the purpose of this paper, a valid measurement is defined as a
measurement with engine settings that are relevant for and applicable to calibration.
Invalid engine settings are avoided by defining two kinds of limits: On the one hand
limits on the actuated variables, given by the test plan, and more importantly on the
other hand by limits on observed variables, i.e. variables that are going to be
measured at each point.

Limits or bounds on the actuated variables can easily be taken into account
during the planning of the design points, simply by allowing only values within the
given limits. The resulting design space is a regular hypercube.

In contrast, it is much harder to consider bounds on the observed variables, as
they cannot easily be translated to bounds on the actuated variables. Even if the
valid design space is a simple hypercube for the observed variables, its form for the
actuated variables might have a complex non-convex shape, holes of any kind, or
might even not be connected. The relationship between actuated and observed
variables that is needed to translate bounds from the one space to the other is
determined by the a priori unknown engine behavior.

To approximate the relationship between actuated and observed variables, a
model of the engine behavior can be used to predict the relationship between
actuated input variables of the model and observed output variable of the model.
The more precise the prediction of this model, the more accurate the description of
the border of the valid design space in input space of the actuated variables.

This modeling task is an integral part of the online DoE algorithm, as it uses
information from previous measurements to generate a model of the engine
behavior that is then utilized to intelligently plan the position of the next mea-
surement point. The quality of the engine behavior models increases in the course
of the online DoE procedure by successively adding new measurement data to it.

304 S. Thewes et al.



The complete online DoE approach is composed of three phases:

1. In a first initial phase, some initial valid measurements are gathered to generate
preliminary models.

2. The second phase explores the borders of the valid design space by iteratively
adding new measurement points.

3. The third phase enhances model quality by adding points from an initially
defined test plan taking into account the border estimations from phase two.

The transition between the three phases can be triggered fully automatically, e.g.
by defining the required number of valid measurements in each phase.

In the first phase, a small number of initial points are measured. These initial
measurement points can originate from a test plan automatically generated around a
presumably safe valid point, e.g. in the center of the original design space. Since the
measurement points are chosen near the safe point, limit violations during this
initial phase may occur but are unlikely. However, at the end of the initial phase, a
small number of valid measurements is able to generate the models of the engine
behavior which are needed in the subsequent second phase.

The second phase iteratively adds measurements to the test plan such that the
known valid design space grows. Each new measurement point is allowed only
within a certain probing region. This probing region is computed from a trade-off
that includes for example the risk of violating a border. This risk increases with two
factors: first, leaving the relative proximity to the already known measurements in
input space, and, second, predicting an output that approaches or even exceeds a
limit.

The extent of the probing region in phase two is a result of an automatic
trade-off. If the probing region is larger, then the known design space grows faster,
but there is also a higher risk of violating a limit. The applied algorithm is designed
such that the probing region automatically adapts to the behavior requested by the
calibration engineer. For each output limit, the behavior can be anything between
the following two:

1. Try to avoid any limit violation. A lot of measurements are required to explore
the borders of the valid design space.

2. Try to explore the borders of the valid design space as fast as possible with the
risk of limit violations.

In case that a limit violation is detected and the point is stable, the algorithm
automatically takes this limit violation into account and adapts the models and the
probing region accordingly. Apart from a limit violation, an invalid measurement
can also result from insufficient stability of the measurement. Then, this point is not
included in the model data and the algorithm adapts the probing region by intro-
ducing additional constraints that exclude this instable measurement from the
design space.

The goal of choosing the next point is a rapid expansion of the probing region.
This is achieved using strongly scattered input values, i.e., out of the probing region
the one point is selected that increases the scattering of the input values the most.
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Here, scattering is defined using the well-known D-optimal designs for homoge-
neous linear models [20–25], which was suggested for Online DoE by [11]. Such
designs are well-known to have many points near the border of the design space
and, hence, new measurement points are preferably chosen at the border of the
probing region. Note that extending a D-optimal design by a point can be computed
efficiently, since adding a point x1 to an existing design X yields a better D-optimal

design than adding a point x2 if and only if x1 XTXð Þ�1xT1 [ x2 XTXð Þ�1xT2 .
Once the borders of the valid design space are known with a sufficient accuracy,

the third phase starts with filling up this valid design space according to a given
design pattern, e.g. a space filling design. Measurements from the previous phase
one and two can be incorporated here, such that the information from these mea-
surements is not lost, but in contrast leads to a higher quality of the resulting
models.

4 Data-Driven Modeling

An integral part of the online DoE approach is the modeling of the engine behavior
based on measurement data. A class of well suited data-driven models is the one of
Gaussian process models [12], as they offer high flexibility to model even complex
dependencies. A Gaussian process model provides the most likely model descrip-
tion for the training data by means of Bayesian inference. This approach avoids
overfitting by automatically trading off the complexity of the model with the
goodness of the fit to the data. Thus, Gaussian process models can also deal with a
low number of measurement points that occur during the initial phase of an online
DoE approach.

A Gaussian process model is characterized by its hyper-parameters. For each set
of hyper-parameters h the likelihood p is given that the model describes the rela-
tionship between input data X and output data y best

log p yjX; hð Þ ¼ � 1
2
yTKy� 1

2
log detK � n

2
log 2p;

where K is the covariance matrix and n is the number of data points.
Standard Gaussian processes assume that the data that the model tries to interpret

has a Gaussian distribution. However, this might often not be the case, e.g. if data
values change by orders of magnitude from one part of the input space to
another [15]. An enhanced version of Gaussian process models, so-called warped
Gaussian process models [14], addresses this problem by transforming the output
data, hence warping the distribution of the data. This transformation is automati-
cally determined while training the model, such that the optimal transformation
with respect to the likelihood of the model is found.

Warped Gaussian process models might not be highly beneficial for all uses
cases. In some cases, e.g. where the data is very homogeneous, transformations do
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not necessarily lead to a strong increase in model accuracy and instead result in
overfitting; in such cases, standard Gaussian process models are preferable.
Moreover, the intrinsic transformation in warped Gaussian process models entails
an increased number of hyper-parameters that need to be optimized. This impedes
the determination of an appropriate model for warped Gaussian processes, espe-
cially for a very low number of data points. A model selection criterion can be
applied to select the best suited of the two modeling classes. An example for such a
criterion is the Akaike information criterion AIC [16]. It penalizes model classes
with a complex model structure, as the selection term depends on the number of
hyper-parameters h:

�2 log p yjX; hð Þþ 2 � h:

Hence, it favors simpler model classes when an additional complexity in the
model structure does not lead to an equivalently increased likelihood of the model
to represent the data and as such automatically avoids overfitting.

5 Use Case from Drivability Calibration

The following use case is taken from the domain of drivability calibration. The
drivability for the standardized driving maneuver of a tip-in [26] is investigated.
The drivability is evaluated by means of two objective criteria that characterize the
jerk and the response: the vibrational dose value of the first jerk VDVFJ [27] and the
time to 80 % of the maximum acceleration t80 %. These two objective criteria can be
measured in the vehicle, as they are based on physical principles. These two
objective criteria are anti-correlated: while for the VDVFJ a high value corresponds
to a dynamic behavior of the vehicle, a high value for t80 % is associated with a slow
response and vice versa. So in drivability calibration, one usually has to find a
trade-off between both values.

For the investigated vehicle and driving maneuver, there are mainly two ECU
variables that can be used to influence the drivability characteristics: the time
constant T1 and the amplification factor Kd for the torque demand shaping at
positive gradient. Not all of the possible values for T1 and Kd are applicable to
calibration, as e.g. a very large jerk may be experienced as uncomfortable, while a
very slow response may be perceived as not dynamic enough. For this reason,
bounds are defined for the two objective criteria:

1. A constant upper bound for VDVFJ independent of the pedal position
2. A lower bound for VDVFJ that increases with increasing pedal position
3. An upper bound for t80 % that decreases with increasing pedal position

The latter two bounds are defined as characteristic maps over pedal position and
engine speed, cf. Fig. 3. This means that the bounds for VDVFJ and t80 % depend on
the operating point.
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For all of the bounds on VDVFJ and t80 % the shape is defined and known in the
output space. However, it is unknown how these bounds yield non-linear con-
straints of the input space of T1 and Kd, and how these constraints change with the
operating point.

The combined approach of automated maneuver driving and online DoE is
applied to automatically measure points which are highly likely to be applicable to
calibration of the dynamic of the vehicle, i.e. points that fulfill the restrictions on the
objective criteria as defined above.

The principles of the online DoE approach are first demonstrated graphically in
an illustrative example, which fixes the operating point defined by pedal position
and engine speed. The second example is then a real calibration example; it
includes pedal position and engine speed in the parameter variations to derive
global models that can be used for the calibration of the complete operating range.

This first, illustrative example focusses on the local behavior for 50 % pedal
position and 2000 min−1 engine speed. The allowed range for the parameters T1
and Kd is 0.05–0.5 s and 0.1–0.5 respectively. Assuming that the points in the
center of these input bounds are valid, the first points are measured close to
T1 = 0.275 s and Kd = 0.3. After a number of ten initial measurements, the
algorithm starts to iteratively add further measurement points by intelligently
deciding on the input values for the next measurement point. Depending on the
algorithm settings, this decision can be made rather conservative or rather
aggressive.

A conservative decision selects a point that has a low risk of violating an output
limit, but that does not increase the scattering of the input values so much, cf.
Fig. 4. Hence, only two measurements out of 32 violate an output limit. So almost
all measurements are applicable to calibration. However, the extent of the known
design space does not yet cover all allowed value combinations for T1 and Kd.
Further measurements would be needed such that the algorithm also selects points
closer to the output limits, e.g. points with high values for T1 and Kd. The choice of

Fig. 3 Characteristic maps for the upper bound of t80 % (left) and the lower bound of VDVFJ

(right)
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measurement point of the online DoE algorithm automatically leads to a higher
scattering in Kd than in T1, as the influence of T1 on the engine behavior is much
higher than the one of Kd.

In contrast, an aggressive decision selects a point that increases the scattering
more at the expense of a higher risk of violating a limit, cf. Fig. 5. In the example,
the settings lead to quick coverage of the complete valid design space. However, 8
out of 38 measurements violate an output limit. These limit violations can be found
in two invalid regions of the design space. For high values of T1 and small values of
Kd the response during the tip-in is too slow, such that either the upper limit of t80 %

is violated or the lower limit of VDVFJ. For short T1 timings, the first jerk is above
the upper limit for the VDVFJ.

For both conservative and aggressive settings of the algorithm, the typical
trade-off between VDVFJ and t80 % is obtained, cf. Fig. 6. This trade-off can sub-
sequently be used for calibration to control the dynamic of the driving behavior.

For the measurements of t80 % and VDVFJ there is no risk of damage to the
engine. Hence, an overly conservative setting is not needed. To prevent too many
measurements which are not applicable for calibration, these overly aggressive
settings are also not profitable. In the next example, an appropriate setting in
between the illustrative extreme settings above is chosen.

Usually there is no interest in the calibration of a single operating point, but of
the complete operating range. Hence, the previous example is extended to four
input dimensions including engine speed and load. Here, the operating area ranges

Fig. 4 Online DoE approach with conservative behavior. Left Distribution of valid and invalid
points in the input space. Right Distribution of valid and invalid points in the output space
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from 30 to 80 % pedal position (pedal positions above 80 % are considered as full
load with the same ECU settings as for 80 %) and from 1000 to 4000 min−1 engine
speed.

In a first step, the extent of the valid design space is explored in the four input
dimensions by fully automatically applying phases one and two of the online DoE
approach in the vehicle. In phase one, a few initial points are measured in a central
region of the design space. In phase two, points are subsequently added such that

Fig. 5 Online DoE approach with aggressive behavior. Left Distribution of valid and invalid
points in the input space. Right Distribution of valid and invalid points in the output space

Fig. 6 Trade-off between
VDVFJ and t80 % for a tip-in at
2000 min−1 and 50 % pedal
position. Black points
represent measured data, gray
points represent predictions
obtained from Gaussian
process models for a set of
10,000 randomly distributed
points

310 S. Thewes et al.



the scattering of the input values increases. One way of increasing the scattering of
the input values is to add points at the border of the known design space. So in this
phase, the algorithm tends to select points that increase the size of the known input
space, cf. Fig. 7. At the same time, the algorithm takes into account that the valid
design space is confined by the output limits, so not all points that increase the
scattering can be selected as they might violate an output limit. The exact position
of the output limits in the input space is not known a priori. However, their position
is estimated on the basis of predictions from the Gaussian process models. With
increasing number of measurements these model predictions become more precise,
such that the shape of the valid design space is also known with higher accuracy.
This increase in accuracy means that the volume percentage of falsely classified
design space becomes smaller, cf. Fig. 8, i.e. a lower percentage is classified as
invalid although it is part of the valid design space or classified as valid although an
output limit is violated. The determination of the valid design space works inde-
pendent of its shape, since it is based on model predictions in the output space.
Hence, even complex shapes of the valid design space in the input space are
identified, such as holes and non-convex boundaries, cf. Fig. 9.

The first two phases aim at quickly exploring the boundaries of the valid design
space. In a subsequent step, phase three of the online DoE approach is applied to

Fig. 7 Distribution of the points in the input space after 10, 30, and 50 measurements as
projections on the speed-load and Kd-T1 plane
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automatically fill up this known valid design space with points. The points are taken
from an automatically generated test plan that contains 150 points distributed in a
space-filling manner within the currently known borders of the valid design space.
Points are picked in the order given by the test plan, measured, and added to the
models. These models already take into account the points from phases one and
two, but are now successively fed with additional measurements from phase three.

Fig. 8 Percentage of false classified volume (valid as invalid or invalid as valid) in the original
input hyper cube after 10, 30, 50, and 100 measurements. The reference volume is based on 300
measurements

Fig. 9 Prediction of the border of the valid design space at Kd = 0.1 and T1 = 0.5 s after 46
measurements. Reference boundaries are based on 300 measurements
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With increasing number of measured points the quality of the models increases and
the predictive power of the Gaussian process models improves, cf. Fig. 10.

In some cases, a transformation of the output data as included in warped
Gaussian process models can provide models with an even better predictive power
than standard Gaussian process models. The AIC is applied to compare standard
and warped Gaussian process models.

As the distribution of the output data for t80 % is very homogeneous and close to
a normal distribution, the model does not gain from a transformation of the output
data for few measurements. The difference between standard and warped Gaussian
process model for t80 % is insignificant for ≲160 measurements and hence a stan-
dard Gaussian process is preferred, cf. Fig. 11. For more measurements, the AIC
prefers warped Gaussian processes.

Fig. 10 Model error in terms of root mean square error (RMSE) and leave-one-out root mean
square error (RMSE LOO) for VDVFJ after 50, 70, 90, 110, 130, 150, 170, 190 measurements

Fig. 11 Comparison of AIC criterion for standard and warped GP models of t80 % and VDVFJ as a
function of the number of measured points
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For VDVFJ, the warped Gaussian process model exhibits a significantly better
AIC value than the standard Gaussian process model starting at 80 measurement
points.

Still, the differences between the AIC values of these models is rather small. For
example the models for VDVFJ are very similar as shown in Fig. 12. However,
warped Gaussian process models could be favorable for different problems where
the data requires a more complex model description, e.g. models for NOx, HC, or
particulates emissions.

6 Summary

Since vehicle calibration steps like drivability and final approval will still be con-
ducted mainly in the vehicle for the next years it is important to apply efficient
model-based approaches for this task. The target is to reduce development times on
the one hand and on the other hand to manage the increasing complexity of the
calibration tasks. The aim of this paper has been to explore the possibility to take
over procedures and modeling techniques from test benches into the vehicle and
evaluate the applicability. Therefore the combination of the automation of driving
maneuvers with online DoE methods has been studied in view of an efficient
in-vehicle calibration. Manual iteration loops are replaced by an automated
enhanced online test planning, maneuver driving, evaluation, and modeling pro-
cedure. The presented online DoE approach consists of three phases. The first two
phases focus on quickly determining the valid design space and the third phase on
the modeling part. An important part is the modeling algorithm, since it is used to
determine the boundaries and to model the engine behavior. Gaussian processes and
their extensions turned out to fulfill this task and have the capability to determine
non-convex design spaces. The developed algorithm allows for a fast exploration of
the design space and takes into account a description of the risk of violating a
border. The different phases of the algorithm can be adapted and combined
depending on the use case. The approach has been demonstrated on selected use
cases of the drivability calibration domain using a tip-in as standardized driving
maneuver.

Fig. 12 Intersection plots of standard and warped Gaussian process model in the middle of the
design space with 100 measured points
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Average Models
for Hardware-in-the-Loop Simulation
of Power Electronic Circuits

Axel Kiffe and Thomas Schulte

Abstract Power electronic devices are growing in importance in automotive
applications. Power converters are used in hybrid electric vehicles, but also in other
vehicle applications like electric steering systems for example. For testing electronic
equipment, hardware-in-the-loop (HIL) simulation is a today’s standard method in
the automotive industry and other fields, as well. This contribution provides an
overview of different average modeling methods for the real-time simulation of
power electronics, which are necessary for hardware-in-the-loop simulation. The
average models are described and evaluated by the criteria computation effort,
algorithmizability, generalizability and platform usability. The results are summa-
rized to give hints to development engineers for choosing a suitable modeling
approach for hardware-in-the-loop simulation of their specific applications.

Keywords Hardware-in-the-loop � Real-time � Simulation � Power electronic

1 Introduction

Power electronic devices are important in almost all industrial sectors. Power elec-
tronics is used for electric drives and power converters in many fields like automation
and automotive industry. For testing such electronic equipment hardware-in-the-loop
(HIL) simulation is almost a standard method today, especially in the automotive
industry. HIL test benches simulate the real environment of the control unit by a
real-time simulation of the plant incorporating an interface for connecting the actuator
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and sensor lines. This reduces the costs and improves the test efficiency by enabling
automated testing in a laboratory with repeatable conditions.

A control unit, which controls power electronics, can be integrated into a HIL
simulation by replacing the power stage and connecting the gate control and
measurement lines to the HIL test bench, Fig. 1. The gate control signals for the
semiconductor switches are captured by appropriate input channels, while the
measurement signals for voltages and currents are generated by the test bench.

Since the real power stage is removed, this kind of HIL simulation can easily be
adapted and heavy equipment, like electronic loads or mechanical test benches, is
not required [2]. However, the development of the real-time capable models is still
an ambitious challenge, due to switching events, the limited performance of the
computation platform and the general properties of power electronics:

• Natural and forced switching events:
Power electronic circuits comprising semiconductors, operated as switches. Like
transistors, they are either controlled by an electronic control system via control
signals or like diodes by internal values of the power electronic circuit or like
thyristors even by both. Neglecting any detailed behavior, e.g. parasitic
capacitances or the switching transients, the semiconductors can be considered
as ideal switches, changing their states and causing switching events in the
simulation. According to their control mechanism, switching events can be
distinguished between internal (natural) switching events, caused by internal
values, and external (forced) switching events, caused by control signals, [4].
When simulating power electronics, switching events cause changes of the
system’s structure. For natural switching events, the changes depend on internal
values of the system, yielding implicit relations in the simulation algorithms.

• Fixed simulation step-size:
Variable-step integration methods are common for electric circuit simulations
for considering the switching events accurately. However, the time-constraints
of real-time systems requires fixed-step integration [3]. For the appropriate
consideration of switching events in between two simulation sample steps,
special simulation algorithms are mandatory. One type of these methods are
average models, which are described in Sect. 3. Generally, the system dynamics
of power electronic circuits is high compared to mechanical systems. Despite the
high eigenvalues, which can also be caused by the modeling approach, suitable

Fig. 1 Real system (left) and HIL simulation (right) [1]
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discretization methods like implicit A-stable or L-stable methods are required.
However, the high dynamic is primarily caused by the switching of the semi-
conductors. In Fig. 2 some typical applications and their switching frequencies
are shown. For a fundamental classification, the oversampling factor [4]

j ¼ Ts=T , T � Tcalc ð1Þ

can be used, where Ts is the switching period, T is the sampling period and Tcalc
is the calculation time for one simulation step.

• Step size and simulation accuracy:
A general issue in real-time simulation is the determination of an adequate
compromise regarding model accuracy and computation effort. On one hand, the
accuracy of the simulation and the modeling depth must meet the requirements,
but on the other hand, the computation time must be short enough in HIL
simulation for ensuring real-time capability.

Different modeling approaches for power electronic circuits have been devel-
oped in the last couple of years, which can generally be used for real-time simu-
lation. The approaches can be classified by different aspects, but the sampling
strategy and the handling of discontinuities are the most significant criteria which
define the final performance. In the following section, different sampling strategies
are described. Afterwards a detailed overview of modeling methods for average
models is given. The methods are evaluated by considering the following criteria:

– Computation effort, which basically depends on the computation time per
simulation step and the minimum oversampling factor that meets the require-
ments regarding the application.

– Algorithmizability, which means the applicability and systematization of the
method for integration in simulation tools.

– Generalizability, which means the applicability of the simulation method to
arbitrary circuits and large topologies.

– Platform usability, assessed the meaningful applicability to FPGA or
microprocessors.

After describing the average methods, a classification and discussion is pre-
sented in the final part of this contribution.

Fig. 2 Applications and their typical switching frequencies
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2 Sampling Strategies

Models for real-time simulation of power electronics can be classified by their
sampling strategies. For illustration, Fig. 3 shows the inductor current of a buck
converter in continuous conduction mode for the low-rate synchronous and the
high-rate asynchronous sampling. It is assumed, that the electronic control unit
(ECU) samples synchronously to the PWM signal. For ensuring a correct sampling
of the simulated signals by the ECU, two sampling strategies are suitable:

• Low-rate synchronous sampling:
The sampling and output of the simulator is done once a switching period or
with a small multiple of the sampling frequency of the ECU. Therefore it is
more time for calculating the model. For this sampling strategy it is necessary to
synchronize ECU and simulator to avoid beat effects, hence, synchronization is
necessary. In the case of a fixed switching frequency of the circuit, synchro-
nization can be realized by appropriate input devices, measuring the PWM
signal and trigger the model.

• High-rate asynchronous sampling:
The sampling and output of the simulator is done with large multiple of the
sampling frequency of the ECU. Compared to the low-rate synchronous sam-
pling, the time for calculating the model is significantly smaller. However, when
the oversampling is high enough, synchronization can be neglected.

As a matter of principle, the dead time Tt of both sampling strategies is at least
one simulation step-size 0 < Tt < T. Thus, the dead times of models for low-rate
synchronous sampling are larger than for models requiring high-rate asynchronous
sampling. Table 1 compares the properties of both sampling strategies. As stated in
the last row of the table, different types of models are suitable for HIL-simulation.
This contribution focuses on average models.

(a) (b)

Fig. 3 Sampling strategies of models: a low-rate synchronous sampling, b high-rate asyn-
chronous sampling
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3 Average Models

Average models are well known in the field of controller design and real-time
simulation. For derivation of an average model, a sequence of switch states must be
already known. The sequence for the buck converter, shown in Fig. 4a, can be
noticed by the inductor current in discontinuous conduction mode—see Fig. 4b.

The length of the first interval d1Ts is directly given by the duty-cycle of the
PWM-signal, which controls the transistor and can be measured by appropriate
input channels of the HIL bench. The length of the second interval depends on
internal values of the buck converter, because a natural switching event determine
the time, when the diode changes its conduction state.

A lot of average modeling approaches can be found in the literature. Primarily,
they were developed for describing the continuous conduction mode, assuming that
switching events are affected by external signals, only. Therefore, this contribution
distinguishes between conventional models/methods, which are restricted to the
continuous conduction mode, and extended models/methods, which consider the
discontinuous conduction mode.

The types of average models can be roughly divided into in-circuit averaging
methods (ICAM) and space averaging methods (SPAM and dSPAM), which are
described in the following subsections.

3.1 In-Circuit Averaging Method (ICAM)

The basic concept of the ICAM is the separation of the power electronic circuit in a
fast and a slow subsystem, [5, 6]. While the values of the slow subsystem xs ¼
fs �xf
� �

are assumed to be constant, i.e. they already represent the average values �xs,
the values of the fast part f f �xs; dið Þ have to be averaged:

�xf ¼ 1
Ts

ZTs
0

f f �xs; dið Þds; �xs � xs ¼ fs �xf
� �

: ð2Þ

Table 1 Comparison of sampling strategies

Properties Low-rate synchronous sampling High-rate asynchronous sampling

Synchronization Necessary Not necessary

Input-/output-time Low High

Calculation time More Less

Dead-time Tt High Low

Models Average models, correction methods Oversampling models
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Thus, the modeling procedure can be divided in the four steps

– separation,
– describing the slow subsystem,
– averaging the fast subsystem and
– determination ratios.

These are described in the next subsections for the above application example.
Afterwards, the simulation algorithm is described and properties of models based
on the ICAM are concluded.

Separation
The circuit is separated in a slow and fast subsystem. For the continuous conduction
mode it is usually sufficient, that the fast subsystem consists of the ideal switches,
only. Nevertheless, when the discontinuous conduction mode should be considered,
the fast subsystem must contain further devices. For instance, when a buck con-
verter in discontinuous conduction mode should be simulated, the inductor must be
added to the fast subsystem as well [7]. Thus, the dashed line in Fig. 4a represents
the line between the fast and slow subsystem of the circuit.

Describing the Slow Subsystem
To determine a mathematical description of the slow subsystem, the differential
equations for all linearly independent energy storage devices (inductors and
capacitors) of the slow subsystem must be known. The capacitor voltage of the
buck converter, depicted in Fig. 4a, is given by:

(a)

(b) (c)

Fig. 4 a Schematic of a buck converter, b inductor current in discontinuous conduction mode,
c inductor current in continuous conduction mode
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dvC=dt ¼ C�1 iL � R�1vC
� � ð3Þ

Because of the superposition principle for averaging

ax tð Þþ by tð Þ ¼ a�x tð Þþ b�y sð Þ ð4Þ

the average of the capacitor voltage (3) can be written:

d�vC=dt ¼ C�1 �iL � R�1�vC
� � ð5Þ

Averaging the Fast Subsystem
The inductor current in (5) is described by its average�iL, which is determined in this
subsection. As mentioned above, the values of the slow subsystem are assumed to
be constant for the fast subsystem and already represent average values [5, 6]. For
the buck converter example the capacitor voltage and the input voltage assumed to
be constant:

�vC � vC; �Ve � Ve ð6Þ

Consequently, the derivative of the fast subsystem’s inductor current iL and the
input current ie of the buck converter can be described by:

diL
dt

¼
�Ve � �vCð ÞL�1 0\t� d1Ts
�L�1�vC d1Ts\t� d1 þ d2ð ÞTs
0 d1 þ d2ð ÞTs\t� Ts

8<
: ; ie ¼ iL 0\t� d1Ts

0 d1Ts\t� Ts

�
: ð7Þ

These equations are used to calculate the average of the derivative. It can be shown,
that the average of the derivative is equal to derivative of the average and yield

d�iL=dt ¼ L�1 d1�Ve � d1 þ d2ð Þ�vCð Þ: ð8Þ

The average of the input current is given by

�ie ¼ 1
Ts

Zd1Ts
0

iL sð Þds: ð9Þ

In (9), the integral of the first interval of the switching period is necessary.
Therefor the progression of the inductor current iL is necessary and can be deter-
mined by solving the differential Eq. (7):

iL t; iL0ð Þ ¼
�Ve � �vCð ÞL�1tþ iL0 0\t� d1Ts
� t � d1Tsð ÞL�1�vC þ iL1 d1Ts\t� d1 þ d2ð ÞTs
iL2 d1 þ d2ð ÞTs\t� Ts

8<
: ð10Þ
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The currents iL1 and iL2 are given by:

iL1 ¼ iL d1Ts; iL0ð Þ; iL2 ¼ iL d1 þ d2ð ÞTs; iL0ð Þ: ð11Þ

For a steady state time behavior (iL0 ¼ iL Ts; iL0ð Þ ¼ iL3 ¼ iL2) with an arbitrary
initial value iL0, the input current is given by:

�ie ¼ d1 þ d2ð Þ�1d1�iL ð12Þ

Another method for the integral of (9) is given by determining the complete time
behavior of a state variable in the switching period. Due to (10) and (11), the overall
time behavior of the inductor current iL during the switching period Ts is completely
described, when the initial value iL0 is known. Therefor the average of the inductor
current can be calculated by using (10):

�iL ¼ 1
Ts

Zd1Ts
0

�Ve � �vCð ÞL�1tþ iL0dsþ
Zd1 þ d2ð ÞTs

d1Ts

� t � d1Tsð Þ�vCL�1þ iL1dsþ
ZTs

d1 þ d2ð ÞTs

iL2ds

0
B@

1
CA

) iL0 ¼ 1
d1 þ d2

�iL þ d1 þ d2ð ÞTs
2L

�vC � d1 þ 2d2ð Þd1Ts
d1 þ d2ð Þ2L

�Ve � 1� d1 � d2
d1 þ d2

iL2|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
¼0

ð13Þ

Therein, the current iL2, which also depends on iL0, was not replaced by
iL d1 þ d2ð ÞTs; iL0ð Þ, since the last summand is still zero, which can be seen in
Fig. 4b, c. When the buck converter operates in continuous conduction mode, the
ratio d2 is 1 – d1, which yield 1 – d1 – d2 = 0. When the buck converter operates in
discontinuous conduction mode, the inductor current and consequently the current
iL2 gets zero and the ideal diode is getting in off-state.

Finally, the initial value iL0 can be used to calculate the input current by ana-
lytical integration or, due to the linear time behavior and the known currents iL0, iL1
and iL2, directly by the trapezoidal integration rule:

�ie ¼ 1
Ts

Zd1Ts
0

�Ve � �vCð ÞL�1sþ iL0ds ¼ �Ve � �vCð ÞL�1d1 þ iL0d1

¼ d1
d1 þ d2

�iL þ d1d2Ts
2L

�vC � Tsd21d2
2L d1 þ d2ð Þ

�Ve:

ð14Þ

Determine Ratios
In the previous steps, the switching times are assumed to be known. In the case of
the continuous conduction mode, this assumption is fulfilled, because natural
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switching does not occur and all ratios can be measured by appropriate input
devices of the real-time system [2]. In the discontinuous conduction mode, natural
switching events occur and some ratios are depending on internal values of the
circuit. In this case, the time behavior of the fast subsystem has to be evaluated. For
the above example, the ratio d1 can be determined by measuring the PWM-signal,
which controls the transistor‘s switch state, whereas the ratio d2 needs further
investigations. In the literature, e.g. Refs. [7, 8], an inductor current for the dis-
continuous conduction mode in steady state (iL0 ¼ 0) is used for calculating the
ratios, like d2. In Fig. 5a the current waveform according (10) is shown with an
initial value iL0 ¼ 0.

An increasing average or area (Ts�iL) can only be achieved by decreasing the ratio
d2, which yields an area unequal to zero in the third interval. Depending on the ratio
d2, the current iL2 is unequal to zero. Consequently, the ratio does not characterize
the switching time of the diode, when the current becomes zero. To ensure, that the
time d1 þ d2ð ÞTs conforms to a zero current, the slope of the second interval can be
determined by:

iL t; iL0ð Þ ¼ iL1 � iL2�iL1
d2Ts

d1Ts
� �

þ iL2�iL1
d2Ts

t d1Ts\t� d1 þ d2ð ÞTs ð15Þ

The result is shown in Fig. 5b. Assuming a fixed initial value iL0 ¼ 0, an
increasing average can only reached, by increasing the ratio d2, while

(a) (b)

(c) (d)

Fig. 5 Effect of varying average of the inductor current on the ratio d2
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iL d1 þ d2ð ÞTsð Þ ¼ 0 is ensured. Determining the average of this waveform and
reorganize to d2 yields (16)

�iL ¼ d1 þ d2ð ÞiL1
2

, d2 ¼ 2�iL
iL1

� d1; iL1 ¼ iL d1Ts; 0ð Þ ð16Þ

For exponential time behavior as depicted in Fig. 5c, Ref. [8] proposes the
Equal-Area-Method for determining the equivalent linear time behaviors to apply
(16). However, a similar method as for the linear time behavior can be transferred to
the exponential time behavior, by determining the time constant of the second
interval by the demand iL2 ¼ 0. Consequently, the known slope of the second
interval, according to (10) or the time constant for the exponential behavior of the
second interval is not considered. This is used by a more general method, which can
be applied to current waveforms without assumptions on the initial value iL0, like
depicted in Fig. 5d. Compared to the procedure described in the previous subsection
to determine the average for arbitrary intervals, the current iL0 is determined by
iLððd1 þ d2ÞTsÞ ¼ 0, which characterizes the switching event, when the diode
getting in off state. For determining iL0 (10) is applied to solve iL2 ¼
iL d1 þ d2ð ÞTs; iL0ð Þ ¼ 0 for the peak current iL1 and afterwards iL d1Ts; iL0ð Þ ¼ iL1
for iL0. With iL0 the ratio d2 is the only unknown variable in (10). Therefore, the
average �iL can be used to calculate the ratio d2 by

d2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ts �Ved21 þ 2L�iL

Ts�vC

s
� d1 : ð17Þ

Realization of the Simulation Algorithm
The model consists of a state space representation whose system and input matrix
depends on the ratios and the equations for determine ratios, which refer to natural
switching events. For the above application example (5), (8) and (12) or (5), (8) and
(14) can be transferred to a state space representation. Equation (16) or (17) are
describing the relation between average values and ratio d2. Figure 6a depicts the
simulation algorithm for ICAM models. In the first step, the continuous time state
space representation is discretized, e.g. by trapezoidal integration rule. This is
necessary during simulation, because the matrices of the state space representation
depend on the ratios. In step two, the prospective state vector �xkþ 1 is calculated.
Afterwards, the ratios (e.g. (16) or (17)), referring to natural switching events, are
calculated. They must be calculated by using the prospective state vector, to ensure
the correct ratios for each simulation step. This yields an implicit relation, since the
ratios are already needed for calculating the prospective state vector. Therefore
appropriate numerical methods are required to solve this nonlinear implicit equa-
tion. For the application example, with a scalar implicit equation, methods like the
bisection or regula falsi method are suitable because convergence is guaranteed,
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when the solution is between their initial values. The initial values can be chosen to
d2l ¼ 0 and d2u ¼ 1� d1 for the lower and upper initial value, when the signs of
the corresponding evaluation of the implicit function are different for the initial
values. In the other case, d2 is equal to 1 – d1 and no iteration is necessary. The
iterative procedure of the numerical methods is indicated by the arrow from step
three to step one. In step four, the output values are calculated, which completes the
simulation step. The following sequence of the algorithm is started by a trigger
signal, which is generated, e.g., by measurement of PWM signals to synchronize
ECU and HIL simulator. The sequence of the simulation algorithm for the above
application example is shown in Fig. 6b. The circled numbers corresponds to the
previously described steps shown in Fig. 6a. The simulation step starts with the
evaluation of the implicit equation for the initial values d2l and d2u. Afterwards
three iterations of the regula falsi are performed (l ¼ 1; 2; 3). At the end, the output
equation is calculated. For comparison, the number of iteration was chosen
experimentally and yields an accuracy, which is similar to the model determined by
the discrete space averaging method, described in Sect. 3.3.

ICAM’s Properties
Some fundamental properties of the ICAM are concluded from the above
discussion:

1. For an appropriate balance in between accuracy and computation effort, the
separation of the fast and small subsystem requires knowledge of the circuit’s
function and the modeling approach itself.

(a)

(b)

Fig. 6 Simulation algorithm for models determined by the ICAM
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2. Based on the differential equation and its solution, like (10), as well as the
continuity conditions of state variables, it is possible to determine the time
behavior of the state variables by using average values, only.

3. By determining the state variables enables the calculation of any value and every
average. However for large fast subsystems, the complexity increases
significantly.

4. The complexity can be reduced by the assumption of steady state behavior for
determining integrals, e.g., for output value �ie. However the accuracy is reduced
as well.

5. Depending on the separation of the fast and slow subsystem, the method to
determine the ratios and further assumptions, a large variety of different models
can be obtained.

6. For ratios referring to natural switching events, nonlinear implicit equations are
obtained, which must be solved numerically. This increases the computation
effort significantly and circuit specific investigations are necessary to choose the
necessary number of iterations for appropriate accuracy and real-time capability.

3.2 State Space Averaging Method (SPAM)

The State Space Averaging Method (SPAM) differs from the ICAM in such way,
that it is based on averaging matrices for the different switch states instead of signal
averaging. This is done by weighting them by their ratios:

_�x ¼
Xm
i¼1

diAi

|fflfflfflffl{zfflfflfflffl}
�A

��xþ
Xm
i¼1

diBi

|fflfflfflffl{zfflfflfflffl}
�B

��u; �y ¼
Xm
i¼1

diCi

|fflfflfflffl{zfflfflfflffl}
�C

��xþ
Xm
i¼1

diDi

|fflfflfflffl{zfflfflfflffl}
�D

��u;
Xm
i¼1

di ¼ 1 ð18Þ

The matrices Ai, Bi, Ci and Di are the system, input, output and feedthrough
matrix of the continuous state space representation for the switch state of the ith
interval. Additionally, di is the corresponding ratio, the same as for the ICAM.

In Ref. [9] it is assumed, that the ratios refer to forced switching events, only,
and can be measured as known. An extension to the discontinuous conduction
mode, incorporating natural switching events, is given in Ref. [7]. As for the ICAM
this requires ratios, which need to be calculated since they depend on internal
values. Moreover, a correction matrix was used in Ref. [7] to extend (18) for getting
appropriate results for the discontinuous conduction mode. A general approach was
presented in Ref. [8] by adding further correction matrices for each switch state:
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_�x ¼
Xm
i¼1

diAiWi

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
�A

��xþ
Xm
i¼1

diBi

|fflfflfflffl{zfflfflfflffl}
�B

��u; �y ¼
Xm
i¼1

diCiWi

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
�C

��xþ
Xm
i¼1

diDi

|fflfflfflffl{zfflfflfflffl}
�D

��u ð19Þ

where Wi are diagonal correction matrices

Wi ¼ diag x1;i; . . .;xn;i
� � ð20Þ

with

xj;i ¼ �xj;i
	
�xj ¼ 1

diTs

Zti

ti�1

xj sð Þds � 1
Ts

ZTs
0

xj sð Þds
0
@

1
A

�1

; tn ¼ Ts
Xn
l¼1

dl ð21Þ

Here, j indicates the jth state variable and i indicates the ith switch state. The
calculation of the correction matrix is based on the idea of describing the average
values over a subsystem of the switching period by factor xj;i and the average value
over the complete switching period [8]. Figure 7 depicts different time behaviors
and the corresponding entries of the correction matrices xi are given for discussing
the SPAM.

In Fig. 7a a piece-wise linear time behavior of a buck converter’s inductor
current in continuous conduction mode is depicted. It can be found, that x1 and x2

are one and (18) is equal to (19), only, when Dx is zero, which would be a
steady-state operation. However, in several applications, the entries are nearly one
and the deviations are small enough for neglecting the correction in transient
operation. Figure 7b shows the steady-state operation of a buck converter in dis-
continuous conduction mode. Here, the correction is necessary, anyway, especially
when d1 and consequently d1 þ d2 is getting very small. Figure 7c depicts a time
behavior, whose average value is zero. Integrals, like the shaded area as well as the

(a) (b) (c)

Fig. 7 Different operation modes and their entries of the correction matrices
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corresponding average over this period cannot be described by a multiplication of a
factor and the overall average. The state space representation of the above appli-
cation example (see Fig. 4a) is given by

d
dt

�iL
�vC


 �
¼ d1

0 �1
L

1
C

�1
RC


 �
|fflfflfflfflffl{zfflfflfflfflffl}

A1

x1;1 0

0 x2;1


 �
þ d2

0 �1
L

1
C

�1
RC


 �
|fflfflfflfflffl{zfflfflfflfflffl}

A2

x1;2 0

0 x2;2


 �
þ d3

0 0

0 �1
RC


 �
|fflfflfflfflffl{zfflfflfflfflffl}

A3

x1;3 0

0 x2;3


 �
0
BBB@

1
CCCA

�
�iL
�vC


 �
þ d1

1
L

0


 �
|ffl{zffl}

B1

þ d2
0

0


 �
|ffl{zffl}

B2

þ d3|{z}
1�d1�d2

0

0


 �
|ffl{zffl}

B3

0
BBB@

1
CCCA�Ve ¼

0 �d1�d2
L

1
C

�1
RC


 � �iL
�vC


 �
þ

d1
L

0


 �
�Ve

ð22Þ

with the correction coefficients x1;1;x1;2 and x1;3 for the inductor current as well as
x2;1;x2;2 and x2;3 for the capacitor voltage. They can be calculated by several
approaches and under diverse assumptions, like steady-state operation, linear
approximations (when e.g. exponential would exist) or separation in fast and slow
state variables similar to the ICAM. The correction coefficients for the capacitor
voltage are often assumed to be constantly one [8], while the coefficients for the
inductor current are already given in Fig. 7b. For the application example, the ex-
tended SPAM yields to the same state space representation as given by the ICAM.
This can be explained, by the influence of the correction coefficient on the
derivative of the average of the capacitor’s voltage

C�1d1x1;1 þC�1d2x1;2 ¼ C�1
Zd1 þ d2ð ÞTs

0

iL sð Þds
ZTs
0

iL sð Þds
0
@

1
A

�1

: ð23Þ

Both integrals in (23) are equal, because in continuous conduction mode d2 is
1� d1 and in the discontinuous conduction mode the current is zero for the interval
d1 þ d2ð ÞTs � t� Ts. The input current �ie can also be expressed by a fraction of the
complete average of the inductor current by correction coefficients according to (19):

�ie ¼ d1

Ts �Ved21 þ 2L�iL
d1 þ d2ð Þ � d1 �Ve � d2�vCð ÞTs

� �
1
2L

�iL|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
x1;1

�iL: ð24Þ

Here, the integrals for the numerator and denominator according to (21) are
determined by the approach described for the ICAM—calculating the initial value
iL0 and the integrals afterwards. It can be noticed, that the representation according
to (24) is not advantageous for �iL ¼ 0, because a division by zero occurs. For the
application example, the input current �ie is zero as soon as �iL becomes zero (ideal
switches), which can be considered in the simulation. However, it is more
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advantageous to reduce the fraction in (24), which yields (14). This representation
needs less computation effort and enables a description by an output equation of a
linear state space representation, whose output and feedthrough matrix is depending
on the ratios.

Finally the ratios referring to natural switching events are required. They can be
determined by the approaches described for the ICAM. Comparing (5) and (8) with
(22), the equations are the same as well as the ratios. Therefore, the sequence of the
algorithm is the same as described in Sect. 3.1 and Fig. 6.

SPAM’s Properties
Here some fundamental properties of the SPAM can be concluded from the above
discussion:

1. The modeling result of SPAM and ICAM can be identical. This depends on the
assumptions and simplifications.

2. For calculating the correction coefficients, assumptions on the state variables in
fast and slow can be suitable to reduce the computation effort, but requires
expert knowledge of the circuit’s function as for the ICAM.

3. Suitable simplifications, like the assumption of steady state behavior for
determining integrals, e.g., the output value �ie, requires expert knowledge.

4. According to the ICAM, ratios referring to natural switching events yield
nonlinear implicit relations, which must be solved numerically, increasing the
computation effort significantly. Moreover, circuit specific investigations are
necessary to determine an appropriate number of iterations for a balance of
accuracy and calculation effort.

3.3 discrete State Space Averaging Method (dSPAM)

The idea of the dSPAM is the interval-wise calculation of the time behavior during
the switching period, which is used to calculate the average values, afterwards [10].
Figure 8a–c illustrate the function of the dSPAM, which basis on the step-wise
transition through the intervals. The matrices Ui ¼ Ui diTsð Þ, Hi ¼ Hi diTsð Þ, Cdi

(a) (b) (c)

Fig. 8 Illustration of the dSPAM’s function principle
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and Ddi represent the discrete system, input, output and feedthrough matrix of the
switch state according the i.th interval. The continuous system and input matrices
(Ai,Bi) can be taken from (22). In Fig. 8, �x denotes the average output value of the
inductor current x.

For the application example above three intervals have to be considered:

xk;1 ¼ U1xk þH1uk; xk;2 ¼ U2xk;1 þH2uk; xk;3 ¼ xkþ 1 ¼ U3xk;2 þH3uk:

ð25Þ

Based on the intermediate values, the average of the output can be determined by

�yk ¼ 1
Ts

Ztk þ Ts

tk

y sð Þds ¼
Xm
i¼1

di Cdi
1

diTs

ZdiTs
0

Ui sð Þxk;i�1 þ Hi sð Þukds þ 1
diTs

ZdiTs
0

Ddiukds

0
@

1
A

¼
Xm
i¼1

di CdiUixk;i�1 þ Cdi �Hi þDdið Þ�uk
� �

ð26Þ

with

Ui ¼ 1
diTs

ZdiTs
0

Ui sð Þds; �Hi ¼ 1
diTs

ZdiTs
0

Hi sð Þds: ð27Þ

For avoiding the necessity of inverse matrices of the continuous system matrices
A�1, the discretization method described in Ref. [1] is suitable, which applies a zero
order hold for the input u ¼ uk ¼ u tkð Þ. Elsewise, the output matrices Cdi and Ddi

would depend on the discretization time diTs. Moreover, the discrete system matrix
U3 d3Tsð Þ could not be determined in discontinuous conduction mode, because
det A3ð Þ ¼ 0. Accordingly, the averaged discrete matrices in (27) can be approxi-
mated by trapezoidal integration rule and yields [11, 12]:

Uixk;i�1 ¼ 1
diTs

ZdiTs
0

Ui sð Þds xk;i�1 � 1
2

Ui diTsð Þþ Ið Þxk;i�1 ¼ 1
2

xk;i þ xk;i�1
� �

;

�Hi ¼ 1
diTs

ZdiTs
0

Hi sð Þds � 1
2
Hi diTsð Þ:

ð28Þ
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This simplification is suitable for a many circuits, because the deviation is quite
small for approximately linear time behavior and it is not fed back into the model.

So far, the ratios were assumed to be known. Compared to the SPAM and
ICAM, the ratios can be determined much easier, because they need not be cal-
culated from average values. Assuming that the characteristic voltage or current,
e.g. the inductor current of the buck converter, is described by the jth row of the
output vector y, the time behavior of the ith interval can be described by:

yj sð Þ ¼ Cdi;j Ui sð Þxk;i�1 þHi sð Þuk
� �þDdi;juk ð29Þ

with

Cdi ¼
Cdi;1

Cdi;2

..

.

2
64

3
75; Ddi ¼

Ddi;1

Ddi;2

..

.

2
64

3
75: ð30Þ

In Fig. 9a the relation between s and the jth output value of the state space
representation of the buck converter’s inductor current is depicted. For our appli-
cation example, a zero crossing of the inductor current needs to be detected, to
indicate the changing conduction state of the diode. Again, numerical methods, like
the regula falsi method [11], are suitable, as depicted in Fig. 9b for two iterations.

For linear time behavior, one iteration yields the exact solution, already, whereas
for exponential behavior two and more iterations might be sufficient.

Realization of the Simulation Algorithm
The overall simulation algorithm for dSPAM is depicted in Fig. 10a. In the first
step, the matrices of the continuous state space representation of the ith interval are
discretized. For small circuits it is possible to store discretized matrices for different
discretization times, but for larger circuits the memory usage is usually too high. In
some applications, like the buck converter, linear interpolation can replace dis-
cretization, due to linear or nearly linear time behavior [12]. In such cases, the

(a) (b)

Fig. 9 Illustration of the ratio determination for dSPAM models
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discretization is done once with the discretization time chosen as the switching
period Ts. Afterwards the state vector at the end of the interval is calculated and
used to detect switching events. To determine the switching time numerically, the
discretization and the calculation of the state vector have to be repeated. This is
indicated by the arrow “refresh di”.

When the defined number of iteration is executed or the ratio was a measured
duty-ratio of a PWM-signal, the next interval is considered and index i is incre-
mented. After finishing the last interval with the ratio

di ¼ dm ¼ 1�
Xm
l¼1

dl; ð31Þ

the averages of the output values are calculated in the fourth step. The overall
sequence of the simulation algorithm for the application example is shown in
Fig. 10b. Successively, the values for all intervals i are determined. Since a natural
switching event must be considered in the second interval (i = 2) the regula falsi
method with one iteration is used here, which represents a linear interpolation.

dSPAM’s Properties
Some fundamental properties of the dSPAM are concluded from the above
discussion:

1. The computation effort for discretization depends on the implementation of the
algorithm. When the discretization is done off-line before simulation start and
linear interpolation is applied or matrices are stored in memory for different
discretization times the effort can be reduced significantly. These advantages

(a)

(b)

Fig. 10 Simulation algorithm for models determined by the dSPAM
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have to be paid by higher memory usage or inaccuracies for exponential time
behavior.

2. The computation effort increases for distinctive exponential time behavior, since
the number of iterations for determining the ratios has to be increased.

3. The number of iterations can be determined easier compared to the extended
SPAM or ICAM, because it is easier to understand the corresponding influence
on the state variables.

4. dSPAM can be applied to arbitrary circuits. However the computation effort
determines the real-time capability.

4 Simulation Results, Discussion and Evaluation

In the previous sections, average models for the buck converter, described at the
beginning of Sect. 3, are derived. Simulation results are presented in Fig. 11, which
shows the inductor’s current iL and the capacitor’s voltage vC.

A variable-step simulation by SimPowerSystems is used as a reference. The
extended SPAM and ICAM show identical results, since the methods yield the
same models, as discussed in Sect. 3.2. All extended methods describe the averaged
behavior quite well and the differences in between SPAM respectively ICAM and

Fig. 11 Simulation results of the buck converter
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dSPAM are negligible. However, the modeling approaches have different
properties, which are discussed and evaluated in the following section by the cri-
teria, mentioned in Sect. 1. The evaluation is concluded in Table 2.

4.1 Computation Effort

The computation effort for the presented methods depends on the assumption,
simplification and implementation on the real-time system. However, a rough rel-
ative distinction can be given by considering the sequence of the simulation
algorithms in Figs. 6 and 10. For the continuous conduction mode, when no natural
switching events have to be considered and no implicit equation occur for ICAM
and SPAM as well as no equation has to be solved for determining ratios conse-
quently, the sequence for ICAM and SPAM is shorter than the sequence for
dSPAM models. However, the coefficients of ICAM or SPAM models are functions
of the ratios, while the continuous time state space representations of the dSPAM
are constant and the ratios determine the discretization time, only. Therefore, the
computation effort for the conventional methods is quiet small. For the discontin-
uous conduction mode, when natural switching events must be considered, the
computation effort is more or less defined by the numerical method and its con-
vergence speed. The function for determining the ratios in the dSPAM algorithm is
always a scalar, while the implicit equation of the ICAM and SPAM must be solved
at the same time for all ratios, referring to natural switching events. Moreover, the
implicit equation of the ICAM and SPAM is usually nonlinear, caused by the
discretization, while the dSPAM model can be a linear problem, when the time
behavior is linear. Therefore the computation effort for the extended dSPAM is
quiet high, but however lower than for the ICAM and SPAM.

4.2 Algorithmizability

The ICAM needs expert knowledge of the circuit, to separate the fast and slow
subsystem. By the author’s best knowledge a systematic approach, which does not
need expert’s knowledge, is unknown.

For the conventional SPAM (assuming that correction is not necessary) and
conventional dSPAM, the continuous state space representations have to be known,
only, which can be systematically determined, e.g., by the modified nodal analysis.
The extended SPAM requires expert knowledge for applying suitable assumptions
and simplifications. For applying the extended dSPAM, the characteristic voltage or
current has to be known to determine the ratios. This can also be determined by
circuit analysis methods and does not represent an issue.
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4.3 Generalizability

The conventional average models are limited to the continuous conduction mode
and limit the generalizability significantly. Without additional modifications, the
extended SPAM is limited to circuits, whose average values do not become zero.
Notwithstanding some simplifications and assumptions, the extended ICAM solves
the integrals directly and it is well generalizable. However, the extended dSPAM
does not use simplifications or assumptions, anyway.

4.4 Platform Usability (Processor, FPGA)

The conventional average models do not use any divisions in the state space rep-
resentations. However, the discretization might require divisions or even calculation
of inverse matrices. Thus, they are favored for processor-based simulation.
However, FPGA-based real-time simulation is possible, but special measures for the
discretization are necessary to guarantee stable simulation. For the extended SPAM
and the extended ICAM, the ratio calculation usually contains divisions and limits
their platform usability to processors. When linear time behavior can be assumed and
the discretization can be simplified by interpolation [12], the extended dSPAM is
applicable for FPGA-based real-time systems. However, the calculation of the time,
when a switching event occurs, requires only few divisions. Thus, for dSPAM an
implementation on a processor is preferred, but for high switching frequencies the
FPGA-based real-time system can be a better choice, due to its parallel calculation.

5 Conclusion

This contribution investigates different approaches for average models and their
usability in the Hardware-in-the-Loop simulation of power electronic circuits. After
an introduction and a classification of models for Hardware-in-the-Loop simulation,
the modeling methods were described and illustrated by the application example of
a buck converter. Afterwards, the properties were discussed to evaluate the methods
according to computation effort, algorithmizability, generalizability and platform
usability.
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Hardware-in-the-Loop Test Process
for Modern E/E Systems

Tino Schulze and Jann-Eve Stavesand

Abstract Automobiles are highly interconnected mechatronic systems. Over the
last years, the software of these systems has played an increasingly important role in
the value chain. Current production vehicles contain more than 80 electronic control
units (ECUs) with over one hundred million lines of software code. Advanced
driver assistance systems and functions for autonomous driving will further increase
the requirements for the E/E systems. Furthermore, these systems will become even
more complex due to the use of sensors to capture the vehicle environment, the
interconnection of the ECU functions, and the influence of external communication.
This paper outlines an ECU test process example in which an advanced driver
assistance function is tested on a hardware-in-the-loop (HIL) test system. The
necessary process steps and interdependencies to ISO 26262 are identified.
The paper also explains how to simulate an ideal test process under consideration
of the version and variant flows, and how to use different validation systems to
perform different validation steps throughout the development process. The paper
aims to analyze the various questions arising in the E/E validation process to
identify the advantages the users have throughout the entire development cycle.

Keywords Hardware-in-the-loop (HIL) � Virtual validation � Test process � ISO
26262 � E/E validation

1 Challenges for the Validation of Modern E/E Systems

It is clear that the functionalities of E/E systems will be even more interconnected in
the future. The most striking examples are advanced driver assistance systems
(ADAS), x-by-wire, active safety systems and, particularly, highly automated and
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autonomous vehicles. To achieve the desired functionality in these fields, various
mechatronic actuators, sensors, and ECUs work together. This means that the ECUs
in a vehicle, the vehicles themselves, and the vehicles and infrastructure will be
more and more interconnected in the future. This trend towards interconnectedness
can already be seen at the ECU level where different software components interact,
and also in ECU networks that are connected via bus systems [1]. The bus systems
used to establish ECU networks range from the classic CAN, LIN, and FlexRay
buses in the automotive industry, to the new, Ethernet-based networks such as
SOME/IP and AVB, up to systems such as WLAN, LTE, etc., which enable
communication with the infrastructure.

The increasing interconnectedness of the systems is accompanied by the high
amount of variants and versions of vehicles, which primarily affects the ECUs and
embedded software. ECUs are used in different vehicle variants and production
series. Very often, the only difference between the ECUs is their software version,
which is designed for the features and functional range of a specific vehicle.
However, the increasing complexity of the E/E network stemming from new, highly
interdependent functions, makes the system more susceptible to errors [2]. Because
safety requirements are particularly important for advanced driver assistance sys-
tems, validation tasks are also playing an ever more important role. For example,
for vehicles that are moving towards ADAS and autonomous driving, the combi-
nation of versions and variants has to be observed even more due to the increasing
complexity of the E/E system.

At the same time, developers want to find and solve errors in a product and the
entire system as early as possible to prevent potential recall campaigns and costly
hotfixes in later development phases or in the field. But in these early development
phases, usually not all components of an E/E system are available, because they are
still being developed. New validation concepts and platforms will therefore gain
importance in the future to cover the stronger need for testing. These new concept
allow to cope with the many versions and variants as well as the vehicle envi-
ronment influencing the validation effort of advanced driver assistance systems in
early development stages. In specific, the high number of possible driving situa-
tions, which needs to be tested, can be addressed [3].

Another factor influencing for the development and test processes are standards
and norms, which are becoming increasingly relevant for E/E validation. These
documents standardize the processes for developing safety-related E/E systems in
vehicles (ISO 26262) and aircraft (DO-178C) [4]. In the automotive industry, the
syllabus of the International Software Testing Qualifications Board (ISTQB) is also
crucial, as it aims to integrate the standards for software testing in the development
of E/E systems. ISO 29119 may play a role in the future as well. The standard was
published as a new standard for software testing [5].

In summary, the increasing interconnectedness, the high amount of versions and
variants, the influence of standards and product liability, the influence of the vehicle
environment on the E/E systems, and the growing cost pressures force developers to
find innovative solutions for the development and validation tasks of mechatronic
systems. To master these challenges, new technical aspects have to be considered
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and, more importantly, questions about the process need to be answered. The
following sections use the example of validating an ADAS function on a HIL test
bench to present possible solutions.

2 What Needs to Be Tested?

Section 2 shows the typical tasks involved in E/E validation, from software com-
ponents to interconnected ECU networks, and describes the available test systems
and methods.

2.1 Overview of the Relevant Test Objects and Test Phases
for Validating E/E Systems

First, the term “system” needs to be defined. Typically, OEMs use the term when
referring to a complete vehicle system that consists of various ECUs. For suppliers,
on the other hand, a system is usually the ECU, which consists of a combination of
different software modules, basic software components, and hardware components.
These individual ECUs are then connected via a bus to form an ECU network,
which is responsible for the E/E system of the vehicle.

Figure 1 shows the setup of a vehicle’s E/E system, consisting of the software
components, the basic software components and operation system parts as well as
the hardware layers at the individual ECU level. At the vehicle level, it also
illustrates the entire ECU network connected via the required bus system.

Fig. 1 ECU software and ECU network
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During validation, this setup and all its individual parts have to be tested one
after the other, starting with the single software component and ending with the
integration of the entire network in the vehicle.

Each integration phase of the E/E system comprises different tests that observe
and verify the characteristics of each ECU and the ECU network.

• The software component test checkswhether the individual software components
are implemented correctly according to the specified requirements. Typically,
PC-basedsimulationsandsomehardware-in-the-loop(HIL)simulationsareusedfor
this.

• The ECU function test checks the interaction of the software components.
Here, a wide range of validation methods can be used as well, from PC-based
simulation up to HIL simulation. These tests are typically performed by the
suppliers or, if the OEMs integrate their own software components in the overall
system, by the OEMs.

• The software integration test is performed according to the hierarchical
structure of the software architecture. After all software components have been
integrated, their interplay in the completely embedded software has to be ver-
ified as well. In this validation step, hardware issues and especially the vali-
dation of bus communication play an important role. Therefore, HIL test
benches are the ideal validation tool.

• The last milestone in the software development is the acceptance and release
test, where the entire embedded software is tested. In contrast to the software
integration test, this test phase is performed only when the software is being
executed on the target hardware. It therefore requires HIL tests.

• In the subsequent test phase, testing distributed functions, the individual
system components are successively combined into vehicle units. These units
are typically partial networks used to realize specific functionalities that are
distributed across several ECUs. This also makes it necessary to validate the bus
communication between the ECUs.

• During the testing networked functions phase, the functional behavior and
interplay of all system components is assessed at the system level. The ISO
26262 standard calls for the validation of the communication both within the
system under test and with other vehicle systems. It is possible to use an error
gateway, which is part of the HIL simulator, to manipulate bus messages [6].

Section 3.3 compares in Table 1 the phases described here with the test phases
according to ISO 26262.

2.2 Overview of Test Systems in the E/E Validation Process

Today, validating E/E systems predominantly involves simulation-based methods,
such as hardware-in-the-loop simulation. These validation platforms have been
joined in recent years by PC-based simulation systems, which can be used in earlier

346 T. Schulze and J.-E. Stavesand



development phases [7]. Then there are tests performed on test benches and in the
real vehicle to release the entire system for the final production. A dedicated
selection of validation platforms is used, for example, for validating airbag ECUs in
“virtual crash tests” at BMW [8]. Figure 2 divides the test systems into four parts.

PC-based offline simulation lets developers perform the first tests on a PC. This
can usually be done on a standard PC, making it possible to use existing PC
hardware. PC-based simulation therefore complements the validation process,
particularly in the early development phases [9]. Tests can be executed in parallel,
allowing for parallel editing of version—and variant-dependent tests, which results
in significant time benefits.

In addition to the traditional tests in a vehicle and on the test bench,
hardware-in-the-loop simulation is an efficient and industry-proven step for reliably
managing the pending test tasks. There are HIL systems of different sizes, from
small to large. Component HILs are designed for testing individual ECUs. They
require the plant model for the ECU and restbus simulation for the missing ECUs.
System HILs or “cluster HILs” are used especially for tightly connected ECUs or
for validating partial networks in the vehicle. Networked HILs or “virtual vehi-
cles” contain all the real ECUs. This lets developers test a vehicle’s entire E/E
architecture [10].

Highly dynamic test benches for mechatronic components and systems that are
connected to HIL simulators are used when it is not possible to access the ECU via
its electrical interfaces alone: For example, when connecting mechanical loads to an
electric drive in an electric power steering system or when stimulating the inte-
grated sensors for mechatronic ECUs, e.g., for the ESP. These test benches can also
be used to measure the influence of the real parts on the ECUs.

Tests in real vehicles are an integral part of a validation process. They are
detailed and consider a high number of environmental factors, material character-
istics, and construction details, which are difficult to simulate. However, in-vehicle
testing is expensive and cannot always be adjusted to new challenges. The
advanced driver assistance systems in particular are the reason why not all test cases
can be performed reproducibly in the vehicle, because it would be increasingly
difficult or even impossible to execute the diverse driving situations.

Fig. 2 Test systems for E/E validation
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To make the transition from one test system to the next in the different devel-
opment phases as smooth as possible, these systems have to be complemented by a
seamless tool chain. Such a tool chain lets the users reuse test descriptions, models,
bus descriptions, and much more from one platform on the next. Validation tasks
can therefore be distributed across the development process, which further
improves the test process efficiency.

2.3 Technical Challenges for the Test Systems

The challenges for E/E validation mentioned in Sect. 1, require not only
process-related answers but also new technical solutions for new E/E functionali-
ties. This section takes a closer look at two pronounced challenges that are and will
be particularly important for validating especially ADAS applications.

The main characteristics of ADAS applications are the tight interconnection of
ECUs, the capturing of the vehicle environment via sensors, as well as the com-
munication with other vehicles (V2V) and the environment (V2X). To master the
increased amount of communication, the automotive industry is starting to use new,
Ethernet-based bus systems, which create new network structures in the vehicles.
The first Ethernet-based applications will be used in the following areas:
(camera-based) driver assistance, comfort and entertainment functions, and ECU
flashing. The different protocols and/or combined mechanisms used in this context
are DoIP, AVB (IEEE1722), IEEE802.1AS, ISO 15118 and SOME/IP. The latter is
currently undergoing standardization by ASAM and AUTOSAR. In particular, the
use of service-based communication opens up new possibilities, which have to be
reflected in the test systems. ECU communication is no longer restricted to
point-to-point communication but can, as usual in networks, be implemented with
various architectures. Network participants are found automatically so even dif-
ferent equipment variants of the vehicles can be simulated at the network level. Test
systems also have to be able to handle the large amount of data that is exchanged
via Ethernet-based networks. This means that the test systems need the performance
required for restbus simulation in order to send and receive data, and also manip-
ulate it for specific test scenarios. High-performance data networks between the
real-time processor and the bus simulation boards are crucial especially for HIL
simulation. The bus simulation tools have to integrate the bus description standards,
which evolves dynamically, in time to be able simulate given network descriptions.

Another technical aspect that needs to be considered in the context of advanced
driver assistance systems is the inclusion of environment conditions in vehicle ECU
validation. Vehicles with advanced driver assistance systems or autonomous driv-
ing functions have communication and satellite interfaces that detect the vehicle’s
environment and communicate with it. Modern test systems have to be able to
simulate these systems’ interfaces in real time and generate scenarios that simulate
the vehicle’s movements in realistic driving scenarios and environments. Here, too,
the computational power of the systems plays a decisive role, because the
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environment simulations are becoming more and more realistic and therefore
require more computational power. The test systems have to calculate sensor
models, simulate fellow vehicles and roads, etc. All of these simulations must be
computed in real time to provide a consistent simulation of the environment. This
generates a high demand for computational power, which requires up-to-date
real-time computation nodes and, for increasing demands, multiprocessor options.

3 The Process Context of Validation Tasks

The previous section presented the relevant test objects (software components,
ECUs, ECU networks, etc.) and the test phases (software component test, software
integration test, etc.) for validating an E/E system and provided an overview of the
most commonly used test systems. This section describes a generic test process
based on ISO 26262 [11], which can be used in a seamless validation tool chain
from PC-based simulation, to HIL testing, to mechatronic test benches [12]. A close
look at the processes used by OEMs and suppliers naturally reveals different pro-
cesses for validation and integration. Each validation process is unique. Based on
experience from the automotive industry and with a view to ISO 26262, the sub-
sequent sections therefore attempt to describe a validation process that is as generic
as possible.

3.1 ISO 26262 Road Vehicles—Functional Safety

The ISO 26262 standard is specifically designed for the automotive industry and is
intended to be applied to safety-related systems that are based on E/E functional-
ities. The ‘ISO 26262 Road vehicles—Functional safety’ is an adaptation of IEC
61508, written to satisfy the needs specific to the application sector of E/E systems
within road vehicles up to 3.5 tons gross-weight. This covers all activities during
the development life cycle of systems composed of electrical, electronic, and
software elements that provide safety-related functions.

The standard consists of 9 normative parts, from the concept phase over product
development to the production and operation of the affected E/E systems, and a
guide-line for ISO 26262 as the 10th part.

3.1.1 Relation to Product Liability

Manufacturers should ensure that their development processes and also develop-
ment tools are state-of-the-art, meaning that they are the highest level of devel-
opment of a system at this particular time [13]. This ensures that a tool or a product
is developed under the best possible technologies.
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State-of-the-art development processes and tools are important for manufacturers
of safety-related automotive systems since there is a close relationship to the
manufacturer’s liability for these products.

Under German law for example, manufacturers are generally liable for personal
damage caused by the malfunction of a product [14]. But if the malfunction could not
have been detected by the technological state of the art, the liability is excluded [15].

Thus, development in accordance to ISO 26262 is definitely a significant factor
for manufacturers of safety-critical systems [16].

3.2 Test Processes in the Automotive Industry

In the automotive industry, the V-cycle (Fig. 4) has long been established as a
model for development and test processes. The right branch of the V-cycle contains
the individual test phases and integration levels for testing automotive ECUs. The
integration levels are based on the integration levels for ECUs as discussed in
Sect. 2.1. Typically, integration gradually moves from single software components
to the entire vehicle. This means that many test steps are involved, which differ in
test object, test phase, test system and the related work packages. The main chal-
lenge is to coordinate these steps and use them consistently and reliably throughout
the entire verification process so the high number of tests can be distributed across
the available development time.

For software development and particularly software testing, the syllabus of
ISTQB [17] contains recommendations on how to organize such a test process. The
syllabus calls this the fundamental test process. This fundamental test process is
described in the following paragraphs, connecting the organizational recommen-
dations of the ISTQB syllabus to the roles known from traditional software
development [18] (Fig. 3).

According to the syllabus, planning the verification process includes identifying
the number and scope of the individual test phases in the V-cycle: i.e., how many
and which integration steps exist, the test objects, the units under test (UUT) and
systems under test (SUT) for each level of integration. The test goals of each test
phase also have to be specified. Developers also have to plan which information,
tools, and tests have to be available in each phase.

The test process begins with the Planning phase. The main tasks in this phase are
resource allocation and assigning roles for performing the tests. During this phase, a
test strategy is developed that considers the prioritization of tests determined via risk
analysis and the test intensity for individual system parts. The test strategy comprises
the test phases in the right branch of the V-cycle and defines the levels of integration
as well as the test methods (SIL, MIL, PIL, HIL, etc.). During the Analysis and
Design phase, test cases are specified and simulation models are created. Analyzing
whether the requirements and specifications that lay the foundation for test design
(test creation) can be tested is another main task in this phase. This analysis in turn
leads to requirements for test case creation. The Implementation and Execution
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phase starts with concretizing the logical test cases, i.e., determining the input val-
ues. One logical test case is often the basis for several concrete test cases [19], which
are defined by different parameter sets. The parameter sets link the test cases to
specific variants and versions, which makes it possible to manage them in the overall
verification process. This separation of implementation and parameterization is also
used in model development to reuse generic models for different test phases and
systems. The next step, Evaluating Exit Criteria and Report, involves the evaluation
of the test results on the basis of the previous risk analysis. Against this backdrop and
considering the additional effort for executing new test cases, developers have to
decide whether a test can be completed or the test object has to be modified in one
iteration so that further testing activities have to follow. Retrospective analysis and
evaluation are the final test activities. They identify the best practices for future
projects. In the Control phase, running test activities are checked against the pre-
viously created test plan, giving developers the possibility to intervene at any time.
Figure 3 shows the sequence of the various phases.

Fig. 3 Test process
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A look at the validation processes of different OEMs shows that they perform
similar planning tasks and also define test phases, test objects, and test systems. For
example, a simulation-supported validation process usually involves the following
phases: module tests, software integration tests, tests of individual ECUs, tests of
distributed functions, and in-vehicle tests [20]. However, different OEMs use dif-
ferent test systems and test processes for each integration step. For example, module
tests are carried out by model-in-the-loop (MIL) testing or software-in-the-loop
(SIL) testing, and the test depth varies from the verification of function specifica-
tions at the model level to checks of the source code generated from the models.
ISO 26262 takes this variability in the verification process into account and includes
it in a schema that can be adjusted to the different verification processes of the
OEMs and suppliers.

The following section analyzes the test steps according to ISO 26262 and pre-
sents the simulation-supported methods ISO 26262 names for each test level.

3.3 Test Process According to ISO 26262

ISO 26262 describes recommendations and methods to increase the functional
safety of E/E systems. To ensure functional safety, the standard recommends a
validation and integration process that is also represented by the right branch of the
V-cycle (Fig. 4). This shows that the standard was developed with a view to
practicality and considers many aspects that are already practiced in reality. Table 1
shows how the test phases defined in ISO 26262 correspond to the integration steps
known from industry and described in Sect. 2.1.

Fig. 4 ISO 26262 process description and test systems
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The ISO 26262 standard thus includes mechanisms that are already used by most
OEMs and suppliers. Figure 4 shows that the standard describes the integration
levels and appropriate test benches in the same way as they are already being used
in the automotive industry. From the individual software components up to the
complete vehicle, it describes the successive integration of individual components.
For the software unit test, for example, this means that different test methods are
recommended for SIL-based validation and HIL-based validation.

The following section outlines a test process according to ISO 26262 using the
example of the validation of an ADAS function on a HIL test bench.

4 Illustrating the Generic Test Process Using the Example
of Validating an ADAS Function on a HIL Test Bench

This section uses a specific tool chain and test suite to show the process for
validating an ADAS function on a HIL test bench. This serves to illustrate what the
integration steps described in ISO 26262 could look like, and how to implement the
planning data, parameters and tasks from the test strategies and the work packages
identified by ISTQB. This section shows how parameters, models, test cases and
system configurations from a central data and test management tool are used in a
specific level of integration on a dedicated test system. It then shows how to
manage the different versions and variants of the artifacts in a database system so
they can be traced and reused throughout the entire development process.

Figure 5 [21] indicates which information has to be available during the
Implementation and Execution phase to execute an automated HIL test. The
Planning and Control phase is used to set the test goals and define which test
objects to test with which test system. The models, model parameters, test cases,
and test case parameters are created and centrally managed in the Analysis and
Design phase. In the Implementation and Execution phase, all of this information
is combined and executed on the HIL system by using test suites. This modular
method decouples some of the work steps so the complexity of the entire validation
process is not as noticeable in the individual parts of the development process.

Table 1 Test phase mapping

Test phases Acc. to Sect 2.1 Test phases Acc. to ISO 26262

Software component test Software unit test

ECU function test Software integration and test

Software integration test Software integration and test

Acceptance and release test Verification of SW safety requirements

Distributed functions Hardware-software integration (HIL, test bench,
vehicle)/software integration and testing at the functional level
(offline simulation)

Networked functions System integration

Hardware-in-the-Loop Test Process for Modern E/E Systems 353



To make this process more tangible, the dSPACE tool chain and the Euro NCAP
test suite [22] are used to describe the test of an autonomous emergency braking
(AEB) system and a forward collision warning (FCW) system [23]. The
Euro NCAP test protocol states which tests and test scenarios have to be executed
to validate the respective functionalities of the AEB and FCW. This information is
used as requirements for the test cases and is managed in the data management tool
SYNECT (Fig. 6).

In the Analysis and Design phase, logical test cases are derived for each of these
requirements and then implemented in expert tools such as dSPACE
AutomationDesk, which is used for test automation. In addition, parameter sets are

Fig. 5 HIL testing process

Fig. 6 Planning and control phase for the Euro NCAP testing example
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created. These parameter sets link the test cases to specific versions and variants and
make the test cases available for various test execution plans (variant-dependent
compilation of concrete test cases) and test cases. The variant dependency also lets
developers link the test cases to the requirements. This is usually done in the
Analysis and Design phase and managed centrally in the data management tool.
The models and model parameters are also handled in this central data management
tool. Because this data management tool is a database and provides company-wide
access, various test process steps can be combined at the start of a test execution
and to configure the overall system. This standardization makes it possible to use a
high number of artifacts at different times in the development process.

In the present example, the data management tool dSPACE SYNECT and the
dSPACE Workflow Management (WFM) solution manage all parameters, test
cases, test results, plant models and automate processes for configuring the
dSPACE HIL component test systems so that all necessary information can be
combined and executed on the test system in the Implementation and Execution
phase. This makes it possible to manage the flood of variants. These superordinate
tools ensure that all the software and hardware involved in the test process is
automatically configured and put into operation. From the test-phase-dependent
configuration of the test system up to the final test report, all necessary steps are
covered. The involved tools are configured accordingly and the results are evalu-
ated automatically. This shows that the central data management tool can manage
and evaluate the entire test process. The variant management at the hardware and
software level is therefore completely traceable, as demanded by the Planning and
Control phase of the fundamental test process.

For Euro NCAP, this means that the concrete test cases from the
Implementation and Execution phase are combined to a test execution plan that
is used to validate a dedicated functionality, e.g., the AEB function (Fig. 7).

Fig. 7 The phases analysis and design and implementation and execution for the Euro NCAP
testing example
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From the perspective of ISO 26262, this could mean that in the Planning and
Control phase, it was determined that during software integration and testing
(refer to ISO 26262 part 6-10) the distributed functions of the AEB or FCW are to
be tested. According to Sect. 2.1, for example, this would correspond to the testing
distributed functions phase, i.e., the functional test of one distributed function.
The test object is therefore a distributed function. In this example, the test is
executed on a HIL simulator [4]. But it could also be executed on a PC-based
simulation platform. This means that this integration step involves a number of test
methods. ISO 26262 suggests the following methods:

• Requirements-based test—To validate the software architecture.
• Interface test—To validate the functional dependencies of the software com-

ponents, which are usually distributed across several ECUs for AEB and FCW
functions.

• Fault injection test—To inject faults by changing variable values, producing
electrical faults, etc.

• Resource usage test—To capture the execution times and the performance of
software on the target hardware or ECU prototypes, to measure latencies in bus
communication, etc.

The data management tool can provide the parameters associated with these
methods so the HIL test can be executed automatically. The test execution plan
includes all test cases that were associated in SYNECT Test Management with the
relevant test phase, test object and executable tests, according to their version and
variant configuration.

The data management tool then automatically captures and saves the test results
and adds the correct version and variant configuration information, which complies
with ISO 26262 part 8-7, configuration management. The configuration of the test
execution is now stored in the database and can be reused. The test results are
checked against the requirements and evaluated (Fig. 8).

Fig. 8 Evaluating exit criteria and report phase for the Euro NCAP testing example

356 T. Schulze and J.-E. Stavesand



The central access to the data, configurations and tests of the entire verification
process makes it possible to handle the tests in different development phases, test
systems and test objects, so the entire ECU testing process can be managed. This
enables experts to work with the tools specific to their field of work. A central
management tool is then used to associate the data to the appropriate test scenarios.

5 Example of a Seamless Test Process for E/E Systems

Section 4 illustrates how to plan and execute the validation of an ECU function in a
specific test phase in consideration of ISO 26262, on a specific test system, with a
generic test process. What would a validation tool chain for E/E systems have to
look like to master the challenges presented in Sect. 1? Combining different
methods in different development phases is a worthwhile approach to finding and
eliminating errors early on. PC-based offline simulation will play a central role,
because it is easy to use and can be distributed across many PCs where for parallel
use. This means that a high number of scenarios can be executed, particularly for
the software component test (refer to Sect. 2.1). HIL simulation will further
strengthen its position and importance, because the overall systems must be tested
together with their real hardware components. This is a clear requirement for the
verification of software safety requirements in ISO 26262. Bus systems can also
be tested under realistic conditions. The HIL test benches provide reproducible
testing conditions and automated operation. For the final release, mechatronic test
benches and real in-vehicle tests will remain an integral part if the physical prop-
erties of the vehicles have to be considered. However, in the future many more tests
will have to be simulation-based. Because a vehicle’s environment and the traffic
situations influence the behavior of advanced driver assistance systems, the amount
of test cases that need to be considered will increase to the point where in-vehicle
tests can no longer cover every situation.

Figure 9 shows a suggestion for which test phases (Sect. 2.1) the individual test
systems (Sect. 2.2) could be used.

An additional testing option comes with PC-Based Simulation for Testing
Distributed Functions. Testing distributed functions in general requires real ECUs
and thererfore HIL testing is necessary. Nevertheless distributed functions could be
tested earlier in the development process on software component level with parts of
the basic software with PC-based test systems such as dSPACE VEOS [9].

To use the validation methods efficiently in the development process, there must
be a seamless process tool chain that can be used by different departments and in
different development phases to make the use of tests, test results, user interfaces,
and models traceable. A database-type solution as described for one phase of the
generic test process in Sect. 1 is useful so all artifacts of the test process can be
provided to various users and departments from a central location and under con-
sideration of versions and variants. This type of solution also makes the entire
process traceable, from the requirements to the test evaluation. Another key to
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efficient processes is a tight integration of PC-based simulation and HIL-based
simulation, as provided by dSPACE VEOS and SCALEXIO. This makes it possible
to reuse simulation models, environment models, user interfaces, and test frame-
works [3].

6 Summary and Outlook

This paper has shown that E/E systems are becoming more complex, creating
greater challenges for the validation processes. Development engineers should be
able to use the same tools in all development and validation steps so the systems
can be used efficiently and traceably in the different development phases. The
transitions between the individual systems must be seamless, especially from
PC-based simulation to HIL simulation, so overall models that are composed of
model parts can be used flexibly, and virtual ECUs can be used in early develop-
ment phases with an increasing share of real hardware as the development pro-
gresses. It must also be easy to combine HIL test benches, from simple component
HILs to complex networked HILs (virtual vehicles), to have the flexibility needed to
adjust the validation tasks to the project status in the vehicle development process.

An example for the validation of an ADAS function on a HIL test bench based
on the Euro NCAP test suite has shown what a tool environment that is integrated

Fig. 9 Use of test systems in the vehicle development process
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into a data management solution could look like. Databases support the user by
making the use of tests, models, parameters, and test environments traceable
throughout multiple development stages. Since test cases are linked to a version and
variant management system, it is always clear which validation environment a test
case is linked to. This is in line with the relevant standards.

Models play a particularly important role for ADAS applications. To validate the
systems by means of simulation, developers have to overcome challenges such as
simulating vehicle dynamics and using environment models as well as sensor
models. The stricter requirements for computing the environment simulation in real
time also increase the requirements for HIL simulation hardware, such as dSPACE
SCALEXIO.

The requirements will continue to grow. The connection of vehicles and
infrastructure via a data network will increase the need for new simulation methods,
such as simulating WLAN communication in HIL scenarios.
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Optimization of Modular Wiring
Harnesses by Means of Regression Models
for Temperature Prediction of Wire
Bundles

A. Rius, A. Garcia and M.A. Díaz

Abstract Automotive wiring harnesses have become heavier and more complex
due to their increasing number of electrical components. It is now desired to reduce
their mass of copper. For this purpose, experimentation can be partially replaced by
simulation, but it is still impossible to exhaustively simulate all of the combinations
of modular wiring harness. This proposed approach consists of carrying out sim-
ulations using the FEM method and using their results to create regression models.
Polynomial formulae can give the same information as simulations within a clearly
reduced time and satisfying accuracy. An optimization algorithm introduced in this
study will use them to assign new cable cross-sections of harnesses considering
their currents and the ambient temperature.

Keywords Wire harness � Optimization � Weight reduction � Regression �
Models � Temperature prediction

1 Introduction

The number and overall weight of electric components commercial vehicles has
risen across the recent decades. Some European Automotive brands offer wide
possibilities of customization for their vehicles, so that customers can choose fea-
tures of their cars among a large variety. Furthermore, worldwide car sales demand
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extra customization capabilities for car manufactures to offer specific features of
their models adapted for each continent. In terms of magnitude, the overall number
of possible combinations of features of a car model can reach 1010.

Different simulators have been developed to predict the temperature of wires or
wire bundles in vehicle applications, with the aim of optimization. Nevertheless, the
huge number of combinations makes it unaffordable to simulate all of the feature
combinations due to a matter of computation time.

Wires must be dimensioned in accordance to their worst case. This involves the
fact that wires in bundles transmit heat amongst them. Therefore, a wire must be
dimensioned observing other wires in all of the segments of the wiring harness
throughout it extends.

The task of optimizing the mass of copper maintaining high reliability in such
complex systems demands extremely fast ways of predicting temperature. This
document proposes using regression models with the form of multidimensional
polynomials providing the necessary information to carry out this task.

1.1 Scope

Wiring harnesses are generally assembledmanually, so that all of its segments contain
sets of undistributed wires forming random layouts. Thus, it is mandatory to design
wire harnesses in such a way that the internal distribution of the bundles do not affect
their maximum temperature. This latter requirement demands that all bundles have
homogeneity in their heat generation, viewed as the f parameter (W/m3) in the heat
dissipation equation, which must be roughly uniform all over the cross-section of any
random bundle. It must be assumed that f equals to zero in all regions of a bundle
except in conductor regions (generally copper), whose Joule effect heat depends on
their current density J and resistivity ρ responds to the following equation:

f ¼ J2 � q Tð Þ ð1Þ

The latter equation presents the resistivity of copper as a function of the tem-
perature, T. Since the resistivity ρ is related to the conductor material, if we want to
keep f uniform over a cross-section of a bundle containing wires with different
conductor materials, J will have to be adapted to each of them so that f is
approximately uniform. The different dependency of ρ on the temperature for dif-
ferent materials complicates this, but it is still possible to find all the values of
J assuming a given temperature, which could be a certain point of temperature
between the ambient temperature and the maximum expected temperature of the
bundle. This document only explores the case of bundles with unique composition
of materials (copper and polyvinylchloride).

Nonetheless, power wire bundles will frequently include signal wires carrying
negligible currents, which prevent us to maintain this desired unique Joule heat per
unit volume f for all of the wires. These signal wires will have nearly zero heat
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dissipation in their cores, since the wire manufacturers cannot provide wires with
unlimitedly thin diameters. No matter how low the current might be, these wires
will always be cold, i.e. providing nearly f = 0 heat to the system. Their presence
enlarges de bundle and provides negligible Joule heat at the same time. The
resulting bundle dissipates slightly more heat by means of convection and radiation,
due to a greater surface of contact with the environment, when compared with the
same bundle lacking these signal wires.

These aspects make us understand that these cold wires can only benefit bundles
by lowering their maximum expectable temperature for given currents. Since wire
dimensioning must be done according to a reasonable worst case, this document
deals solely with bundles containing just power wires with approximately uniform
current density, J.

1.2 Critical Dimensions of a Homogeneous Conductive
Cylinder with Uniform Current Density

If all of the wires in the bundle are made of the same materials and they have the
same current density, the temperature of the center will increase with the radius of
the bundle. Therefore, it is possible to find a certain critical area in the bundle Acrit

corresponding to the area that makes the temperature of the bundle reach certain
maximum acceptable temperature Tmax for a given current density, J. Assuming for
a moment that the bundle is a cylinder of conductive material with a uniform
current density J, the heat equation in steady state might be written as follows:

�k � 2prL � dT
dr

¼ f � pr2L ¼ F ð2Þ

where λ is the thermal conductivity of the cylinder material, and r and L are
respectively its radius and its length. Integrating from r = 0 where the maximum
temperature Tc is found, up to r = R, where the temperature is Ts:

Tc � Ts ¼ fR2

4k
¼ fA

4pk
ð3Þ

Now, the temperature of the external surface of the cylinder can be found by
equaling the entire generated heat F with all the dissipated heat due to radiation and
convection:

2pRL � a Tsð Þ � Ts � Tað Þ ¼ pR2Lf ¼ F ð4Þ

! Ts ¼ fR
2~a

þ Ta ð5Þ
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Here, an averaged and constant value of α(T) (W/m2K) is used. Now, the
maximum temperature in the center and its dependence with the cross-section of the
cylinder can be found:

Tc ¼ Ta þ fR2

4k
þ fR

2~a
ð6Þ

Tc ¼ f
A
4pk

þ
ffiffiffi
A

p

2~a
ffiffiffi
p

p
� �

þ Ta ð7Þ

Equation (1) is represented graphically in Fig. 1. Equaling Tc to a maximum
value of temperature Tmax, the relation between f and its critical radius Rmax can be
found, and this way Amax ≡ Acrit is obtained:

Rmax ¼ � k
~a
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

~a2
þ 4k T0 � Tambð Þ

f

s
ð8Þ

Amax ¼ 4pk2 � 1
2~a

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
4~a2

þ T0 � Tamb
kJ2q

s !2

ð9Þ

This can be seen graphically in Fig. 2.
Conversely, it is useful to consider the minimum area Amin as a function of the

total current I rather than the current density, Fig. 3.
It is also convenient to consider the maximum current Imax as a function of the

total cross-sectional area of the cylinder, Fig. 4.
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These latter relations are interesting, since they allow for estimating the maxi-
mum area of an arbitrary bundle, given the sum of its currents or its area. This will
be used later on in this document.

2 Critical Currents of Wire Bundles Found by FEM
Simulations

Actual wire bundles can be regarded as a heterogeneous mix of different materials,
which are reduced here to copper, still dry air, polyvinylchloride (PVC) and
poly-ethylene terephthalate (PET) fleece. The behavior of this system is similar to
the case of the prior plotted homogeneous cylinder, yet not as simple to express by
means of its parameters, such as λ or ρ.

In order to observe the corresponding curves for actual heterogeneous bundles,
finite-element simulations have been carried out. In order to allow radial symmetry,
simulated bundles contain specific amounts of wires forming radial symmetry
around a central wire (N = 6n + 1 = 1, 7, 13, 19, 25, 31, 37…), all of them having
the same diameter. This ensures all bundles have approximately round shapes.
Round shapes with uniform current density are capable of producing the worst-case
hot spot in the center of the bundle, and they are the typical shape of manufactured
segments of wiring harnesses.

The critical value of current density of each bundle is found by means of
iterative simulations, which try to raise the temperature at the center to exactly
Tmax = 105 °C, which is one of the standard values of acceptable steady temperature
for PVC in vehicle wiring applications.

Founding the critical current Icrit of the bundle for a given area instead of the
opposite has the advantage that the geometry and the mesh of the finite elements are
generated only once and reused for each new iterated simulation, which speeds up
the process. The resulting list of area-current pairs can be swapped afterwards to
either obtain the maximum current for a given area or the minimum area for a given
current.

We have maintained an ambient temperature of 70 °C for the first set of sim-
ulations in order to explore the possibilities of these hypotheses. The x-axis is the
sum of all the cross-section areas of the wires—areas of their conductors—Fig. 5.

We can observe a well-defined curve with the same characteristics as the one of
the homogeneous cylinder, Fig. 5. Again, we plot the critical area of the bundle (the
sum of all of the copper areas) versus the sum of all of the currents, and we can fit a
third degree polynomial to it, which provides tight prediction bounds, Fig. 6.

This polynomial expression plotted in Fig. 6 can be used to estimate the critical
area of a bundle, given its sum of currents. Wires might be dimensioned assigning
areas so that the sum of all of the areas of copper equals this value of critical area.
The fact that available cross-sections in industry are discrete values turns this one

366 A. Rius et al.



into a simple discrete optimization problem: minimize the area of copper always
remaining above its minimum value. This problem will be discussed and solved
later in this document.

3 Regression Models for Wire Bundle Dimensioning

Linear regressions are carried out with the aim of obtaining general expressions for
the critical area of arbitrary wire bundles. With 171 simulated cases and using the
stepwise method, we obtained expressions for the logarithms of the critical area and
the critical current.
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Since what we want to predict in the first case is the critical area, the predictors
are reduced to the number of wires n, the sum of their currents, I and the ambient
temperature Ta. Moreover, the ratio between copper and PVC can be used as an
additional predictor for the response variable I. These predictors are included in the
regression with pertinent operations such as square root or logarithm to coincide
better with the theoretical formulae for cylindrical conductors discussed in this
document.

Both regressions have obtained satisfactory results with R2 ≈ 1, especially the
one for the critical current, due to the extra predictor related to the mass of PVC
versus the mass of copper present in the bundle. This can be observed in Figs. 7
and 8.

0 200 400 600 800 1000 1200 1400
0

100

200

300

400

500

600

700

800

A
crit

: simulation versus polynomial

Current (A)

A
re

a 
(m

m
²)

Simulations
Polynomial

Fig. 7 Regression model:
minimum area of the bundle
versus its sum of currents

0 100 200 300 400 500 600 700 800
0

200

400

600

800

1000

1200

1400

I
crit

: simulation versus polynomial 

Current (A)

A
re

a 
(m

m
²)

Simulations
Polynomial

Fig. 8 Regression model:
maximum current of the
bundle versus its sum of
cross-sections

368 A. Rius et al.



4 Integer Optimization for Cross-Section Assignment

As previously discussed, once the critical area is obtained, the cross-sections of the
wires must be chosen so that the final area is minimum and greater than its critical
value. If it were possible to buy wires with unconstrained cross-sections—i.e.
continuous and infinite availability of sizes—then the problem would be easily
solved by multiplying each current by the obtained value of current density J,
obtained by dividing the total current of the bundle by the sum of the areas of the
wires (J = I/A). However, cross-sections can be only discrete values, and it is not
completely trivial to assign them in an optimum way.

4.1 Integer Linear Programming

Let N be the number of wires of the bundle, indexed by k = 1… N. Let Qk be a set of
available cross-sections for the wire k with S different values of area aki, i = 1, 2… S:

Qk ¼ ak1; ak2; . . .; akS½ � ð10Þ

Given N wires in a bundle, for each wire there will be S Boolean variables bki
determining whether the wire k is associated to the cross-section i in Qk.

x ¼

b11
..
.

b1S
b21
..
.

b2S
..
.

..

.

bNS

2
6666666666666664

3
7777777777777775

xmin ¼
0
..
.

0

2
4
3
5

xmax ¼
1
..
.

1

2
4
3
5

ð11Þ

Since these variables are Booleans, it must be imposed as constraints that they
are integers with lower and upper values respectively 0 and 1. Additionally, since
one wire can only have one cross-section, it must be imposed that only one variable
for the wire k, bki, i = 1… S can be 1, and the rest must be 0. Specifically, this is
achieved by imposing these Booleans to sum exactly 1:

XS
i¼1

bki ¼ 1 k ¼ 1; . . .;N ð12Þ
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Expressed in a matrix with N rows and S·N columns:

Aeq � x ¼ beq ð13Þ

11. . .1 . . . 0
..
.

11. . .1 ..
.

0 . . . 11. . .1

2
4

3
5 � x ¼

1
..
.

1

2
4
3
5 ð14Þ

The main constraint of the problem is that the sum of all of the areas must not
exceed the given critical or maximum area.

XN
k¼1

XS
i¼1

bki � ai �Acrit ð15Þ

This can be expressed in matrix form as follows:

A ¼ Q1 . . . Qk½ � ð16Þ

A � x�Acrit ð17Þ

The objective function of the problem is the total mass of copper, which is not
merely proportional to the sum of cross-section areas of the bundle. Instead, we
must minimize the volume of copper, for which we need to multiply all of the areas
by the length of each wire, lk. Additionally, we can multiply each of these volumes
k by a relative weight expressing the importance of the wire k in the system.
Typically, these relative weights wk will express the expected ratio of manufactured
instances of the wire k over the total number of manufactured cars, which is a useful
parameter in modular systems. In other terms, we express the volume of copper as
the overall sold copper including all of the vehicles of a certain model, rather than
the volume of copper of just one car.

V ¼ Q1 � l1 � w1 . . . Qk � lk � wk½ � � x ð18Þ

The problem is therefore defined as follows:

minV
A � x�Acrit

Aeq � x ¼ beq
0� x� 1

8<
: ð19Þ

Particularly, this method is implemented by giving each wire two possible
cross-sections: one with the maximum current density below the critical value, and
the other with the minimum current density above the critical value. This defines
Qk = [ak1 ak2]. Then the algorithm chooses the cross-section for each wire so that
the V parameter of the set is minimized, keeping the total area greater than Acrit.
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The optimization algorithms assumes that the critical area obtained by means of
the regression model provides a bundle with a maximum temperature of Tmax, in
this case Tmax = 105 °C. In order to validate the system, some simulations of
random bundles have been performed (see Table 1).

5 Conclusions

We obtained expressions that provide the minimum sum of cross-sections of a wire
bundle with given currents and algorithms capable of assigning feasible
cross-sections to them. Results show great accordance between the models and the
finite-element simulations for both the expressions of minimal area for given cur-
rents and maximum current for given area. This satisfactory result ought to be now
complemented with experimentation, which is expected to be in accordance to the
obtained results due to the already good accordance of the finite elements simu-
lations and reality.

Table 1 Results of
optimization of random
bundles

Tamb (°C) N ΣI (A) Acrit (mm2) Atotal (mm2) Tmax (°C)

62.80 8 114.99 15.63 16.00 105.17

79.00 24 292.78 103.62 105.00 105.26

67.94 12 130.87 23.45 24.00 101.47

82.32 25 322.06 136.15 137.00 105.72

60.46 27 351.90 88.10 89.00 106.55

62.91 29 353.80 94.37 95.50 105.75

59.37 18 206.56 49.36 50.50 91.66

59.08 5 70.03 6.28 7.25 102.12

81.08 11 152.34 43.36 44.00 103.56

72.39 34 413.26 161.46 162.50 103.60

71.50 8 100.22 15.33 15.50 103.89

59.35 31 354.96 89.88 90.00 106.13

80.59 21 276.46 99.52 101.00 105.02

73.66 37 453.54 203.45 205.00 101.25

65.53 5 53.08 4.53 5.00 101.66

70.40 18 242.48 82.53 84.50 93.57

67.05 6 84.28 10.08 11.00 102.74

57.28 36 438.63 130.62 132.50 102.74

62.20 3 41.73 2.87 3.00 105.91

58.70 30 397.17 106.47 107.00 103.26

60.52 31 407.05 115.65 117.00 103.31

62.20 33 428.68 132.92 133.00 104.19

67.52 5 35.60 2.46 2.50 103.78
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As for the cross-section assignment algorithm, the linear method provides the
best results regarding maximum temperature reached in the bundle, which is rarely
above 105 °C. It is now necessary to validate the result of these expressions and
dimensioning algorithms experimentally in order to find imperfections in the actual
maximum temperature of the bundles.

6 Future Work

Actual wire harnesses include in many cases mixed types of wires, with different
materials. That is why throughout the elaboration of this study it has come to our
minds the necessity of including the presence of different materials to the bundles. It
seems crucial to extend this study finding regression models that include the pro-
portion of different typical materials in the bundle, such as other isolation materials
or aluminium.

In a similar way, the purpose of optimizing the used mass of copper in the wiring
harnesses, it appears useful to consider how can these so-called cold signal wires
inside the bundle influence the maximum temperature. It could be done by
including in these further regression models not only the ratio of different materials
but also information about wires with negligible currents. It is expected that the
presence of these wires will provide more favourable results, in such a way that
some copper could be saved. Nevertheless, this must be validated with results.
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Part XI
Test Driver Assistance Systems



Validation of Automated Driving
Functions

Ruben Schilling and Torsten Schultz

Abstract The validation of the development of driver assistance functions over
millions of driven test kilometers finds its limits already today. The systems evolve
rapidly from pure assistants over automated driving maneuvers towards fully
autonomous driving. In the process an explosion of complexity is generated through
interconnection and addition of sensors as well as strongly increased model com-
plexity to represent the environmental aspects relevant for driving dynamics better
and timelier. Here we would like to present an idea how an effort reduction of the
validation can be realized. We propose to start the validation of intelligent systems
before the road test: Features that intelligent systems use to classify the environment
can selectively be varied in regards of test stimuli. The sensor state space is far
easier to handle here than in the road test. Variations can be generated noticeably
more efficient and goal oriented. In conclusion relevant parts of intelligent systems
can be validated in driving dynamics relevant scenarios with less effort.

1 Introduction

A major source of innovation for today’s vehicles is the addition of advanced driver
assistance systems (ADAS) and their improvement over generations. In the big
picture these systems develop from pure assistants over automated driving
maneuvers towards fully automated driving. Fully automated driving is a scenario
that provides whole new opportunities and drastic change for people’s daily lives.

In the validation of driver assistance systems often 100,000 km and more of road
tests scenes are collected for a single system. Driving maneuvers and situations are
usually specified at the start of the development and the tests are recorded to
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produce a repeatable benchmark suite for the monitoring of the maturity grade of
the system as it is developed (Fig. 1).

Machine learning techniques are methods that pave the way towards autono-
mous driving. The ability to learn from limited data generalized recognition con-
cepts, that work in an otherwise unexplored world is what makes these technique
very powerful concepts for intelligent or even autonomous vehicles. Yet the con-
cept of generalization is typically phrased in terms of an error. We give an intro-
duction to errors of machine learning models in the next section.

The general architecture of ADAS or intelligent system can often be depicted by
the combination of a pattern recognition chain [1] that sends its recognized classes
to the ADAS function logic. The pattern recognition chain starts with the raw
sensor data. This is followed by a typically sensor specific preprocessing. From
preprocessed data features are extracted. These can then be used to train the system
offline or in the live system to feed a trained classifier. The classes of the classifier
are then often post processed using additional heuristic knowledge to filter false
positives. The final classes are then passed to the ADAS function logic. Typical
example of ADAS function logics are warning zones, warn concepts (timings and
warning levels) combined with specific conditions.

In practical development projects often the test focus lies on vehicle maneuvers
and scenarios relevant for the ADAS function, such as e.g. take over maneuvers.
Systematic testing of the intelligent system’s internals is rarely employed. This leads
to a high risk, as the developers do not know if the system generalizes well, once it is
deployed to customers. Typically this puts a lot of pressure on people who participate
in road tests to manually recognize all abnormal behavior during the road tests. When
driving 100,000 km of road tests or more, keeping track of all issues and their
potential interactions becomes an error prone process. Errors are usually put into a
database and fixed in the progress. If the encountered errors are relevant in the sense
of, that they are representative of situations that will occur in the future use of the
vehicle is hard to estimate. Furthermore during typical road tests often the same routes
are driven. Each drive gives rise to variations of course, as every test drive is somehow
specific. But the opportunities to stress specific aspects of the intelligent system are
strongly limited as only the system as a whole can be stressed from the outside.

Fig. 1 The general architecture of ADAS or intelligent system can often be depicted by the
combination of a pattern recognition chain with an ADAS specific function logic such as zones,
warning or concepts utilizing actuating elements
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Hence the abstraction layer of features for intelligent systems is inefficient to
stimulate when executing testing according to traditional test concepts that typically
comprise hierarchical levels such as unit tests, integration tests, system tests and
road tests. The level of indirection to stimulate this abstraction layer is too high to
efficiently test intelligent systems here. However the variations of features that
would appear under relevant driving conditions are one of the most critical factors
for the performance of intelligent systems.

2 Validation of ADAS Functions Through Simulation
of Features

In real ADAS series development projects the data to train systems can only be
collected piece by piece, as the required kilometers of road driving are time
consuming.

Collecting data to train and validate machine learning models is also generally a
time consuming activity. For intelligent systems this means, that although we
usually have a lot of data in total, it has to serve so many different training purposes,
that for each recognition problem we do not end up in a data rich situation. This has
consequences for the assessment of faults of the intelligent systems.

Generally the error of a machine learning model can be defined as in [2]: During
training a machine learning model is adapted to predict the training data as good as
possible. The training error is the error that remains between the models prediction
and its training data. The generalization error of a machine learning model is the
performance of that model on independent test data, i.e. data that has not been
utilized to train the model. The generalization error is what actually matters in
practice. This error reflects the promise that the system will behave well during
many years of ownership of a customer and while being exposed to unseen con-
ditions and environments.

The textbook picture (see [2]) is to split data into training, validation and if
possible test data. The training data is then used to fit the models, the validation data
to compare alternative models to each other before a final model is chosen and the
test data to predict the final chosen models generalization capability [2]. This is an
ideal case for data rich situations that unfortunately do not happen often in ADAS
development projects.

Therefore we propose in this article to augment the data for testing purposes
through simulation (see Fig. 2). For many scenarios it is possible to come up with
simulations how certain features would behave. This enables goal specific, direct
stimulation of feature variations and helps to validate the system in less time. Also
in sparse data situations (e.g. when learning rare events, such as “20” speed signs in
traffic sign recognition), it may prove practically impossible to stimulate the feature
space through road tests. Here simulation can help to explore real world variations
and test the intelligent systems performance. A low fault level is always the goal as
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todays intelligent systems are either safety relevant or pure comfort functions, that
shouldn’t negatively affect customer experience.

As an example consider said “20” speed sign. Instead of trying to sample this sign
under various conditions we can simulate the sign (see Fig. 3). Here we take the
original sign (left), apply aspect ratio changes, motion blur, white balance adjust-
ments or a combination of these effects (right). This corresponds directly to real world
scenarios that could be encountered. The classification tree method [3] is one typical,
systematic approach to generate test cases and structure the problem. The sensor
space of a gray image sensor has 2561280*720 states. The classification tree in (Fig. 4)
requires two test cases for minimal coverage. The classifications in the classification
tree correspond directly the relevant scenarios and can be simulated as in Fig. 3.

The simulation data can be rich due to the cheap cost to produce them. Testing
with simulated data enables predictions if the developed intelligent system can
generalize from the sparse training data in richer, realistic scenarios.

As described above usually the individual components of the pattern recognition
chain of intelligent systems are not systematically tested for faulty behavior. With
this approach it is possible to do so in a systematic way.

It is often possible to find realistic scenarios and write a sufficient simulation to
replicate their effects on relevant features. Above we show exemplary a rare data for
traffic sign recognition (“20” speed limit), that is hard to sample in the real world. In
the above example we augment the test data by simulating aspect ratios, motion
blur, white balance issues or a combination of these effects. If we were to require
the sampling of all these scenarios on the road this would prove impossible given
the time constraints of real projects. The simulation itself on the other side was
straightforward to do and could be easily extended and refined to cover more

Fig. 2 Testing purposes through simulation

Fig. 3 Simulation of relevant scenarios; from left to right: Original rare sample speed sign;
Change of aspect ratio; (Motion) blur; White balance change; Aspect ratio, blur and white balance
changes combined
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scenarios. Test cases can then be generated by varying the simulation parameters
using standard test methodology, such as limit value checking or generating
representatives.

3 Conclusion

In this article we proposed an alternative way to test intelligent systems in real
world development projects. We exemplified how simulations are often possible
with low effort and how they cover a vast set of test cases. We showed, that this can
be a helpful technique to explore an otherwise complex sensor space and to provide
an assessment method for situations that are hard to sample. Furthermore we
showed, that it is possible to naturally employ standard testing techniques to help
generating test cases, e.g. to cover combinatorial testing needs. We believe this is an
opportunity already for today’s projects to improve the real world quality of
intelligent systems and provides a method to help dealing with increasing com-
plexity of these systems in their evolution towards autonomous driving. We believe,
that for future development, when complexity of the systems rises and their deci-
sion playground is largely increased it will be a necessity to come up with vali-
dation approaches similar to the one we outlined here.
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Systematic Use Case Driven
Environmental Modeling for Early
Validation of Automated Driving
Functionalities

Sebastian Siegl and Martin Russer

Abstract In the automotive industry, current activities focus heavily on the
development of automated driving systems (ADS). ADS process environmental
data from different sensors, which are fused to generate a model of the surrounding
world. Actors in the generated model are objects, which are e.g., classified as
vehicles or pedestrians. The actors run in parallel, as in the real world actions from
traffic participants can be taken independently and asynchronously from each other.
Different actors may have impose different use cases in the interaction with the
system. For verification and validation of these functionalities a method is required,
that allows for a realistic and hence parallel modeling of the system under test’s
environment. Additionally, the method should allow for structured testing in
compliance with international norms such as the ISO 26262 and the first interna-
tional standard for software testing ISO/IEC/IEEE 29119, published in 2013. In this
contribution we present an approach for creating environmental models for struc-
tured testing of automated driving systems with a constructive method. One step is
the enumeration of all possible sequences, but we first decompose the task into
manageable units by input/output dependency analysis. The expected behavior is
formalized in temporal logic. In doing so, the effort for the creation of the model is
feasible in industry. On the other hand, the test model guarantees the representation
of all possible scenarios of use, making it a stable basis to derive significant test
cases. We applied the method on an embedded system functionality. The func-
tionality’s components were architectured using the AUTOSAR 3.2 standard and
implemented with Matlab Simulink. The proposed method allows for a use case
driven and feasible creation of environmental models for the early validation of
automated driving functionalities.
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1 Introduction

Testing is an essential activity for validation and verification in the development of
automated driving functionalities. By observing the execution of the function-under
test, one judges, whether the functionality behaves as expected. Misbehavior and
malfunctions can be identified. As testing provides realistic feedback of the
behavior, it is a key activity in industry before releasing a product on the market.

Requirements definition is the first main activity after the decision for the
development of a functionality is made. It also constitutes the first activity in which
errors can be made. It is even the most critical activity with regard to faults and
defects, because defects discovered in late development phases might have their
origin in the initial requirements. In 2013 the first release of the international
standard for software testing ISO/IEC/IEEE 29119 [1] was released. The ISO
29119 complements the ISO 26262 [2] w.r.t. the activities for software testing.
It states the main purpose of requirements based testing as ‘to determine whether
the test item meets end-user requirements’. It should be noted, that in the same
section it is highlighted that testing may suffer if the requirements are incomplete or
not consistently specified. Following Boris Beizer’s bug taxonomy, the main
defects in requirements can be classified into incorrectness, inconsistency, incom-
pleteness, and obsolescence. In this paper we present an approach, to base the
testing activities on a validated, consistent and complete environmental model.

2 Use Case Oriented Constructive Requirements
Modeling

In this section we introduce foundations of our approach: The modeling elements of
the environmental model, and the method to analyze and transform the require-
ments into the model.

2.1 Modeling Elements

The environmental modeling is done by creating Time Usage Models (TUM) [3].
The representation by a set of TUMs is the output of the constructive requirements
modeling process, which is described in more detail in the following section.
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A Time Usage Model consists of:

• A set of states S = {s1;…;sn}, that represent possible states of use.
• A set of arcs A, representing state transitions. An arc from state si to state sj

denoted by aij.
• A set of stimuli Y = {y1;…;ym}. A stimulus yj is assigned to each arc.
• The transition probability from state i to state j, denoted by pij for the transition aij.
• A probability density function (pdf) ti to specify possible state sojourn timest o

each state si.
• A pdf of state transition time tij, which is assigned to each arc aij. This pdf

describes e.g. the possible stimulus execution times for an arc aij.

Test cases can be sampled from the model statistically using the probabilities.
Another possibility to derive test cases is the graph abstraction on the model, and to
use deterministic algorithms to achieve e.g. a coverage level of states or transitions.

In Fig. 1. the elements of a TUM are presented in their representation in a graph.

2.2 Basic Principles of Constructive Requirements
Modeling

The method for creating a TUM is the key activity, since the following activities for
validation and determination of estimators about the reliability depend on the
quality of the model. The method for creating a TUM as the test model follows the
principles of sequence-based specification (SBS). This includes the identification of
the system’s boundaries as well as the enumeration of all sequences of stimuli,
considering their responses over time.

Following this procedure one ensures, that the final dynamic model represents
the environment completely, consistently, and traceably correct.

Fig. 1 Underlying graph abstraction of Time Usage Model
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Previously uncovered system behavior is identified by this method. Requirements
must be derived for it and formulated. The stakeholders who are responsible are
invoked to manage this task. They have to derive a new requirement and add it to the
existing set of requirements, usually in a document based form. So this procedure is a
technique for analyzing and clarifying the requirements.

3 Leveraging Environmental Modeling

Applying the sequence-based specification in practice showed some significant
improvements in the analysis and modeling of requirements and therefore led to
better test suites and more reliable software. With the increase of the complexity of
functionalities, the feasibility of applying this process is limited to functions with a
manageable number of inputs and level of complexity. A safety relevant function
with four inputs and simple timing conditions resulted in a TUM containing 35
states. In order to identify the approximately 230 state transitions, more than 600
sequences of stimuli had to be analyzed.

To address this problem of complexity and feasibility, the analysis of the
requirements can help to reduce the necessary effort. These analyses concentrate on
dependences between input signals and are influenced by our experiences with
sequence-based specification in practice. We introduce these methods in the fol-
lowing sections.

3.1 Conditions and Prioritization

Often, the processing of a function is active only if a certain trigger condition is
met. This can be for many reasons such as saving processing time or power. If such
an activation stimulus exists and the output of the respective functionality is
independent from the rest of the system, it can be treated in a separate enumeration
process. This step helps to reduce the enumeration effort significantly.

The same principle can be applied to hierarchically structured functionalities as
well. Figure 2 shows the processing hierarchy with dependences on various con-
ditions. If and only if the trigger condition is met, one of the available functions will
be called and the specific return value will be returned. Otherwise, a default or error
behavior is expected. The graph shows the hierarchy of the functionalities activa-
tion conditions, with function A as the highest order function. If function A is
called, its return value is generated and the module step is finished. Depending on
the input conditions, only one function is called in one step. The mutual exclusion
resulting from the hierarchy allows to simplify the sequence-based enumeration
process by dividing it according to the functions. Hence an enumeration process is
done for all functions separately. This leads to a larger number of enumerations, yet
they are less complex and less time consuming.
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3.2 Input-Output Dependency Analysis

Another way to reduce the overall complexity of the enumeration process is to
identify independent input stimuli. After defining the systems boundaries, the lists
of input and output stimuli are defined. If the focus is on low level functionality, it
is hard to find independent input values because often one is at a level in which one
module implements one feature. Having a look at higher levels of abstraction, it’s
more likely to find independent input signals as these functionalities encapsulate
and coordinate the underlying functionalities.

Figure 3 shows a software component containing six input signals and three
output signals. The subsystem represents the boundaries of the functionality under
consideration. The result of the Input-Output Dependency Analysis is depicted in
Fig. 4 in order to provide a simpler view on the result instead of listing the
requirements of the example. The analysis of dependent input variables has to
certainly be done on the requirements. Figure 4 shows that input one (notation: In1)
to four are used to calculate output one (Out1) and two. Output three depends only
on input five and six. Thus, In5 and In6 do not affect the outputs calculated by In1
to In4 and vice versa. We propose to split up the enumeration process for the two
mentioned groups of inputs. If supported by the testing tool, the test cases derived
by the two different enumerations can be run in parallel as the inputs cannot affect
each other according to the specification.

Sometimes, safety critical functions require the testing of every possible input
combination. In this case, it is still possible to separate the enumeration processes.
This leads to two different test suites. Testsuite A runs all the valid sequences
developed by enumerating In1 to In4, while the independent stimuli can be stim-
ulated in parallel in the background. The same principle can be applied to

Fig. 2 Function call graph
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Testsuite B, where the enumerated sequences of In5 and In6 can be evaluated
together with the combinations of In1 to In4.

3.3 Requirement Assessment Using Rules in Temporal
Logic

Instead of defining local expected returns and assessments, as in the classic
sequence-based specification, we define global assessments [4]. These are defined
in temporal logic. Global assessments can be seen as a global observer checking the
output of the SUT. For each enumeration step at least one global assessment and the
corresponding requirement must be defined.

Fig. 3 Software subsystem

Fig. 4 Input output
dependency analysis
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4 Model Composition

After decomposing the input streams and applying the enumeration separately, the
final model consists of different regions. Figure 5 depicts an example of a model.
Completely parallel regions are on the top, below are regions with enumerations,
which can be run in parallel, but must be synchronized. These regions with syn-
chronization points result from dependencies on trigger conditions.

Fig. 5 Composed environmental model
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5 Application on Functionality

After case studies and the elaboration of the theoretical aspects, which were
introduced in Sects. 2 and 3, we applied the method in practice on a real imple-
mentation. In this section we give a brief introduction to the embedded function and
illustrate the methods and processes by means of the example. This example and the
previous sections can be read in more detail in [5].

The functionality controls the timing of various sub-functionalities in the interior
of a car. The software architecture was specified in AUTOSAR, [6] as it is done in
the development of automated driving systems. Depending on the interaction of a
human with the car like opening or closing doors as well as the car’s environment,
the function decides whether to trigger modules and checks the activation, the
duration of an activation or the deactivation after specific timers.

The selected module of the functionality has a total input of 14 signals, it
processes all information in a single step and provides the results by six output
signals. Most input signals are described by boolean values and define a certain
state of the car. The six output signals give information about the three available
timers, two signals for each timer. One describes the running state, a second is true
whenever a timer elapses. None of the output signals are returned and used as an
input of the module.

After defining the test environment, the proposed methods were put into prac-
tice. On the top layer, the environmental consists of 52 transitions and 26 states and
covers all 615 legal sequences gained from three enumerations, that could be done
separately after the analysis steps. This provides a nice view on the system com-
pared to the overall complexity of the system and model. Furthermore, the visual
way of building up the model with preconditions plus stimulus provided a good
basis for understanding and discussion between the stakeholders of the
functionality.

During the first steps of the sequence-based enumeration, the method quickly
discovered the incompleteness of the specification. It was notable, that many
requirements define an expected result under specific conditions, but make no
statement of the expected behavior if the condition is not met. Consequently, there
were sequences for which no requirement specified the output of the function. It
was therefore necessary to extend six requirements. This conspicuousness occurred
at all three different functionality dependent timers.

In addition, inconsistent requirements were discovered. For some sequences,
multiple requirements applied and consequently resulted in a contradictory
behavior. It is remarkable, that these inconsistencies were discovered only by
considering the timing dependent behavior. Additional requirements had to be
defined in consultation with the stakeholders of the functionality.

All in all, 12 of the 17 existing requirements had to be altered and three additional
requirements had to be added. The derived requirements in combination with the
enumerated sequences were the basis of the environmental model. It served as test
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model. Executing the test cases showed no errors as requirements and implementation
had already been corrected during the enumeration process. This allows for an early
validation of the requirements and implementation before the final testing activities.

6 Conclusions

The development of automated driving systems that process parallel and complex
inputs from the environment poses not only a challenge for the test environments,
such as virtual simulation, but also for the methods of determining the significant
and required test scenarios.

The methods for verification and validation of software were substantiated in
2013, when the first, second, and third parts of the international standard for
software testing ISO/IEC/IEEE 29119 were released. It states the main purpose of
requirements based testing as ‘to determine whether the test item meets end-user. In
the same section it remarks that testing may suffer if the requirements are incom-
plete or not consistently specified.

In this contribution we presented our approach to facilitate the creation of a
complete, traceably correct, and consistent environmental model in industry. Its
foundation lies in a separate modeling of the environmental actors with a con-
structive method.

By this approach, the subsequent activities for quality assurance, such as vali-
dation and verification, measurement of coverage criteria, and estimators e.g. of the
reliability profit from this approach.

The application of constructive requirements modeling can be hardly feasible for
complex functionalities, because it can result in a rapid growth of the state space.
The state space explosion results from the fact, that the method itself requires all
possible stimulations to be sequentialized on a certain level of abstraction. To deal
with this, we presented techniques, that allow for an early reduction of the modeled
state space.

Input streams are classified in two categories: completely independent and
parallel, and those which can be run in parallel between synchronization points. The
input streams are separately enumerated, which reduces tremendously the state
growth. The final complete environmental model is a composition of all models. In
doing so, the creation of the model is de-composed into manageable pieces: the
creation of the model is feasible for real applications in industry, for the purpose to
test automated driving functionalities.
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